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SUMMARY

Biogenic isoprene plays an important role in tropospheric chemistry. We use HCHO column measurements by the Global Ozone Monitoring Experiment (GOME) to constrain isoprene emissions. Using the global Goddard Earth Observing System—Chemistry (GEOS-Chem) as the forward model, a Bayesian inversion of GOME HCHO observations from September 1996 to August 1997 is conducted. Column contributions to HCHO from 12 sources including 10 terrestrial ecosystem groups, biomass burning, and industry are considered and inverted for 8 geographical regions globally. The a posteriori solution reduces the model biases for all regions, and estimates the annual global isoprene emissions of 566 Tg C yr\(^{-1}\), ~50% larger than the a priori estimate. Compared to the Global Emissions Inventory Activity (GEIA) inventory (~500 Tg C yr\(^{-1}\)), the a posteriori isoprene emissions are generally higher at mid latitudes and lower in the tropics. This increase of global isoprene emissions significantly affects tropospheric chemistry, decreasing the global mean OH concentration by 10.8% to 0.95\times10^6\text{ molecules/cm}^3. The atmospheric lifetime of CH\(_3\)CCl\(_3\) increases from 5.2 to 5.7 years.

Positive matrix factorization (PMF), an advanced method for source apportionment, is applied to TRAnsport of Chemical Evolution over the Pacific (TRACE-P) measurements and it is found that cyanogenesis in plants over Asia is likely an important emission process for CH\(_3\)COCH\(_3\) and HCN. This approach also is applied to estimate source contributions to the tropospheric ozone (O\(_3\)) with Tropospheric Ozone Production about the Spring Equinox (TOPSE) and TRACE-P measurements. The corresponding GEOS-Chem simulations are applied to the same factor-projected space in order to evaluate the model simulations. Intercontinental transport of pollutants is most responsible for increasing trend of springtime O\(_3\), while stratospheric influence is the largest contributions to tropospheric O\(_3\) variability at northern middle and high latitudes. On the other hand, the overall tropospheric contributions to O\(_3\) variability are more important at northern low latitudes by long-range transport, biomass burning, and industry/urban emissions. In general, the simulated O\(_3\) variabilities are comparable with those of observations. However, the model underestimates the trends of and the contributions to O\(_3\) variability by long-range transport of O\(_3\) and its precursors at northern middle and high latitudes.
CHAPTER I
INTRODUCTION

1.1 Context and Motivation

Global atmospheric ozone (O₃) constitutes a critical component of global atmosphere and environment. The thick stratospheric O₃ layer and its photolysis protect living organs from harmful ultra violet (UV) radiation from the sun. The majority of atmospheric O₃ exists in the stratosphere, the source of which can be explained by the Chapman Mechanism through the photolysis of atmospheric oxygen (O₂). Its vertical structure gives stratospheric stability. Stratospheric O₃ affects upper tropospheric O₃ significantly through dynamic exchange processes between the upper troposphere and the lower stratosphere (Holton, 1995). The role of O₃ is also important in troposphere because photolysis of O₃ with abundant water vapor (H₂O) in troposphere produces the hydroxyl radical (OH), which is the most important oxidant in troposphere. This tropospheric oxidation by OH is the dominant removal process of most atmospheric gases because the troposphere accounts for 85% of atmospheric mass, which determines the lifetime of greenhouse gases such as methane (CH₄) as well. Tropospheric O₃ is also a major greenhouse gas (IPCC, 2001).

Tropospheric O₃ near the surface, however, is harmful to living cells because of its strong oxidizing capacity. Exposure to high concentrations of O₃ may cause human respiratory disease such as asthma and cause damage to crop production (Koren, 1995; Fuhrer, 2002). The source of tropospheric O₃ includes photochemical production, which is affected by the emissions of and transport of O₃ precursors, and transport from the
stratosphere. The photochemical O$_3$ production in the troposphere is rather complicated. This production mechanism involves many precursors including nitrogen oxides (NO$_x$) and volatile organic compounds (VOCs). Figure 1.1 illustrates photochemical O$_3$ productions in the troposphere. Tropospheric O$_3$ concentration is controlled by many environmental factors such as time, geographical locations (which are affected by meteorological and topological conditions), and emissions of NO$_x$ and VOCs, etc.

It is difficult to estimate the exact amount of global or regional OH and O$_3$ burden not only because of the complex relationships between these meteorological and topological factors, but also because of uncertainties in the emissions of O$_3$ precursors. In particular, there is limited quantitative knowledge about biogenic VOC emissions and their large-scale atmospheric impact.

![Figure 1.1 Tropospheric photochemical ozone production mechanism controlled by various VOC and NO$_x$ emissions during the day time.](image-url)
In order to better understand tropospheric O$_3$ and photochemistry, this dissertation focuses on two major areas.

(1) **Natural VOC emissions.**

Natural VOCs, including isoprene, the dominant biogenic VOC, account for more than one third of global VOC emissions (Guenther *et al.*, 1995). However, these natural VOC emissions (e.g., global isoprene) estimates are highly uncertain due to a lack of direct measurements. In addition to the effect on tropospheric O$_3$, the biogenic VOCs might contribute to the tropospheric aerosol budget significantly by formation of secondary organic aerosols (SOAs) (Claeys *et al.*, 2004; Heald *et al.*, 2005). Atmospheric VOCs not only affect regional air quality, but also are linked to global climate change driven by greenhouse gases and organic aerosols. A recent advancement is to constrain global isoprene emissions using the inverse method based on 3-D chemical transport model and satellite HCHO (formaldehyde) measurements. In addition, there is growing interest in major oxygenated VOCs (OVOCs), such as acetone (CH$_3$C(O)CH$_3$), methanol (CH$_3$OH), and acetaldehyde (CH$_3$CHO) because their abundance in the remote troposphere has been found by in-situ measurements (e.g., Sing *et al.*, 2000, 2001). This dissertation uses factor analysis to conduct the source apportionments of the OVOC measurements and discusses the contributions of biogenic processes to acetone, acetaldehyde, and hydrogen cyanide.

(2) **Sources of tropospheric O$_3$ variability and its springtime increase in the northern hemisphere.**

The sources of tropospheric O$_3$ involve either photochemical production coupled with transport within the troposphere or are transport from the stratosphere. The correct
knowledge of source contributions to tropospheric O$_3$ is of particular importance in global atmospheric chemistry and climate change. Photochemical and dynamic environments are different with geographical locations (e.g., latitudes). At mid to high latitudes, a significant increase of tropospheric O$_3$ is observed in the springtime, and many studies have tried to attribute this O$_3$ enhancement (e.g., Logan, 1985; Liu et al., 1987; Oltmans and Levy, 1992; Dibb et al., 1994; Wang et al., 1998, 2003a; Mauzerall et al., 2000).

Tropospheric Ozone Production about the Spring Equinox (TOPSE, February – May, 2000) aircraft measurements were conducted to investigate the springtime O$_3$ maximum at mid to high latitudes over North America. Here we specifically focused on the scientific questions on TOPSE and applied an advanced factor analysis to those measurements to understand the main contributors to O$_3$ variability and its springtime increase. With the same methods, the contributions of Asian outflow to O$_3$ variability at mid to low latitudes were analyzed with measurements during TRAnsport of Chemical Evolution over the Pacific (TRACE-P, March – April, 2001).

1.2. Methodology

1.2.1. Remote Sensing and Retrieval of Atmospheric HCHO

Atmospheric constituents interact with electromagnetic waves. The solar radiation is the most important life-supporting electromagnetic waves on earth with an energy flux of 1367 Wm$^{-2}$ (at the top of the atmosphere (TOA)). The interactions between electromagnetic waves and atmospheric molecules include absorption (radiation converts into the internal energy of molecules), transmission (radiation transmits without
interactions), reflection (radiation changes direction), and scattering (radiation changes its phase or direction with/without change of energy). The absorbed radiation into constituents increases their internal energy in forms of translational (unquantized motion to increase kinetic energy), rotational (quantized with the smallest energy change), vibrational (quantized spectrum covers mostly infrared/near-infrared wavelength (1—20 μm)), and electronic (quantized with the greatest energy change, causing excitation of the outer-shell electron(s)) energies.

The atmospheric constituents absorb at discrete frequencies corresponding to their transitions of energy levels. Vibrational and rotational transitions are of primary interest for absorption and emissions of terrestrial radiation in the atmosphere. Many of the major constituents such as H₂O, CH₄, CO₂, and O₃ have vibrational and rotational bands mostly within the thermal infrared range of the spectrum (Figure 1.2). Every constituent has its unique absorption bands due to its unique energy transitions by its absorption cross section (the ability of a particular molecule to absorb a photon at a particular wavelength). That uniqueness is basically applied to retrieve concentrations of remotely-measured atmospheric constituents.
Atmospheric formaldehyde (HCHO) is the tracer of interest in this dissertation (Chapter 2). The wavelength of HCHO absorption is within the ultra-violet region (UV-region, 335 – 355 nm, Figure 1.3). A satellite instrument measures UV backscattering spectra. In this dissertation, the satellite HCHO measurements from the Global Ozone Monitoring Experiment (GOME) are used to constrain global isoprene emissions (Chapter 2). GOME is on board the ERS-2 satellite launched in 1995 to monitor atmospheric trace gases. It measures solar backscattered radiances in nadir-viewing mode, with spectral resolutions of 0.2 – 0.4 nm within UV – near IR range (Burrows et al., 1999). The satellite moves in a descending node at a sun-synchronous orbit, passing the equator at 10:30 a.m. (local time). The information that can be retrieved from the UV backscattering spectra includes reflected solar spectrum, surface/cloud albedo, atmospheric scattering, temperature, pressure, and concentration of absorbing chemical tracers.
Obtaining SCD

After calibration of the detected spectra, slant column density (SCD) can be derived using the Beer-Lambert Law if one knows the values of absorption cross sections. In practice, the slant column density (SCD) of tracer is then determined by least squares fitting a linear combination of reference absorption cross-section spectra of trace gases and a Ring reference spectrum to the measured optical density in the UV/VIS (ultra violet / visible) (e.g., Platt, 1994; Chance et al., 2000).

Conversion from SCD to VCD

In order to obtain a vertical column density (VCD), the dependence of SCD in terms of the viewing angle with latitudes should be considered. Air mass factor (AMF) is used to convert SCD to VCD. AMF depends on the vertical distribution of chemical species because of atmospheric scattering. In particular, HCHO is mostly distributed within the boundary layer, where the scattering is most important. Palmer et al. (2001) formulates...
AMF as the integral of the relative vertical distribution factor (shape factor) of the chemical species over the depth of the atmosphere, weighted by an altitude-dependent degree of scattering (scattering weights) using a radiative transfer model (RTM) and a chemical transport model (CTM). HCHO vertical columns in Chapter 2 are retrieved based on those procedures.

1.2.2. Global Chemical Transport Model.

Goddard Earth Observing System–Chemistry (GEOS-Chem) is used as the global CTM for this dissertation. Tropospheric chemistry is driven by assimilated meteorological data from the Global Modeling Assimilation Office (GMAO) (Schubert et al., 1993). The 3-D meteorological data are updated every 6 hours; mixing depths and surface fields are updated every 3 hours. For meteorological fields, we used GEOS-STRAT (4° x 5° horizontal and 26 vertical resolution, Chapter 2), GEOS-3 (2° x 2.5° horizontal and 30 vertical resolution, Chapter 5) for this dissertation. The vertical levels extend up to approximately 0.1 hPa. A comprehensive description and evaluation of the GEOS-Chem model for tropospheric O$_3$–NO$_x$–VOC chemistry is given by Bey et al. (2001).

The chemical mechanism is that of Horowitz et al. (1998) with updates of more recent kinetics data. It includes a detailed representation of oxidation pathways for five non-methane hydrocarbons (NMHCs) (ethane, propane, lumped >C3 alkanes, lumped >C2 alkenes, and isoprene). The organic peroxides produced from isoprene oxidation are recycled by photolysis and reaction with OH (Lurmann et al., 1986). Numerical integration of the mechanism is done with a fast Gear solver (Jacobson and Turco, 1994). Photolysis rates are computed using the Fast-J radiative transfer algorithm (Wild et al.,
2000), which includes Rayleigh scattering as well as Mie scattering by clouds. Monthly averaged UV albedo fields are used from the work by Herman and Celarier (1997). Aerosol scattering is included in the model by specifying aerosol optical depths (AODs) from a correlation with surface O$_3$, as described by Fiore et al. (2002).

Gridded emission fields for anthropogenic NO$_x$ and NMHCs in 1985 are taken from the study of Wang et al. (1998) and are scaled to later years using updated measurements or emission estimates. Biogenic hydrocarbon emissions include isoprene as discussed in the Chapter 2, and additional contributions from acetone and propene. Emissions of terpenes and methanol are not included; as will be discussed in Chapter 2, they are unlikely to make significant contributions to the HCHO column signal from GOME. The details of current version of GEOS-Chem are available at http://www-as.harvard.edu/chemistry/trop/geos/doc/man/index.html.

1.2.3. Inverse Modeling

Inverse modeling in atmospheric tracers involves making statistical inferences of physical parameters (“causes,” e.g., tracer sinks or sources) derived from the measurements (“effects,” e.g., tracer concentrations) (Enting, 2002). In contrast to inverse modeling, forward modeling estimates tracer concentrations based on current knowledge of the parameters (a priori parameters). Figure 1.4 illustrates the concept of inverse modeling. The inverse modeling in this dissertation focuses on deducing better isoprene emissions (a posteriori emissions) from GOME HCHO observations. GEOS-Chem chemical transport model is employed as the forward model driven by a priori parameters regarding isoprene emissions, contributing to HCHO concentrations during the growing season. We used Bayesian least squares methods to obtain a posteriori global isoprene
emissions, which better fit the GOME HCHO columns. The detailed descriptions of the inverse modeling are in Chapter 2.

1.2.4. Receptor Modeling

Analyzing air quality requires various types of knowledge: sources types and emission rates, transport of constituents, and chemical and physical transformations of the constituents (e.g., photochemistry). The mathematical source-oriented model (e.g., 3-D CTM) uses all of these types of knowledge to predict air quality. For correct predictions, a survey of emissions over the studied regions and reasonable meteorological data are necessary. Field measurements are often used to evaluate the model results. The major limitations in the source-oriented model are associated with the variety of uncertainties from those parameterizations. Therefore, it is useful to have an alternative approach to identify sources and their contributions to ambient trace gases. One such approach is called receptor (-oriented) modeling (Wei, 2002).
Receptor models are based on measured mass concentrations and the use of appropriate mass balances. The chemical mass balance assumes that the total concentration of the chemical tracer A is the sum of contributions from a number of independent sources.

\[
A_{\text{total}} = A_{\text{source1}} + A_{\text{source2}} + A_{\text{source3}} + \ldots \quad (1.2.4.1)
\]

Every independent source emits not only substance A, but also other constituents such as B, C, etc. Thereby, \(A_{\text{source1}}\), for example, can be expressed as

\[
A_{\text{source1}} = g_{\text{source1}} f_{A,\text{source1}} \quad (1.2.4.2)
\]

where \(A_{\text{source1}}\) is the atmospheric concentration of A from source1, \(g_{\text{source1}}\), which is the mass concentration of source1 in the atmosphere, and \(f_{A,\text{source1}}\) is the gravimetric concentration or mass fraction of A in source1. Considering other sources (p independent sources), one can rewrite the equation as

\[
A_{\text{total}} = g_{\text{source1}} f_{A,\text{source1}} + g_{\text{source2}} f_{A,\text{source2}} + \ldots + g_{\text{sourcep}} f_{A,\text{sourcep}} \quad (1.2.4.3)
\]

More generally, the mass balance formula above can be rewritten accounting for m chemical species in n samples:

\[
x_{ij} = \sum_{k=1}^{p} g_{ik} f_{kj} \quad (1.2.4.4)
\]
where \( x_{ij} \) is the concentration of the \( j^{th} \) species in the \( i^{th} \) sample, \( g_{ik} \) is the mass concentration constituents from the \( k^{th} \) source contributing to the \( i^{th} \) sample, \( f_{kj} \) is the gravimetric concentration (fraction) of the \( j^{th} \) species in constituents emitted from the \( k^{th} \) source.

There are various methods one might use to solve the equation 1.2.4.4. First, the Chemical Mass Balance (CMB) Model fits each of the known source profiles \( (f_{ij}) \) toward the measured data \( x_{ij} \), resulting in the source contribution \( g_{ik} \) (Hopke, 1985). The problem of CMB is that the source profile is not always well known, which may lead to incorrect source estimates. Second, multivariate receptor models are based on the idea that the time dependence of a chemical species at the receptor site will be the same for species from the same source. Species of similar variability are grouped together in a minimum number of factors (sources) that explain the variability of the data set, which is often called factor analysis. This analysis assumes that highly correlated compounds come from the same source. The common example of multivariate analysis is Principal Component Analysis (PCA). The results of that methods are, however, often ambiguous and difficult to interpret in view of physical sciences, since the resolved profiles of a source may include negative variabilities.

1.2.4.1. The PMF Method

Pattero and Tapper (1993, 1994) provided an advanced factor analysis obtaining a better identification of source contributions to observed particle compositions. This method basically uses the error estimate of individual measurements to provide optimum data scaling and permits a better treatment of missing and below detection-limit values. More importantly, requiring non-negativity for both factor components (to be explained
in the following section) renders the solutions easier to interpret and allows the resulting features to make physical sense. This approach is called positive matrix factorization (PMF). PMF has been successfully applied to the analysis of many kinds of researches (e.g., Polissar et al., 1998; Liu et al., 2003; 2005; Wang et al., 2003a; Xie et al., 1999). The PMF method is applied as an important analysis tool for source apportionments in this dissertation (Chapters 3, 4, and 5).

Let’s suppose X is a (n x p) data matrix consisting of the measurements of p chemical species in n sample observations. The objective of PMF modeling is to determine the number of sources, the chemical composition profile of each source, and the amount that each source contributes to the sample. The corresponding two-way factor analysis model can be written as follows.

\[
X = GF + E
\]

(1.2.4.5)

where G is a (n x k) matrix of source contributions (factor scores) to the samples and F is a (k x p) matrix of source chemical compositions (factor loadings or profile). Each sample is an observation along the time axis, so G describes the temporal variation of the sources. E represents the part of the data not explained by PMF, which comes from residuals or errors (Paatero and Tapper, 1994).

or

\[
x_{ij} = \sum_{k=1}^{l} g_{ik} f_{kj} + e_{ij}
\]

(1.2.4.6)
In the PMF model, the solution is a weighted least squares fit, where the known standard deviations for each value of “x” are used for determining the weights of the residuals in matrix “E.” The data for maximum likelihood estimates are assumed to be normally distributed. PMF constrains factor loadings and factor scores to nonnegative values and thereby minimizes the ambiguity caused by rotating factors. This is one of the major differences between PMF and principal component analysis (PCA).

The objective of PMF is to minimize the sum of the weighted residuals (Q) defined as

\[
Q = \sum_{i=1}^{n} \sum_{j=1}^{p} \frac{(x_{ij} - g_{ik} f_{ki})^2}{\sigma_{ij}^2} = \sum_{i=1}^{n} \sum_{j=1}^{p} \left( \frac{e_{ij}}{\sigma_{ij}} \right)^2
\]

(1.2.4.7)

where \(\sigma_{ij}\) is a user-defined error estimate for each elements of \(x_{ij}\) in a matrix. Theoretically, if there are no outliers, then the final Q value after iterations must be approximately same as the number of data points in the original matrix \(X\). The theoretical Q value is based on the "degrees of freedom" and equals the number of data points in the array. However, the actual calculated Q value is frequently much bigger than the theoretical one. Such a large difference between theoretical and actual Q values can be an indication that the data detection limits are underestimated (Paatero, 2000).

In PMF, non-negativity constraints are imposed on both the source profiles (\(F\)) and the source contributions (\(G\)). All of the species concentrations must be greater than 0, and each sample must have each source contribution greater than 0. The PMF algorithm then calculates \(G\) and \(F\) matrices that minimize the value of the variable \(Q\) with \(g_{ik} \geq 0\) and \(f_{kj} \geq 0\) for \(k = 1, .. , p\). The problem to obtain optimized Q values cannot be solved by
singular value decomposition (SVD). It can be solved, however, by iterative algorithms for optimization. This algorithm minimizes the Q function with respect to the unknown matrix, presetting either the G or F matrix as known. Then the recently solved matrix is taken as known, and the other is solved until it reaches convergence. The details of the algorithm are described in Paatthero and Tapper (1994). Thus, this is a least-squares problem with the values of G and F to be determined.

An important parameter in PMF analysis in this dissertation is the explained variation (EV), which is a magnitude of the contribution of each chemical species for each identified factor (Lee et al., 1999). EV values can be considered the relative variation of elements at F matrix. The EV value of chemical species j in the k\textsuperscript{th} factor can be calculated by

\[
EV_{kj} = \frac{\sum_{i=1}^{n} \frac{|G_{kj}F_{kj}|}{\sigma_{kj}}}{\sum_{i=1}^{n} \left( \sum_{k=1}^{n} \frac{|G_{kj}F_{kj}|}{\sigma_{kj}} + |e_{kj}| \right)}
\]  

(1.2.4.8)

Cumulative variance of EV explains how much of each species is explained in PMF analysis. For instance, if cumulative variance of O\textsubscript{3} is 0.8, it can be said that approximately 80% of total O\textsubscript{3} variation is explained by identified factors.

**Choosing an appropriate number of factors**

During PMF analysis, it is important to choose the number of factors that provide physically meaningful results. Basically, PMF computes the factors in random order if random values are used for starting the computation (Paatero, 2000). In this analysis, the
order factor is determined by sorting the center-of-mass locations of the G or F matrix in ascending order. A fundamental condition for choosing the number of factors is that the maximum number of factors should be less than the number of tracers. Assigning a smaller number of factors than actual amount of factors in a matrix causes a factor that represents mixed-source characteristics. On the other hand, too many assigned factors cause residual factor(s) that represent(s) noise due to unexplained residuals.

There are mathematical ways to validate the number of factors. Lee et al. (1999) used the information from the scaled residual and rotational matrix to determine a reasonable range of factors. Monitoring the Q value with a number of factors also could inform maximum factor numbers. Despite the multiple possibilities of number of factors, the “best solution” must have the factors representing the most physical sense. Chapters 3, 4, and 5 explain more about choosing the number of factors.

**Assumptions and limitations of PMF analysis**

In spite of advanced optimizing algorithms and better physical constraints with non-negative values, there are limitations of receptor modeling when we try to estimate contributions to chemical tracers. First, the results of the receptor model are often sensitive to the selected suit of tracers, number of factors, assigned uncertainties, and matrix rotations, which could provide too many possible solutions. Second, since the source profiles are presumed to be added linearly, it is difficult to quantify the emissions for chemicals with large secondary productions. Third, the receptor model assumes that compositions of emissions basically do not change during transport from the point of emission to the point of measurement. That assumption also makes it difficult to measure the correct contributions of emissions because transport processes can mix multiple
emissions, which causes reduced or mixed source characteristics. Those problems are addressed in Chapter 3. However, these last two limitations are less relevant to the source of $O_3$ (as discussed in Chapters 4 and 5) because there is no primary emission source for $O_3$; all the $O_3$ sources are either from secondary productions or transport. Thus the limitations do not directly affect the objectives of these last two chapters, which involve identifying the source characteristics and contributions, not estimating the primary emissions of chemicals. Despite its problems and limitations, the PMF analysis is still advantageous over source-oriented model studies when the source types, strength, and distributions are not well understood.

1.3 Scope of this Dissertation.

This dissertation analyzes the diverse source contributions to tropospheric $O_3$, particularly linked to terrestrial biogenic VOC emissions. Specifically, the chapters are organized as follows.

- **Chapter 2, “Constraining global isoprene emissions with Global Ozone Monitoring Experiment (GOME) formaldehyde column measurements.”**

  The global isoprene emissions are constrained with GOME HCHO columns. HCHO is a good proxy for terrestrial isoprene emissions during the growing season. 3-D CTM (GEOS-Chem) is applied as a forward modeling. Twelve different pre-described contributions to isoprene emissions from 10 terrestrial ecosystems, biomass burning, and industry are applied to Bayesian inverse modeling. Constrained global isoprene emissions with GOME HCHO columns
are compared with Global Emissions Inventory Activity (GEIA) inventory and the resulting uncertainties of the emissions are greatly reduced.

- **Chapter 3, “Source characteristics of oxygenated volatile organic compounds and hydrogen cyanide.”**

  Aircraft measurements (TRACE-P, PEM-Tropics B, and Intercontinental Chemical Transport Experiment – North America (INTEX-NA)) are analyzed to identify the source characteristics of OVOCs and hydrogen cyanides using the PMF method. The source characteristics are investigated and their contributions are discussed with implications for their global source budgets.

- **Chapter 4, “Intercontinental transport of pollution manifested in the variability and seasonal trend of springtime O₃ at northern middle and high latitudes.”**

  The tracer measurements during TOPSE are analyzed with the PMF method in order to identify and estimate the contributions to springtime O₃ variability at northern middle and high latitudes. O₃ contributions from photochemistry and transport within the troposphere and from the stratosphere are of particular interest. This chapter presents the first PMF analysis to estimate those contributions.

- **Chapter 5. “Evaluation of model simulated source contributions to tropospheric ozone with aircraft observations on the factor-projected space.”**
The chemical transport model (CTM) is usually evaluated by comparisons of the simulated tracer’s concentrations with those of measurements. However, that type of evaluations cannot be used to examine how the model simulates the contributions of various processes to O$_3$. We apply the PMF method to examine the observed and simulated covariance structures of O$_3$ and its precursors. We use the CTM (GEOS-Chem) simulations and aircraft measurements (TOPSE and TRACE-P) for this purpose. The analysis results indicate that it is a viable method for evaluating model’s capability in simulating process-based contributions to tropospheric O$_3$. 
CHAPTER II
CONSTRAINING GLOBAL ISOPRENE EMISSIONS WITH GOME FORMALDEHYDE COLUMN MEASUREMENTS

2.1 Introduction

Volatile organic compounds (VOCs) play an important role in oxidation chemistry in the troposphere (Chameides et al., 1992; Moxim et al., 1996; Houweling et al., 1998; Wang et al., 1998b; Poisson et al., 2000). Biogenic emissions are major sources of VOCs (e.g., Zimmerman, 1979; Lamb et al., 1987; Mueller, 1992). Isoprene (C$_5$H$_8$), in particular, represents almost half of the total source of biogenic VOCs, and almost 40% of total VOC emissions on a global scale (Guenther et al., 1995). Furthermore, the formation of secondary organic aerosols via photooxidation of isoprene affects the global climate (Limbeck et al., 2003; Claeys et al., 2004).

Isoprene emissions depend on vegetation types, light intensity, temperature and leaf area index (LAI) (Lamb et al., 1987; Guenther et al., 1995). Global emissions of isoprene are generally estimated by extrapolating from limited laboratory and field measurements to the prescribed global ecosystems. Various emission parameterizations have been proposed (e.g., Lamb et al., 1987; Guenther et al., 1995). Despite these efforts, large uncertainties still remain in the estimates (Hewitt and Street, 1992; Guenther et al., 1995).

\[\text{\footnotesize\textsuperscript{1}}\text{This chapter is extension of “Constraining global isoprene emissions with GOME formaldehyde column measurements,” published at Journal of Geophysical Research in December 2005 (110, D24301, doi:10.1029/2004JD00529). Authors are Changsub Shim, Yuhang Wang, Yunsoo Choi, Paul Palmer, and Kelly Chance.}\]
The difficulty lies in the scarcity of direct measurements. The problem is most acute for tropical ecosystems (Guenther et al., 1995; Pierce et al., 1998), which collectively account for more than half of global isoprene emissions (Guenther et al., 1995).

Formaldehyde (HCHO) is a product of VOC oxidation. The main sinks of HCHO are photolysis and the reaction with atmospheric hydroxyl radical (OH), and its lifetime against oxidation (order of hours) is short enough not to be significantly affected by transport. Methane (CH$_4$) is an important HCHO source, but it is well mixed in the troposphere due to its long lifetime. Methane oxidation provides the background HCHO levels.

Previously, isoprene emissions over North America in summer have been derived using HCHO column measurements from the Global Ozone Monitoring Experiment (GOME) (Chance et al., 2000; Palmer et al., 2003a; Abbot et al., 2003). It was found that isoprene is the dominant contributor to HCHO over North America in the growing season; the enhancements above the CH$_4$-oxidation induced background levels are generally linear with local isoprene emissions over North America (Chance et al., 2000; Palmer et al., 2003a). Using that information, the seasonal and interannual variations in GOME HCHO columns over North America has been investigated (Abbot et al., 2003). Here we extend these previous studies to the global scale and we also explicitly consider isoprene emissions from 10 vegetation groups to capture the large difference in base emissions for different types of vegetations. The sources from biomass burning and industry are also treated separately.

In this work, we apply GOME observations of HCHO column from September 1996 to August 1997 to constrain global isoprene emissions. In order to obtain best estimations
of isoprene emissions, we use statistical inferences to fit the model simulated HCHO column concentrations toward GOME-observed HCHO column concentrations (inverse modeling). To minimize the effects of GOME measurement uncertainties, we selected 8 regions with high signal-to-noise ratios (the ratio of slant column to signal fitting error > 4). These regions are located over North America, Europe, East Asia, India, Southeast Asia, South America, Africa, and Australia.

Model parameters (state vector) considered for the HCHO sources include the oxidation of isoprene from 9 major vegetation groups; the 10th group includes isoprene from all other vegetation types and biogenic VOCs other than isoprene. The other two HCHO sources considered are biomass burning (combined with biofuel burning) and industry. The sources include primary emissions of HCHO and secondary chemical production during the oxidation of other VOCs.

Uncertainties of model source parameters and GOME measurements are taken into account through Bayesian inverse modeling (Rodgers, 2000) to produce the a posteriori global isoprene emissions. The global GEOS-Chem chemical transport model (Bey et al., 2001) is used for the a priori estimate. We conduct for each region an inversion of 12 different source types using monthly mean observations during growing seasons. The effects of a posteriori change of isoprene emissions on global O³ and OH are estimated.

2.2 HCHO as a Proxy for Isoprene Emissions.

2.2.1. General Oxidation Mechanism of Atmospheric VOCs

During the day time, the oxidation of a hydrocarbon (hereafter we use RH for hydrocarbon, R for an organic group of RH) is mostly initiated by OH.
RH + OH + O₂ → RO₂ + H₂O  

(2.1)

The RO₂ (organic peroxy radical) produced above reacts with NO (nitrogen oxide) to produce NO₂ (nitrogen dioxide) and an organic oxy radical (RO), or it may react with HO₂ (hydroperoxy radical) to produce organic hydroperoxide (ROOH).

RO₂ + NO → RO + NO₂  

(2.2.1): high NOₓ condition.

RO₂ + HO₂ → ROOH + O₂  

(2.2.2): low NOₓ condition.

NO₂ is photolyzed to produce O₃.

NO₂ + hv + O₂ → NO + O₃  

(2.3)

ROOH from (2.2.2) may either reacts with OH or photolyzes and ultimately produce R’CHO (aldehyde; R’ denotes reduced carbon from R), OH and H₂O. RO radical from (2.2.1) can react with atmospheric oxygen (O₂), thermally decompose, or isomerizes. The subsequent mechanisms are complicated, but generally carbonyl compounds and a HO₂ radical are produced. These are simply described as follows (Jacob, et al, 1999).

RO + O₂ → R’CHO + HO₂  

(2.4)

HO₂ + NO → OH + NO₂  

(2.5)
The net reaction so far is

\[ \text{RH + 4O}_2 \rightarrow \text{R’CHO + 2O}_3 + \text{H}_2\text{O} \quad (2.6) \]

If R’ group is H (hydrogen atom), then above reaction (2.6) produces HCHO (formaldehyde). Thus HCHO is a major intermediate during the oxidation of VOCs.

Aldehydes (R’CHO) react with OH or photolyze.

\[
\begin{align*}
\text{R’CHO} + \text{OH} & \rightarrow \text{R’CO} + \text{H}_2\text{O} \\
\text{R’CHO} + \text{hv} + \text{O}_2 & \rightarrow \text{R’CO} + \text{HO}_2 \\
\text{R’CHO} + \text{hv} & \rightarrow \text{R’O} + \text{H}_2
\end{align*}
\]

(2.7.1) (2.7.2) (2.7.3)

The R’CO (organic acyl radical) reacts rapidly with O\(_2\) to produce R’O and HO\(_2\).

\[ \text{R’CO} + \text{O}_2 \rightarrow \text{R’O} + \text{HO}_2 \quad (2.8) \]

The decomposed organic group (R’) reacts through from (2.4) to (2.8) and ultimately produces CO and HO\(_2\).

\[ \text{CHO} + \text{O}_2 \rightarrow \text{CO} + \text{HO}_2 \quad (2.9) \]

CO (carbon monoxide) is finally oxidized to relatively stable products, CO\(_2\) and O\(_3\).

\[ \text{CO} + \text{OH} + \text{O}_2 \rightarrow \text{CO}_2 + \text{HO}_2 \quad (2.10) \]
The systematic diagram of above mechanism is shown in Figure 2.1. On the basis of the hydrocarbon oxidation mechanism, it is clear that VOCs play an important role on tropospheric O₃ and HOₓ chemistry. Biogenic isoprene (CH₂=CH-C(CH₃)=CH₂, simply C₅H₈) has much more complicated reaction pathways, involving more than hundred reactants, but the outlines of the reaction mechanisms are similar to above reactions.
2.2.2  HCHO as a Proxy for Isoprene Emissions.

The HCHO yield from isoprene oxidation on a per carbon basis is in the range of 0.3 – 0.45; it increases with NO\textsubscript{X} concentrations (Horowitz \textit{et al.}, 1998; Palmer \textit{et al.}, 2003a). Palmer \textit{et al.} (2003a) discussed the robustness of the isoprene-oxidation chemical mechanism in the model over North America in July 1996. They did not include the kinetics uncertainty in their inversion calculation. We assume in this work that this uncertainty in the estimated HCHO yield is small compared to GOME retrieval errors, which are fairly large (section 2.3). Quantitative assessment of the kinetics uncertainty with critical laboratory measurements is beyond the scope of this work.

Formaldehyde can be produced within an hour from isoprene emissions because the lifetime of isoprene is about 0.5 hour during late morning. The corresponding lifetimes of major secondary products of isoprene oxidation are about 1.5 – 2.5 hours (Carslaw \textit{et al.}, 2000). At GOME measurement time of 10:30 a.m. local time (LT), the impact of secondary products is also mitigated by the relatively weak isoprene emissions before the measurement time due to less light intensity and lower temperature. At surface wind speed of 0 – 10 m/s, the transport distance of secondary products is < 150 km since 6:30 am LT, much less than the model grid size (4°×5°). Thus, the relatively short lifetimes of isoprene, its major secondary products, and HCHO render the effect of transport insignificant in a coarse-resolution model. The isoprene oxidation with O\textsubscript{3} is insignificant because the reaction is much slower than that with OH and the HCHO yield is small (< 0.2) (Atkinson, 1994).

The per-carbon HCHO yields from larger biogenic VOCs, such as monoterpenes, are known to be much less than that of isoprene because of the efficient aerosol uptake of the
oxidation products (Kamens et al., 1982; Hatakeyama et al., 1991; Orlando et al., 2000; Palmer et al., 2003a). Methanol (CH$_3$OH), the other main biogenic HCHO source, has a much longer lifetime (several days). Formaldehyde from CH$_3$OH oxidation is distributed over large regions relative to the model grid size (Palmer et al., 2003a).

Industrial VOCs including alkanes, alkenes, and aromatics contribute less to HCHO than isoprene during growing seasons. The lifetimes of alkenes are generally longer than that of isoprene (Atkinson, 1994) and those of alkanes are much longer (Atkinson, 1994). Therefore HCHO from these VOCs are distributed over large regions. During growing seasons, their contributions to HCHO are relatively small over the regions with substantial biogenic isoprene emissions (to be shown in Table 2.3). The latter regions are the focus of our inverse modeling. The HCHO yields of aromatics are generally very small (less than a few percent) (Dumdei et al., 1988). Therefore the impact of those species is not important in this study.

Methane oxidation has a yield of about 1 HCHO per unit carbon and CH$_4$ is well mixed in the atmosphere because of its long lifetime (~10 years). Its contribution of about 30% to HCHO column defines the atmospheric HCHO background concentrations (Palmer et. al., 2003a). Recent studies (Palmer et. al. 2003a; Abbot et al., 2003) show that the variability of HCHO columns at northern mid latitudes reflects the production from isoprene oxidation. On a global scale, the variability of HCHO columns is also mostly affected by emissions and photochemistry over the regions of interest.
2.3 GOME HCHO Column Measurements and the Uncertainties

GOME is on board the ERS-2 satellite launched in 1995 to monitor atmospheric trace gases. It measures solar backscattered radiances with spectral resolutions of 0.2 – 0.4 nm in a relatively wide spectral range (237 – 794 nm, UV – near IR) (Burrows et al., 1999). The satellite moves in descending node passing the equator at 10:30 a.m. (local time) in a sun-synchronous orbit. In the nadir-viewing mode, it has a 32° across-track scan angle. It has a spatial resolution of 40×320 km$^2$ and takes ~3 days to cover the globe. Figure 2.2 illustrates the GOME scanning procedures. The HCHO absorption spectra at 337 – 356 nm are fitted to reference spectra by non-linear least square method to determine slant columns with a fitting uncertainty of 4.0×10$^{15}$ molecules cm$^{-2}$ (Chance et al., 2000).

![GOME scanning processes and its resolution](http://earth.esa.int/ee0.96, 1998.)

Figure 2.2. GOME scanning processes and its resolution (ERS-2 satellite, http://earth.esa.int/ee0.96, 1998.).
In our analysis, the GOME data that have cloud fraction > 40% are excluded using an improved GOME cloud product, the GOME Cloud AlgriThm (GOMECAT) (Kurosu et al., 1999) because clouds cause the significant UV – VIS signal attenuation. The GOME measurements are affected by the South Atlantic Anomaly (SAA), where radiation is exceptionally strong due to the anomaly of the earth magnetic field (Heirtzler, 2002). The region is to be shown in Figure 2.7. We do not include the region in inverse modeling.

In order to convert slant columns to vertical columns, air mass factors (AMFs) are calculated by a radiative transfer model (LInearized Discrete Ordinate Radiative Transfer model (LIDORT) by Spurr, 2002), which describes the signal through the path of the light in the atmosphere, with the vertical profiles of HCHO taken from the GEOS-Chem simulation (Palmer et al., 2001; Martin et al., 2002). The AMF is defined as the ratio of the slant column density to the vertical column density,

\[
\text{AMF} = \frac{\text{slant column density}}{\text{vertical column density}} \tag{2.13}
\]

AMF considers the effect of geometry of instrumental and solar viewing angle, and it consider the scattering sensitivity of retrieval species as well. The sources of uncertainty in the AMF calculation are due to the uncertainties in UV albedo, vertical distribution of HCHO, and aerosols. Following the work by Palmer et al. (2001) and Martin et al. (2002), which formulate the AMF as the integral of relative vertical distribution of the retrieval species (shape factor) over the depth of the atmosphere weighted by altitude-dependent coefficient (scattering weights), we calculate the AMF uncertainties, which are in the range of \(1.0 - 13 \times 10^{15}\) molecules cm\(^{-2}\).
The GOME instrument is affected by a diffuser plate problem, and it must be corrected in data retrieval (Martin et al., 2002; Palmer et al., 2003a). As a result of that artifact, HCHO columns over the remote ocean can be much higher than the background levels due to methane oxidation ($< 5.0 \times 10^{15}$ molecules cm$^{-2}$) (Abbot et al., 2003). In order to correct the artifact, Martin et al. (2002) and Palmer et al. (2003a) used the following procedure. First, subtract the mean HCHO column over the Pacific from the corresponding GOME column for each latitude band. Second, add GEOS-Chem simulated HCHO columns over the Pacific to GOME columns. The difference between GOME and simulated HCHO columns over the Pacific reflects the errors due to the diffuser plate artifact.

When applying the same procedure, we find high HCHO variability and noise over the Atlantic, Indian, and Southern Oceans (Figure 2.3). Instead of assuming that the HCHO columns over the Pacific represent background concentrations, we calculate the background HCHO column for each latitude band as the value at the lower 20th percentile. We subtract the background column from GOME HCHO column and then add the 20th percentile value from GEOS-Chem for each latitude band on a daily basis. In addition to the above procedure, we exclude the data that have slant column uncertainties greater than $2\sigma$ ($\sigma$ is the HCHO fitting uncertainty of $4.0 \times 10^{15}$ molecules cm$^{-2}$) because these data are usually associated with large HCHO variability over the ocean. We find that the new procedure results in much lower GOME HCHO variability over the oceans, which is shown in Figure 2.3. The magnitude of this correction is about $2 \times 10^{15}$ molecules
cm$^2$ and the corresponding uncertainty is about $8\times10^{14}$ molecules cm$^{-2}$. The vertical columns with 20th percentile corrections are about 10% less than those with the Pacific mean corrections. Taking into account of these uncertainties, we obtain the overall GOME HCHO retrieval uncertainty in the range of $6 - 15\times10^{15}$ molecules cm$^{-2}$ (or 53 – 69% to be shown in Table 2.2).

Figure 2.3. Global GOME HCHO vertical columns for March 1997. Left panel shows the result using Pacific mean correction and right panel shows using 20th percentile correction explained in section 2.3. It shows lower and more robust oceanic HCHO columns using 20th percentile corrections.

In inverse modeling, we consider only the regions with relatively high signal-to-noise ratios in GOME measurements. Over these regions, daily GOME HCHO slant columns are $>4\sigma$ ($1.6\times10^{16}$ molecules cm$^{-2}$) and the observations satisfying this condition must be
available for more than a season. This criterion is applied for defining the regions for inverse modeling. Shown in Figure 2.4 are such determined source regions over North America (eastern U.S.), Europe (western Europe), East Asia, India, Southeast Asia, South America (Amazon), Africa, and Australia. For the regions at mid latitudes, only during the growing season (May – August) do GOME measurements meet the data selection criterion. As previously stated, the SAA region is not included. The northern equatorial Africa (4 – 12°N) was not included in inverse modeling for reasons described in section 2.5.2.9.

Figure 2.4. Inverse modeling regions with high signal-to-noise ratios in GOME HCHO column measurements are shown by shaded areas. The a posteriori source parameters (state vector) are applied to the rectangle regions in order to estimate the global a posteriori isoprene emissions.
2.4 Model Description and Applications

2.4.1 GEOS-Chem Model

GEOS-Chem is a global 3-D chemical transport model driven by assimilated meteorological data (GEOS-STRAT for 1996 – 1997) from the Global Modeling Assimilation Office (GMAO) (Schubert et al., 1993). The 3-D meteorological fields are updated every 6 hours, and the surface fields and mixing depths are updated every 3 hours. We use version 5.05 here with a horizontal resolution of 4°×5° and 26 vertical layers. GEOS-Chem includes a comprehensive tropospheric O₃-NOₓ-VOC chemical mechanism (Bey et al., 2001), which includes the oxidation mechanisms of 6 VOCs (ethane, propane, lumped >C₃ alkanes, lumped >C₂ alkenes, isoprene, and terpenes). In the a priori and a posteriori simulations, the model was spun up for a year and the second year’s results are used.

Isoprene emissions are estimated using the algorithm of Guenther et al. (1995) with updates (Wang et al., 1998a; Bey et al., 2001). The Global vegetation distribution of 73 ecosystem types is from Olson (1992). A GEOS-Chem grid (4°×5°) contains a maximum of 15 ecosystem types, each of which has its own area fraction and base emission. The seasonality is determined by light intensity, temperature, and LAI. The LAI values are based on satellite observations (Wang et al., 1998a). The seasonal cycle of light intensity is largely a function of month. We found that the seasonal cycles of GEOS-STRAT surface temperature in some regions led to disagreement with the observations (section 2.5.2). Bey et al. (2001) reduced base isoprene emission rates for several tropical ecosystems (tropical rain forest, tropical montane, tropical seasonal forest, and drought
deciduous) and for grass/shrub by a factor of 3 based on available measurements of isoprene concentrations and fluxes (Helmig et al., 1998; Klinger et al., 1998). We here use the updates by Bey et al. (2001). The resulting global isoprene source during September 1996 – August 1997 is 375 Tg C yr\textsuperscript{-1} (397 Tg C yr\textsuperscript{-1} in 1994 (Bey et al., 2001)).

GEOS-Chem uses the emission inventories of industrial NO\textsubscript{X} and VOCs for 1985 by Wang et al. (1998a). Those emissions are scaled for specific years with national emission data (Bey et al., 2001). Biomass burning emissions of CO are constrained by satellite observations of fire counts from the ATSR (Along Track Scanning Radiometer) and AVHRR (Advanced Very high Resolution Radiometer), and AI (Aerosol Index) from TOMS (Total Ozone Mapping Spectrometer) (Duncan et al., 2003). Biomass burning emissions of NO\textsubscript{X} and VOCs are derived by applying their emission ratios to CO (Wang et al., 1998a). We use HCHO/CO molar emission ratios by Andreae and Merlet (2001) as a function of fuel type. The average emission ratio is 0.01. The primary biomass burning emission of HCHO accounts for about 22\% of total VOC emissions from biomass burning in the model. The GEOS-Chem simulated HCHO columns are sampled along the GOME orbit tracks at the GOME observation time (10 – 11 a.m. local time) on a daily basis. However, we conduct inverse modeling of monthly averages since GOME HCHO columns have a large day-to-day variability, which is not captured by GEOS-Chem (e.g., Palmer et al., 2003a).

2.4.2 Inverse Modeling

The inverse problems in atmospheric tracers are to make statistical inferences about physical parameters of tracer sinks or sources, starting with the measurements of
concentrations (Enting, 2002). Our purpose of inverse modeling is to deduce the better isoprene emission budgets as sources of HCHO with the GOME HCHO measurements. GEOS-Chem 3-D chemical transport model is employed as a forward model with a priori (the information before inversion) parameters regarding to isoprene emissions. The forward model outputs give the atmospheric HCHO.

We apply inverse modeling to estimate the source parameters of HCHO (state vector) using monthly GOME measurements with GEOS-Chem as the forward model. The Bayesian least-squares method is used (Rodgers, 2000). The relationship between the observation vector $y$ and state vector $x$ can be described as,

$$ y = Kx + \epsilon $$

(2.14)

where the $K$ matrix (Jacobian matrix) represents HCHO sensitivities to the state vector defined by the forward model, and $\epsilon$ is the error term. There are several types of error that needs to be considered. We consider the measurement error and forward model parameter error. We explained about measurement uncertainties in section 2.3. Forward model parameter error means that of individual state vector in the forward model, which is also important for inverse modeling. We assume that the system is linear and we apply the inversions to minimize the error from fitting the forward model to the observations (Rodgers, 2000).

Minimizing processes which lead to an optimized a posteriori (the information after inversion) value $x'$ is based on Bayesian inference; this theory tells us $p(y|x)$, the conditional probability of the observation given the cause parameters, $x$ (forward
probability density). Based on observations $p(x|y)$, which is conditional probability of the
possible sources (cause), given that some effect has been observed. This inverse
probability represents our state of knowledge of $x$ after measuring $y$. With Bayes’
theorem,

$$P(x|y) = \frac{P(y|x) P(x)}{P(y)}$$  \hspace{1cm} (2.15)$$

$P(x)$ is known as a prior probability (i.e. initial state of knowledge about the
parameter), and $P(x|y)$ is the conditional probability function that tells us what we know
about the parameter $x$ after the observation (i.e. posterior probability). Basically, the way
to change the prior probability into the posterior probability is to multiply the forward
probability function usually determined by a forward model ($P(y|x)$). Least squares in this
system can be considered as same as the maximum likelihood with independent
uncertainties. Both the observations and the a priori estimates are weighted by estimates
of uncertainties.

The uncertainties are used for weightings of the observations and the a priori state
vector. We consider the measurement and a priori model parameter errors. The a
posteriori state vector $\hat{x}$ is (Rodgers, 2000),

$$\hat{x} = x_a + (K^T S_e^{-1} K + S_a^{-1})^{-1} K^T S_e^{-1} (y - K x_a)$$  \hspace{1cm} (2.16)$$

where $x_a$ is the a priori state vector, $S_a$ is the estimated error covariance matrix for $x_a$, and
$S_e$ is the error covariance matrix for observation errors. The a posteriori error covariance
matrix is,
\[
\hat{S} = (K^{T}S_{e}^{-1}K + S_{a}^{-1})^{-1}
\] (2.17)

In inverse modeling, we consider 12 HCHO source parameters in the a priori state vector that contribute to HCHO column concentrations: isoprene emissions from 9 different vegetation groups, other biogenic VOCs including isoprene emissions from the rest of vegetation groups, and two additional HCHO sources from biomass burning and industry. Table 2.1 shows the global isoprene emissions estimates by Guenther et al. (1995) for the defined vegetation groups. Some vegetation groups are the major isoprene emitters for specific regions: agricultural lands for India, dry evergreen and crop/woods for Australia, and regrowing woods for North America. Figure 2.5 shows the global distribution of the vegetation groups.

<table>
<thead>
<tr>
<th>Ecosystem groups</th>
<th>Olson Code</th>
<th>Global emissions (Tg C yr(^{-1}))</th>
<th>A priori uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Tropical rain forest</td>
<td>33</td>
<td>84.4</td>
<td>300</td>
</tr>
<tr>
<td>2. Grass/shrub (hot, cool)</td>
<td>40, 41</td>
<td>91.7</td>
<td>400</td>
</tr>
<tr>
<td>3. Savanna</td>
<td>43</td>
<td>48.3</td>
<td>400</td>
</tr>
<tr>
<td>4. Tropical seasonal forest &amp; thorn woods</td>
<td>29, 59</td>
<td>80.1</td>
<td>300</td>
</tr>
<tr>
<td>5. Temperate mixed &amp; temperate deciduous</td>
<td>24, 26</td>
<td>11.3</td>
<td>300</td>
</tr>
<tr>
<td>6. Agricultural lands</td>
<td>31, 36</td>
<td>20.9</td>
<td>300</td>
</tr>
<tr>
<td>7. Dry evergreen &amp; crop/woods (warm)</td>
<td>48, 58</td>
<td>16.9</td>
<td>300</td>
</tr>
<tr>
<td>8. Regrowing woods</td>
<td>56</td>
<td>27.5</td>
<td>300</td>
</tr>
<tr>
<td>9. Drought deciduous</td>
<td>32</td>
<td>60.5</td>
<td>300</td>
</tr>
<tr>
<td>10. Rest of the ecosystems(^1)</td>
<td></td>
<td>61.4</td>
<td>300</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>503</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Ecosystem types are defined by Olson (1992). The global isoprene emissions are taken from Guenther et al. (1995). \(^1\) Includes all other ecosystems with biogenic emissions assigned by Guenther et al. (1995).
The measurement errors from GOME retrievals are discussed in section 2.3. As discussed in section 2.2.2, transport does not significantly affect GOME HCHO measurements used in inverse modeling, which are dominated by isoprene. Transport error is therefore not included in inverse modeling. The model parameter errors reflect the uncertainties of the source parameters in the forward model. We assign the source parameter errors for the vegetation types with field or laboratory measurements to 300% (Guenther et al., 1995) and to 400% for those without measurements. The assigned isoprene emission errors include all the variables in the model for estimating the natural VOC emissions (Guenther et al., 1995).

The emissions of HCHO from biomass burning are calculated using the CO biomass burning emission inventory and the HCHO/CO molar emission ratios. The CO biomass burning emissions have an uncertainty of 50% (Palmer et al., 2003b), while the HCHO/CO molar emission ratios as a function of fuel type were based on limited measurements compiled by Andreae and Merlet (2001). Therefore, we assume the uncertainty of HCHO emission from biomass burning is as high as that of isoprene (300%). We assign the error of 50% for industrial emissions (Palmer et al., 2003b). As stated in section 2.2.2, CH$_4$ provides the background source of HCHO. We do not include the CH$_4$ contributions in the inverse modeling because the uncertainty of HCHO from CH$_4$ oxidation is much smaller than that of isoprene emissions. Assigning the relatively small uncertainty to HCHO produced from CH$_4$ oxidation in inverse modeling results in no a posteriori change in this source.

In the forward model calculations, we compute the sensitivity of HCHO columns to the emissions from the 12 source categories. The sensitivity calculation of HCHO
columns to each source category is complicated by the feedbacks of these emissions on OH concentrations. When reducing isoprene emissions, OH concentrations increase affecting HCHO production and loss. In our calculations, we archive hourly OH, NO, and O₃ concentrations from the standard simulation. The sensitivity of HCHO columns to each source category is calculated by removing that source while holding hourly OH, NO, and O₃ concentrations to the values in the standard model. The procedure is necessary because the inverse model assumes that the Jacobian matrix is linear. The validity of the linear assumption is then checked by conducting a full chemistry simulation with the a posteriori sources and comparing the resulting HCHO columns with the linear projections by the inverse model (section 2.5.3). In this study, we find that the sensitivities of source parameters are close to linear in the range of emission variability for all 8 regions with high signal-to-noise ratios in GOME HCHO measurements.

We apply the inverse modeling to each region separately because the same vegetation types on different continents in the Olson (1992) map can have different species compositions (A. Guenther, personal communication, 2003). The regions for inverse modeling are shown in Figure 2.4. The selection of the significant source parameters in the state vector to avoid numerical errors in the inversion is described in section 2.5.3. In order to estimate the global a posteriori isoprene inventory, we extend a posteriori source parameters for isoprene for the 8 regions (shaded regions in Figure 2.4) to their respective continents between 40°S – 60°N where > 95% of isoprene emissions take place (rectangle regions in Figure 2.4) by scaling each ecosystem emission with the a posteriori / a priori ratio of the corresponding source parameter (section 2.6).
Figure 2.5. Global distribution of the 10 ecosystem groups (Table 2.1) applied in inverse modeling, including tropical rain forest (V1), grass/shrub (V2), savanna (V3), tropical seasonal forest & thorn woods (V4), temperate mixed & temperate deciduous (V5), agricultural lands (V6), dry evergreen & crop/woods (warm) (V7), regrowing woods (V8), drought deciduous (V9), and the rest of ecosystems (V10). The ecosystem types are defined by Olson (1992) with a resolution of $0.5^\circ \times 0.5^\circ$.

2.5 Analysis

The annual global distributions of isoprene for the GEIA 1990 inventory (Guenther et al., 1995), and the September 1996 – August 1997 a priori and a posteriori GEOS-Chem estimates are presented in Figure 2.6. The a posteriori isoprene emissions are increased (vs. the a priori emissions) over all the regions, particularly over the tropics. Compared to the GEIA inventory, the a posteriori isoprene emissions are generally higher at mid latitudes but lower in the tropics. The exception is the much higher a posteriori estimate over Australia. Table 2.2 shows the estimates of the annual isoprene emissions from the 8 regions.
2.5.1 Observed and Simulated HCHO Columns

The observed annual mean global HCHO columns from GOME and the corresponding columns simulated GEOS-Chem with the a priori and a posteriori emissions are shown in Figure 2.7. The a priori GEOS-Chem simulation significantly underestimates the global HCHO columns by > 30%. The mean correlation coefficient between the a priori model simulation and GOME observations is 0.68. The discrepancies are particularly large over the tropical South America and Africa, where more than one third of global isoprene is emitted according to the a priori isoprene emissions.

Table 2.2. Regional statistics of GOME and simulated HCHO columns, and the priori, posteriori and GEIA estimates of the annual isoprene emissions for the inversion regions.

<table>
<thead>
<tr>
<th>Regions</th>
<th>GOME Weighted uncertainties (%)</th>
<th>Correlation coefficient (R)</th>
<th>Model bias (%)</th>
<th>Isoprene emission (Tg C/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Priori  Posteriori</td>
<td>Priori  Posteriori</td>
<td>Priori  Posteriori</td>
<td>Priori  Posteriori</td>
</tr>
<tr>
<td>North America</td>
<td>59  291 69</td>
<td>0.84  0.84  14.3  3.6</td>
<td>22.2  25.7  21.4</td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>69  287 96</td>
<td>0.52  0.60  29.9  11.9</td>
<td>9.5  12.0  6.1</td>
<td></td>
</tr>
<tr>
<td>East Asia</td>
<td>56  280 63</td>
<td>0.63  0.75  39.2  18.6</td>
<td>17.4  24.8  12.8</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>59  285 122</td>
<td>0.57  0.56  33.2  18.4</td>
<td>10.5  14.4  15.2</td>
<td></td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>54  298 110</td>
<td>0.66  0.69  35.8  19.4</td>
<td>20.2  29.1  38.2</td>
<td></td>
</tr>
<tr>
<td>South America</td>
<td>54  337 75</td>
<td>0.58  0.64  31.8  12.6</td>
<td>79.4  106.4 163.5</td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td>53  332 102</td>
<td>0.56  0.54  46.3  23.6</td>
<td>60.3  103.3 105.7</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>69  302 96</td>
<td>0.52  0.56  40  24.8</td>
<td>33.3  50.6  31.1</td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>60  350 50</td>
<td>0.68  0.56  35  0</td>
<td>375  566  503</td>
<td></td>
</tr>
</tbody>
</table>

1. The values are for the shaded area (Figure 2.4) during the growing seasons.
2. Weighted uncertainties of the state vector (source parameters).
3. Calculated based on 4°×5° monthly mean GOME and model data.
4. Ω denotes the overall percentage GOME retrieval uncertainties with respect to the vertical columns.
Figure 2.6. Estimated annual global distributions of isoprene emissions $[10^4 \text{ mg C m}^{-2} \text{ yr}^{-1}]$. Upper: The GEOS-Chem simulation with the a priori isoprene emissions for September 1996 – August 1997. Middle: Same as the upper panel but with the a posteriori isoprene emissions. Bottom: The GEIA inventory for 1990 (Guenther et al., 1995).
The uncertainties of GOME retrievals are large in the range of 53 – 69% over the 8 selected regions, even though the regions are chosen based on high signal-to-noise ratios. Table 2.2 shows the GOME uncertainty, correlation coefficient, and model bias for each region of inverse modeling. North America has the smallest bias (-14%) during the growing season (May – August). Africa has the highest bias (-46%).

Figure 2.7 shows the annual mean GEOS-Chem HCHO columns with a posteriori emissions. Full model simulations using the a posteriori emissions are in much better agreement with GOME observations over high isoprene regions. The regional biases of the a priori model are reduced by about 50% (Table 2.2). The a posteriori uncertainties are greatly reduced due to the constraints by GOME observations. The a posteriori model still has a low bias compared to GOME observations partly because of the relatively large GOME measurement uncertainties. Despite these improvements, there is still serious disagreement between GOME and a posteriori HCHO columns over the northern equatorial Africa (Figure 2.7), which will be discussed in section 2.5.2.9.
Figure 2.7. Annual mean observed and simulated vertical HCHO columns for September 1996 – August 1997. Upper: GOME retrieved columns. Middle: The a priori GEOS-Chem columns. Bottom: The a posteriori GEOS-Chem columns. The GEOS-Chem HCHO columns shown are coincident in space and time with GOME measurements. The white polygon shows the region of the South Atlantic Anomaly.
2.5.2. Regional Isoprene Emissions

Figure 2.8 compares simulated and observed GOME monthly column concentrations of HCHO over the 8 selected regions (shaded regions in Figure 2.4). Table 2.3 shows the contribution by each emission category to both a priori GEOS-Chem and a posteriori inverse-model projected HCHO columns. The relative a posteriori changes of HCHO contributions from different vegetation groups are the same as those from isoprene emissions since the inversion is linear. We discuss the results by region in the following sections.

2.5.2.1 North America (Eastern U.S.)

We compare observed and simulated monthly HCHO columns (4°×5°) only for the growing season between May – August (section 2.3). The corresponding data correlation between a priori estimates and GOME observations is rather high. This correlation coefficient (R) of 0.84 is comparable to the previous study (for July 1996) (Palmer et al., 2003a). According to the a priori estimate, regrowing woods is the largest isoprene emission group, and temperate mixed and temperate deciduous are the second largest group. The monthly contributions of the major a priori sources to HCHO columns are shown in Figure 2.9. The oxidation of CH\(_4\) provides the background levels of HCHO columns (~25% of the total). The a priori biogenic emissions account for 63% of HCHO columns.

The a posteriori source parameters suggest relatively small changes for most emission categories (Table 2.3), which implies that isoprene emissions over North America are relatively well estimated. The result is expected because the base emissions for vegetations in this region and Europe are better measured than over the other regions.
(Guenther et al., 1995). The a posteriori biogenic emissions of 26 Tg C yr$^{-1}$ in this region are about 15\% higher and the resulting HCHO columns are in better agreement with GOME.

Figure 2.8. Monthly mean HCHO column concentrations in the 8 regions (Fig. 2.4) during September 1996 – August 1997. The time sequence is reordered to January through December. The diamonds show GOME column concentrations. The solid lines show the corresponding GEOS-Chem simulated columns with the a priori sources. The dashed lines are GEOS-Chem simulated columns with the a posteriori sources. The dotted lines show the linearly inverse-model-projected HCHO columns with the a posteriori sources. The values below the GOME detection limit ($4.0 \times 10^{15}$ molecules/cm$^2$) are not shown.
2.5.2.2. Europe

This region has the a priori isoprene emissions of 9.5 Tg C yr\(^{-1}\). As for North America, we consider only the growing season between May and August. The a priori biogenic emissions account for 58\% of HCHO columns in that season (Table 2.3). The largest change in the a posteriori emissions is in those from agricultural lands. The inverse modeling results suggest an increase of this source by a factor of 3.4 (Table 2.3). Similarly large increases for this source category are found for East and Southeast Asia. It is possible that this problem is due to incorrect classification of vegetation types. Another possibility is that crop and farming practice over those regions are different from North America, resulting in different emissions. The total a posteriori isoprene source of 12 Tg C yr\(^{-1}\) for the region is 26\% higher than a priori (Table 2.2). The model bias improves from the a priori –29.9\% to a posteriori –11.9\%.

2.5.2.3. East Asia

This region includes eastern China, Korea, and Japan with the a priori isoprene source of 17 Tg C yr\(^{-1}\). The seasonal variation is similar to that of other northern mid latitude regions. We consider only the growing season (May – August) for inverse modeling. The a priori biogenic emissions account for 56\% of HCHO columns in that season. Although the total isoprene source change is 43\% (Table 2.2), large changes are found for individual sources including a factor of 2 – 4 increase in the emissions from grass/shrub, agricultural lands, and regrowing woods. The increase of the other biogenic sources is also significant. The emissions from mixed deciduous forests decrease by a factor of 10 (Table 2.3). These large changes appear to indicate problems in the Olson (1992) vegetation distribution. The a posteriori biomass burning source of HCHO increases by a
factor of 4 (Table 2.3), making it the most significant source in spring (not shown). After an increase of 43% in the a posteriori isoprene emissions to 24.8 Tg C yr\(^{-1}\), the model is still biased low by 18.6% (Table 2.2).

2.5.2.4. India

The rapid increase of GOME HCHO columns in March (Figure 2.8) coincides with biomass burning in this region. The model captures this seasonal change. However, the simulated biogenic emissions do not show the large increase from winter to summer as observed. Therefore, the a posteriori model underestimates GOME HCHO columns in summer. The sources from industry and CH\(_4\) oxidation do not have a large seasonal variation either. The most likely candidate to explain the seasonal change of GOME HCHO column is the biogenic sources. The current emission algorithm apparently does not simulate the seasonal cycle correctly. This region has the a priori isoprene emissions of 11 Tg C yr\(^{-1}\). Inverse modeling suggests a factor 2 – 3 increase for isoprene emissions from grass/shrub, regrowing woods, and the rest of vegetation category. With an increase of 37% to 14.4 Tg C yr\(^{-1}\), the model bias improves from the a priori –33.2% to a posteriori –18.4%.

2.5.2.5. Southeast Asia

This region includes the Indochina Peninsula and Indonesia (4\(^\circ\)S – 30\(^\circ\)N) with the a priori isoprene source of 20 Tg C yr\(^{-1}\). The biogenic emissions account for 40% of HCHO column concentrations. There are two features in the region that are similar to India. First, the large March maximum (Figure 2.8) is largely due to biomass burning emissions. The inverse modeling suggests a factor of 2 increase of this source. Second, the observed large seasonal shift from winter to summer cannot be reproduced by the model. Large
increases of isoprene emissions (by about a factor of 3) are needed for agriculture lands and the rest of vegetations group. The a posteriori isoprene emissions increase by 44% to 29.1 Tg C yr\(^{-1}\) and the model bias is reduced from the a priori -35.8% to a posteriori -19.4%.

Figure 2.9. Contributions of the a priori sources to the simulated monthly mean HCHO column concentrations over North America (Eastern U.S.) and South America (Amazon). The diamonds are GOME HCHO columns. “With all emissions” denotes the simulated HCHO column concentration with all emission sources. “CH\(_4\)” denotes HCHO from CH\(_4\) oxidation. The other source contributions are: “Deciduous” (temperate mixed and temperate deciduous), “ONVOC” (isoprene from the other ecosystems), “T. Rain” (tropical rain forest), “T. Season” (tropical seasonal forest and thorn woods), “Regrow” (regrowing woods), “Grass” (grass/shrub), and “BBF” (biomass and biofuel burning).
2.5.2.6. South America (Amazon)

This region including Amazon has a large source of isoprene (~80 Tg C yr\textsuperscript{-1}), accounting for > 20% of the global a priori source. Biogenic emissions account for 65% of the simulated HCHO column concentrations here. GOME HCHO observations show a distinct seasonal variation with a maximum in July – September (Figure 2.8). The simulated HCHO monthly columns are lower with a smaller seasonal variation. Figure 2.9 shows the source contributions of isoprene from tropical rain forest, tropical seasonal forest, grass/shrub, savanna, and that from biomass burning. Among the major sources, the contributions from biomass burning, savanna, and tropical seasonal forest emissions show the observed austral spring maximum.

To capture the observed seasonal variation, the inverse modeling results suggest a factor of 5 increase in biomass burning, a factor of 2 increase in tropical seasonal forest emissions and a factor of 2 decrease in grass/shrub emissions. The posteriori isoprene emissions increase by 34% to 106 Tg C yr\textsuperscript{-1}, but are still 35% less than the corresponding GEIA estimate. The a posteriori model bias is decreased to -12.6%.

2.5.2.7. Africa

This region (40°S – 4°N) has the a priori isoprene emissions of 60 Tg yr\textsuperscript{-1}. Biogenic emissions account for > 50% of the model HCHO columns. The a priori simulation shows a large underestimate of the GOME observations (model bias: -46%). The inverse modeling results suggest large increases (a factor of 2 – 4) in emissions from tropical rain forest, grass/shrub, drought deciduous, and the other vegetation group. The HCHO source from biomass burning is increased by factor of 2 (Table 2.3). The a posteriori model reproduces reasonably well the seasonal increase from austral spring to summer due to
increasing biogenic emissions, but fails to capture the high values in June-August. There are significant discrepancies between the simulated and GOME HCHO columns over the northern equatorial Africa (Figure 2.8), where the model overestimates the observations. We investigate the causes in section 5.2.9. The inverse modeling shows a 71% increase of isoprene emissions 103.3 Tg C yr\(^{-1}\) and the a posteriori model bias is decreased by 49% to -23.6%.

2.5.2.8. Australia

This region (12 – 40°S) shows a seasonal cycle typical for the southern hemisphere (Figure 2.8). Biogenic emissions account for 70% of the model HCHO columns. The a priori simulation greatly underestimates GOME observations in this region (-40%). The inverse modeling results suggest significant increases in the emissions from savanna, regrowing woods, and the rest of vegetations group. With a 52% increase of isoprene emissions to 51 Tg C yr\(^{-1}\), the a posteriori model bias is decreased to -24.8% (Table 2.3).

The model shows a small minimum in January when GOME observations show a maximum. The simulated decrease is due to a corresponding change in GEOS-STRAT surface temperature, which reduces isoprene emissions (not shown). A more prominent illustration of a similar problem over the northern equatorial African region is discussed in the next section. The European Centre for Medium-range Weather Forecasting (ECMWF) surface temperature for the same period does not show this seasonal change, likely indicating a problem in GEOS-STRAT surface temperature simulation for this region.
Table 2.3. Mean source contributions to the a priori and inverse model-projected HCHO columns (10$^{14}$ molecules cm$^{-2}$).  

<table>
<thead>
<tr>
<th></th>
<th>N. America</th>
<th>Europe</th>
<th>E. Asia</th>
<th>India</th>
<th>S. Asia</th>
<th>S. America</th>
<th>Africa</th>
<th>Australia</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>6.1</td>
<td>8.5</td>
<td>2.3</td>
<td>5.4</td>
<td>8.1</td>
<td>21.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2</td>
<td>6.1</td>
<td>8.5</td>
<td>2.3</td>
<td>5.4</td>
<td>8.1</td>
<td>21.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V3</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V5</td>
<td>7.8</td>
<td>13.3</td>
<td>5.7</td>
<td>10.3</td>
<td>12.5</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V6</td>
<td>5.6</td>
<td>8.9</td>
<td>4.8</td>
<td>16.3</td>
<td>4.9</td>
<td>12.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V7</td>
<td>4.6</td>
<td>3.2</td>
<td>1.2</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V8</td>
<td>22.6</td>
<td>18.1</td>
<td>3.7</td>
<td>4.1</td>
<td>1.3</td>
<td>5.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RV</td>
<td>30.7</td>
<td>40</td>
<td>34.6</td>
<td>38</td>
<td>28.5</td>
<td>48.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BB</td>
<td>-</td>
<td>-</td>
<td>1.8</td>
<td>1.8</td>
<td>3.4</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IND</td>
<td>6</td>
<td>7.2</td>
<td>5.4</td>
<td>6.4</td>
<td>4.8</td>
<td>8.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>125</td>
<td>141</td>
<td>90</td>
<td>115</td>
<td>98</td>
<td>146</td>
<td></td>
<td>118</td>
</tr>
</tbody>
</table>

The inversion is applied for the individual region. All the inversion quantities here are for the shaded areas in Figure 1. We considered only the growing season (May – August) for the regions at mid latitudes. Ecosystem classification is from Olson (1992). Inverse model-projected HCHO columns are the products of the ratio of the a posteriori / priori source parameters and the corresponding a priori HCHO columns.

Bold faced values denote that the vegetation types are included in the state vector. The number of state vectors for each region is listed in Table 2.4.

- denotes the values < 1.0 x 10$^{14}$ molec/cm$^2$.

pri: The a priori emission contributions.

post: the a posteriori inverse-model projections.

“V1 – V9”: Isoprene contributions from tropical rain forest (V1), grass/shrub (V2), savanna (V3), tropical seasonal forest (V4), temperate mixed & temperate deciduous (V5), agricultural lands (V6), dry evergreen and crop/woods (V7), regrowing woods (V8), drought deciduous (V9), the rest of biogenic sources (RV), biomass and biofuel burning (BB), and industrial VOC emissions (IND). “Total” also includes CH$_4$ oxidation.

2.5.2.9. Discrepancies over the Northern Equatorial Africa

The largest discrepancy in the seasonal HCHO column variations between GOME observations and GEOS-Chem simulations is found over the northern equatorial Africa (4 – 12°N). The dominant ecosystems over this region are savanna, tropical seasonal forest & thorn woods, drought deciduous, and grass/shrubs. The distributions and ecosystem
types are different from other African regions (Figure 2.8). This region is excluded in the inversion for Africa due to the large discrepancy between observed and simulated HCHO seasonal cycles.

Figure 2.10. The discrepancy between monthly GOME measured and GEOS-Chem simulated HCHO columns over the northern equatorial Africa (4° – 12°N). The corresponding monthly mean LAI, ECMWF surface temperature, and GEOS-STRAT surface temperature are shown in the lower panel. There are no GOME HCHO measurements that match our data selection criteria for inversion in November 1996 over this region.
The GEOS-Chem monthly mean HCHO columns show a seasonal maximum in November and December, whereas GOME shows a maximum in May (Figure 2.10). The monthly variations of the GEOS-STRAT and ECMWF surface temperature and GEOS-Chem LAI for this region are also shown in Figure 2.10. The seasonal cycle of LAI is consistent with that of monthly GOME HCHO columns. However, the GEOS-STRAT surface temperature has an opposite seasonal cycle. In comparison, the seasonal cycle of the corresponding surface temperature simulated by ECMWF is consistent with GOME observations. Everything else being the same, isoprene emissions increase by 50% when temperature increases from 297 to 301K.

The GEIA emission inventory does not have the bias likely because the International Institute for Applied Systems Analysis (IIASA) monthly mean climatological surface temperature field (Leemans et al., 1992) was used. For the same reason, Wang et al. (1998a) showed much lower isoprene emissions in January than July over the northern equatorial Africa. The discrepancy appears to be caused by GEOS-STRAT overestimates of surface temperature for this region in fall and winter.

2.5.3. Degrees of Freedom of the Jacobian Matrix and Nonlinearity

The state vector has a total of 12 source parameters in the inverse model. We selected only the parameters with significant contributions based on the a priori emissions because the noises introduced by small sources are sometimes manifested in the a posteriori results for significant sources. The resulting significant source parameters in the inversion are 7 to 9 for each region (Table 2.4). It is important to know if GOME HCHO measurements provide enough information to resolve these parameters. We evaluate the degree of freedom in inverse modeling by calculating the singular values of the pre-
whitened Jacobian matrix \((\bar{K} = S^{-1/2}K_0S^{-1/2})\) (Rodgers, 2000; Heald et al., 2004); the degree of freedom is defined by the number of singular values > 1. We find that GOME observations are generally enough to resolve the significant parameters in inverse modeling (Table 2.4) because the estimated number of significant parameters is close to the state vector size. The slightly large size of the state vector indicates some interdependence in the a posteriori estimates of source parameters.

The sensitivities of the source parameters to HCHO columns in the inversion are assumed to be linear. We compare the linear projection of the inverse modeling with the a posteriori full chemistry simulation in Table 2.4. The largest nonlinearity of ~8% is over Southeast Asia and Africa. The smallest nonlinearity of < 2% is over North America and Europe. The other regions have a nonlinearity of 2 – 5%.

### Table 2.4. Samples, state vector size, significant eigenvalues, and nonlinearity

<table>
<thead>
<tr>
<th></th>
<th>N. America</th>
<th>Europe</th>
<th>E. Asia</th>
<th>India</th>
<th>S. Asia</th>
<th>S. America</th>
<th>Africa</th>
<th>Australia</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Samples</strong>(^1)</td>
<td>152</td>
<td>148</td>
<td>216</td>
<td>162</td>
<td>261</td>
<td>660</td>
<td>792</td>
<td>564</td>
</tr>
<tr>
<td><strong>State vector size</strong>(^2)</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td><strong>Significant eigenvalues</strong>(^3)</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td><strong>Nonlinearity (%)</strong>(^4)</td>
<td>1.7</td>
<td>0.4</td>
<td>5.3</td>
<td>4.3</td>
<td>8</td>
<td>2.1</td>
<td>7.8</td>
<td>7.5</td>
</tr>
</tbody>
</table>

\(^1\) The number of monthly mean GOME HCHO measurements that meet our criteria for the usage of inversion.

\(^2\) The number of significant parameters (see text for details)

\(^3\) The number of singular values of the pre-whitened Jacobian that are >1.

\(^4\) \([1 – (\text{the a posteriori simulated HCHO column}) / (\text{inverse-model linearly projected HCHO column})] \times 100\).
2.6 Effects of the Isoprene Emission Change on Global OH and O₃ Concentrations.

We extended the inverse modeling results (Table 2.3) to the adjacent continental regions (Figure 2.4) to estimate the isoprene emissions for each continent. We estimate the a posteriori global isoprene source of 566 Tg C yr⁻¹. It is ~50% higher than that of the a priori source (375 Tg C yr⁻¹), but is slightly higher (12%) than the GEIA inventory of 503 Tg C yr⁻¹ (Guenther et al., 1995). The a posteriori global isoprene source is also comparable to that of 597 Tg C yr⁻¹ estimated by Wang et al. (1998a). The a posteriori isoprene emissions from tropical rain forest and tropical seasonal forest are increased by about 60% globally.

When compared to the GEIA inventory, these tropical emissions are lower (globally) by about 30% (Table 2.5). Therefore GOME HCHO observations support a general reduction of isoprene emissions from these tropical ecosystems but not as drastic as assumed in the a priori model. Of particular interest is that a posteriori isoprene emissions suggest that the reduction depends strongly on the continent. For example, the a posteriori reduction for the tropical rain forest emissions is a factor of 2.5 from GEIA over South America but is negligible over Africa (Table 2.5).

Isoprene is the most dominant reactive VOC in the troposphere. The increase of isoprene emissions affects global tropospheric OH and O₃ concentrations (Wang and Jacob, 1998; Spivakovsky et al., 2000). Generally the OH concentrations are reduced by reacting with isoprene and its oxidized products such as methyl vinyl ketone. The tropospheric annual mean OH concentration calculated by the a posteriori GEOS-Chem simulation decreases by 10.8% to 0.95×10⁶ molecules/cm³ resulting in an atmospheric methyl chloroform (CH₃CCl₃) lifetime against the tropospheric OH of 5.7 years (5.2
years for the a priori simulation), in better agreement with 5.99 (+0.95/-0.71) years estimated by Prinn et al. (2001). The atmospheric CH$_3$CCl$_3$ lifetime is estimated in the same manner as Bey et al. (2001).

The percent decreases of annual and zonal mean concentrations of OH and NO$_x$ due to the increase of the a posteriori isoprene and the other biogenic emissions are shown in Figure 2.11. The upper tropospheric reduction of OH in the tropics is due in part to convective transport of isoprene and its oxidation products to the region and in part to the significantly reduced NO$_x$ concentrations. The loss of NO$_x$ is due to the formation of PAN through the reaction of peroxyacetyl radicals and NO$_2$. Isoprene is a major precursor for peroxyacetyl radicals. The lifetime of PAN strongly depends on temperature. The effect is most significant in the upper troposphere, where low temperature leads to a long lifetime of PAN.

**Table 2.5. Ratios of the a posteriori isoprene base emission rates to those of GEIA.**

<table>
<thead>
<tr>
<th></th>
<th>N. America</th>
<th>Europe</th>
<th>E. Asia</th>
<th>India</th>
<th>S. Asia</th>
<th>S. America</th>
<th>Africa</th>
<th>Australia</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.26</td>
<td>0.48</td>
<td>0.39</td>
<td>0.96</td>
<td>-</td>
</tr>
<tr>
<td>V2</td>
<td>0.42</td>
<td>0.69</td>
<td>0.81</td>
<td>0.78</td>
<td>-</td>
<td>0.15</td>
<td>1.14</td>
<td>0.18</td>
</tr>
<tr>
<td>V3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.12</td>
<td>1.12</td>
<td>3.44</td>
</tr>
<tr>
<td>V4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.59</td>
<td>0.74</td>
<td>0.39</td>
</tr>
<tr>
<td>V5</td>
<td>1.19</td>
<td>1.26</td>
<td>0.07</td>
<td>-</td>
<td>1.05</td>
<td>-</td>
<td>-</td>
<td>0.70</td>
</tr>
<tr>
<td>V6</td>
<td>1.28</td>
<td>2.08</td>
<td>2.08</td>
<td>0.72</td>
<td>2.32</td>
<td>-</td>
<td>-</td>
<td>3.28</td>
</tr>
<tr>
<td>V7</td>
<td>0.63</td>
<td>1.44</td>
<td>-</td>
<td>0.9</td>
<td>-</td>
<td>0.90</td>
<td>-</td>
<td>0.63</td>
</tr>
<tr>
<td>V8</td>
<td>0.64</td>
<td>0.88</td>
<td>3.20</td>
<td>1.44</td>
<td>0.80</td>
<td>-</td>
<td>0.80</td>
<td>5.20</td>
</tr>
<tr>
<td>V9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.42</td>
<td>0.15</td>
<td>0.27</td>
<td>0.66</td>
<td>0.33</td>
</tr>
<tr>
<td>RV</td>
<td>1.04</td>
<td>0.88</td>
<td>1.36</td>
<td>1.92</td>
<td>2.56</td>
<td>1.44</td>
<td>2.08</td>
<td>1.76</td>
</tr>
</tbody>
</table>

The definitions of vegetation types are listed in Table 2.3. Only vegetation groups included in the state vector are shown.
The decrease of OH is also notable in the lower and upper troposphere at northern midlatitudes (30°– 60°N). It is due to isoprene emissions over North America, Europe, and Siberia in summer. The impact of increased isoprene emissions on global tropospheric O₃ is much less than that of OH. The a posteriori tropospheric annual mean global O₃ burden increases only by 1.5% to 333 Tg.

Figure 2.11. Percent changes of annual and zonal mean concentrations of OH and NOₓ due to the increase of the a posteriori isoprene and the other biogenic emissions.
2.7 Conclusions and Discussion

Atmospheric VOCs play an essential role in the tropospheric chemistry. Globally isoprene accounts for a major fraction of the reactivity of VOCs. Current biogenic isoprene sources are highly uncertain due to limited global measurements, particularly over the tropics. We have presented the first Bayesian inverse modeling analysis of the global HCHO column measurements by GOME in order to evaluate the global isoprene emissions during September 1996 – August 1997. Different HCHO sources are explicitly taken into account in the inversion using GEOS-Chem as the forward model.

We selected 8 regions with high signal-to-noise ratios in GOME measurements to conduct the inversion. To facilitate inverse modeling, we applied archived OH, NO, and \( \text{O}_3 \) concentrations from the standard simulation to estimate the sensitivities of HCHO columns to biogenic emissions from 10 vegetation groups, biomass burning, and industrial VOCs. Sensitivities are close to linearity in the range of emission changes in this study. The largest deviations of ~ 8% from linearity are found over Southeast Asia and Africa.

The a priori simulation greatly underestimates global HCHO columns over the 8 regions (model bias: -14 – -46%, R: 0.52 – 0.84). The a posteriori results show generally higher isoprene and biomass burning emissions. Comparison between the a priori and the a posteriori HCHO source parameters for the 8 regions shows some general tendencies (Table 2.3). First, isoprene emissions from agricultural lands, tropical rain forest, tropical seasonal forest, and rest of the ecosystems are increased in almost all regions. Second, isoprene emissions from dry evergreen and crop/woods are reduced in most regions. Despite those tendencies, the a posteriori changes still depend on the continents. The
HCHO sources from biomass burning emissions are increased in all regions. The biomass burning HCHO enhancements are > 400% over South America and East Asia, >200% over Southeast Asia, and ~50% over Africa. The a posteriori simulation improves the model bias for all regions (model bias: -3.6 – -25%, R = 0.56 – 0.84).

There is a significant discrepancy between the seasonality of GOME measured and GEOS-Chem simulated HCHO columns over the northern equatorial Africa. We attribute this problem to the incorrect seasonal cycle in surface temperature used in GEOS-Chem. As a result, isoprene emissions over the region are overestimated. We also find that the model cannot reproduce the observed seasonal HCHO column increase from winter to summer over Southeast Asia and India. A major limitation of this study is due to the large uncertainties of the GOME HCHO column measurements resulting in relatively large uncertainties in the a posteriori emission estimates.

The a posteriori estimate of the annual global isoprene emissions of 566 Tg C yr\(^{-1}\) is about 50% larger than the a priori estimate. Table 2.5 shows the ratios of the a posteriori base emission rates to those of GEIA for different vegetation types and continents (the monthly mean a posteriori isoprene emissions are shown in Figure 2.12 and corresponding data are also available at http://apollo.eas.gatech.edu/data/isoprene_05).

The increase of global isoprene emissions significantly perturbs tropospheric chemistry, decreasing the global mean OH concentration by 10.8% from 1.06 to \(0.95 \times 10^6\) molecules/cm\(^3\) and increasing the tropospheric O\(_3\) burden by 1.5% from 328 to 333 Tg. The atmospheric lifetime of CH\(_3\)CCl\(_3\) increases from 5.2 to 5.7 years in closer agreement with the estimate by Prinn et al. (2001).
We find that the a posteriori global isoprene annual emissions are generally higher at mid latitudes and lower in the tropics when compared to the GEIA inventory (Guenther et al., 1995). The large reduction (a factor of 3) of isoprene emissions for some tropical ecosystems based on limited in situ measurements as used in the a priori simulations appears to be supported only for tropical rain forest in South America and tropical seasonal forest in Africa (Table 2.5). Our results indicate large variations in the reduction factor ranging from 0 to 250% depending on region and ecosystem.

In summary, the a posteriori results suggest higher isoprene emissions than a priori for agricultural lands, tropical rain forest, tropical seasonal forest, and rest of the ecosystems and lower isoprene base emissions for dry evergreen and crop/woods. The a posteriori biomass burning HCHO sources increase by a factor of 2 – 4 in most regions with significant emissions except for India (only ~10%). The industrial HCHO sources are higher by ~20% except for East Asia and India (~60%). Lastly, the a posteriori uncertainties of emissions, although greatly reduced, are still high (~90%) reflecting the relatively large uncertainties in GOME retrievals.

We did not include the kinetics uncertainty of HCHO yields from isoprene oxidation in the inversion. Further studies are merited on how to properly account for this uncertainty. Given the complexity of biogenic emissions and the enormous biodiversity in ecosystems, improved in situ measurements are likely to be available only for specific regions like North America and Europe, where the research capability and resources are up to this difficult task. On the global scale, however, more accurate HCHO or other proxy observations from the next generation satellites are necessary to improve the biogenic emission inventories.
Recently, with help of advancing observational skills and computational capabilities, a comprehensive study to address both the updating estimates of global isoprene emissions with improved resolutions based on space-based measurements is possible. For instance, there are HCHO columns available with much better resolution, including the Ozone Monitoring Instrument (OMI), launched in 2004 aboard the NASA Aura satellite, providing 13 x 24 km\(^2\) resolution as well as daily global coverage. The retrieval of those columns would allow advanced study possible with a greater time and spatial scale. The simulated shape factor with comparable resolution is necessary in order to better calculate AMF for the new column measurements. The advanced CTM (e.g., GEOS-Chem) could be employed. Recent version of GEOS-Chem uses updated assimilated meteorological variables from NASA Goddard Earth Observing System (GEOS-4) and has 1° x 1° simulation capability with 48 sigma vertical layers. Additionally aerosol simulation schemes can consider the aerosol extinctions despite some discrepancies with measured ones (Heald et al., 2005; Millet et al., 2005. The new version of CTM should be applied for retrieval of HCHO vertical columns from the new generation of satellite instruments for the years when both observations and simulation are available.

There is also improvement in a priori bottom-up isoprene emission estimates (estimation from small scale emission factors) by Guenther et al. (2005) using Model of Emissions of Gases and Aerosols from Nature (MEGAN), which considered more sophisticated emissions schemes. Specifically, Guenther considered the emissions with a diverse time scale factor, up to hourly emission activities. Coupled with a more realistic canopy radiation model including a leaf energy balance, the adjusted average total global isoprene emissions were similar to his previous estimates (Guenther et al., 1995), but
with changes in emission distribution, the reported estimates lead to a significant improvement in the uncertainty. Combined with those improved measurements and priori information and with more sophisticated and flexible inversion models such as nonlinear Bayesian inverse methods, the accuracy of emission inventories could be improved and that leads to better understanding of complicated interactions between biosphere and atmosphere.
Figure 2.12. Monthly mean a posteriori global isoprene emissions (mgC/m² month) with 4° x 5° resolution.
Figure 2.12. (Continued) Monthly mean a posteriori global isoprene emissions (mgC/m² month) with 4° x 5° resolution.
CHAPTER III

SOURCE CHARACTERISTICS OF OXYGENATED VOLATILE ORGANIC COMPOUNDS AND HYDROGEN CYANIDE

3.1 Introduction

Oxygenated volatile organic compounds (OVOCs) are a critical component of the photochemical system of the troposphere (e.g., Singh et al., 2004). Previous studies found significant emissions of OVOCs from the biosphere, which affect not only trace gas composition and chemistry but also aerosols and subsequently the radiative budget of the atmosphere (e.g., Fuentes et al., 2000; Guenther et al., 2000; Fall, 2003). There have been many efforts to estimate the global budgets of OVOCs (Guenther et al., 1995; Galbally and Kristine, 2002; Heikes et al., 2002; Jacob et al., 2002; Singh et al., 2004). Despite these efforts, there are still large uncertainties and many unknowns.

Hydrogen cyanide (HCN) is an often used indicator for biomass burning (e.g., Rinsland et al., 1998). Additionally, biogenic processes are known to produce HCN and CH$_3$COCH$_3$ simultaneously (Conn et al., 1991). A specific metabolic process is cyanogenesis in plants (e.g. food crops, clovers, and eucalyptus leaves), which is part of plant self-defensive activity to fend off herbivores during growing seasons (Fall et al., 2003; Gleadow and Woodrow, 2000). Global estimate of the biogenic HCN production is highly uncertain partly because this complicated biochemical process is not well understood over the diverse terrestrial ecosystems.

---

1This chapter is extension of “Source characteristics of oxygenated volatile compounds and hydrogen cyanide,” submitted to *Journal of Geophysical Research* in May 2006. Authors are Changsub Shim, Yuhang Wang, Hanwant B. Singh, Donald R. Blake, and Alex B. Guenther.
Furthermore, direct HCN measurements alone cannot be used to identify biogenic sources because of its long lifetime. In order to identify and quantify major source contributions to OVOCs and cyanides, we analyze aircraft measurements made during the TRACE-P, PEM-Tropics B, and INTEX-NA experiments (Raper et al., 2001; Jacob et al., 2003; Singh et al., 2002). We apply factor analysis using the positive matrix factorization (PMF) method to analyze these measurements. We show the characteristics of each source factor and calculate their contributions to the OVOCs and cyanides. Finally, we compare these results with the global budgets estimated by the previous studies.

3.2. Methodology

We choose a suite of chemicals, including methanol (CH$_3$OH), acetone (CH$_3$COCH$_3$), acetaldehyde (CH$_3$CHO), ethyne (C$_2$H$_2$), ethane (C$_2$H$_6$), i-pentane (i-C$_5$H$_{12}$), carbon monoxide (CO), methyl chloride (CH$_3$Cl), and bromoform (CHBr$_3$). The suite of chemicals is chosen to resolve the sources for OVOCs and cyanides; the limited tracer set is not meant to resolve different industrial/urban emission sources. Methanol has large terrestrial biogenic emissions (Fall and Benson, 1996; Galbally and Kristine, 2002). Major CH$_3$COCH$_3$ sources are from the terrestrial biosphere (Pouton, 1990; Jacob et al., 2002; Singh et al., 2004), biomass burning (Jost et al., 2003), and the ocean (Jacob et al., 2002). CH$_3$CHO has known biogenic and oceanic sources (Harry and Kimmerer, 1991; Singh et al., 2004), although the uncertainty in the budget is large. C$_2$H$_2$ and CO are good tracers for combustion. C$_2$H$_6$ is a good tracer for the usage of fossil fuel. i-C$_5$H$_{12}$ is a unique tracer for gasoline evaporation and gasoline powered motor vehicle emissions.
and hence the emissions from urban regions in general. i-C$_5$H$_{12}$ is not included in the PEM-Tropics B analysis because its concentrations in the remote tropical Pacific are generally below the detection limit. CH$_3$Cl is a typical tracer for biomass burning and biogenic emissions (Yoshida et al., 2004 and references therein). CHBr$_3$ is a tracer for ocean emissions (Singh et al., 2004). In addition, HCN and CH$_3$CN, available in TRACE-P and INTEX-NA, are included. They are generally considered biomass burning tracers (de Gouw et al., 2003; Li et al., 2003; Singh et al., 2003a).

To investigate the major source factors contributing to the variability of these tracers, the method we use is PMF, which has been used previously to identify source factors of aerosols and trace gases (Paatero, 1997; Wang et al., 2003; Liu et al., 2005). The factors are obtained from examining the covariance structure of the datasets (Paatero, 1997). In the analysis, we selected only coincident measurements of the chemicals. Missing data are not used in order to reduce the uncertainty in the analysis.

The data matrix $X$ of $m$ measurements by $n$ tracers can be decomposed by PMF for $p$ factors as

$$X = GF + E \quad (3.1)$$

or

$$x_{ij} = \sum_{k=1}^{p} g_{ik} f_{kj} + e_{ij} \quad (3.2)$$

$$i = 1, \ldots, m; j = 1, \ldots, n; k = 1, \ldots, p.$$ 

where the $m$ by $p$ matrix $G$ is the mass contributions of $k$th factor to $i$th sample (factor score), the $p$ by $n$ matrix $F$ is the gravimetric average contributions of $k$th factor to $j$th
chemical species (factor loadings), and the \( m \) by \( n \) matrix \( E \) is the error. We also use the explained variation (EV),

\[
EV_{kj} = \sum_{i=1}^{m} |g_{ik}f_{kj}\left[\sum_{i=1}^{m} \left|\sum_{k=1}^{p} g_{ik}f_{kj} + |e_{ij}|\right|\right]
\]  

(3.3)

to define the relative contributions of each factor to chemical species since the mixing ratios of the compounds are directly comparable. The analysis approach is the same as used by Wang et al. (2003b).

As commonly found in principal component and factor analyses, the minimization of the error matrix does not land to a unique decomposition of matrix \( X \) to matrices \( G \) and \( F \). Matrix rotation is one way to explore the constraints of the covariance structure. As in the work by Wang et al. (2003b), the results presented here are not sensitive to rotation. For factor analysis, a key parameter is the choice of factor number. By evaluating the error matrix \( E \) (Paatero, 1997; Lee et al., 1999; Paatero et al., 2002), a range of factor numbers is determined. We then inspect the PMF results and determine the number of factors (with necessary rotation) that leads to clear separation of tracer signals. Following this procedure, we determined 6 factors for TRACE-P and 5 factors for PEM-Tropics B, which provide most physically meaningful results.

In the work by Wang et al. (2003b), PMF analysis was used to identify air mass characteristics. That is the first objective of this work. The second objective is to investigate if the tracer signals in factor contributions can be used to gauge our understanding of emissions of these trace gases. In this case, the non-negativity in factor contributions calculated using an alternating least-square method in PMF (Paatero, 1997)
offers a major advantage over less advanced techniques because source contributions by
definition can only be positive. In order to attempt the second objective, the inversion of
sources using factor analysis makes the assumption that factor profiles represent a linear
combination of source contributions. The assumption is obviously false for chemicals
with large secondary sources. It is also false if the chemicals have short lifetimes in the
troposphere. The influence of transport is difficult to quantify in factor analysis.

We note here two specific problems arising from transport. First, the anti-correlation
driven by source location difference (for example, the often observed anticorrelation
between ozone transported from the stratosphere and CO emitted from the surface),
which tends to manifests in principal component analysis, does not pose a problem in
PMF analysis. Second, transport processes do not “create” air masses with clean tracer
characteristics; mixing during transport reduces source signals instead. As a result, the
source characters cannot always be resolved by factor analysis. In this work, we show
that the tracer source characteristics can be resolved for TRACE-P and PEM-Tropics B.
However, transport/mixing processes during INTEX-NA results in mixed source
characteristics. PMF cannot clearly resolve the source contributions in that dataset.

Despite all the assumptions, we will attempt to compare source contributions inferred
from PMF analysis of the two datasets with current source estimates. The empirical
approach is advantageous over 3-D model studies when the source types, distributions,
and strengths for the chemicals of interests are not well understood. Furthermore the PMF
results are not affected by uncertainties in 3-D model chemistry and transport. Figure 3.1
shows the measurement regions during TRACE-P, PEM-Tropics B, and INTEX-NA
experiments.
Figure 3.1. Location of aircraft measurements during TRACE-P (top), PEM-Tropics B (middle), and INTEX-NA (bottom).
3. 3. Results

3.3.1 TRACE-P

The TRACE-P experiment was conducted to investigate the Asian outflow to the Pacific during springtime (March – April, 2001) (Jacob et al., 2003). There are 386 coincidental measurements over the region of 15°–45°N and 114°E–124°W. 50% of the selected data is distributed below 3km. Figure 3.2 shows the EV profiles of 6 factors, and Figure 3.3 shows the absolute variability explained by each factor.

We label each factor based on its key chemical signatures. The “terrestrial biogenic” factor is characterized with large signals in CH$_3$OH (80%, 862 pptv) and CH$_3$COCH$_3$ (40%, 215 pptv). Terrestrial biosphere is the largest known source for CH$_3$OH (e.g., Heikes et al., 2002) and a substantial source for CH$_3$COCH$_3$ (e.g., Jacob et al., 2002). HCN is often thought to originate from biomass burning. However, the terrestrial biogenic factor also explains a large fraction of the HCN variability (41%, 72 pptv). Cyanogenesis is likely to be a major biogenic process emitting HCN and its by-product, CH$_3$COCH$_3$ (40%, 215 pptv) from a variety of plants (Pouton, 1990; Vetter, 2000; Fall, 2003). The biogenic factor explains 30% of CH$_3$CN (27 pptv). However, this fraction is not so significant considering its large measurement uncertainty of 35 pptv (Table 3.1). The biogenic CH$_3$CHO variability (35%, 79 pptv) is much greater than its measurement uncertainty (Table 3.1), providing support of its biogenic production (Harry and Kimmerer, 1991; de Gouw et al., 1999; Karl et al., 2002).

The “biomass burning” factor is loaded with largest signals of CH$_3$CN (69%, 63 pptv) and CH$_3$Cl (61%, 40pptv), two chemicals with large biomass burning sources (e.g., Singh et al., 2003a; Yoshida et al., 2004). HCN, known to have a large biomass burning source
(e.g., Li et al., 2000), also has a large signal (30%, 53 pptv). The signals of CH$_3$COCH$_3$
(19%, 104 pptv) and CO (23%, 22 ppbv) are also significant in this factor.

Figure 3.2. Explained variations of chemical compounds in the 6 factors for TRACE-P. The factors are named based on the chemical characteristics.

Two key combustion tracers, C$_2$H$_2$ (82%, 392 pptv) and CO (46%, 44 ppbv), appear
in the “combustion” factor. Both gases are emitted from biomass burning and motor
vehicle combustion. The similar correlations appear in the covariance structure of the
dataset, resulting in one factor that represents a mixture of two sources. The source
ambiguity, however, does not affect the gases of interest in this study.
Table 3.1. Relative and average absolute measurement uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>CH₃OH</th>
<th>CH₃COCH₃</th>
<th>CH₃CHO</th>
<th>HCN</th>
<th>CH₃CN</th>
<th>C₂H₅</th>
<th>C₃H₆</th>
<th>CO</th>
<th>CH₃Cl</th>
<th>CHBr₃</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Relative uncertainty</strong></td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>−25%</td>
<td>−25%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>7%</td>
<td>2%</td>
</tr>
<tr>
<td><strong>TRACE-P</strong></td>
<td>110</td>
<td>90</td>
<td>30</td>
<td>50</td>
<td>35</td>
<td>5</td>
<td>15</td>
<td>2</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td><strong>PEM-Tropics</strong></td>
<td>90</td>
<td>40</td>
<td>10</td>
<td>−</td>
<td>−</td>
<td>3</td>
<td>3</td>
<td>−</td>
<td>4</td>
<td>12</td>
</tr>
</tbody>
</table>

¹Unit is pptv except for CO (ppbv).

Figure 3.3. The variabilities in mixing ratio explained by each factor for TRACE-P. “Bio” denotes terrestrial biogenic; “BB” denotes biomass burning; “Comb” denotes combustion; and “Ind” denotes industry/urban. The vertical bars show the uncertainties of the PMF analysis.
The industry and urban pollution contributions are split into two factors. The first factor has significant signals of CH$_3$CHO (32%, 73 pptv), C$_2$H$_2$ (12%, 58 pptv), and i-C$_5$H$_{12}$ (91%, 37 pptv) (industry/urban 1), while the second factor shows notable variabilities of C$_2$H$_6$ (78%, 888 pptv), CH$_3$COCH$_3$ (30%, 163 pptv), and CO (20%, 19 ppbv) (industry/urban 2). The first factor is more characteristic of urban emissions while the second is more of industrial emissions. The CH$_3$CHO variability explained by the industry/urban 1 factor is much higher than the primary biomass burning (5%) or industrial (< 1%) CH$_3$CHO source estimated by Singh et al. (2004), which likely reflects secondary production of CH$_3$CHO from VOC oxidation. The variability of CH$_3$Cl (28%, 18 pptv) in the industry/urban 2 factor is much higher than the global industrial source fraction of (4%) (McCulloch et al., 1999), reflecting the influence by biofuel combustion in relatively fresh industrial plumes sampled during TRACE-P. The most prominent component in the “oceanic” factor is CHBr$_3$ (84%, 0.75 pptv). This factor also explains 32% of CH$_3$CHO (72 pptv), supporting the notion of substantial CH$_3$CHO oceanic emissions (Singh et al., 2003b).

Previous studies suggested large sources of CH$_3$Cl from the terrestrial biosphere (Yoshida et al., 2004 and references therein). However, the CH$_3$Cl variability explained by the terrestrial biogenic factor is negligible. The fairly small variability of the biogenic CH$_3$Cl likely reflects its dispersed terrestrial sources in the tropics (Yoshida et al., 2004) and mixing during long-range transport. Considering the small contribution to CH$_3$Cl by its largest known source from the tropical terrestrial ecosystems to this factor, the much larger HCN signal here in turn likely indicates that measured enhancements originate from the forests at mid latitudes, not in the tropics. Figure 3.4 shows the kinematic 5-day
back-trajectories of biogenic and biomass burning factors calculated with the European Centre for Medium-Range Weather Forecasts (ECMWF) meteorological fields (Fuelberg et al, 2003). The biomass burning factor is associated with transport from tropical regions, while the terrestrial biogenic factor is related to transport from dispersed continental locations (Figure 3.4).

Figure 3.4. Five day back trajectories of data points that rank in the top 10% by factor score for the terrestrial biogenic (top) and biomass burning (bottom) factors in TRACE-P. The crosses show the locations of measurements. The back trajectory locations are represented by dots with colors indicating heights (black (< 2 km), blue (2 – 6 km), and red ( > 6 km)) and the end point is marked by a diamond.
To further investigate the characteristics of the biomass burning factor, we examine how the factor correlates with latitude, altitude, and $C_2H_6/C_3H_8$ ratio. Higher $C_2H_6/C_3H_8$ ratios indicate more aged air masses (Wang and Zeng, 2004). The correlation is strongest with $C_2H_6/C_3H_8$ ratio ($r = 0.73$), indicating aged biomass burning air masses. The positive correlation with altitude ($r = 0.59$) and negative correlation with latitude ($r = -0.31$) indicate transport of aged biomass burning air masses from tropical regions at high altitude after initial plume rise driven by combustion heating, consistent with backtrajectories (Figure 3.4).

The significant positive correlations of biomass burning factor with altitude and $C_2H_6/C_3H_8$ ratio are unique (Table 3.2; Figure 3.5). The terrestrial biogenic factor has no apparent correlation with latitude or altitude, implying a geographically dispersed distant source. The lack of correlation with $C_2H_6/C_3H_8$ ratio reflects in part that the biogenic sources are not collocated with alkane sources. The two industry/urban factors show significant antilcorrelations with altitude and $C_2H_6/C_3H_8$ ratio, representing relatively fresh plumes from low-altitude sources. Between them, industry/urban 2 factor with more chemical signatures of industrial than urban emissions have stronger antilcorrelations with altitude and $C_2H_6/C_3H_8$ ratio. It also has clear latitude dependence. These characteristics are consistent with more industrial activities in the northeast of China and more dispersed urban distributions in the region. The oceanic factor has large antilcorrelations with altitude and $C_2H_6/C_3H_8$ ratio, consistent with characteristics of fresh surface emissions. The antilcorrelation with $C_2H_6/C_3H_8$ ratio reflects in part a positive correlation of the hydrocarbon ratio with altitudes.
Figure 3.5. Factor correlation with latitude (upper), altitude (middle) and $\text{C}_2\text{H}_6/\text{C}_3\text{H}_8$ ratio (bottom) for the biomass burning factor in TRACE-P.
Table 3.2. Correlations (R) between factor scores and latitudes, altitudes, and C$_2$H$_6$/C$_3$H$_8$ ratio for TRACE-P.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Latitude</th>
<th>Altitude</th>
<th>C$_2$H$_6$/C$_3$H$_8$ ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terrestrial biogenic</td>
<td>0.06</td>
<td>0.01</td>
<td>0.08</td>
</tr>
<tr>
<td>Biomass burning</td>
<td>-0.31</td>
<td>0.59</td>
<td>0.73</td>
</tr>
<tr>
<td>Combustion</td>
<td>0.1</td>
<td>-0.21</td>
<td>-0.37</td>
</tr>
<tr>
<td>Industry/urban 1</td>
<td>0.04</td>
<td>-0.27</td>
<td>-0.39</td>
</tr>
<tr>
<td>Industry/urban 2</td>
<td>0.29</td>
<td>-0.53</td>
<td>-0.78</td>
</tr>
<tr>
<td>Oceanic</td>
<td>0.1</td>
<td>-0.57</td>
<td>-0.55</td>
</tr>
</tbody>
</table>

3.3.2. **PEM-Tropics B**

The PEM-Tropics B campaign was conducted during the wet season over the tropical Pacific (March – April, 1999) (Raper et al., 2001). 581 coincident measurements of 8 chemicals over the region of 36°S–35°N and 107°W–162°E are analyzed. 63% of the selected data is distributed above 5 km. We find no significant bias in the spatial distributions of selected datasets compared to the entire datasets.

Five factors are resolved by PMF (section 2). Figure 3.6 shows the EV profiles and Figure 3.7 shows the absolute chemical variability. Compared to TRACE-P (Figs. 2 and 3), the tracer variability during PEM-Tropics B is much lower, leading to more ambiguity in interpretation of the analysis results because observed variabilities were at times smaller than measurement uncertainties (Table 3.1). As one could expect, the tracer variabilities of industry/urban related factors in PEM-Tropics B are much smaller than those in TRACE-P, which reflects the sampling of photochemically aged air plumes...
As previously, we label each factor based on its key chemical signatures. The “terrestrial biogenic” factor is characterized by the large variability of CH$_3$OH (88%, 653 pptv). The signal of CH$_3$COCH$_3$ is below the measurement uncertainty. The “biomass burning” factor has large signals of CH$_3$COCH$_3$ (55%, 98 pptv), CH$_3$CHO (64%, 30 pptv), CO (52%, 11 ppbv), and CH$_3$Cl (82%, 44 pptv). The “combustion/industry” factors reflect a mix of biomass burning, automobile combustion, industry, and urban sources. There are substantial signals of C$_2$H$_2$ (84%, 28 pptv) and C$_2$H$_6$ (9%, 21 pptv) in
the combustion/industry 1 factor, and large signals of C$_2$H$_6$ (76%, 188 pptv) and CO (34%, 8 ppbv) in the combustion/industry 2 factor. The CH$_3$Cl fraction (13%, 7 pptv) in the latter factor is below the measurement uncertainty. The “oceanic” factor explains 94% of CHBr$_3$ variability (0.55 pptv) and does not show significant variability in the other chemicals.

Figure 3.7. Same as Figure 3.2 but for PEM-Tropics B. “Com/ind1” and “Com/ind2” denote combustion/industry 1 and 2, respectively.
We analyze the correlations between factors and latitude, altitude, and $C_2H_6/C_3H_8$ ratio to help identify the source characteristics (Table 3.3). As for TRACE-P, the terrestrial biogenic factor shows no significant correlations reflecting geographically dispersed sources. The biomass burning factor is anticorrelated with latitude ($r = -0.51$), implying southern hemispheric origin particularly from Africa and Australia (Figure 3.8). As in TRACE-P, it is positively correlated with altitude and $C_2H_6/C_3H_8$ ratio, indicating long-range transport of aged pollutants after initial rise due to combustion heating. The combustion/industry 1 and combustion/industry 2 factors show significant positive correlations with latitude and negative correlations with $C_2H_6/C_3H_8$ ratio, implying most long-range transport of industrial/urban/combustion emissions from the northern hemisphere (Wang et al., 2001). As in Trace-P, the oceanic factor is the only one with significant anticorrelation with altitude. It also has a week anticorrelation with $C_2H_6/C_3H_8$ ratio, representing a mixture of relatively emissions from the ocean with transport from $C_2H_6$ and $C_3H_8$ from northern industrial regions.

### Table 3.3. Correlations (R) between factor scores and latitudes, altitudes, and $C_2H_6/C_3H_8$ ratio for PEM-Tropics B.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Latitude</th>
<th>Altitude</th>
<th>$C_2H_6/C_3H_8$ ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terrestrial biogenic</td>
<td>0.01</td>
<td>-0.09</td>
<td>-0.14</td>
</tr>
<tr>
<td>Biomass burning</td>
<td>-0.51</td>
<td>0.16</td>
<td>0.45</td>
</tr>
<tr>
<td>Combustion/industry 1</td>
<td>0.6</td>
<td>-0.1</td>
<td>-0.54</td>
</tr>
<tr>
<td>Combustion/industry 2</td>
<td>0.68</td>
<td>-0.07</td>
<td>-0.57</td>
</tr>
<tr>
<td>Oceanic</td>
<td>0.13</td>
<td>-0.42</td>
<td>-0.17</td>
</tr>
</tbody>
</table>
3.3.3. INTEX-NA

The INTEX-NA experiment is conducted to investigate the formation and transport of tracers and aerosols and inflow and outflow of pollutants over North America during the summer (July – August, 2004) (Singh et al., 2002). Two characteristics separate INTEX-NA from TRACE-P and PEM-Tropics B. First, mixing processes are much more active over the continent in summer than spring (TRACE-P) or over the tropical Pacific (PEM-Tropics B). Second, North American urban and industrial sources are more dispersed than over East Asia, where major industrial and urban emissions are densely located near coastal regions. As a result, we find that source-separation is much more ambiguous in INTEX-NA dataset than the other too. In the selected dataset, 35% is measured below 2 km; 50% is measured above 5 km.

We find five factors in the PMF analysis. Figure 3.9 shows the EV profiles. The factors are named after the tracer that has largest EV. The C$_2$H$_2$ is a combustion factor.
with a much larger CH$_3$OH signal (> 25%), representing either a large industrial related CH$_3$OH source over North America or a mixture of combustion and biogenic emissions because we cannot define a clear biogenic factor. The CH$_3$Cl factor with large signals of biomass burning (CH$_3$Cl, CO, HCN, and CH$_3$CN) and biogenic tracers (CH$_3$OH, CH$_3$COCH$_3$, and HCN) likely represent a mixture of the two. The CH$_3$Br, C$_2$H$_6$, and i-C$_5$H$_{12}$ factors are dominated by single species. Photochemical oxidation and mixing during INTEX-NA (summer) are considerably faster than TRACE-P (spring). Assuming similar emissions, we would expect lower concentrations in INTEX-NA than TRACE-P. Inspection of vertical profiles of trace gases we selected (Figure 3.10) shows that it is true for most species. However, concentrations of CH$_3$OH, acetone, and HCN are much higher in INTEX-NA than TRACE-P (Figure 3.10). We postulate that these enhancements are due at least in part to larger biogenic emissions in summer. However, the analysis method used in this study cannot be used to evaluate our hypothesis.
3.4. Comparisons to Global Estimations

Despite the limitations of PMF methods (section 2), it is still instructive to compare our results with previous global budget estimations. Additional precautions must also be heeded to prevent oversimplifications. First, our results are drawn from only two aircraft missions. Second, the factor contributions do not necessarily translate into source strengths. Third, it is generally hard to distinguish primary sources from secondary chemical production in the factor analysis. However, the following assessment points to the directions of needed research when large discrepancies are found between previous emission estimations and our results. Table 3.4 summarizes the contributions of various factors to OVOCs and HCN for TRACE-P and PEM-Tropics B; previous global estimates are also listed for comparison purposes.
The 80 – 88% variability of CH\textsubscript{3}OH in the terrestrial biogenic factor from this study is consistent with the estimated global biogenic fractions of 62 – 81\% (Heikes \textit{et al.}, 2002; Singh \textit{et al.}, 2004; Jacob \textit{et al.}, 2005). For CH\textsubscript{3}COCH\textsubscript{3}, the biogenic fractions of this study (20 – 40\%) are also comparable with the global estimates (27 – 53\%) (Jacob \textit{et al.}, 2002; Singh \textit{et al.}, 2004).

Large terrestrial biogenic HCN variability (41\%) is found during TRACE-P; it is considerably higher than the global biogenic fraction (~18\%) estimated by Li \textit{et al.} (2003, Table 3.4). The cyanogenic process in plants is known to emit both CH\textsubscript{3}COCH\textsubscript{3} and HCN. It appears to be a key contributor to HCN emissions (Fall, 2003) from geographically dispersed source regions. Contribution of biomass burning to HCN (~30\%) in TRACE-P is significantly smaller than the global estimates (> 80\%). The industry/urban/ocean factor contributions are uncertain since they are less than the measurement uncertainty of HCN (~25\%). The CH\textsubscript{3}COCH\textsubscript{3} variabilities explained by industry/urban and biomass burning factors (8 – 30\% and 19 – 55\%, respectively) are much higher than the estimated primary sources (1 – 4\% and 4 – 10\%, respectively).

The total difference between PMF factor contributions and previously estimated primary sources, however, are comparable to the 30 – 50\% contribution from VOC oxidation (Jacob \textit{et al.}, 2002; Singh \textit{et al.}, 2004), indicating secondary productions in those factor. There is no clear evidence for significant oceanic CH\textsubscript{3}COCH\textsubscript{3} emissions, which is consistent with the recent measurements by Marandino \textit{et al.} (2005).

The terrestrial biogenic CH\textsubscript{3}CHO variability is quite different between TRACE-P and PEM-Tropics B (35\% and 7\%, respectively), likely reflecting relatively fast photochemical loss of CH\textsubscript{3}CHO or its precursors during long-range transport to the
remote PEM-Tropics B region. The corresponding global fraction estimated by Singh et al. (2004) is 21%. We find large contributions from industry/urban 1 (32%) for TRACE-P and from biomass burning (64%) for PEM-Tropics B. Given the relatively short lifetime of CH$_3$CHO (~ 1 day), our results indicate that secondary production from VOCs, likely produced in combustion processes, is a major source of observed CH$_3$CHO.

The oceanic CH$_3$CHO variability is significant during TRACE-P (32%) but not PEM-Tropics B, indicating the possibility of regional variations in oceanic CH$_3$CHO emissions. In comparison, the estimated global oceanic contribution is much larger at 63% (Singh et al., 2004). In general, the interpretation of PMF results of short-lived species such as CH$_3$CHO is more ambiguous. More detailed and quantitative analysis will require 3-D chemical transport model simulations that explicitly treat the emissions, secondary production, oxidation, and transport of CH$_3$CHO.

Table 3.4. Comparison factor contributions with global estimates$^1$ of OVOCs (%)

<table>
<thead>
<tr>
<th></th>
<th>CH$_3$OH</th>
<th>CH$_3$COCH$_3$</th>
<th>CH$_3$CHO</th>
<th>HCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biogenic</td>
<td>60 – 80</td>
<td>80 – 88</td>
<td>27 – 53</td>
<td>20 – 40</td>
</tr>
<tr>
<td>Industry/urban</td>
<td>2 – 4</td>
<td>3 – 5</td>
<td>1 – 4</td>
<td>8 – 30</td>
</tr>
<tr>
<td>Ocean</td>
<td>0</td>
<td>0.5 – 3</td>
<td>0 – 28</td>
<td>2 – 4</td>
</tr>
<tr>
<td>Others$^2$</td>
<td>15 – 33</td>
<td>-</td>
<td>30 – 50</td>
<td>-</td>
</tr>
</tbody>
</table>

$^1$Global estimates are compiled from Heikes et al. (2002), Li et al. (2003), Singh et al. (2004), and Jacob et al. (2002, 2005).
$^2$2nd productions in global estimates.
3.5. Conclusions

We apply an advanced factor analysis method, PMF, to analyze the source contributions to OVOCs and cyanides measured in three aircraft experiments. In order to identify contributions by emissions from the terrestrial biosphere, biomass burning, industry/urban regions, and ocean, we select a suite of trace chemicals including CH$_3$OH, CH$_3$COCH$_3$, CH$_3$CHO, C$_2$H$_2$, C$_2$H$_6$, i-C$_5$H$_{12}$, CO, CH$_3$Cl, and CHBr$_3$. Two cyanide compounds, HCN and CH$_3$CN are available and included in TRACE-P and INTEX-NA analyses. While feasible for TRACE-P and PEM-Tropics B measurements, PMF analysis cannot clearly separate source contributions in INTEX-NA measurements. More active transport/mixing processes during summer over North America and broad collocations of different types of sources in the region are likely the reasons.

We resolve 6 factors for TRACE-P and 5 factors for PEM-Tropics B. In TRACE-P, the terrestrial biogenic factor is characterized by significant variability of CH$_3$OH (80%, 862 pptv) and CH$_3$COCH$_3$ (40%, 215 pptv). This factor also shows large fraction of HCN variability (41%, 72 pptv). Backtrajectory analysis and a lack of correlation of this factor with altitude, latitude, or C$_2$H$_6$/C$_3$H$_8$ ratio imply widely dispersed continental sources. The significant variabilities of HCN and CH$_3$COCH$_3$ in this factor likely reflect emissions from cyanogenesis in diverse plants.

The biomass burning factor is characterized by large variabilities of CH$_3$CN (69%, 63 pptv), CH$_3$Cl (61%, 40 pptv), HCN (30%, 53 pptv), and CO (23%, 22 ppbv). It is the only factor with positive correlations with positive correlations with altitude and C$_2$H$_6$/C$_3$H$_8$ ratio, indicating long-range transport of aged biomass burning air masses at
high altitude. A negative correlation with latitude and backtrajectories indicate subtropical/tropical sources.

The combustion factor, characterized by variabilities of C$_2$H$_2$ (82%, 392 pptv) and CO (46%, 44 ppbv), reflects a mixture of biomass burning, industrial, and urban sources. Significant negative correlations of this factor with altitude and C$_2$H$_6$/C$_3$H$_8$ ratio indicate relatively fresh surface emissions. There are two industry/urban factors. Industry/urban 1 factor, characterized by large variability of i-C$_5$H$_{12}$ (91%, 37 pptv), is affected more by urban emissions. The second, characterized by a strong signal of C$_2$H$_6$ (78%, 888 pptv), is affected more by industrial emissions. As a result, the second factor has a stronger dependence on latitude likely due to high density of industries over the northeast of China. Both factors are negatively correlated with altitude and C$_2$H$_6$/C$_3$H$_8$ ratio, implying surface sources and transport. The oceanic factor is characterized by largest variability of CHBr$_3$ (84%, 0.75 pptv). It is clearly a surface source. The substantial CH$_3$CHO variability (32%, 72 pptv) in this factor implies a significant oceanic contribution to CH$_3$CHO.

Compared with TRACE-P, factor contributions in PEM-Tropics B are smaller because of transport over longer distance to the region. The terrestrial biogenic factor is similarly characterized by large variability of CH$_3$OH (88%, 653 pptv). The biomass burning factor have the large variabilities of CH$_3$Cl (82%, 44 pptv), CH$_3$CHO (64%, 30 pptv), CH$_3$COCH$_3$ (55%, 98 pptv), and CO (52%, 11 ppbv). The factor correlations with altitude, latitude, and C$_2$H$_6$/C$_3$H$_8$ ratio for these factors are similar to TRACE-P, indicating widely dispersed biogenic sources and long-range transport of aged biomass burning air masses at high altitude.
The two combustion/industry factors show large signals of C$_2$H$_2$ (84%, 28 pptv, combustion/industry 1), C$_2$H$_6$ (76%, 188 pptv, combustion/industry 2), and CO (34%, 8 ppbv, combustion/industry 2). Both factors are positively correlated with latitude and negatively correlated with C$_2$H$_6$/C$_3$H$_8$ ratio, representing long-range transport of industrial/urban/combustion emissions from the northern hemisphere. The oceanic factor characterized by CHBr$_3$ from surface emissions does not have a significant CH$_3$CHO signal.

We compare the source contributions from two aircraft field experiments to previous global estimations; identifying large discrepancies points to the directions of needed research. First, the terrestrial biogenic contribution of CH$_3$OH in this study is fairly consistent with the global biogenic emission estimates (80 – 88% and 62 – 81% respectively). Second, the terrestrial biogenic contribution of HCN in TRACE-P (41%) is substantially higher than the global emission estimates (0 – 18%), which suggests that the cyanogenesis in plants from widely dispersed regions is likely to be a major source of HCN (Figure 3.11.) in addition to biomass burning. Third, the biogenic contribution to CH$_3$COCH$_3$ variability is comparable with the global emission estimates (20 – 40% and 27 – 53%, respectively). However, there are much larger CH$_3$COCH$_3$ industry/urban and biomass burning contributions (8 – 30% and 19 – 55%, respectively) in this study than previous global emission (1 – 4% and 4 – 10%, respectively), reflecting the importance of secondary productions. We do not find large oceanic contributions to CH$_3$COCH$_3$. Fourth, considering its relatively short lifetime, the large contributions to CH$_3$CHO variability from industry/urban 1 (32%) for TRACE-P and from biomass burning (64%) for PEM-Tropics B imply that secondary production from combustion/industrial VOCs is
likely an important sources. The oceanic CH$_3$CHO contribution (10 – 32%) shows the regional dependence and it is lower than previous global emission estimates (63%). Based on this analysis, three specific areas emerge for future research: the global sources of CH$_3$COCH$_3$ and HCN from the cyanogenic process in plants, the VOC precursors to sustain CH$_3$CHO concentrations in industry/urban and biomass burning plumes, and the magnitudes and regional variability of oceanic CH$_3$CHO emissions.
Figure 3.10. Vertical profiles of the tracers for TRACE-P (black) and for INTEX-NA (green).
Figure 3.11. A schematic diagram of Cyanogenesis in plants (Fall et al., 2003)
CHAPTER IV

INTERCONTINENTAL TRANSPORT OF POLLUTION MANIFESTED IN THE VARIABILITY AND SEASONAL TREND OF SPRINGTIME $O_3$ AT NORTHERN MIDDLE AND HIGH LATITUDES

4.1 Introduction

Ozone in the troposphere is either produced photochemically within the troposphere or transported from the stratosphere. Its concentrations have important environmental ramifications. At high concentrations near the surface, it is hazardous to humans and plants. It is important for maintaining the oxidation capacity of the atmosphere through its photolysis to $O(^1D)$, which reacts with $H_2O$ to produce OH radicals. Furthermore, it is an effective greenhouse gas.

An interesting feature of tropospheric $O_3$ is the observed springtime increase at northern middle and high latitudes. Ozone concentrations at northern middle and high latitudes tend to peak in late spring (April and May) in the lower troposphere and in early/middle summer (May – July) in the middle troposphere (e.g., Logan, 1985). Levy et al. (1985) was able to simulate the springtime increase in a global three-dimensional (3-D) model, which did not incorporate tropospheric chemistry. Penkett and Brice (1986) and Liu et al. (1987) suggested that the increase is driven by photochemical production in the troposphere.

---

1This chapter is for “Intercontinental transport of pollution manifested in the variability and seasonal trend of springtime $O_3$ at northern middle and high latitudes,” published at Journal of Geophysical Research in November 2003 (108 (D21) 4683, doi:10.1029/2003JD003592). Authors are Yuhang Wang, Changsub Shim, Nicolar Blake, Donald Blake, Yunsoo Choi, Brian Ridely, Jack Dibb, Anthony Wimmers, Jennie Moody, Frank Flocke, Andrew Weinheimer, Robert Talbot, and Elliot Atlas.
However, subsequence analysis work based on the observation correlation between O$_3$ and $^7$Be tends to emphasize the effect of the stratospheric input (e.g. Oltmans and Levy, 1992; Dibb et al., 1994).

More recent analyses using photochemical models tend to emphasize the effect of tropospheric photochemical production. Photochemical box model calculations based on the measurements during the Free Tropospheric Experiment (FREETEX’96 and 98) in the Swiss Alps (at an altitude of 3.6 km) (Carpenter et al., 2000; Zanis et al., 2000) and aircraft observations during the Tropospheric Ozone Production about the Spring Equinox (TOPSE) experiment (e.g., Cantrell et al., 2003; Wang et al., 2003a) showed that tropospheric O$_3$ production at midlatitudes are large enough to explain the observed springtime O$_3$ increase at northern midlatitudes, although in situ O$_3$ production is ineffective at high latitudes (Wang et al., 2003a). Using global 3-D chemistry and transport models, Wang et al. (1998) showed that both factors contributed to the simulated springtime O$_3$ maximum at low altitudes (0 – 2 km) with one peaking in early spring and the other peaking in early summer, while Yienger et al. (1999) emphasized the effect of net O$_3$ chemical production at midlatitudes. Li et al. (2002) further suggested that the apparent correlation between surface observations of O$_3$ and $^7$Be in Bermuda merely reflects the subsidence of O$_3$ produced in the middle troposphere, not O$_3$ transported from the stratosphere.

Applying global 3-D chemistry and transport models, a number of recent studies have investigated the effects of intercontinental transport on tropospheric O$_3$ concentrations from Asia to North America (e.g., Berntsen et al., 1999; Jaffe et al., 1999; Jacob et al., 1999; Bey et al., 2001). The effect of trans-Pacific transport is particularly large in spring
(e.g., Wang et al., 1998; Jacob et al., 1999; Mauzerall et al., 2000; Wild and Akimoto, 2001; Tanimoto et al., 2002).

We analyze here aircraft springtime observations from TOPSE (February–May 2000) (Atlas et al., 2003). Thirty eight science flights of the C-130 aircraft were conducted in seven deployments (1–2 weeks apart), covering a latitude range of 40° – 85 °N (Colorado to north of Thule, Greenland) and an altitude range from the surface up to 8 km. A comprehensive suite of chemical species related to the tropospheric chemistry of O₃, HOx (OH + HO₂), and NOx (NO + NO₂) were measured.

This data set is the largest available that extends over broad latitude and altitude ranges on a seasonal timescale in spring. We will attempt to address in this work the effects on tropospheric O₃ variability and trend by intercontinental transport of O₃ and its precursors from different tropospheric regions and by transport of O₃ from the stratosphere on the basis of TOPSE observations. We will apply a multivariate analysis technique in this work. As illustrated by Li et al. (2002) and Browell et al. (2003), considering multiple correlations among O₃ and other species is critical.

4.2. Methodology

In this work, we analyze the covariant factors of 14 relatively long-lived chemical tracers and potential temperature. Our hypothesis is that air masses with varying contributions to the observed O₃ variability and trend can be differentiated on the basis of the covariance of their chemical compositions and that their geographical origins can be evaluated using back trajectory calculations.
To examine the tracer profiles of various air masses, we applied two analytical methods, principal component analysis (PCA) and the positive matrix factorization (PMF) method. Covariance among the tracers is analyzed in these methods to define key components or factors that explain the variability of the data set. The PCA method (Press et al., 1992) with varimax rotation (Kaiser, 1958) yields comparable results as those by PMF. We find, however, that the PMF results are clearer for physical interpretations and for the separation of air masses than those by PCA because the latter lumps positively correlated tracers with negatively correlated tracers. Furthermore, the PMF results are more robust with respect to rotation. Only PMF results are discussed hereafter.

Our results cannot be directly compared to model estimated fractional contributions to tropospheric O$_3$ from different sources. Any correlation-based methods including the ones used here can only be used to examine the variability in the observations. However, the results from variability analysis as those to be presented here are valuable because (1) they are based on the observations and are not affected by model imperfections and (2) the resulting concentration variability is often a key parameter with regard to potential environmental impact of a given factor. In order to fully reconcile our data analysis with those from the 3-D chemistry and transport models, we will need to conduct detailed simulations with the same species and equivalent spatial and temporal resolutions as in the observations. That is beyond the scope of this work. It is also useful to note that the validity of the linear covariance assumption of PMF, PCA, and other similar analysis techniques is tested on whether the resulting factors or principal components can be physically explained. These mathematical techniques evaluate only the ‘‘likelihood’’ of a
given setup of factors or principal components; the results may be nonphysical. We choose the solution that entails the best physical explanation.

The profiles of covariant elements (factors) are identified through matrix decomposition in the PMF method (Paatero, 1997) and the detail explanation of terms and definitions are described in Chapter 1.

Among the available measurements during TOPSE, we chose 14 chemical tracers and one dynamic tracer. They are among the longer-lived tracers in the TOPSE measurements.

The tracers (other than $O_3$) must also have unique source or concentration distributions, so they could be used to identify the origins of air masses. The chemical tracers chosen for the analysis are $O_3$, total reactive nitrogen ($NO_y$), peroxyacetyl nitrate (PAN), CO, CH$_4$, C$_2$H$_2$, C$_3$H$_8$, CH$_3$Cl, CH$_3$Br, C$_2$Cl$_4$, CFC-11 (CCl$_3$F), HCFC-141B (CH$_3$CCl$_2$F), Halon-1211 (CBrClF$_2$), and $^7$Be. Total reactive nitrogen is a good tracer of air masses that intercepted large tropospheric NOx emissions or stratospheric air. PAN is a by product of NOx oxidation in the presence of >C2 hydrocarbons. It is a good tracer for tropospheric reactive nitrogen because the lifetime of >C2 hydrocarbons is too short to be transported into the stratosphere. High concentrations of PAN often indicate occurrences of tropospheric $O_3$ production in the past and therefore tend to correlate with high $O_3$ concentrations in pollution plumes. Carbon monoxide and C$_2$H$_2$ are good tracers for combustion and C$_3$H$_8$ is a good liquefied gas tracer. Methane has many sources, some of which are collocated with industrial pollution sources. Methyl chloride and CH$_3$Br are thought to have substantial sources from the ocean and biomass burning. Tropical terrestrial biosphere is likely a major CH$_3$Cl source region (Yokouchi et al., 2000; Lee-
Taylor et al., 2001). Tetrachloroethene is mainly a tracer for industrial activities. The production of CFC-11 and Halon-1211 was phased out in the developed countries at the end of 1995 and will be phased out in developing countries by 2010. HCFC-141b is a replacement for CFCs. Beryllium-7 is produced by cosmic rays and is generally used as a tracer for stratospheric air (e.g., Dibb et al., 2003). The other tracer we use in the analysis is potential temperature ($\theta$), which is conserved during adiabatic processes. Potential vorticity is another useful dynamic tracer. It needs to be computed on the basis of $\theta$ and model simulated horizontal winds; the resulting temporal and spatial resolutions of this variable are much lower than the in situ measurements.

The observed values of each variable are linearly scaled to a dimensionless range of 0–1 and a small constant error estimate is assigned for equal weighting. In our analysis, no tracer should be weighted more than the other because they represent different processes. Our goal is not to define the best correlation between two specific tracers but rather to define the best tracer characteristics of air masses on the basis of the variability of all the tracers. Only data above the detection limits are used. By evaluating the error matrix $E$ (Paatero, 1997; Lee et al., 1999; Paatero et al., 2002), we found that a range of 6–10 factors are appropriate for our data sets. We chose to use seven factors, which separate air mass tracer profiles well.

The 10 day kinematic back trajectories used in this work are calculated using the Hybrid Single-Particle Lagrangian Integrated Trajectory (HY-SPLIT) model (Draxler and Hess, 1998). The meteorological data are taken from the ‘FNL’ archive produced in the NOAA Air Resources Laboratory. The 6 hour archive is computed using a global data assimilation system (Kanamitsu, 1989). This type of trajectory calculation is generally
accurate for identifying large geographical features of air mass origins (Stohl, 1998). The choice of 10 days for the back trajectory calculation is somewhat arbitrary; it is long enough to separate local influence from long-range transport (Pochanart et al., 2001).

4.3. Results and Discussion

The photochemical environment is quite different from middle to high latitudes due in part to varying solar isolation (Wang et al., 2003a). Consequently, our analysis is conducted separately for these two regions. The size of our data set is limited mostly by the availability of $^7$Be data to 137 coincident measurements of all species at midlatitudes ($40^\circ – 60^\circ$N) and 193 coincident measurements at high latitudes ($60^\circ – 85^\circ$N). Including missing $^7$Be data by assigning large uncertainties (Polissar et al., 1998) led to an underweight of the $^7$Be data, resulting in a poor $O_3$-$^7$Be correlation and a large fraction of unexplained $^7$Be variability. As demonstrated by Li et al. (2002) and Dibb et al. (2003), faithfully capturing the $O_3$-$^7$Be correlation is critical to resolve the contributions by various $O_3$ sources. Hence no missing $^7$Be data were included. Ozone concentrations in this subset show similar probability distributions (binned by 10 ppbv) as the data set with all measured $O_3$. The altitude distribution is shifted to higher altitude. The fraction of data above 5 km increases from 50% of all $O_3$ data to 70%. The seasonal $O_3$ trend of the subset is in agreement with that of all $O_3$ measurements above 5 km. Our results are therefore biased toward the middle and upper troposphere. The analysis results are about the same when measurements below 3 km are excluded.

In order to establish the correlation between the stratospheric $O_3$ and $^7$Be, we have included in our analysis data points with $O_3$ concentrations $>$100 ppbv (5% of the data
set), which are generally associated with the lower stratospheric air. To minimize the
effects of these lower stratospheric data, all results shown hereafter are for data with O₃
concentrations <100 ppbv. Relative to the results with all the data included, the effects of
the limited O₃ range are only apparent for O₃ and ⁷Be and the estimated stratospheric
contribution to O₃ variability is reduced. The EV percentages of O₃ in the factors change
by <5%. The largest changes are seen in the explained variations of O₃ and ⁷Be in the ⁷Be
factor, which decrease by 6 ppbv and 100–150 fCi/SCM, respectively.

4.3.1. Midlatitudes

The EV profiles of the seven factors and the total EV explained by the analysis for
data with O₃ concentrations <100 ppbv are shown in Figure 4.1. The factors are named
after their major components. Our analysis captures 80–95% of the observed variation of
each tracer. The absolute tracer variation explained by each factor is shown in Figure 4.2.
Five factors are mostly related to the sources and transport of CO, hydrocarbons, and
halocarbons. The seasonal decrease of CO and hydrocarbons (e.g., Blake et al., 2003) is
captured by the hydrocarbon factor.

Among the seven factors, only ⁷Be and NOₓ-PAN factors account for >5% of the
observed variability of O₃. The tracer profile of the ⁷Be factor is consistent with a
stratospheric origin. Potential temperature and HNO₃ concentrations in the stratosphere
are much higher than those in the troposphere. The latter is reflected in the signal of NOₓ,
which encompasses all reactive nitrogen species. The factor shows no signal of PAN,
which is produced in the troposphere. On the basis of our preliminary global 3-D
simulations of CH₃Cl, we believe that the signal of CH₃Cl in the ⁷Be factor likely reflects
a general latitudinal increase of CH$_3$Cl toward tropics and the isentropic mixing of tropical and stratospheric air. The variability of CH$_3$Cl and CH$_3$Br explained by this factor is relatively small at 4 pptv and 0.15 pptv, respectively.

We estimate that stratospherically influenced air accounts for about 40% (14 ppbv) of the observed O$_3$ variation (Figures 4.1 and 4.2). An uncertainty in our analysis comes from the significant $^7$Be source in the upper troposphere (e.g., Liu et al., 2001; Allen et al., 2003). However, $^7$Be concentrations are much lower in the upper tropospheric than the stratosphere due to the large difference of air residence time. Allen et al. (2003) showed that the variability due to $^7$Be produced in the stratosphere is much larger than that produced in the troposphere. It is a good tracer for the stratospheric air in the context of the observed variability during TOPSE (D. Allen, personal communication, 2002). Furthermore, an upper tropospheric $^7$Be source does not necessarily imply that it will bias our results to favor the effect of stratospheric O$_3$. On the contrary, it could lead to an underestimate of the effect of stratospheric O$_3$ if the enhancement in $^7$Be is not accompanied by comparable enhancement in O$_3$ concentrations. During TOPSE, the $\Delta$O$_3$/$\Delta^7$Be ratio from a least squares fit for data above 6 km is about half of that for those below 6 km; the least squares fitted $\Delta$O$_3$/$\Delta^7$Be ratio for the whole data set is about the same as that for data above 6 km.

The Bermuda O$_3$-$^7$Be correlation analysis by Li et al. (2002) appears to show results that differ from our work for TOPSE. The data they used were collected near the surface during March–May 1996 in Bermuda (32°N). The season is similar but the latitude and sampling altitude are different. During TOPSE, $^7$Be concentrations up to 4000 fCi/SCM were observed while the Bermuda site measurements are <250 fCi/SCM. A least squares
fit of TOPSE midlatitude observations yields a slope of 0.04 ppbv/(fCi/SCM). The correlation coefficient is 0.8, indicating that the variance of $^7$Be explains about 65% of the $O_3$ variance. The variability ratio of $O_3$ to $^7$Be in the $^7$Be factor shows a similar value, 0.045 ppbv/(fCi/SCM) (Figure 4.2).

Figure 4.1. Explained variation of each tracer in the seven factors at midlatitudes ($40^\circ$ – $60^\circ$ N). The bottom panel in the right column shows the explained variation (EV) percentages explained by all the factors. The factors are named after the tracers that have strong signals. The results are for data with $O_3$ concentrations < 100 ppbv.

In comparison, Li et al. (2002) showed a much larger slope of 0.45 ppbv/(fCi/SCM); the correlation coefficient is very low, at only 0.36. The much higher $O_3$ - $^7$Be slope at
Bermuda indicates that transport from the stratosphere is not the major source of O$_3$ variability at Bermuda. If we simply scale the $\Delta$O$_3$/$\Delta^7$Be ratio obtained from the PMF analysis to the maximum variability of $^7$Be at Bermuda (about 160 (fCi/SCM)), we would estimate a maximum stratospheric contribution of 7 ppbv to the observed O$_3$ variability at Bermuda during March–May 1996. Furthermore, if we assume that only 0.045 out of 0.45 ppbv/(fCi/SCM) in the observed $\Delta$O$_3$/$\Delta^7$Be ratio can be expected from the stratospheric contribution based on our PMF analysis, the tropospheric contribution to the observed O$_3$ variability is about 90% at Bermuda. This result is consistent with that by Li et al. (2002).

Figure 4.2. The tracer variation ([tracer] – [tracer]$_{\text{min}}$) explained by each factor. The results are for data with O$_3$ concentrations < 100 ppbv.
The NO$_y$-PAN factor reflects O$_3$ production within the troposphere. During the oxidation of CO and hydrocarbons, freshly emitted NO$_x$ can be converted to HNO$_3$ and PAN, and O$_3$ is produced. The observed O$_3$ variation accounted for by this factor is about 30%, less than that by the $^7$Be factor. There are only two main factors for PAN variability (Figure 4.2). Beside the NO$_y$-PAN factor, the other one is the CH$_4$-halocarbon factor. The latter is the most dominant factor for CO and CH$_4$ variability. It also contributes largely to the variability of the industrial tracer C$_2$Cl$_4$, suggesting that this factor is associated with air masses affected by industrial emissions.

There is not a significant PAN signal in the hydrocarbon factor, which has large CO, CH$_4$, and C$_2$Cl$_4$ signals because the seasonal trend of this factor is opposite to that of PAN. The lack of NO$_y$ signal in the CH$_4$-halocarbon factor, despite its large PAN signal, may reflect the different seasonal trends of NO$_y$ and PAN during TOPSE (Wang et al., 2003a). The sum of NO$_y$ components including PAN and HNO$_3$ is generally higher than the observed NO$_y$ and the former has a stronger seasonal trend; the reason for this discrepancy is unclear (Wang et al., 2003a). A least squares fit of PAN and NO$_y$ shows that the variance of PAN explains about 30% of that of NO$_y$.

Figure 4.3 shows the 10 day back trajectories for data points with high factor scores for the $^7$Be and NO$_y$-PAN factors. Both are associated with the westerlies at northern midlatitudes in spring. The trajectories related to the $^7$Be factor tend to extend farther west into Europe whereas those related to the NO$_y$-PAN factor tend to cluster over the western Pacific. The back trajectory altitude of the $^7$Be factor resides mostly above 6 km, while those related to NO$_y$-PAN factor reside more likely at 2–6 km. Very few back trajectories initiated at 0–2 km or south of 30°N.
Midlatitude emissions of O₃ precursors from East Asia, after being lifted out of the boundary layer, could have contributed significantly to the O₃ enhancement in the NOₓ-PAN factor. Pollutions from the Middle East and southern Europe, lifted by convection to high altitudes (>6 km), could also contribute to the enhancement.

The observed tropospheric O₃ increase at midlatitudes can now be attributed to different factors. We conduct the least squares fits for the variability of observed O₃ and that explained by each factor (Figure 4.4). We analyze the linear seasonal trend because it reasonably represents the increase of monthly median O₃ variation and facilitates the evaluation of the contribution from different factors. The observed seasonal O₃ increase is 5.4 ppbv/month while that from the contribution of all factors is 6.3 ppbv/month.

The seasonal increase contributed by the NOₓ-PAN factor is largest at 3.5 ppbv/month and that from the ⁷Be factor is at 2.5 ppbv/month. Contributions from the other factors
are negligible. Photochemistry within the troposphere therefore appears to be more important to the seasonal O$_3$ increase than transport from the stratosphere.

![Graph showing O$_3$ variation as a function of Julian day for high latitudes.](image)

Figure 4.4. Least squares fits of O$_3$ variation ([O$_3$] – [O$_3$]$_{\text{min}}$) as a function of Julian day for the observed and positive matrix factorization-fitted O$_3$ and that explained by each factor at midlatitudes. The monthly medians for the O$_3$ variations from the observations and the sum of all factors are also shown. The minimum O$_3$ concentration in the data set is 27 ppbv. The results are for data with O$_3$ concentrations < 100 ppbv.

4.3.2. High Latitudes

At high latitudes, the $^7$Be factor is still the largest contributor to the observed O$_3$ variability at about 35% (Figure 4.5.). The $\Delta$O$_3$/$\Delta^7$Be ratio in this factor is 0.03
fCi/SCM/ppbv (Figure 4.6), lower than at midlatitudes. The lower ratio is entirely due to higher variability in $^7$Be at high latitudes, which is consistent with higher $^7$Be sources near the poles.

The $\theta$ factor is the other one that has a large contribution (25%) of the observed O$_3$ variability. It also explains 60% and 20 – 30% of the variability in $\theta$ and many halocarbons, respectively. The NO$_3$-PAN factor, in contrast, accounts for only about 5% of the observed O$_3$ variability.
Figure 4.6. Same as Figure 4.2 but for high latitudes.

The 10 day back trajectories for data points with high factor scores in the $^7$Be and $\theta$ factors at high latitudes are quite different (Figure 4.7). A large fraction of data contributing to the $^7$Be factor circulated within the polar region north of 60°N. These back trajectories reside generally above 6 km. In contrast, most of the data for the $\theta$ factor came from regions south of 60°N carried by the strong westerlies and were transported northward in the western United States. The related back trajectories more likely reside below 6 km. Higher O$_3$ concentrations appear to be transported in the middle troposphere from the lower latitudes into high latitudes. Despite low in situ chemical
production of \( \text{O}_3 \) (Wang et al., 2003a), photochemical production of \( \text{O}_3 \) within the troposphere, through long range transport from lower latitudes where photochemistry is active, still contributes significantly to the observed \( \text{O}_3 \) variability at high latitudes.

Figure 4.7. Same as Figure 4.3 but for the \( ^7\text{Be} \), \( \theta \), \( \text{NO}_\gamma\)-PAN, and \( \text{CH}_4\)-halocarbon factors at high latitudes.

These two factors also account for much of the explained variability in \( \theta \). The gradient of \( \theta \) is much stronger from the stratosphere into the troposphere as compared to that from middle to high latitudes in the troposphere (e.g., Holton et al., 1995); the former is reflected in the vertical stability in the stratosphere and the latter is limited by
tropospheric baroclinic adjustment processes. Similarly we find that the $\theta$-CH$_3$Cl factor that explains most of the variability of $\theta$ at midlatitudes (Figure 4.1) is related to transport from the subtropics into midlatitudes (not shown) and that it is associated with transport of CH$_3$Cl into the region. The larger contribution of latitudinal transport to the observed variability of $\theta$ across a much smaller gradient compared to transport from the stratosphere reflects much stronger latitudinal mixing in the northern hemisphere.

Although the $^7$Be and $\theta$ factors account for about 60% of the observed O$_3$ variability at high latitudes, their contribution to the seasonal trend of tropospheric O$_3$ is much smaller (Figure 4.8). The observed seasonal trend for tropospheric O$_3$ at high latitudes is 5.5 ppbv/month; the trend explained by all seven factors is 4.6 ppbv/month. The $^7$Be and $\theta$ factors account for 0.8 and 0.6 ppbv/month, respectively.

The bulk of the seasonal O$_3$ increase is attributed to the NO$_y$-PAN and CH$_4$-halocarbon factors, accounting for 1.3 ppbv/month and 1.7 ppbv/month, respectively. These two factors also explain about 90% of the variability in observed PAN concentrations (Figures 4.5 and 4.6). PAN is of tropospheric origin. These two factors therefore signify the effects of tropospheric production on the seasonal increase of tropospheric O$_3$.

The 10 day back trajectories for data points with high factor scores in the NO$_y$-PAN factor (Figure 4.7) show two primary pathways of transport via either midlatitude westerlies over the Pacific or across the polar region. East Asia and northern Europe are the likely source regions for the transported reactive nitrogen. Comparing to the transport of reactive nitrogen at midlatitudes (Figure 4.3), the transport into the high latitudes tends to occur more below 6 km and is more likely to be affected by surface emissions.
Figure 4.8. Same as Figure 4.4 but for high latitudes. The minimum O₃ concentration in the data set is 26 ppbv.

Air masses contributing to the CH₄-halocarbon factor tend to be more stagnant than those to the NOₓ-PAN factor with a large fraction of air circulating over Canada in the last 10 days. The tracer profile of the CH₄-halocarbon factor also reflects the origins of air masses. Among the seven factors, two account for about 80% of the observed CH₄ variability. One is the CH₄-halocarbon factor. The other factor, which accounts for about 35% of the observed CH₄ variability, is associated with the seasonal decrease of hydrocarbons as defined largely by C₂H₂ and C₃H₈ (Figure 4.5). The strong CH₄ signal in
the CH₄-halocarbon factor likely reflects natural gas leaks from Russia, which has a large reservoir and active production of natural gas (van Meurs, 1997).

The CH₄-halocarbon and θ factors have large halocarbon signatures (Figures 4.5 and 3.6). These two factors and the hydrocarbon factor explain most of the observed variability in these species. Production of CFC-11 and Halon-1211 has been banned in developed countries. The halocarbon signals in the cross-Pacific transport as illustrated by the θ factor likely reflect the release of these halocarbons from China. The halocarbon signals in the CH₄-halocarbon factor appear to suggest continuing release of halocarbons (including CFC-11 and Halon-1211) from Russia.

Our results on the stratospheric contribution to the O₃ variability and seasonal trend are generally consistent with those derived from the global 3-D simulation by Allen et al. (2003). The two results cannot be compared directly because we can only examine the variability and trend using our methodology while Allen et al. (2003) could estimate the stratospheric contribution to O₃ concentrations. Dibb et al. (2003), by analyzing the O₃-²⁷Be correlation, found that highlatitude O₃ from the stratosphere does not contribute to the seasonal O₃ increase; we draw a similar conclusion in our analysis. They estimated that >85% of high-latitude O₃ is related to the stratospheric source by further interpreting the “residual O₃” from the intercept values of O₃-²⁷Be least squares fitting. This estimate is larger than our estimates, although we have attempted to resolve only the variability. Browell et al. (2003) suggests that >80% of the O₃ trend is due to tropospheric photochemistry on the basis of O₃ correlations with observed aerosol concentrations and model computed potential vorticity. Our result at high latitudes agrees well with their estimate. At midlatitudes, we estimate a much higher stratospheric contribution (about
40%) to the observed $O_3$ trend. It is unclear if their estimate would be closer to ours if only observations at midlatitudes (rather than the whole data set) are considered in their analysis.

4.4. Conclusions

PMF and PCA analysis techniques are applied to analyze the TOPSE observations to investigate the various factors contributing to the observed variability of tropospheric $O_3$ and its seasonal trend observed during spring 2000 at middle and high latitudes. A suite of 14 chemical tracers and one dynamic tracer were used to define the chemical characteristics of the air masses. The coincident data of 15 tracers we used in the analysis are a small subset of all TOPSE measurements due largely to the availability of $^{7}\text{Be}$ measurements. As a result, our results are biased toward the middle and upper troposphere. We find no bias in the probability distribution of $O_3$ concentrations (binned by 10 ppbv) in the subset, but a larger fraction of measurements, 70% vs. 50% for the whole data set, was taken at 5–8 km. The seasonal $O_3$ trend in the subset is in agreement with all $O_3$ data above 5 km.

We find that the PMF results are clearer for physical interpretation than those of PCA. Computed 10 day back trajectories contributing to each factor are examined to define the geographical origins of the air masses. The chemical characteristics from factor analysis and the associated back trajectories provide complimentary information that is in general consistent with our current understanding of the source distributions of chemical and dynamical tracers. While it cannot offer the depth of information that can be extracted from 3-D model simulations, the analysis provides important observation-
based constraints on the controlling factors for springtime O$_3$ variability and its seasonal
trend at northern middle and high latitudes.

The intercontinental nature of pollution transport in spring is clearly evident in our
results. At midlatitudes, the timescale of transport of pollutants from Eurasia to North
America is only 1–2 weeks by midlatitude westerlies. Coupled with a favorable
photochemical environment, O$_3$ production by reactive nitrogen emitted from Eurasia
(with possible contributions from North America) is a major factor leading to the
observed O$_3$ variability and seasonal trend during TOPSE. We estimate that this source,
related to the PAN-NOy factor, explains an O$_3$ enhancement of 11 ppbv and a seasonal
trend of 3.5 ppbv/month.

At high latitudes, the effect of intercontinental transport becomes even more
prominent in part because springtime photochemistry in the region is relatively slow. It is
manifested in the transport of O$_3$ and its precursors. The dominant tropospheric factor
affecting the observed O$_3$ variability is related to the transport of potential temperature (θ
factor) from lower latitudes, where the high availability of photons and anthropogenic
emissions result in a general “background” O$_3$ enhancement compared to high latitudes.
We estimate that it contributes to an O$_3$ enhancement of about 11 ppbv but only 0.6
ppbv/month in the seasonal trend. In contrast, the PAN-NOy and CH$_4$-halocarbon factors,
which explain all the variability of PAN (120 and 60 pptv, respectively), contribute
respectively 1.3 and 1.7 ppbv/month to the seasonal trend even though their contribution
to the O$_3$ variability is about 4 ppbv each. Therefore transport of O$_3$ from lower latitudes,
which is poor in reactive nitrogen, tends to dominate O$_3$ variability while transport of
reactive nitrogen-rich air masses tends to dominate the seasonal trend. Cross-Pacific
transport is important in all cases; cross-Arctic transport is also important for reactive nitrogen-rich air masses. In addition, the halocarbon signals in the CH₄-halocarbon factor appear to indicate continuing release of halocarbons (including CFC-11 and Halon-1211) from Russia.

Transport from the stratosphere, diagnosed through the $^7$Be factor, is also important. It is manifested mostly above 6 km while transport of tropospheric O₃ and its precursors is more likely to be important at 2 – 6 km, indicating that the stratospheric influence decreases with altitude. We estimate that it contributes to an O₃ enhancement of about 14 ppbv (35 – 40%) for data with O₃ concentrations <100 ppbv at middle and high latitudes. There is a large latitudinal difference in its contribution to the seasonal trends. It is 2.5 ppbv/month (40%) at midlatitudes but only 0.8 ppbv/month (<20%) at high latitudes. The difference probably reflects increasing activity of the more vigorous dynamic systems at midlatitudes in spring.
CHAPTER V

EVALUATION OF MODEL-SIMULATED SOURCE CONTRIBUTIONS TO TROPOSPHERIC OZONE WITH AIRCRAFT OBSERVATIONS IN THE FACTOR-PROJECTED SPACE

5.1 Introduction

As explained in previous chapters, troposphere O\(_3\) has important environmental consequences. The sources of tropospheric O\(_3\) consist of either photochemical production within the troposphere or transport from the stratosphere. Many studies have tried to investigate tropospheric O\(_3\). O\(_3\) concentration at northern high and mid latitudes tends to peak in late spring (April and May) in the lower troposphere and in early/middle summer (May – July) in the middle troposphere (e.g., Logan, 1985). Penkett and Brice (1986) and Liu et al. (1987) suggested that the increase is driven by photochemical production in the troposphere.

A number of studies using 3-D chemical transport models (e.g., Berntsen et al., 1999; Jaffe et al., 1999; Jacob et al., 1999; Bey et al., 2001) have investigated the effect of intercontinental transport on tropospheric O\(_3\) concentrations from Asia to North America. The effect of trans-Pacific transport is particularly noticeable in the spring (e.g., Wang et al., 1998, 2006; Jacob et al., 1999; Mauzerall et al., 2000; Wild and Akimoto, 2001; Tanimoto et al., 2002). However, other studies based on the observed correlations between O\(_3\) and \(^7\)Be attributed this trend to the effect of the stratospheric input (e.g., Oltmans and Levy, 1992; Dibb et al., 1994).

---

\(^1\) This chapter is for “Evaluation of model-simulated source contributions to tropospheric ozone with aircraft observations in the factor-projected space”, prepared for the submission to Journal of Geophysical Research in 2006. Authors are Changsub Shim, Yuhang Wang, and Yasuko Yoshida.
Tropospheric Ozone Production about the Spring Equinox (TOPSE) aircraft observations were conducted (February – May 2000) (Atlas et al., 2003). Previously, an advanced factor analysis using positive matrix factorization (PMF) with TOPSE measurements found that an increasing seasonal trend of springtime \( O_3 \) at northern mid and high latitudes is most responsible for the intercontinental transport of polluted air masses, even though stratospheric influence is the largest contributor to \( O_3 \) variability (Wang et al., 2003b). The PMF analysis with measurements is applied because it is often advantageous over the study of the 3-D chemical transport model when the source types, strength, distributions and transport are not clearly understood.

Here, we apply the factor analysis to a suite of simulated data from a 3-D chemical transport model as well as aircraft measurements in order to evaluate the simulated contributions to tropospheric \( O_3 \) in the projected factor space with the observations. The simultaneous comparisons between observed and simulated chemical tracers in the factor-projected space can capture the possible model problems, which is useful for the correction of the model parameterizations (Liu et al., 2006).

Taking advantage of the analysis, we compared the 3-D global chemical transport model (GEOS-Chem) simulated tracers with observed tracers from two aircraft missions, TOPSE and TRAnsport of Chemical Evolution over the Pacific (TRACE-P, March – April 2001) in the projected factor space. The primary object of this study is to evaluate model performance for tropospheric \( O_3 \) in the Northern Hemisphere, particularly focusing on the contributions by photochemical productions followed by surface emissions and transport within the troposphere and from the stratosphere.
We describe the data selections from TOPSE and TRACE-P and corresponding GEOS-Chem simulations in section 5.2.1. The PMF method for this analysis is explained in section 5.2.2. The results for model evaluation for TOPSE and TRACE-P are presented in section 5.3, followed by conclusions in section 5.4.

5.2 Methodology

5.2.1 Measurements and GEOS-Chem simulations

In this study, we analyze relatively long-lived chemical tracers including O$_3$, total reactive nitrogen (NO$_y$), peroxyacetylnitrate (PAN), CO, C$_3$H$_8$, CH$_3$Cl, and Beryllium-7 ($^7$Be) and one dynamic tracer (potential temperature). Those tracers other than O$_3$ generally have specific source characteristics. NO$_y$ is a good tracer for large tropospheric NOx emissions or stratospheric air masses. PAN can be a proxy of aged tropospheric O$_3$ productions and can be associated with polluted air masses because its production occurs with $>$C$_2$ hydrocarbon oxidation and its lifetime varies significantly with temperature (altitude). CO usually indicates combustions and C$_3$H$_8$ is a good liquefied gas tracer. CH$_3$Cl has its possible sources from terrestrial biosphere and biomass burning (Yoshida et al., 2004). $^7$Be is produced mainly by cosmic rays in the stratosphere and upper troposphere and is generally used as a tracer for stratospheric air mass (Dibb et al., 2003). Potential temperature is a useful dynamic tracer due to its conservation property with adiabatic processes. The analytical approach for the observed species is similar to the work by Wang et al. (2003b), but the selected set of chemicals has a smaller number of tracers due to the limited availability of GEOS-Chem tracers; the resulting discrepancies with the previous work by Wang et al. (2003b) will be discussed in section 5.3.
The photochemical and dynamic environments vary dramatically with latitudes. We separate the analysis regions to low, mid, and high latitudes. The TOPSE measurement data set are over mid (40 – 60°N, 87 – 104°W) and high latitudes (60 – 85°N, 61 – 94°W). We consider only coincident measurements, which are mostly limited by availability of $^7$Be measurements (144 for mid latitudes and 200 for high latitudes). We exclude missing data. Including large amounts of missing data through assigning a large uncertainty to these data leads to the failure of explaining the relationship between $^7$Be and O$_3$ (Wang et al., 2003b). The $^7$Be and O$_3$ correlation is critical for analyzing the effect of stratospheric transport. The selected data has a bias towards high altitudes of 5 – 8 km (~70 % of the data), which led our analysis region toward the middle and upper troposphere.

The TRACE-P measurements data set has mid latitudes (30 – 45° N, 125 – 240°E, 65 data) and low latitudes (15 – 30°N, 120 – 205°E, 78 data). With the same data selection criteria, the selected data also have a bias towards 7 – 12 km (40 – 50 % of the data) due to the availability of $^7$Be measurements. Figure 5.1 shows the measurement regions during TOPSE and TRACE-P.
GEOS-Chem is a global 3-D chemical transport model driven by assimilated meteorological data from the Global Modeling Assimilation Office (GMAO) (Schubert et al., 1993). The 3-D meteorological fields are updated every six hours, and the surface fields and mixing depths are updated every three hours. We use version 7.24 here with a horizontal resolution of $2^\circ \times 2.5^\circ$ and 30 vertical layers (GEOS-3). GEOS-Chem includes
a comprehensive tropospheric O₃-NOₓ-VOC chemical mechanism (Bey et al., 2001), which includes the oxidation mechanisms of 6 VOCs (ethane, propane, lumped >C₃ alkanes, lumped >C₂ alkenes, isoprene, and terpenes). For standard simulations, the model was spun up for one year. The GEOS-Chem simulations for the selected five tracers and one dynamic tracer (O₃, NOₓ, PAN, CO, C₃H₈, potential temperature) are sampled at the same times and locations as the aircraft measurements. The simulated total reactive nitrogen (NOₓ) is estimated by sum of simulated NOₓ, HNO₃ (nitric acid), HNO₄ (pernitric acid), PAN, and N₂O₅ (dinitrogen pentoxide).

We follow Liu et al. (2001, 2004) in ⁷Be simulations. The ⁷Be source in GEOS-Chem is taken from Lal and Peters (1967) as a function of altitude and latitude and ~ 70% of ⁷Be is emitted in the stratosphere. The seasonal and longitudinal dependence of ⁷Be productions is very small and not considered. The major sink of atmospheric ⁷Be is by wet deposition; the model considers scavenging in convective updrafts as well as first-order rainout and washout from both convective and large-scale precipitation (Liu et al., 2001). Liu et al. (2004) reduced the ⁷Be flux from the stratosphere by uniformly scaling down only stratospheric ⁷Be source by a factor of 3. This simulation was first spun up for one year as well.

For model simulated CH₃Cl, we used the GEOS-Chem results conducted by Yoshida et al. (2004). Contributions from the six sources (pseudo-biogenic, oceanic, biomass burning, incineration/industrial, salt mash and wet land) are considered. The model results are evaluated extensively with surface and aircraft measurements; the model simulations are usually in good agreement with measurements in the northern
hemisphere. The results of the independent simulations for \(^{7}\)Be and CH\(_{3}\)Cl are also sampled along aircraft flight tracks.

In order to investigate the stratospheric O\(_{3}\) contributions in the model, we conducted tagged O\(_{3}\) simulations to track the fraction of O\(_{3}\) transported from the stratosphere (Liu et al., 2002). Photochemistry is considered in the simulations by taking archived O\(_{3}\) production and loss rates from the GEOS-Chem standard simulations on a daily basis. In this manner, when project simulated O\(_{3}\) variability in the factor space, we can examine the fractional contribution from the stratosphere as compared to tropospheric production (section 5.3) in each factor.

5.2.2 PMF applications

The PMF method (Paatero and Tapper, 1994) explores factor categorization through the covariant structures of observed or simulated chemical and dynamical parameters (Paatero, 1997; Wang et al., 2003b; Liu et al., 2005). The PMF method basically uses the principal component analysis (PCA) scheme, but it estimates the error in the data to provide optimum data point scaling and permits a better treatment of missing and below detection limit values.

The data matrix \(X\) of \(m\) measurements by \(n\) tracers are decomposed in PMF analysis for \(p\) factors as

\[
X = GF + E
\]

Or

\[
x_{ij} = \sum_{k=1}^{p} g_{ik} f_{kj} + e_{ij}
\]

\(i = 1, \ldots, m; j = 1, \ldots, n; k = 1, \ldots, p.\)
where the $m$ by $p$ matrix $G$ is the mass contributions of $k^{th}$ factor to $i^{th}$ sample (factor score), the $p$ by $n$ matrix $F$ is the gravimetric average contributions of $k^{th}$ factor to $j^{th}$ chemical species (factor loadings), and the $m$ by $n$ matrix $E$ is the error. We also use the explained variation (EV)

$$EV_{kj} = \sum_{i=1}^{m} g_{ik} f_{kj} / \left[ \sum_{i=1}^{m} \left( \sum_{k=1}^{p} g_{ik} f_{kj} + |e_{ij}| \right) \right]$$  \hspace{1cm} (5.3)$$

to define the relative contributions of each factor to chemical species since the mixing ratios of different compounds are directly comparable.

As in the work by Wang et al. (2003a), the values of tracers are linearly scaled to a range of 0 – 1 and assigned uniformly small uncertainty for the dataset because we try to investigate the variabilities of all the tracers simultaneously and characterize the air masses. The number of factors is determined by evaluating the error matrix $E$ (Paatero, 1997; Paatero et al., 2002), and the PMF results are inspected if the characteristics of factors are clearly resolved. Based on these criteria, PMF resolved five factors for TOPSE and four factors for TRACE-P in both observed and simulated datasets.

Matrix rotation often is necessary for factor separation (Paatero et al., 2002), but in general, the PMF results presented here are insensitive to rotation. Compared to direct evaluations of model results, the coherent tracer profiles of factors provide additional information to evaluate the model (e.g., Liu et al., 2005). In the context of this work, we evaluate how the simulated contributions to tropospheric ozone from different processes compare to the contributions derived from observations. For this purpose, the positive
factor contributions and profiles by PMF analysis (Paatero, 1997) are important for the interpretation of the results.

5.3 Results and Discussion

5.3.1 TOPSE

As mentioned in section 5.2.1, the TOPSE results are biased toward the middle and upper troposphere. In order to capture the correlation between the stratospheric O₃ and ⁷Be by PMF, we have included the data points that have O₃ concentration >100 ppbv (5% of the data set), which are generally associated with the lower stratospheric air. When analyzing the results, however, we only data points with O₃ < 100 ppbv to minimize the effect of these lower stratospheric data (Wang et al., 2003b). The simulated O₃ do not exceed 100 ppbv in the selected data sets. The comparison of tracers’ mean concentrations between the observation and simulation are shown in Table 5.1.

Table 5.1. The comparison of tracers’ mean concentrations between observation and model.¹

<table>
<thead>
<tr>
<th>Tracers</th>
<th>O₃</th>
<th>NO₂</th>
<th>PAN</th>
<th>CO</th>
<th>CH₃O₃</th>
<th>CH₃Cl</th>
<th>⁷Be</th>
<th>θ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O²</td>
<td>M²</td>
<td>O</td>
<td>M</td>
<td>O</td>
<td>M</td>
<td>O</td>
<td>M</td>
</tr>
<tr>
<td>TOPSE(M)</td>
<td>56</td>
<td>54.3</td>
<td>291</td>
<td>377</td>
<td>159</td>
<td>183</td>
<td>135</td>
<td>135</td>
</tr>
<tr>
<td>TOPSE(H)</td>
<td>65.2</td>
<td>54</td>
<td>385</td>
<td>396</td>
<td>249</td>
<td>220</td>
<td>144</td>
<td>144</td>
</tr>
<tr>
<td>TRACE-P(M)</td>
<td>64.7</td>
<td>61.8</td>
<td>1035</td>
<td>1002</td>
<td>507</td>
<td>379</td>
<td>177</td>
<td>186</td>
</tr>
<tr>
<td>TRACE-P(L)</td>
<td>57</td>
<td>48.7</td>
<td>363</td>
<td>668</td>
<td>194</td>
<td>171</td>
<td>140</td>
<td>160</td>
</tr>
</tbody>
</table>

¹The values here are estimated with the measurement only O₃ < 100 ppbv.
The units are pptv except for O₃ (ppbv), CO (ppbv), ⁷Be (fCi/SCM), and θ (K).
²O and M denote “observations” and “model” respectively.
³M, H, and L denote “midlatitudes”, “high latitudes”, and “low latitudes” respectively.
5.2.1.1. TOPSE at mid latitudes

PMF derived EV profiles from the observed and simulated datasets for TOPSE mid latitudes are shown in Figure 5.2. In order to quantitatively compare EV profiles between observations and model results while taking into account that the simulated variability can be quite different from the observations, we also show scaled EV profiles, which are scaled by the ratio of observed to simulated tracer variability. Even though the resulting factor profiles are not exactly same between the observations and simulations, due to the different structure of covariance between tracers, five comparable factors are resolved, reflecting fairly good simulations by GEOS-Chem (Figure 5.2). Each factor is named after the tracers that show the largest variability (\(^{7}\)Be, \(\theta\), CH\(_3\)Cl, NO\(_2\)/PAN, and Hydrocarbons).

The \(^{7}\)Be factor in Figure 5.2 shows the largest variability of \(^{7}\)Be for both observations and model (60\% and 237 fCi/SCM for the observations, 85\% and 188 fCi/SCM for the model), indicating the air masses from a stratospheric origin. The stratospheric O\(_3\) fraction from tagged O\(_3\) simulation in this factor show ~75\% of the stratospheric origin, implying that a small fraction of the tropospheric \(^{7}\)Be origin (~25\%) is contained in this factor, which also explains the small contaminations by PAN. The \(^{7}\)Be factor is associated with the largest O\(_3\) variability at mid latitudes (40\% and 20 ppbv for the observations, 58\% and 14 ppbv for the model). A notable underestimation in the simulated \(^{7}\)Be mean concentration is found in Table 5.1 (435 and 234 fCi/SCM, respectively).
As described in section 5.2, the EVs in Figure 5.2 are for data with O$_3$ concentration less than 100 ppbv. The $^7$Be factor is sensitive to the O$_3$ – $^7$Be correlation, and the scaled EVs are significantly changed if the lower stratospheric data (O$_3$ > 100 ppbv) are included (Figure 5.3). The higher O$_3$ variability is shown in Figure 5.3, and the scaled EV of simulated O$_3$ is lower due to larger observed O$_3$ variability (maximum observed O$_3$ of 217 ppbv). The lower variability of the simulated $^7$Be is shown as well with the same reason (Figure 5.3).
Figure 5.3. Same as Figure 5.2, but the results are for all the data including those with O\textsubscript{3} > 100 ppbv. Only \(^{7}\text{Be}\) factor is shown since other factors are same.

We examine the factor correlations with latitudes, altitude, \(\text{C}_2\text{H}_6/\text{C}_3\text{H}_8\) ratio, and CO in order to further investigate the factor characteristics (Table 5.2). The higher \(\text{C}_2\text{H}_6/\text{C}_3\text{H}_8\) ratio reflects photochemically aged air masses (Wang and Zeng, 2004). The positive correlations of the \(^{7}\text{Be}\) factor with altitude \((r = 0.42 \text{ and } 0.63 \text{ for the observed and simulated datasets, respectively})\) and the negative correlations with latitude \((r = -0.26 \text{ and } -0.37)\) indicate that stratosphere-troposphere exchange is more active at lower latitudes in 40-60° N region.

The potential temperature \((\theta)\) factor has large variability of \(\theta\) (77% and 36.4K for the observations, 95% and 26.8 K for the model). It explains 14% of observed \(\text{O}_3\) variability (3.6 ppbv) and 12.8% of simulated \(\text{O}_3\) variability (3.1 ppbv). The significantly negative factor correlations with latitude \((r = -0.59 \text{ and } -0.51, \text{ respectively})\) and CO \((r = -0.64 \text{ and } -0.52, \text{ respectively})\), and positive correlation with altitudes and \(\text{C}_2\text{H}_6/\text{C}_3\text{H}_8\) ratio \((r = 0.61\)
and 0.43 for the observed and simulated datasets, respectively) imply that this factor is likely associated with intercontinental long-range transport of O$_3$ from lower latitudes, which is consistent with the result by Wang et al. (2003b).

The CH$_3$Cl factor is characterized by large signals of CH$_3$Cl (78% and 41.2 pptv for the observations, 95% and 25.1 pptv for the model), and no O$_3$ variability is explained by this factor. This factor contains significant CO variability, which can imply the biomass burning influence. However, the little or negative factor correlations with C$_2$H$_6$/C$_3$H$_8$ ratio (r = 0.01 and 0.09) and CO (r = -0.06 and -0.22), and negative correlation with latitude (r = -0.34 and -0.2) may support the hypothesis of pseudo biogenic CH$_3$Cl emissions from the tropics (Yoshida et al., 2004) rather than biomass burning.

The NO$_y$/PAN factor has large signals of NO$_y$ (44% and 120 pptv for the observations, 74% and 160 pptv for the model) and PAN (68% and 96.3 pptv for the observations, 45% and 63.4 pptv for the model). This factor is not clearly separated from the hydrocarbon factor, leading to contamination of CO in the NO$_y$/PAN factor and of NO$_y$ and PAN in the hydrocarbon factor (Figure 5.2). The NO$_y$/PAN factor is the second important factor for tropospheric O$_3$ variability at mid latitudes (25.6% and 6.6 ppbv for the observations, 18.4% and 4.4 ppbv for the model). The positive factor correlations with latitude (r = 0.32 and 0.32 for the observed and simulated datasets, respectively) and CO (r = 0.46 and 0.23, respectively) and small or negative correlations with altitude (r = -0.12 and -0.1) and C$_2$H$_6$/C$_3$H$_8$ ratio (r = -0.23 and 0.07) imply that the air masses are strongly influenced by surface emissions of NO$_x$ and other pollutants from Europe and Asia.
The hydrocarbon factor is characterized by large variability of CO (48% and 26.8 ppbv for the observations, 54% and 21.3 ppbv for the model) and C$_3$H$_8$ (90% and 360 pptv for the observations, 90% and 272 pptv for the model). There is no contribution to tropospheric O$_3$ variability. It positively correlates with latitude ($r = 0.52$ and 0.31 for the observed and simulated datasets, respectively) and CO ($r = 0.72$ and 0.74, respectively). Significant negative correlations with altitudes ($r = -0.65$ and -0.46, respectively) and C$_2$H$_6$/C$_3$H$_8$ ratio ($r = -0.64$ and -0.8, respectively) reflect the influence of relatively fresh emissions from the surface (Table 5.2).

Table 5.2. The factor scores correlations ($r$) with latitude, altitude, C$_2$H$_6$/C$_3$H$_8$ and CO for TOPSE mid latitudes.

<table>
<thead>
<tr>
<th>R</th>
<th>Latitude</th>
<th>Altitude</th>
<th>C$_2$H$_6$/C$_3$H$_8$</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Mod</td>
<td>Obs</td>
<td>Mod</td>
</tr>
<tr>
<td>$^7$Be</td>
<td>-0.26</td>
<td>-0.37</td>
<td>0.42</td>
<td>0.62</td>
</tr>
<tr>
<td>$^7$Be</td>
<td>-0.59</td>
<td>-0.51</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>$\theta$</td>
<td>-0.34</td>
<td>-0.2</td>
<td>0.38</td>
<td>0.31</td>
</tr>
<tr>
<td>CH$_3$Cl</td>
<td>0.32</td>
<td>0.32</td>
<td>-0.12</td>
<td>-0.1</td>
</tr>
<tr>
<td>NO$_y$/PAN</td>
<td>0.52</td>
<td>0.31</td>
<td>-0.65</td>
<td>-0.46</td>
</tr>
</tbody>
</table>

Extreme factor scores (outside 2 $\sigma$ range) and the measurements that have O$_3$ greater than 100 ppbv are excluded.

$^1$HC denotes hydrocarbon factor.

5.2.1.2. TOPSE at high latitudes

Just as at mid latitudes, five factors are identified for high latitudes ($^7$Be, $\theta$, CH$_3$Cl, NO$_y$/PAN, and Hydrocarbons; Figure 5.4). The $^7$Be factor represents the stratospheric contributions, and it shows the comparable O$_3$ variabilities between observations and simulation (34% and 13.7 ppbv for the observations, 45% and 12.4 ppbv for the model).
However, there is also significant difference in $^7$Be variability between observations and simulation (415 fCi/SCM and 206 fCi/SCM, respectively), reflecting serious underestimation of $^7$Be by GEOS-Chem. Liu et al., (2001) separated stratospheric from tropospheric production of $^7$Be in the model with locally diagnosed thermal tropopause and simulated stratospheric $^7$Be as a separate tracer in GEOS-Chem. Based on observed $^7$Be/$^{90}$Sr ratio (Dutkiewicz and Husain, 1985), 23 – 27% of $^7$Be at surface in Northern Hemisphere is stratospheric origin. Liu et al., (2001) used this to constrain the model and artificially scaled down the stratospheric $^7$Be source by a factor of 3, adjusting the excessive cross-tropopause transport in GEOS-3 until the simulated surface $^7$Be/$^{90}$Sr ratio reached the observation. However, the simulated $^7$Be mean concentrations and variabilities, and that of the $^7$Be factor, show consistent underestimation by a factor of 2 – 3 throughout most of the dataset (to be shown), which implies that scaling down the stratospheric $^7$Be source for fixing excessive cross-tropopause transport is unlikely to be a suitable solution for the TOPSE dataset. The stratospheric O$_3$ fraction from the tagged O$_3$ simulation suggests that ~70% is of the stratospheric origin (Figure 5.4). The tropospheric fraction is ~30% in this factor. Just as at mid latitudes, a higher O$_3$ variability is shown in Figure 5.4 when we include measurements with lower stratospheric O$_3$ (O$_3$ > 100). The resulting scaled EV of simulated O$_3$ is lower due to larger observed O$_3$ variability in Figure 5.5. The positive correlations with altitude ($r = 0.48$ and 0.4, respectively) and negative correlations with CO ($r = -0.41$ and -0.38) support its lower stratospheric origin (Table 5.3).

The potential temperature ($\theta$) factor shows large variabilities of $\theta$ (77% and 29 K for the observations, 98% and 32.6 K for the model). Its contributions to O$_3$ levels are as
much as that of the $^7$Be factor (39% and 15.4 ppbv for the observations, 41% and 10.7 ppbv for the model), which is different from mid latitudes. The factor correlations in Table 5.3 may characterize this factor as long-range transport of O$_3$ without its precursor NO$_x$ from mid to high latitudes (r = -0.1 and -0.2 with latitude, r = 0.51 and 0.55 with altitudes).

The CH$_3$Cl factor is characterized by large signals of CH$_3$Cl (78% and 38.6 pptv for the observations, 98% and 20.3 pptv for the model), but its contribution to O$_3$ variability is insignificant. This factor contains only significant CO variability in observations, reflecting the difference in the covariance structure of observations and simulations (Figure 5.3). According to the factor correlations (r = -0.07 and -0.2 for the observed and simulated datasets with latitude, respectively; r = 0.38 and 0.46 with altitude; r = -0.03 and -0.28 with CO), this factor is associated with long-range transport of air masses from mid to high latitudes, likely relating to the long-range influence of pseudo biogenic CH$_3$Cl at mid latitudes.
The NO$_y$/PAN factor has large signals of NO$_y$ (60% and 135 pptv for the observations, 57% and 119 pptv for the model) and PAN (72% and 132 pptv for the observations, 62% and 67.5 pptv for the model). The positive factor correlations with CO ($r = 0.36$ and 0.37 for the observed and simulated datasets, respectively), and the small or negative correlations with altitude ($r = 0.02$ and -0.34), imply that the air masses are influenced by industrial/fossil fuel emissions at high latitudes (Table 5.3). This factor, however, contributes to less than 5% of O$_3$ variability, reflecting less photochemical environment at high latitudes (Wang et al., 2003a).
Figure 5.5. Same as Figure 5.3, but for TOPSE high latitudes (60 – 85°N).

The hydrocarbon factor is characterized by a large variability of CO (40% and 12.2 ppbv for the observations, 62% and 22.5 ppbv for the model) and C_3H_8 (90% and 314 pptv for the observations, 88% and 297 pptv for the model). Similar to mid latitudes, there is no contribution to tropospheric O_3 variability. It positively correlates with CO (r = 0.46 and 0.77, respectively). Just as mid latitudes, the significant negative correlations with altitude (r = -0.43 and -0.49, respectively) and C_2H_6/C_3H_8 ratio (r = -0.77 and -0.79, respectively) reflect air masses affected by relatively fresh emissions at high latitudes (Table 5.3).
Table 5.3. Same as Table 5.2, but for TOPSE high latitudes.

<table>
<thead>
<tr>
<th>R</th>
<th>Latitude</th>
<th>Altitude</th>
<th>C$_2$H$_6$/C$_3$H$_8$</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors</td>
<td>Obs</td>
<td>Mod</td>
<td>Obs</td>
<td>Mod</td>
</tr>
<tr>
<td>$^7$Be</td>
<td>-0.08</td>
<td>-0.08</td>
<td>0.48</td>
<td>0.4</td>
</tr>
<tr>
<td>$\theta$</td>
<td>-0.1</td>
<td>-0.2</td>
<td>0.51</td>
<td>0.55</td>
</tr>
<tr>
<td>CH$_3$Cl</td>
<td>-0.07</td>
<td>-0.2</td>
<td>0.38</td>
<td>0.46</td>
</tr>
<tr>
<td>NO$_y$/PAN</td>
<td>0.16</td>
<td>0.07</td>
<td>0.02</td>
<td>-0.34</td>
</tr>
<tr>
<td>HC</td>
<td>-0.08</td>
<td>0.04</td>
<td>-0.43</td>
<td>-0.49</td>
</tr>
</tbody>
</table>

5.3.1.3. Springtime O$_3$ Trends at northern mid and high latitudes

Understanding the contributions to the seasonal O$_3$ trend is another important purpose of this study. As stated in section 5.2.1, this study analyzed only eight tracers due to the limited availability of simulated tracers, while the previous study included fourteen tracers with seven factors (Wang et al., 2003b, hereafter referred to as the previous study). At mid latitudes, the seasonal increase of all factors of measurements is 6.48 ppbv/month (Table 4), consistent with the previous study (6.3 ppbv/month). The largest contributor to the O$_3$ seasonal trend is the NO$_y$/PAN factor (3.55 ppbv/month, Table 5.4) followed by the $^7$Be factor (2.66 ppbv/month). That is also consistent with the previous study (3.5 ppbv/month, and 2.5 ppbv/month, respectively). In contrast, the simulated overall seasonal increase is only 3.01 ppbv/month, indicating significant underestimation. The increase from the NO$_y$/PAN factor is underestimated (1.32 ppbv/month), and the the $^7$Be factor increase is much smaller than that of observation (1.29 ppbv/month).
At high latitudes, the overall seasonal increase from the measurements is 4.29 ppbv/month (Table 5.4), comparable with the previous study (4.6 ppbv/month). In comparison, the simulated increase is only 1.3 ppbv/month, also indicating a significant underestimation. The most contributions to the seasonal increases at high latitudes are from $^7$Be, $\theta$, and NO$_y$/PAN factors (1.78, 1.16, and 1.10 ppbv/month, respectively). However, the contributions of $^7$Be and $\theta$ factors are significantly different from those of the previous study (0.8 ppbv/month and 0.6 ppbv/month, respectively). The previous study had additional tracers resulting in the CH$_4$–halocarbon factor. It accounts for transport from lower latitudes, which contributes to the largest increase of O$_3$ at 1.7 ppbv/month at high latitudes (Wang et al., 2003b). In this study, that large increase trend is mixed into the $^7$Be and $\theta$ factors. The CH$_4$ – halocarbon factor contribution to O$_3$ variability is, however, < 10% (3 ppbv) at high latitudes; thus the effect of the missing factor on factor apportioned O$_3$ variability is fairly insignificant in this study. The NO$_y$/PAN factor trend is important at high latitudes (1.10 ppbv/month) consistent with the previous study, but the simulated seasonal increase is seriously underestimated (0.11 ppbv/month).

During TOPSE, the major contributions to the seasonal O$_3$ increase in springtime is from intercontinental transport of polluted air masses, while the major contributions to O$_3$ variability is from the stratospheric influences and long-range transport of O$_3$ from mid to low latitudes. These underestimations of the springtime enhancements in the model are also supported by Wang et al. (2006). Considering comparable concentrations and variabilities of tracers in those factors, the model probably needs to improve the schemes regarding cross-tropopause air fluxes and intercontinental transport.
Table 5.4. Factor contributions to O$_3$ seasonal increase (ppbv / month) for TOPSE.

<table>
<thead>
<tr>
<th></th>
<th>Mid latitudes</th>
<th></th>
<th></th>
<th>High latitudes</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observation</td>
<td>Model</td>
<td>Observation</td>
<td>Model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^7$Be</td>
<td>2.66</td>
<td>1.29</td>
<td>1.78</td>
<td>0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.27</td>
<td>0.38</td>
<td>1.16</td>
<td>0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$Cl</td>
<td>0</td>
<td>0</td>
<td>0.27</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO$_y$/PAN</td>
<td>3.55</td>
<td>1.32</td>
<td>1.10</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC</td>
<td>0</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>6.48</td>
<td>3.01</td>
<td>4.29</td>
<td>1.30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Only the measurements O$_3$ < 100 ppbv are analyzed.

5.3.2. TRACE-P

The TRACE-P experiment was conducted in order to investigate the effects of Asian outflow to the Pacific during spring (Jacob et al., 2003). As mentioned in section 5.2.1, the TRACE-P results are biased toward the middle and upper troposphere (more than 40% of the data is above 7 km). The processes of the analysis are same as TOPSE. The PMF result in TRACE-P is more sensitive and is likely biased by outliers in the dataset, since the available number of data with coincident $^7$Be measurements is only 65 and 78 at mid and low latitudes, respectively.

5.3.2.1. TRACE-P at mid latitudes

Four factors are identified for mid latitudes ($^7$Be, $\theta$, CH$_3$Cl, and NO$_y$/Hydrocarbons, Figure 5.6). The $^7$Be factor shows relatively larger O$_3$ variability in the observations than model results (68% and 20.8 ppbv for the observations, 48.5 % and 13.8 ppbv for the model). There is also a significant underestimation in simulated $^7$Be variability (428 fCi/SCM and 211 fCi/SCM, respectively) (also see Table 5.1 for mean values). The
Stratospheric O₃ fraction from the tagged O₃ simulation represents ~80% of the stratospheric origin. As in Figure 5.2, much larger observed O₃ variability is shown in Figure 5.7 when we include measurements with O₃ above 100 ppbv. Much larger observed ⁷Be variability is also shown in Figure 5.7 (1150 and 270 fCi/SCM for the observed and simulated datasets, respectively) for the same reason. Positive correlation with altitudes (r = 0.12 and 0.63, respectively) and small and negative correlation with CO (r = -0.2 and -0.66) support its lower stratospheric origin (Table 5.5). The notable difference between observation and simulation is that most of O₃ variability is solely explained by ⁷Be factor in the observations (68%) with a large unidentified fraction (31.7%), while the simulation shows the factor contributions to O₃ variability from ⁷Be, θ, and NOₓ/PAN factors (48.5 %, 25.6%, and 14.5 %, respectively). As mentioned in section 5.3.1, this discrepancy represents the problems of the limited number of data due to ⁷Be availability. The consistent result is that the stratospheric influence on O₃ variabilities of both the observations and the simulation is largest in TRACE-P mid latitudes (30 – 45 °N), supporting the hypothesis of active interchange of air masses between stratosphere and troposphere at mid latitudes (Holton et al., 1995; Chen, 1995).
Figure 5.6. Same as Figure 5.2, but for TRACE-P mid latitudes (30 – 45°N).

The potential temperature ($\theta$) factor shows large signals of $\theta$ (87% and 26.3 K for the observations, 93% and 23.4 K for the model). The factor correlation in Table 5.5 may characterize this factor as long-range transport of air masses from the tropics ($r = -0.33$ and -0.67 with latitude; $r = 0.79$ and 0.67 with altitude; and $r = 0.86$ and 0.82 with $C_2H_6/C_3H_8$ ratio).

The CH$_3$Cl factor is characterized by the large signals of CH$_3$Cl (76% and 37.4 pptv for the observations, 95% and 42.2 pptv for the model), and the contribution to O$_3$ variability is insignificant by this factor. This factor also contains significant CO variability (65% and 74.5 ppbv for the observations, 38% and 26.6 ppbv for the model), NO$_y$ variability (168 pptv only in simulation), and PAN variability (164 pptv only in observation). The discrepancies of NO$_y$ and PAN variability, both in the observations and
simulation, reflect their differing covariance structures (Figure 5.6). According to the factor correlations (r = -0.25 and -0.77 with altitude; r = -0.33 and -0.6 with C\textsubscript{2}H\textsubscript{6}/C\textsubscript{3}H\textsubscript{8} ratio; and r = 0.85 and 0.88 with CO), this factor is likely associated with relatively fresh biomass burning emissions from the surface (Table 5.5), which is different from that of TOPSE (section 5.3.1).

Figure 5.7. Same as Figure 5.3, but for TRACE-P mid latitudes.

In TRACE-P analysis, the NO\textsubscript{y}/PAN and hydrocarbon factors are combined (now NO\textsubscript{y}/hydrocarbon factor) because the separation of those factors leads to incomparable factor profiles between the measurements and model results. The NO\textsubscript{y}/hydrocarbon factor is characterized by a large variability of NO\textsubscript{y} (51% and 509 pptv for the observations, 67% and 523 pptv for the model) PAN (40% and 195 pptv for the observations, 72% and 234 pptv for the model), CO (25% and 27.8 ppbv for the observations, 53% and 54.6 ppbv for the model), and C\textsubscript{3}H\textsubscript{8} (78% and 335 pptv for the observations, 87% and 461 ppbv for the model).
pptv for the model). This factor shows a contribution to tropospheric O$_3$ variability only in the simulation (14.5%) and highly positive factor correlations with CO ($r = 0.85$ and 0.8, respectively). Significant negative correlations with altitudes ($r = -0.77$ and -0.31, respectively) and the C$_2$H$_6$/C$_3$H$_8$ ratio ($r = -0.64$ and -0.16, respectively) may reflect relatively fresh industrial/fossil fuel emissions over Asia (Table 5.5).

<table>
<thead>
<tr>
<th>R</th>
<th>Latitude</th>
<th>Altitude</th>
<th>C$_2$H$_6$/C$_3$H$_8$</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors</td>
<td>Obs</td>
<td>Mod</td>
<td>Obs</td>
<td>Mod</td>
</tr>
<tr>
<td>$^7$Be</td>
<td>-0.37</td>
<td>0.05</td>
<td>0.12</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>0.32</td>
<td>0.28</td>
<td>-0.2</td>
<td>-0.65</td>
</tr>
<tr>
<td>$\theta$</td>
<td>-0.33</td>
<td>-0.67</td>
<td>0.79</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>0.86</td>
<td>0.82</td>
<td>-0.67</td>
<td>-0.36</td>
</tr>
<tr>
<td>CH$_3$Cl</td>
<td>-0.02</td>
<td>0.11</td>
<td>-0.25</td>
<td>-0.77</td>
</tr>
<tr>
<td></td>
<td>-0.33</td>
<td>-0.6</td>
<td>0.85</td>
<td>0.88</td>
</tr>
<tr>
<td>NO$_y$/PAN</td>
<td>0.18</td>
<td>-0.42</td>
<td>-0.77</td>
<td>-0.31</td>
</tr>
<tr>
<td></td>
<td>-0.64</td>
<td>-0.16</td>
<td>0.85</td>
<td>0.8</td>
</tr>
</tbody>
</table>

5.3.2.2. TRACE-P at low latitudes

Four factors also are identified for low latitudes ($^7$Be, $\theta$, CH$_3$Cl, and NO$_y$/hydrocarbons, Figure 5.8). The $^7$Be factor shows smaller O$_3$ variability in the measurements than the model simulation (17.4% and 7.1 ppbv for the observations, and 30.8% and 9.9 ppbv for the model). Significant underestimation is found in simulated $^7$Be variability (411 fCi/SCM and 139 fCi/SCM for the observed and simulated datasets, respectively). The stratospheric O$_3$ fraction from the tagged O$_3$ simulation represents ~50% of the stratospheric origin, the smallest stratospheric influence among the datasets. There are no data with O$_3$ above 100 ppbv in both observations and simulation at low
latitudes. The positive factor correlations with altitude ($r = 0.39$ and $0.67$, respectively) and negative correlations with CO ($r = -0.12$ and $-0.59$) reflect its lower stratospheric origin (Table 5.6).

![Figure 5.8](image)

**Figure 5.8.** Same as Figure 5.2, but for TRACE-P low latitudes.

The potential temperature ($\theta$) factor shows large signals of $\theta$ (96% and 34.5 K for the observations, 77% and 23.2 K for the model). This factor contains small signals of simulated NO$_y$, PAN, and CO, representing different covariance structure from the observations. The factor correlation may characterize this factor as long-range transport of air masses from the tropics in the free troposphere ($r = -0.05$ and 0 with latitude, $r = 0.98$ and 0.98 with altitude, and $r = 0.61$ and 0.52 with C$_2$H$_6$/C$_3$H$_8$ ratio). While the $^7$Be factor is the largest contributor to simulated O$_3$ variability at low latitudes, the $\theta$ factor is the largest contributor to observed O$_3$ variability (27.4% and 11.1 ppbv for the
observations 21% and 6.7 ppbv for the model). ~20% of stratospheric fraction in O₃ variability (Figure 5.8) represents the contamination in this factor.

The CH₃Cl factor is characterized by large signals of CH₃Cl (81% and 39.7 pptv for the observations, 67% and 42 pptv for the model) and a significant contribution to O₃ variability is found in this factor (24.6% and 9.9 ppbv for the observations, 15.7% and 5 ppbv for the model). Similar to the θ factor, the CH₃Cl factor shows relatively more contributions to O₃ in the observations than the model. Only a simulated CH₃Cl signal is found in NOₓ/hydrocarbon factors, and the CH₃Cl factor also contains significant CO (50% and 40.7 ppbv for the observations, 22% and 17.4 ppbv for the model), NOₓ (53.7 pptv), and PAN (52 pptv) variabilities only in observations due to differences in covariance structure. According to the factor correlations (r = 0.22 and 0.4 with latitude; r = 0.03 and 0.13 with altitude; r = -0.33 and -0.4 with C₂H₆/C₃H₈ ratio; and r = 0.53 and 0.1 with CO), this factor reflects relatively fresh biomass burning emissions from the subtropical regions (Table 5.6), similar to the TRACE-P mid latitudes.

### Table 5.6. Same as Table 5.2, but for TRACE-P low latitudes.

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>Latitude</th>
<th>Altitude</th>
<th>C₂H₆/C₃H₈</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>⁷Be</td>
<td>Obs</td>
<td>Mod</td>
<td>Obs</td>
<td>Mod</td>
<td>Obs</td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td>-0.06</td>
<td>0.39</td>
<td>0.67</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>-0.05</td>
<td>0</td>
<td>0.98</td>
<td>0.93</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>0.4</td>
<td>0.03</td>
<td>0.13</td>
<td>-0.33</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.35</td>
<td>-0.65</td>
<td>-0.53</td>
<td>-0.68</td>
</tr>
<tr>
<td>NOₓ/PAN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.53</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
NO$_y$/hydrocarbon factor is characterized by large variabilities of NO$_y$ (33% and 185 pptv for the observations, 60% and 376 pptv for the model), PAN (30% and 56.5 pptv for the observations, 55% and 94.3 pptv for the model), CO (40% and 34.2 ppbv for the observations, 57% and 49.6 ppbv for the model), and C$_3$H$_8$ (85% and 172 pptv for the observations, 75% and 234 pptv for the model). This factor also shows significant contributions to tropospheric O$_3$ variability (16% and 6.5 ppbv for the observations, 18.5% and 6 ppbv for the model) and positive factor correlations with latitude (r = 0.25 and 0.35, respectively) and CO (r = 0.64 and 0.95, respectively), and significant negative correlations with altitude (r = -0.65 and -0.53, respectively) and C$_2$H$_6$/C$_3$H$_8$ ratio (r = -0.68 and -0.75, respectively) indicating fresh polluted air plumes from East Asia (Table 5.6).

5.4. Conclusions.

Trace gas measurements of TOPSE and TRACE-P experiments are analyzed with PMF, an advanced factor analysis, in order to evaluate model simulated source contributions to O$_3$ variability and the springtime increase. We select a suite of relatively long-lived variables that includes seven chemicals (O$_3$, NO$_y$, PAN, CO, C$_3$H$_8$, CH$_3$Cl, and $^7$Be) and one dynamic tracer (potential temperature). The evaluation has a bias towards a high altitude of 5 – 8 km (~70 % of the data) for TOPSE and 7 – 12 km (~50 % of the data) for TRACE-P, due to the availability of $^7$Be measurements. Since the emissions and photochemical environment are quite different with latitude, we divided these two aircraft experiment regions by latitude: mid and high latitudes in TOPSE (40 – 60 °N and 60 – 85 °N, respectively), and mid and low latitudes in TRACE-P (30 – 45 °N
and 15 – 30 °N, respectively). This study based on regional aircraft measurements could represent the global source contributions to tropospheric \( \text{O}_3 \) depending on latitudes. However, the significant local variations in stratospheric contributions and emissions of \( \text{O}_3 \) precursors give large uncertainties in the global implications of tropospheric \( \text{O}_3 \) sources from this study. In general, the mean concentrations of simulated tracers are comparable with those of observed tracers. However, the significant underestimation of \( ^7\text{Be} \) is found in the most dataset by a factor of 2 – 3, implying the problem in scaling down of stratospheric \( ^7\text{Be} \) sources by a factor of ~3 to correct excessive cross-tropopause transport (Liu et al., 2001).

Five factors are resolved in TOPSE (\(^7\text{Be}, \theta, \text{CH}_3\text{Cl}, \text{NO}_y/\text{PAN}, \) and Hydrocarbons). We investigate the factor correlations with altitude, latitude, \( \text{C}_2\text{H}_6/\text{C}_3\text{H}_8 \) ratio, and CO to help identify the characteristics of each factor. In general, the factor profiles of observations and simulations are fairly comparable, suggesting that the model captures major source factors for tropospheric \( \text{O}_3 \). At mid latitudes, the \( ^7\text{Be} \) factor shows large stratospheric contributions to tropospheric \( \text{O}_3 \) variability (40% and 20 ppbv for the observations, 58% and 14 ppbv for the model). The \( \theta \) factor represents intercontinental long-range transport of \( \text{O}_3 \) from low to mid latitudes, contributing 14% of observed \( \text{O}_3 \) variability (3.6 ppbv) and 12.8% of simulated \( \text{O}_3 \) variability (3.1 ppbv). The \( \text{NO}_y/\text{PAN} \) factor is an important contributor to tropospheric \( \text{O}_3 \) variability at mid latitudes (25.6% and 6.6 ppbv for the observations, 18.4% and 4.4 ppbv for the model), characterizing the contributions from surface NOx emissions from Europe and Asia.

At high latitudes, the \( ^7\text{Be} \) factor shows a significant contribution to \( \text{O}_3 \) variability (34% and 13.7 ppbv for the observations, 45% and 12.4 ppbv for the model) that is
comparable to that of mid latitudes. However, the contribution of the \( \theta \) factor to \( \text{O}_3 \) variability at high latitudes is significantly larger than at mid latitudes, which implies that intercontinental transport of \( \text{O}_3 \) from mid to high latitudes is of more importance for \( \text{O}_3 \) variability at high latitudes (39\% and 15.4 ppbv for the observations, 41\% and 10.7 ppbv for the model). The CH\(_3\)Cl factor at high latitudes likely reflects the long-range influence of biogenic CH\(_3\)Cl emissions from lower latitudes, with 5.4\% contributions to only observed \( \text{O}_3 \) variability. The NO\(_y\)/PAN factor contributes 5.6\% of the observed \( \text{O}_3 \) variability at high latitudes.

At mid latitudes, the average \( \text{O}_3 \) variations are fairly comparable between observation and simulation (25.7 ppbv and 24 ppbv for the observed and simulated datasets, respectively), but there is more contribution from NO\(_y\)/PAN factor (6.6 ppbv and 4.4 ppbv, respectively) and less from the \(^7\text{Be}\) factor (10.2 ppbv and 14 ppbv, respectively) in the observations (Figure 5.6). Compared with mid latitudes, the average \( \text{O}_3 \) variations are underestimated at high latitudes (38 ppbv and 26.9 ppbv, respectively). Those discrepancies are mostly due to the underestimations of \( \theta \), CH\(_3\)Cl, and NO\(_y\)/PAN factor contributions (Figure 5.9), apparently representing model-underestimation of springtime \( \text{O}_3 \) contributions from intercontinental transport of \( \text{O}_3 \) and its precursors.

A substantial underestimation by the model is shown in the smaller seasonal increasing trends (observed 6.48 ppbv/month, and simulated 3.0 ppbv/month for mid latitudes, and observed 4.3 ppbv/month and simulated 1.3 ppbv/month for high latitudes) during TOPSE. At mid latitudes, the observed seasonal increase is driven mostly by the NO\(_y\)/PAN factor (3.55 ppbv/month) and the \(^7\text{Be}\) factor (2.66 ppbv/month), suggesting that intercontinental transport of polluted air that contributes to the seasonal increase
more than stratospheric influence does. Simulated O₃ seasonal increasing trend at mid latitudes also is attributed mostly to the NOₓ/PAN and the ⁷Be factors, but their magnitudes are significantly underestimated (1.32 ppbv/month and 1.29 ppbv/month, respectively). At high latitudes, the observed seasonal O₃ increase is attributed to the ⁷Be (1.78 ppbv/month), θ (1.16 ppbv/month), and NOₓ/PAN factors (1.10 ppbv/month). The seasonal O₃ increase is underestimated by the model, and that of NOₓ/PAN is much smaller (0.11 ppbv/month). These discrepancies apparently indicate that the GEOS-Chem simulation cannot reproduce the dramatic seasonal O₃ increase in the free troposphere at northern mid and high latitudes.

Figure 5.9. O₃ variation ([O₃]_{average} - [O₃]_{min}) by factors for TOPSE. Left two bars are for mid latitudes and right two bars are for high latitudes. “O” and “S” denote “observation” and “simulation” respectively. The each factor contribution is expressed by different color. “Other” denotes the unexplained fractions by PMF.
For TRACE-P, four factors are resolved ($^7$Be, $\theta$, CH$_3$Cl, and NO$_y$/hydrocarbons). At mid latitudes, the $^7$Be factor represents the stratospheric O$_3$ influence and is the largest contributor (68% and 20.8 ppbv for the observations, 48.5% and 13.8 ppbv for the model). The observation only shows substantial stratospheric contributions (68%, 20.8 ppbv), while the model results include $\theta$ and NO$_y$/hydrocarbon factor contributions (25.6% and 7.3 ppbv for the observations, 14.5% and 4.1 ppbv for the model).

At low latitudes, the $^7$Be factor contributions (stratospheric influence) are smaller than other data sets (17.4% and 7.1 ppbv for the observations, 30.8% and 9.9 ppbv for the model). The $\theta$ factor is characterized by long-range transport through the tropical free troposphere, and its contribution to O$_3$ variability is large (27.4% and 11.1 ppbv for the observations, 21% and 6.7 ppbv for the model). The characteristic of the CH$_3$Cl factor in TRACE-P is likely related to biomass burning due to the positive factor correlation with CO; it accounts for 24.6% (9.9 ppbv) in observed and 15.7% (5 ppbv) in simulated O$_3$ variability. The NO$_y$/hydrocarbon factor (industry/urban emissions) contributes to O$_3$ variability (16%, 6.5 ppbv, and 18.5%, 6 ppbv, respectively). The overall tropospheric contribution to O$_3$ variability is largest (68% and 55.2%, respectively) at TRACE-P low latitudes.

At mid latitudes, the average O$_3$ variations are fairly comparable (30.6 ppbv and 28.3 ppbv, respectively), with the largest fractions for $^7$Be factors (20.8 ppbv and 13.8 ppbv, respectively) (Figure 5.10). The observed average O$_3$ variation is larger than that of simulation, due mostly to the underestimation of contributions by long-range transport of O$_3$ and biomass burning. The stratospheric O$_3$ influence is smallest at low latitudes and the model overestimates this contribution by 2.8 ppbv.
Figure 5.10. Same as Figure 5.9, but for TRACE-P. Left two bars are for mid latitudes and right two bars for low latitudes.

There are a number of limitations in this work. First, the suitable set of data only has eight tracers due to the limited number of simulated tracers, and the amount of coincidental data is rather small due to the availability of $^7$Be measurements. Second, the relatively coarse spatial resolution of the model might contribute to the uncertainties in the results. The major problems identified in the model include the tendency to underestimate the contribution to O$_3$ and weaker seasonal trend by intercontinental transport of pollutant and spring increase of O$_3$ from the stratosphere even though the overall magnitude appears to be reasonable.


