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SUMMARY

Microelectronic systems are subjected to thermal cycling, power cycling, and vibration environments in various applications. These environments, whether applied sequentially or simultaneously, affect the solder joint reliability. Literature is scarce on predicting solder joint fatigue failure under such multiple loading environments. This thesis aims to develop a unified modeling methodology to study the reliability of electronic packages subjected to thermal cycling, power cycling, and vibration loading conditions. Such a modeling methodology is comprised of an enriched material model to accommodate time-, temperature-, and direction-dependent behavior of various materials in the assembly, and at the same time, will have a geometry model that can accommodate thermal- and power-cycling induced low-cycle fatigue damage mechanism as well as vibration-induced high-cycle fatigue damage mechanism. The developed modeling methodology is applied to study the reliability characteristics of ceramic area array electronic packages with lead-based solder interconnections. In particular, this thesis aims to study the reliability of such solder interconnections under thermal, power, and vibration conditions individually, and validate the model against these conditions using appropriate experimental data either from in-house experiments or existing literature. Once validated, this thesis also aims to perform a design of simulations study to understand the effect of various materials, geometry, and thermal parameters on solder joint reliability of ceramic ball grid array and ceramic column grid array packages, and use such a study to develop universal polynomial predictive equations for solder joint reliability. The thesis also aims to employ the unified modeling methodology to develop new understanding of the acceleration factor relationship between power cycling and thermal cycling. Finally, this thesis plans to use the unified modeling methodology to study solder joint reliability under the sequential application of thermal cycling and
vibration loading conditions, and to validate the modeling results with first-of-its-kind experimental data. A nonlinear cumulative damage law is developed to account for the nonlinearity and effect of sequence loading under thermal cycling, power cycling, and vibration loading.
CHAPTER 1

INTRODUCTION

An electronic package is designed to protect an Integrated Circuit (IC) from electrical, mechanical, chemical, and thermal harm while providing interconnections to other devices. This function becomes increasingly difficult as ICs become increasingly more complex in order to meet the self fulfilling prophecy of Moore’s Law [1] which states that the transistor density on an IC will double every 18 months [2]. As an example, in 1971 Intel’s 4004 chip had 2,250 transistors while in 2003 the Intel Itanium 2 Processor had 410 million transistors. The increase in transistor density relates to an increase in the number of interconnections coming from the chip. Rent’s Rule [3], shown in Figure 1-1 is a power law equation commonly used as a predictor of the number of interconnects that will be needed as a function of the number of transistors. Electronic packaging technology has had to evolve as the complexity of the IC grew and required greater demands for electrical, mechanical, chemical, and thermal performance of the package. Figure 1 shows how packaging technology has evolved from the Dual Inline Package (DIP) to the chip scale packages (CSP) and ball grid array (BGA) solutions of today.

Figure 1-1. (a) Rent’s Rule [1] (b) Evolution of Packaging Technology [2]
Solder joint reliability at both the first level (chip to substrate) and second level (substrate to PWB) of packaging is a driving concern for area array packages. For plastic packages, the first level packaging is of interest as the Coefficient of Thermal Expansion (CTE) mismatch between the chip and substrate is high, while that of the substrate to PWB is low. This work will focus on ceramic substrate packages such as Ceramic Column Grid Array (CCGA) and Ceramic Ball Grid Array (CBGA) where the second level of packaging is of greater concern due to the high CTE mismatch between the substrate and printed wiring board (PWB) [6]. In ceramic packages, the first level packaging is reliable for encapsulated wire-bonds or underfilled flip chips due to the low CTE mismatch between the chip and ceramic substrate [7].

Area array electronic packages are increasing in substrate size, having greater interconnect density, and becoming more complex in geometry and material properties[8]. These factors make it increasingly difficult to develop predictive equations for solder joint reliability. A typical approach to assessing solder joint fatigue reliability involves using analytical equations and numerical finite element models (FEM) for initial design, and experiments to confirm the failure modes and reliability of the electronic package. Analytical models are generally quick and easy-to-use, however, they are not able to capture complex geometric and material behavior effectively. Numerical models can capture complex geometric and material behavior, however, they require expertise in numerical modeling, material characterization, can be time-consuming, and require validation through experiments. In addition, the present numerical modeling techniques are not computationally efficient for electronic packages with greater than 1000 interconnects. Experimental tests are necessary for qualification of electronic packages and validating analytical/numerical models, however they are impractical for early design decisions because of high cost and lengthy test time. A combination of analytical, numerical, and experimental tests is necessary to develop solder joint fatigue predictive equations.
Electronic packages are subjected to a variety of harmful conditions/environments, three of which are considered in this thesis: (1) thermal cycling of the environment, (2) power cycling of the die(chip), and (3) vibration loading of the PWB. Other harmful conditions/environments such as moisture absorption and electromigration are not considered in this thesis.

Thermal cycling refers to situations where the environment surrounding the electronic package undergoes cyclic thermal excursions. Generally, the cycle consists of a dwell at a high temperature, a ramp to a low temperature, a dwell at the low temperature, a ramp to the high temperature, and the cycle is then repeated. The electronic package experiences an isothermal temperature as it comes to equilibrium with the environment during the high and low dwells. The CTE mismatch between the substrate and PWB causes the solder joints to deform and fatigue over many cycles. Two common thermal cycling environments are the heating and cooling that occurs during a typical day during the morning and evening hours, and the heating and cooling of an automobile engine compartment upon a person's commute to and from their place of work.

Power cycling refers to situations where the heat source is the electronic package itself or a component of the package. For example, every electronic package has a chip that is powered and thus dissipates heat through joule heating. The chip acts as a heat source and temperature gradients develop in the package causing expansion of the substrate and PWB. The 2003 ITRS roadmap [9] shows chip power consumption for high performance chips increasing from 0.48 Watts/mm$^2$ in 2003 to 1.55 W/mm$^2$ in 2010 while the chip size stays at 310 mm$^2$. This translates into a significant 3x increase of power consumption from 150 Watts in 2003 to 480 Watts in 2010. At the same time, the 2003 ITRS shows the maximum junction temperature for high performance chips dropping from 90$^0$C to 85$^0$C. The need for determining reliability under power cycling is critical along with the need for better thermal management solutions.
The low-cycle fatigue failure of lead tin eutectic solder joints due to the CTE mismatch is fairly well understood in literature [10, 11]. However, the literature available on high cycle vibration fatigue of solder joints is limited [12], partly due to the complexity of the problem. With large area array components such as a CCGA package, it is important to understand how the component may affect the vibration characteristics of the system and the solder joint fatigue life [10, 13]. This involves experimentally finding the natural frequencies, determining mode shapes, and observing failure of solder joints. Analytical and numerical models must be able to reproduce the essential vibration characteristics and incorporate solder joint behavior. The need for understanding vibration induced solder joint fatigue failure is especially important in harsh military environments [14].

Thermal cycling, power cycling, and vibration loading can also occur sequentially or simultaneously. Assessing solder joint reliability under the combined environments is difficult and typically only done for harsh environments such as military, space, or automotive environments.

In addition to assuring solder joint reliability under the environments mentioned above, it would also be helpful to develop easy-to-use, physics-based, and experimentally validated analytical equations to predict the reliability of solder joints. The majority of predictive equations that have been developed in the current literature are not general enough to be used by other researchers and persons without extensive mechanics and finite-element background, thus each researcher must develop their own equations. The electronic packaging community is performing costly redundant research due to the lack of universal fatigue equations for particular packages. There is a need to develop accurate, easy-to-use tools that can be used by persons without extensive mechanics and finite-element background to predict solder joint fatigue failure in electronic packages under thermal-mechanical, power cycling, and vibration environments.
CHAPTER 2

LITERATURE REVIEW

A literature review of experimental, analytical, and numerical work for area array packages under thermal cycling, power cycling, and vibration loading is presented in this chapter.

2.1. THERMAL CYCLING

The literature on thermal cycling of electronic components containing lead tin eutectic solder is abundant as accelerated thermal cycling (ATC) testing is one of the most common ways to test solder joint reliability.

2.1.1. Analytical Modeling

Analytical modeling of thermal-mechanical environments has been studied extensively in literature. The simplest and most prevalent equation, shown in Equation (2.1), also serves to highlight the most common cause of solder joint fatigue failure; the global CTE mismatch between the substrate and PWB causes the solder joint to fatigue as it must accommodate the difference in expansion between the substrate and PWB.

\[ \gamma = \frac{L}{2h} \left( \alpha_{PWB} \Delta T_{PWB} - \alpha_{SUB} \Delta T_{SUB} \right) \]  

(2.1)

where: \( \gamma \) is the engineering shear strain, \( L \) is the distance from the neutral point (DNP), \( h \) is the height of the solder joint, \( \alpha \) is the Coefficient of Thermal Expansion (CTE), and \( \Delta T \) is the temperature difference between the maximum and minimum temperature.

For ATC tests, \( \Delta T_{SUB} = \Delta T_{PWB} = \Delta T \), and the average shear strain is then dependent upon the CTE mismatch between the substrate and the printed wiring PWB. The shortcomings of equation (2.1) are: 1) assumes solder joints do not inhibit expansion of substrate and PWB; 2) no bending/warping of the substrate and PWB is included; 3) geometry of solder joint is neglected; 4) it provides an average value over the solder, rather than
specific values near the critical regions; 5) it does not account for the local CTE mismatch; 6) it does not take the geometry and angle of contact into consideration; 7) no creep or plasticity is taken into consideration; 8) it does not take any of the intermediate solder balls into consideration which will affect.

Other analytical equations have been developed to overcome the shortcomings of equation (2.1). Suhir [3] improved upon Timeshenko’s bithermostat beam theory [4] to develop one of the most popular analytical approaches for determining thermal stress in an electronic package. Wen and Basaran [5] introduce a multi-layered analytical model with orthotropic properties, interfacial compliance, and thermal loading. Wong et al. [6] present an analytical method for a CBGA that accounts for plasticity and the dual material structure of the solder joint.

2.1.2. Numerical Modeling:
The most basic numerical models are two dimensional, use linear elastic material properties, and have a low computation time [7]. However, they are also the most prone to being incorrect [8]. A 2D plane strain assumption provides a lower bound and 2D plane stress assumption provides an upper bound for 3D modeling results [9]. The best models in literature are 3D quarter models, include plasticity and creep material properties, and may use a submodeling [10, 11] or sub-structuring [12] approach for computational efficiency. Other well documented models are the 3D strip or Generalized Plane Deformation (GPD) model which is a compromise between 2D and 3D [9]. The stress free temperature is usually taken as the reflow or underfill cure temperature as it provides a more conservative estimate of the fatigue life [9].

Numerical modeling of large area array packages (>1000) solder joints, requires special consideration as it is computationally too intensive to model every solder joint. An effective approach has been to create a global 3D quarter model with the solder joints represented as equivalent beams and to use shells to model the substrate and PWB. The
deformations and temperature results from a specified boundary of the global modeled are then transferred to the boundaries of a detailed local model of a solder joints. Corbin [13] is one of the first researchers to fully show the advantages of the equivalent beam approach. However, using SHELL elements prevents the modeling of a die, aluminum lid, or heat sink because SHELL elements cannot represent the stacked structures. A layered SHELL can represent the stacked structures. However, it is then difficult to connect other components such as solder joints at the external faces of the layered shell elements. Other researchers have enhanced the approach by using SOLID elements to replace the SHELL elements. This allows for additional modeling of die, lids, heat sinks, etc… No known researcher has included the creep properties in the beams, and thus a significant contribution to deformation and damage is neglected in the global model [11].

2.1.3. Experimental Test:
Observing solder joint failure in most field environments is not practical in the design stage due to length of time it would take to achieve failure, typically on the order of years. Instead, Accelerated Thermal Cycling (ATC) tests are performed where the component is placed in a thermal oven and cycled at an accelerated rate and at greater temperature extremes. The danger of ATC tests is that a new or different failure mechanism than what is experienced in the field could be introduced due to the faster ramp rates and greater temperature extremes [14].

Test vehicles are designed so that the electrical resistance of the solder joints can be monitored to determine when failure occurs, usually when one joint fails. Definition of failure is often defined as an increase in resistance (in the range of 20 to 100% increase), or a 300 Ohm increase [15]. Cross-sectional analysis is used to confirm solder joint failure and not another failure mechanism.
2.1.4. Validation of Analytical and Numerical Models
In addition to validating the predicted life against experimental mean fatigue life, analytical/numerical models can be validated using other experiments as well. It is best to validate that the analytical/numerical models are capturing the correct mechanical behavior and that modeling material properties are correct. This can be best done through: (1) Laser Moiré Interferometry to validate material properties, in plane deformation patterns, and strain gradients [16-18], (2) Shadow Moiré Interferometry to validate out of plane warpage [19], or (3) Failure analysis of failed solder joints in ATC tests to validate predicted failure locations and mechanisms[20].

2.1.5. Acceleration Factor:
An Acceleration Factor $AF$ is used to relate the mean number of cycles to failure $N_{50}$ in the ATC tests to the $N_{50}$ in the actual field environment. The most common equation is the Norris-Landzberg equation [21] shown in equation (2.2).

$$AF = \frac{N_{50a}}{N_{50b}} = \left(\frac{\Delta T_b}{\Delta T_a}\right)^{1.9} \left(\frac{f_a}{f_b}\right)^{1/3} e^{1414 \left(\frac{1}{T_{peak,a}} - \frac{1}{T_{peak,b}}\right)}$$

(2.2)

where $N$ is the mean number of cycles to failure, $\Delta T$ is the temperature range, $f$ is the frequency in cycles per hour (cph), and $T_{peak}$ is the maximum temperature in Kelvin. The subscripts $a$ and $b$, relate to two different ATCs, and therefore, knowing $N_{50a}, N_{50b}$ can be determined. The Norris-Landzberg equation has been shown to be valid for ceramic and plastic packages with Pb containing solder [10].

2.2. POWER CYCLING
Every electronic package has a chip that is powered and thus dissipates heat through joule heating. This heat is removed from the chip through two primary paths; (1) the front side of the chip consisting of the 1st level interconnects, the substrate, the 2nd level interconnects, and finally through the PWB, (2) The backside of the chip where some a heat sink or other means of cooling the chip is present. Because the chip acts as a heat
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source, temperature gradients develop in the package and the expansion of the substrate and PWB is not as easy to predict as in the isothermal thermal-mechanical loading environment.

2.2.1. Analytical Modeling
Most of the analytical methods focus on determining the thermal performance and temperature gradients in the package. Approximations of the temperature changes in the substrate and PWB can be found by setting up a network of resistors representing the heat transfer paths. Equation (2.1) can then be used to find the shear strain. Gromman [22] performs a one-dimensional heat transfer analysis on a CBGA to find the temperature gradients. Bar-Cohen and Krueger [23] employ a ‘star-network’ that more accurately takes into account other heat transfer paths for calculating the junction temperature. Vinke and Lasance [24, 25] expand upon Bar-Cohen’s method by adding coupling resistors and present the results for various packages, including a CBGA. Zemo and Kwon [26] compared the methods of Bar-Cohen, Lasance, and 3D numerical modeling to each other.

Once the temperatures (or an averaged temperature) of the substrate and PWB are found, Eq. (2.1) can be used as a first order estimate of the shear strain. A more comprehensive approach by Sundarajan et al. [27] includes plasticity and creep properties of solder and incorporates a crack growth approach to predict the fatigue life.

2.2.2. Numerical Modeling
Solving for solder joint fatigue in power cycling first involves a thermal analysis to solve for the temperature distribution and then a thermal-mechanical solution to solve for the displacements. Researchers [28] are using a compact thermal model as developed by Lasance [25] to simplify the thermal modeling of packages. Lasance’s approach for compact thermal models has been implemented into the numerical modeling software FLOHERM.
Modeling the convective boundary conditions can be a challenge as it is highly dependent upon how the airflows over the package [29]. In some situations such as multiple chips on a substrate [30], a fluid analysis must first be done to determine the convection coefficients. However, for most cases assuming a constant convection coefficient on the back side of the chip can simplify the model and still provide accurate results [31].

Material property characterization of the thermal conductivities is very important. The presence of copper vias and traces in the PWB introduces makes it difficult to model the PWB accurately [32]. The problem is simplified by assuming homogenous properties for the PWB through a rule of mixtures to determine isotropic properties, or better yet, to determine orthotopic properties [33]. A homogenous layer is also determined for the first level C4 interconnect layer. The thermal conductivity properties are crucial to correct prediction of temperature and displacement distributions [32, 34].

Most studies assume a uniform power distribution on the chip for simplicity. Yuan and Hong [35] showed that the assumption of a uniform power distribution on the chip is invalid for high power applications. The chip resistance can be over 2x higher for a nonuniform power distribution, resulting in higher temperatures and greater deformations leading to lower solder joint fatigue life. In addition the substrate and cap material play an important role in solder joint fatigue life.

2.2.3. Experimental Tests

Power Cycling tests are performed by cycling power to an active die and incorporating a cooling scheme on the back side of the chip. The power supplied ranges from 0.5W to 100W depending upon the type of package and application. Designing a test vehicle with an active die can be cost prohibitive, so Peltier devices are often used [36]. The disadvantage of a Peltier device is that it does not share the same mechanical properties as a silicon die and may lead to a different warpage of the package than if a silicon chip was used. An alternative to Peltier devices is to use resistors etched in the silicon die or
diodes as heat source. The cooling scheme typically consists of a heat sink with controlled air flow for convection cooling, or a cold plate is used for a more controlled test. Thermocouples placed strategically measure the chip temperature (junction temperature), heat sink temperature, and PWB temperature. Ideally, other thermocouples are used to determine solder joint temperatures and temperature gradients in the substrate and PWB. Alternatively, an infrared imaging camera can be used to get a more accurate view of the thermal profile.

2.2.4. Validation of Analytical and Numerical Models
Validating of power cycling models consists of first validating the temperature distribution determined from the thermal solution, and then validating the thermally induced displacements. The temperature solution can be validated by comparing the thermocouple readings or infrared images to the temperature results of the thermal solution [14, 37]. The junction temperature between the chip and substrate, \( T_j \), is most commonly used as verification of the thermal solution [22]. Calculating and comparing the thermal resistance, \( R_{int} \), between the chip and ambient temperature is also common way of validating the thermal models [33, 38]. Andrews [39] suggests that the thermal resistance, \( R_{int} \), alone is not sufficient, as it depends on no less than 8 other constants, making it difficult to quantify \( R_{int} \) under different conditions.

A European consortium known as DELPHI has spent considerable time to get component manufacturers to supply validated thermal models of their parts [40]. In order to do this, DELPHI has established specific experimental procedures [41] using a double cold plate to verify numerical models with experimental tests. The method of cooling is specified because it plays a large factor in the thermal performance of the package, and the ability of the numerical model to capture the correct behavior.

Validating the displacements through Laser Moiré Interferometry is difficult in a PC environment where the chip must be kept whole, unless it is designed to still functional
when cross-sectioned [42]. If the numerical model has been validated for a thermal-mechanical loading and the thermal solution has been validated, then it may be safe to assume the displacements from the power cycling are correct.

### 2.2.5. Acceleration Factor

The Norris-Landzberg AF is only applicable when using it to predict fatigue life within the same environment, i.e. ATC to ATC or PC to PC. However, many researchers are incorrectly using the Norris-Landzberg AF to predict PC fatigue life from ATC fatigue life [43, 44]. Wakil and Ho [38] attempted to simulate power cycling tests with thermal cycling tests, however Engelmaier [45] and other researchers [37, 46] have concluded it is not possible to simulate the deformations that occur in power cycling with thermal cycling experiments. The problem lies in the fact that ATC conditions lead to an isothermal package and PC conditions lead to a non-isothermal package [36-38, 46, 47].

For ATC conditions: $\Delta T_{SUB} = \Delta T_{PWB} = \Delta T$, and for PC conditions: $\Delta T_{SUB} > \Delta T_{PWB}$ and Eq. (2.1) stays as is.

The question of whether $\gamma_{ATC}$ or $\gamma_{PC}$ is greater depends on the how close the substrate CTE, $\alpha_{sub}$, matches the PWB CTE, $\alpha_{PWB}$, which typically has a range of 18-24 ppm/C. For ceramic packages $\alpha_{sub} < \alpha_{PWB}$ so that $\gamma_{ATC} > \gamma_{PC}$. For ceramic packages, ATC tests lead to conservative estimates of PC fatigue life. Park et al. [48] performed numerical analysis and laser moiré experiments and have shown that PC can be more detrimental for PBGA while ATC is more detrimental for CBGA. Hong and Yuan [30] used FEM to study CBGA and found that ATC conditions can be 6-19x more conservative than PC conditions. Martin et, al. [49] performed experimental tests on a CCGA and found ATC conditions to be at least 4x more conservative than PC conditions. From a reliability point of view this is good, however it may lead to over designed, expensive packages [50]. There is a need for a new AF that can relate ATC fatigue life to PC fatigue life more accurately in order to avoid over designing packages.
When isothermal ATC conditions and non-isothermal power cycling conditions occur simultaneously then there is an additional complicating factor of two different frequencies and the Norris-Landzberg AF is not applicable according Galloway et.al, [51] who looked at several AF’s for telecommunication applications.

2.3. VIBRATION ENVIRONMENT

Random vibration is the most common vibration environment experienced by most electronic packages [52]. Drop/shock impact is receiving much more interest with the rise of portable electronics. However, before these complicated environments can be fully understood some basic properties of the system need to be characterized. Much can be learned about the dynamics of a system through harmonic sinusoidal vibrations before more complex random vibration or drop/shock impact environments are explored. The vibration environment considered in this proposal is harmonic sinusoidal applied displacements.

2.3.1. Analytical Modeling

Analytical models can help to quickly identify the parameters of interest in vibration analysis early in the design process and are computationally less intensive than numerical models[53]. However, developing an analytical model that captures the correct fundamental frequencies, mode shapes, and stresses of individual solder joints is difficult. Modeling the correct boundary conditions is the most to getting accurate estimates of dynamic characteristics [53, 54]. Steinberg’s book [55] is well known for its simple and rough estimates of system characteristics. Suhir [56, 57] has developed models to assess vibration-induced failures in electronic packages using a beam on elastic foundation. The solder joints are treated as a uniform layer so capturing stresses in the solder joints is not feasible. Singal and Gorman [58] have developed a general analytical solution for free vibration of rectangular plates resting on fixed supports and with attached masses. Barker et al. [53] model the interconnects as linear axial springs, however the curvature
of the PWB is assumed constant and thus only surface mounted components with peripheral joints are applicable.

2.3.2. **Numerical Modeling**
Compared to analytical models, numerical models are capable of representing the geometry, the material behavior, and the boundary conditions more accurately, and are capable of capturing the full spectrum of modes. However, as numerical models are computationally expensive [53], certain simplifying assumptions are needed to reduce computational time. Pitarresi et al. [59] have employed the ‘smearing’ technique to simplify numerical models. The majority of studies have focused on capturing mode shapes and natural frequencies of a circuit PWB, and not specifically on solder joint fatigue failure. Most studies reduce the electronic components to point or distributed masses. Only in recent years, have researchers begun including the details of the solid joints in order to capture fatigue behavior. Global-local or submodeling approaches such as the ones employed by Corbin [13], Hsu et al., [60], Yang et.al. [61], and Che et al. [62] are other techniques for representing detailed solder geometries without being computationally expensive.

2.3.3. **Experimental Tests**
Harmonic sinusoidal vibration tests are performed on electrodynamic shakers capable of sweeping from 1-2000Hz with a maximum acceleration of 10G’s. Accelerometers are strategically placed to capture mode shapes and resonant frequencies of the system. There are a variety of boundary conditions used to fix the circuit PWB ranging from standoff screws, wedge clamps, stiffening fixtures, and clamping the edges of the PWB [55]. Care must be taken in designing the test vehicles as placement of the components on the PWB has a significant effect on mode shapes and natural frequencies of the system [61, 63]. In fact, much of the experimental work in literature has focused primarily on determining the mode shapes and fundamental frequencies of a circuit PWB with
multiple components. Pitarresi et al. [59, 64, 65] have done experimental work to characterize the natural frequencies, mode shapes, transmissibility, and damping at the PWB level. Only in recent years, have researchers such as Pang et. al. [7], Yang et al. [61], Li [66], and Wong et al. [67] have experiments and modeling the details of the solder joint to predict solder joint life due to vibrations.

2.3.4. Validating of Analytical and Numerical Modes
Comparison of predicted fundamental frequencies with experimental fundamental frequencies is the most common way to validate analytical/numerical models [61]. Increasingly difficult, but necessary, is validating mode shapes and accelerations [61, 68]. A less favorable way is to compare strain gauge measurements placed near the desired components [69].

2.4. COMBINED AND SEQUENTIAL THERMAL-MECHANICAL, POWER CYCLING, AND VIBRATION ENVIRONMENTS
Solder joint reliability under multiple environments can be tested under concurrent or sequential conditions. Literature is scarce on predicting solder joint fatigue failure under combined or sequential loading environments. Typical only two of the three environments are performed in combination or sequentially. Syed [12] looked at thermal cycling, power cycling, and bending (not true vibration) for BGA package however it was not combined nor sequential loading. Nickerson and Desai [70] also looked at the individual effects of thermal cycling, power cycling, and bending for a PBGA. Basaran et al. [71] and Zhao et. al. [72] performed concurrent thermal and vibration test on a BGA and determined inelastic effects are important in vibrations.

Few standardized tests address the issue of assessing reliability under multiple environments, partly due to the complexity of the problem. Testing approaches that do involve multiple environments such as Highly Accelerated Life Testing (HALT), Highly Accelerated Stress Testing (HAST), and Multiple Environment Overstress Testing
(MEOST) are meant for quickly identify possible failure modes, and may not necessarily give an indication of reliability or a means to predict reliability.

Vibrations typically occur in the order of 5-2000 Hz while thermal cycling occurs at 5E-4 Hz. This time scale difference makes it difficult to model a combined load environment as it is too computationally intensive to simulate the over 10,000 vibration cycles that would occur over one thermal cycling. Instead, the vibration loading is performed at the maximum temperature of the thermal cycling where it is assumed the maximum damage will occur problem for combined vibration and thermal cycling [70].

In sequential loading of environments, the sequence in which the environmental loading is applied will also play a role in the solder joint fatigue life. This sequence effect should be understood in order to ensure the solder joint reliability is properly predicted. For example, IBM [52] and Ghaffarian [73] evaluated whether vibrations would have any significant degradation on subsequent thermal cycling for ceramic ball grid arrays (CBGA) and ceramic column grid arrays (CCGA). However, the effect of thermal cycling on subsequent vibration loading was not evaluated. Additionally, some standardized tests such as JEDEC JESD22-A113E and Military Standard MIL-STD-202F require preconditioning with ATC to simulate transportation conditions. This preconditioning could have significant effects on subsequent vibration loading and should be understood as some tests require it and others do not. Developing a predictive fatigue model that can account for the effect of sequence is important for components experiencing multiple environments.
CHAPTER 3

RESEARCH GAPS, RESEARCH OBJECTIVES, AND THESIS OUTLINE

3.1. RESEARCH GAPS IN EXISTING BODY OF LITERATURE

In light of literature review above, the notable gaps for Pb and Pb-free electronic packages to be addressed are:

1. No known 3D finite element modeling of large area array packages (>1000 solder joints) with creep included for each solder joint is present in existing literature. The models are either 2D or elastic-plastic solder or grossly simplifying submodels. In addition, the existing submodels ignore creep effects in the global model. This has two consequences (1) Warpage of the package is overestimated in the global model, as solder relaxation due to creep at higher temperatures is not included. (2) The contribution of creep damage to the damage parameter is underestimated and will lead to inaccurate solder fatigue life estimates.

2. No unified finite-element model is reported in the literature that models large area array packages under thermal, power cycling, and vibration environments. Separate FEMs are typically constructed for each loading environment due to variations in element types and capabilities for each environment. Although such an individual model may be appropriate for such an individual model may be appropriate for studying solder damage under one environment, it is not appropriate for studying solder damage under the application of all three environments. This is because calculation and comparison of damage parameters may be inconsistent among the three models because element mesh density, element type, material representation, and boundary conditions will vary among the three models. For example, in some existing literature vibration models, the packages are reduced to point masses and the solder joints are modeled as an elastic layer. However, to accurately predict the solder joint fatigue failure due to vibration, the package and solder joints must be modeled in detail. Therefore, modeling methodologies should be developed such that
a single geometry and material model can account for all loading environments and can enable calculation of damage from sequential or combined environments.

3. There is a need to better understand how fundamental vibration properties of large area array electronic packages affect the solder joint fatigue life. Due to their large mass and stiffness, large array area packages can significantly affect the vibration characteristics of the PWB and make location of the components a critical issue.

4. No known design based solder joint predictive equations for an area array package under thermal and power cycling. In addition, the predictive equations that have been developed are not general enough to be used by other researchers and non-reliability experts, thus each researcher must develop their own equations.

5. No known Acceleration Factor exists for accurately predicting PC solder joint fatigue life from ATC solder joint fatigue life tests. Given the same temperature extremes and package geometry, PC tests and ATC tests will give different fatigue lives. The Norris-Landzberg AF does not take into account the difference between the ATC tests that do not have thermal gradients in the packaging assembly, and PC tests that have thermal gradients in the packaging assembly.

6. Solder Fatigue life under combined and sequential environments for electronic packages is poorly understood. Literature data is scarce on investigating solder joint fatigue life with experimental data or finite element models due to the complexity of the issue and expense of performing experimental tests. At best, a crude first order estimate using Miner’s Cumulative Rule [74] is presently being used to predict solder fatigue life under sequential or combined environments. Miner’s Rule has two primary faults; 1) it is insensitive to the sequence of load steps, and 2) it is typically non-conservative and overestimates fatigue life due to its linear nature.

3.2. RESEARCH OBJECTIVES

Given these gaps in existing literature, this thesis aims to develop a general unified modeling methodology to study the reliability of electronic packages subjected to thermal cycling, power cycling, and vibration loading conditions. Such a modeling methodology will comprise of an enriched material model to accommodate time-, temperature-, and
direction-dependent behavior of various materials in the assembly, and at the same time, will have a geometry model that can accommodate thermal- and power-cycling induced low-cycle fatigue damage mechanism as well as vibration-induced high-cycle fatigue damage mechanism. This thesis aims to apply such a model to study the reliability characteristics of CBGA/CCGA packages with lead-based solder interconnections. In particular, this thesis will aim to study the reliability of such packages under thermal, power, and vibration conditions individually, and validate the model against these conditions using appropriate experimental data either from in-house experiments or existing literature data. Once validated, this thesis also aims to perform a design of simulations study to understand the effect of various material, geometry, and thermal parameters on solder joint reliability of CBGA and CCGA packages, and use such a study to develop universal polynomial predictive equations for solder joint reliability. The developed predictive equations will be grounded in the mechanics of material behavior and at the same will be easy enough to be used by a wide range of engineers and experimentalists without extensive background in mechanics and/or finite-element modeling. The thesis also aims to employ the unified modeling methodology to develop new understanding of the acceleration factor relationship between power cycling and thermal cycling. Finally, this thesis plans to use the unified modeling methodology to study solder joint reliability under the sequential application of thermal cycling and vibration loading conditions, and to validate the modeling results with first-of-its-kind experimental data.

Figure 3-1 presents a schematic of how the components of the unified modeling methodology fit together.
From Figure 3-1 it is seen that a damage metric is derived from the unified model. The choice of damage metric will depend on whether the loading is a low-cycle ATC/PC or high-cycle vibration environment. The fatigue equations are derived by relating experimental fatigue life data to the damage metric. Once the fatigue life equations are derived they can be used in combination with the developed nonlinear cumulative damage rule to predict the fatigue life under sequential environments.

3.3. THESIS OUTLINE

The thesis is outlined according to the following chapters. Chapter 4 will provide background material into CCGA/CBGA electronic packages, solder material behavior and modeling, laser moire interferometry, power cycling, and vibration analysis. Chapter 5 will develop the unified FEM for thermal cycling, power cycling, and vibration environments for CCGA and CBGA packages. Chapter 6 will validate the unified FEM for ATC and PC environments by comparing the predicted deformation and temperature gradients against laser moire interferometry and power cycling experiments. Chapter 7 develops the predictive solder joint fatigue equations for CBGA and CCGA electronic packages under ATC and PC by using in-house and literature experimental fatigue life data. Chapter 8 validates the unified FEM for vibration environments and develops a fatigue life prediction equation for CCGAs under vibration loading. Chapter 9 illustrates
the methodology of developing a universal polynomial predictive equation for solder joint reliability of a CBGA under ATC environment. Chapter 10 uses the methodology of chapter 9 to develop a universal polynomial predictive equation for PC. An AF to relate PC to ATC is then developed by using the ratio of the PC and ATC universal polynomial predictive equations. Chapter 11 develops a nonlinear cumulative damage rule that accounts for the sequence effect of multiple environments. Chapter 12 provides research contribution and suggestions for future work.
CHAPTER 4

BACKGROUND

In order to understand how to predict solder joint reliability for ceramic area array packages under thermal cycling, power cycling, and vibration loading, then some background material is necessary. The background material covered in this chapter includes: the fundamentals of ceramic area array packages; solder material behavior and modeling; laser moire interferometry; and fundamentals of vibration theory relevant to electronic packages.

4.1. CCGA AND CBGA ELECTRONIC PACKAGES

CBGA and CCGA packages have gained popularity for high I/O applications due to their proven thermo-mechanical reliability and fairly standard assembly techniques. Figure 4-1 shows a cross-section of a CCGA. The CBGA has a similar construction as the CCGA, except a 90Pb10Sn solder ball is used rather than a 90Pb10Sn solder column. For a 1.27mm pitch, CBGA packages use a 90Pb10Sn high lead solder ball (.89 mm dia.) with 63Sn37Pb eutectic solder fillets. For a 1.27mm pitch, IBM’s CLASP (Column Last Attach Process) CCGA packages use a high melting point 90Pb10Sn solder column (2.21 mm high) with a palladium (Pd) doped 63Sn37Pb solder fillet on the substrate side and 63Sn37Pb solder fillet on the board side. The CLASP structure allows for the columns to be attached last as the substrate side Pd doped 63Sn37Pb fillet has a slightly higher reflow temperature than the board side 63Sn37Pb fillet (183°C). This allows the columns to be attached to the board without reflowing the connection on the substrate side. The 90Pb10Sn columns have a reflow temperature of 275°C, which allows a constant stand-off height to be maintained during attachment of the substrate to the board. IBM offers the solder columns in 2.21mm and 1.27mm heights.
Figure 4-1. Cross-section of a Ceramic Column Grid Array (CCGA).

Figure 4-2. Cross-section of a CBGA with 0.89mm diameter 90Pb10Sn ball [75].

Table 1 compares the advantages and the drawbacks of the two packages. In general, the CBGA is preferred over the CCGA due to easier processing and better electrical properties [2].

Table 4-1. Comparison of CBGA and CCGA

<table>
<thead>
<tr>
<th>Advantages</th>
<th>CBGA</th>
<th>CCGA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard Processing Tools</td>
<td>Better thermo-mechanical reliability</td>
</tr>
<tr>
<td></td>
<td>Less vertical space used</td>
<td>Higher I/O counts &gt;1657</td>
</tr>
<tr>
<td></td>
<td>Better dynamic-mechanical reliability</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lower inductance, capacitance, (verify</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CBGA IBM manual)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Good self-aligning characteristics</td>
<td></td>
</tr>
<tr>
<td>Disadvantages</td>
<td>Lower thermo-mechanical reliability</td>
<td>Non-standard assembly process</td>
</tr>
<tr>
<td></td>
<td>Limited to I/O &lt;1657</td>
<td>Large vertical space required</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Limited dynamic reliability</td>
</tr>
</tbody>
</table>

From a thermo-mechanical reliability point of view, CCGA packages are preferred over CBGA packages due to the increased stand-off height of the solder column allowing better accommodation of the CTE mismatch between the substrate and the board [3].
Current CCGA packages on a 52.5x52.5 mm substrate with 1.00 mm pitch allow for 2577 I/Os. From a process and assembly point of view, CBGA packages are preferred due to their use of standard processing tools. Unfortunately, CBGA packages are currently limited to 1657 I/Os on a 42.5x42.5 mm HITCE glass ceramic substrate with 1.00mm pitch.

Table 2 lists the number of I/Os available for specific substrate sizes at pitches of 1.27mm and 1.00mm. The 1.27mm pitch removes one corner solder joint for identification purposes. The 1.00mm pitch removes six I/Os in each corner for handling purposes. Decreasing the pitch from 1.27mm to 1.00mm allows up to a 1.6x increase in the number of I/Os for a specific body size, or maintaining the same number of I/Os but going to a smaller substrate size.

<table>
<thead>
<tr>
<th>Substrate Size (mm)</th>
<th>Pitch (mm)</th>
<th>1.27</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>52.5x52.5</td>
<td>Array I/Os</td>
<td>1588</td>
<td>2577</td>
</tr>
<tr>
<td>42.5x42.5</td>
<td>Array I/Os</td>
<td>1088</td>
<td>1657</td>
</tr>
<tr>
<td>32.5x42.5</td>
<td>Array I/Os</td>
<td>824</td>
<td>1247</td>
</tr>
<tr>
<td>32.5x32.5</td>
<td>Array I/Os</td>
<td>624</td>
<td>937</td>
</tr>
<tr>
<td>25x32.5</td>
<td>Array I/Os</td>
<td>474</td>
<td>800</td>
</tr>
<tr>
<td>25x25</td>
<td>Array I/Os</td>
<td>360</td>
<td>600</td>
</tr>
</tbody>
</table>

For packages with 600-1000’s I/Os, one can choose between a CBGA or CCGA package. The decision will be based on the application and the existing design requirements. For example, a CCGA may be desirable for its higher thermo-mechanical reliability, but takes up too much vertical space, so a CBGA package must be used. However, the CBGA package may not meet thermo-mechanical fatigue life requirements for applications in harsh environments.

The thermo-mechanical fatigue life can be improved by using a glass ceramic (HITCE) substrate with a Young’s modulus of 74 MPa and a CTE of 12.3 ppm/°C to better match
the organic FR4 CTE of 18-22 ppm/°C. A HITCE ceramic substrate has been published for CBGA packages [4,5,6,7], but not for CCGA packages.

4.2. CCGA TEST VEHICLE DESCRIPTION

The CCGA test vehicles used in the ATC and vibration tests are 42.5mm x 42.5mm x 4mm CCGA electronic packages with 1089 solder joints. Six CCGA’s were assembled by Compaq onto 152.4x228.6x2.8mm thick FR4 printed wiring boards containing 8 layers of 0.5oz Cu. A 1.3mm thick aluminum lid was bonded to the ceramic substrate with Sylgaard adhesive. There was no die in the package. Georgia Tech received 6 such assembled boards. In order to maximize the number of available components for experimental purposes and make each board identical, the boards were cut into individual 137mm long x 56mm wide strips with a CCGA centered in each strip as shown in Figure 4-3.

![Figure 4-3. CCGA test vehicle on 137mm x 56mm x 2.8mm FR4 board](image)

The CCGA solder joints are electrically daisy-chained with a total of ten daisy chains; nine rings (R₀-R₈) in which each of the daisy chain contains solder joints with similar distances from the neutral point (DNP), and one daisy chain (Rₓₓ) that contains all solder joints that are not in daisy chains R₀-R₈. Due to limitations in the hardware available to monitor the daisy chain electrical resistance at a sampling rate greater than 10 KHz, only 3 of the 9 daisy chain rings were monitored. Figure 4-4 shows a layout of the R₀, R₁, and Rₓₓ daisy chains that were monitored in this study. The array of solder joints is a 33x33 grid, and a notation of (row, column) will be used to identify individual solder joints. The (1,1) solder joint is located in the lower right hand corner. The solder joints marked
J₀ (1,1), J₁ (3,1), and Jₓₓ (13,1), in Figure 4-4 will be used in subsequent sections to characterize daisy chain rings R₀, R₁, and Rₓₓ, respectively in the finite element model (FEM).

Figure 4-4. Electrically monitored daisy chain rings of CCGA

### 4.3. SOLDER MATERIAL BEHAVIOR AND FATIGUE

Solder has proven to be valuable as a mechanical and electrical interconnect material in the electronics industry primarily due to its low melting point, wetting behavior, electrical properties, and availability. Solder has also proven to be a very difficult material to understand as it exhibits such phenomena as age-and cycle softening, grain-growth hardening, strain-rate hardening, and “superplasticity” [76]. Despite over many decades of characterizing and modeling solder, there is still great difficulty in capturing and modeling its behavior. A very elementary view of solder will be reviewed in this section, primarily to enable one to understand how to choose the correct constitutive models that are available in most commercial finite element software such as ANSYS or ABAQUS.

#### 4.3.1. Solder Behavior

Solder stress/strain behavior is traditionally broken down into three parts: an elastic strain portion $\varepsilon_e$; a time-independent plasticity strain $\varepsilon_p$; and a time-dependent creep strain $\varepsilon_c$. A simple rheological model for solder, shown in Figure 4-5, consists in a series connection...
of a spring, a slider in parallel with a spring, and a damper, to represent the elastic, plastic, and creep portions respectively.

![Rheological model representing solder behavior.](image)

The rheological model of Figure 4-5 will respond to a stress loading as shown in Figure 4-6.

![Stress-strain response for simple rheological model of solder to a stress step load.](image)

The total strain is the sum of the three portions.

\[ \varepsilon_{tot} = \varepsilon_e + \varepsilon_p + \varepsilon_c \]  

(4.1)

The details and modifications to each strain portion will now be discussed. To simplify the discussion, the ideas will be presented in one-dimensional terms.

**4.3.1.1. Elastic Strain**

The spring in Figure 4-5 represents the recoverable elastic strain \( \varepsilon_e \). The elastic strain follows Hooke’s Law
\[ \varepsilon_e = \frac{\sigma}{E} \]  

(4.2)

where \( \sigma \) is the applied stress in MPa, and \( E \) is Young’s Modulus in MPa. For solders, Young’s Modulus is a temperature-dependent property.

### 4.3.1.2. Plastic Strain

Plastic strain is time-independent nonrecoverable deformation, typically due to dislocation pileups from lattice defects. As a material is loaded up to a specified strain level, the stress rises linearly until it reaches the yield stress \( \sigma_y \) at which plastic deformation begins to occur. Figure 4-7 shows three typical ways of modeling plasticity; perfectly plastic, elastic linear hardening, and nonlinear hardening.

![Figure 4-7. (a) Perfectly Plastic. (b) Elastic linear hardening. (c) Nonlinear Hardening.](image)

Solder plasticity is best modeled with a nonlinear hardening model during loading as shown in Figure 4-7(c). A common constitutive model for nonlinear hardening plasticity is the Ramgoud-Osgood equation

\[ \sigma = H (\varepsilon_p)^n \]  

(4.3)

where \( H \) is a material constant set to be the stress value \( \sigma_y \) where \( \varepsilon_p = 1 \), and \( n \) is a material constant called the strain hardening exponent.
The plastic behavior of solder is temperature dependent, specifically the yield stress $\sigma_y$. Figure 4-8 shows the behavior of 90Pb10Sn and 60Sn40Pb solder as a function of temperature.

![Figure 4-8. Stress-strain curve temperature dependence for (a) 60Sn40Pb and (b) 90Pb10Sn solders.][77]

The point at which yielding occurs upon reverse loading is also of interest. There are two main models that specify the point at which reverse yielding occurs; *multi-linear isotropic hardening* (MISO) and *multi-linear kinematic hardening* (MKin). The difference between the two models is illustrated in Figure 4-9.

![Figure 4-9. Reverse yielding showing multilinear kinematic hardening (MKin) and multilinear isotropic hardening (MISO)]

When a material is loaded beyond the yield stress $\sigma_y$ up to a point $\sigma'$ and then a reverse load is applied, the material will yield at $\Delta\sigma = 2\sigma_y$ according to MKin, and at $\Delta\sigma = 2\sigma'$...
for MISO. The MKIN model represents the Bauschinger effect that is observed in real materials such as solder [78, 79]. MISO does not characterize real materials very well. However, it is occasionally the only choice of modeling plasticity for some choices of elements in finite element software. This issue will be dealt with in more detail later.

4.3.1.3. Creep Strain

A metal will begin to exhibit creep behavior when its homologous temperature (percent of melting temperature on the absolute scale of Kelvin) is near or above 0.5. Eutectic 63Sn37Pb solder has a melting temperature of 183°C (456K) which makes its homologous temperature to be about 0.65 at room temperature. Creep strain accumulation is most easily demonstrated by holding a material under a constant stress over a long period of time and observing the deformation increase over time. There are typically three observable stages of creep as illustrated in Figure 4-10; the primary stage is often short and decelerating in nature, the secondary or steady-state stage is characterized by a constant strain rate, and finally the tertiary stage is unstable acceleration until rupture occurs [78].

![Figure 4-10. Primary, secondary, and tertiary stages of creep strain under a constant load.](78)
Most creep models deal with only the *steady-state* creep as that is where the majority of creep strain occurs. A damper as shown in Figure 4-5 is often used in a rheological model to model steady state creep.

The physical mechanism of steady-state creep in solder has been well-studied and in general has been observed to be a function of applied stress and temperature in which *dislocation glide* and *climb* cause vacancy and cavity diffusion. At low stresses and high temperatures *dislocation glide* dominates while at low temperatures *dislocation climb* dominates [12, 80] [81-83]. Figure 4-11 is a graphical representation of *dislocation glide* and *dislocation climb*. *Dislocation glide* is movement of an edge dislocation along a crystal lattice plane. *Dislocation climb* occurs when a particle or immobile obstacle is met and the dislocation must climb to another crystal lattice plane[78].

![Diagram of dislocation glide and climb](image)

**Figure 4-11.** Climb of an edge dislocation permitting glide to continue. [78]

Three common constitutive models for steady state creep include:

1) an Arrhenius-type equation which is best for creep in the low stress range:

\[
\dot{\varepsilon}_c = A_0 \sigma^n \exp\left(\frac{-Q}{R_G T}\right)
\]

where \(A_0\) and \(n\) are creep constants, \(Q\) is the activation energy for dislocation motion, \(R_G\) is the universal gas constant, \(\dot{\varepsilon}_c\) is the creep strain, \(\sigma\) is the applied stress, and \(T\) is the absolute temperature.
2) a Garafalo hyperbolic sinh equation which does a good job of covering creep in the low to medium stress range:

\[
\dot{\varepsilon}_c = A_0 \left[ \sinh(\alpha \sigma) \right]^n \exp \left( \frac{-Q}{R_G T} \right)
\]  

(4.5)

where \(A_0\) and \(n\) are creep constants, \(Q\) is the activation energy for dislocation motion, \(R_G\) is the universal gas constant, \(\dot{\varepsilon}_c\) is the creep strain, \(\sigma\) is the applied stress, and \(T\) is the absolute temperature.

3) a double power law equation which is indented to capture the dislocation glide and dislocation glide mechanisms [12, 84] in the medium and high stress regions.

\[
\dot{\varepsilon}_c = A_1 \left( \frac{\sigma}{E} \right)^{n_1} \exp \left( \frac{-Q}{R_G T} \right) + A_2 \left( \frac{\sigma}{E} \right)^{n_2} \exp \left( \frac{-Q}{R_G T} \right)
\]  

(4.6)

where \(A_1\), \(A_2\), \(n_1\), and \(n_2\) are creep constants, \(Q\) is the activation energy for dislocation motion, \(R_G\) is the universal gas constant, \(\dot{\varepsilon}_c\) is the creep strain, \(\sigma\) is the applied stress, and \(T\) is the absolute temperature.

The strain rate affects the creep behavior of solder for strain rates below 2%/s [77]. For thermal cycling and power cycling the strain rate of loading is on the order of \(10^{-4}\)%/s and creep is important. However, for vibration loading where the strain rate of loading is on the order of at 10%/s then creep effects are minimal and will not be included in constitutive models.

**4.3.1.4. Cyclic Behavior under thermo-mechanical loads**

Capturing the cyclic behavior of solder under thermo-mechanical loads is even more difficult than capturing the monotonic loading behavior described thus far. Figure 4-12 shows a typical accelerated thermal cycle with a choice of stress-free temperature as either the solder reflow temperature (183°C) or room temperature (20°C). The choice of stress-free temperature will be dealt with in section 5.2.6.
The cyclic response of a solder joint will depend on numerous factors, some of which are the composition of solder, structure of the joint, stress-free condition, temperature range, mean temperature, rate of loading, and time at dwells. Two commonly observed cyclic responses for solder are *shakedown* and *ratcheting* as illustrated in Figure 4-13. *Shakedown* is when the stress-strain hysteresis loop stabilizes by no longer changing shape and stops moving along the strain axis. *Ratcheting* occurs when the hysteresis loop may stabilize in shape but continues to travel along the strain axis. Ratcheting is typically due to creep and non-zero mean stresses [78, 85, 86].
As an example of a hysterisis loop, Figure 4-14 shows the shear stress-strain hysterisis loop predicted for the solder joint with the furthest distance from the neutral point (DNP) in a ceramic ball grid array (CBGA) package. The simulated ATC includes a cool down from the stress-free condition of 183°C followed by a 4 day dwell at 20°C. The ATC is 0/100°C at 2cph.

![Shear Hysterisis](image)

Figure 4-14. Stress-Strain hysterisis loop for CBGA under 0/10oC 2cph ATC.

Shakedown can be observed in Figure 4-14 where the stress-strain hysterisis loop stabilizes after three thermal cycles. Considerable creep strain and stress relaxation is observed during the 4 day dwell at 20°C. Once thermal cycling begins the highest shear stresses occur during the low ramp and low dwells. The largest strain accumulation occurs during the high ramps and high dwells where creep occurs due to the higher temperatures.

### 4.3.2. Damage Parameters

When predicting solder joint fatigue failure, a metric of the damage occurring, called a damage parameter, must be chosen. Figure 4-15 shows some common damage
parameters based on the stabilized stress-strain hysteresis loop: \( \Delta \varepsilon_e \) is the *elastic strain range per cycle*; \( \Delta \varepsilon_{in} \) is the *inelastic strain range per cycle* defined as the sum of the creep and plastic strain ranges per cycle; \( \Delta \varepsilon_{tot} \) is the *total strain range per cycle* and is the sum of the elastic strain range per cycle \( \Delta \varepsilon_e \) and the inelastic strain range per cycle \( \Delta \varepsilon_{in} \); \( \sigma_a \) is the stress amplitude per cycle; \( \Delta W_{in} \) is the *inelastic strain energy density per cycle* and is defined by the area of the stress-strain hysteresis loop where plastic and creep damage occur; \( \Delta W_e \) is the *elastic strain energy density per cycle* and is defined by the area outside of the inelastic strain energy density per cycle. The sum of the inelastic strain energy density \( \Delta W_{in} \) and the elastic strain energy density \( \Delta W_e \) is the *total strain energy density per cycle* \( \Delta W_{tot} \). The strain energy density may also be called work in some texts.

![Stabilized stress-strain hysteresis loop showing common damage parameters.](image)

**Figure 4-15.** Stabilized stress-strain hysteresis loop showing common damage parameters.

### 4.3.3. Solder Joint Fatigue Failure Prediction

Traditional approaches for predicting solder joint fatigue use a fatigue equation with a physics-based damage parameter such as inelastic strain or total work. A Coffin-Manson type equation [87] is the most popular equation in literature for predicting solder joint fatigue.
\[ N_f = C_1 \Psi^{C_2} \]  \hspace{1cm} (4.7)

where: \( N_f \) is the fatigue life, in cycles, \( C_1 \) and \( C_2 \) are constants found through least squares regression, and \( \Psi \) is a damage parameter.

In order to predict the fatigue life, the constants \( C_1 \) and \( C_2 \) must be determined through least squares regression relating the fatigue life \( N_f \) and the damage parameter \( \Psi \). The fatigue life \( N_f \) is obtained by performing experiments and is given as some percentage of failed samples, typically the mean life of 50\% or characteristic life of 63\%. At least two experiments need to be performed in order to determine the two constants. Ideally, more than two experiments would be run in which the design parameters and the loading environment are changed so as to ensure the fatigue life is accurately predicted as a function of design parameters and loading environment.

The damage parameter \( \Psi \) is a scalar quantity representing the damage that causes the fatigue failure. Common damage parameters relevant for solder joint fatigue are: Inelastic strain range per cycle [88], total strain range per cycle [82], accumulated creep strain per cycle [80], accumulated inelastic work per cycle, VonMises Stress range per cycle, inelastic work per cycle [89], and total work per cycle [90]. The choice of damage parameter will depend upon the loading environment and preference of the researcher. Inelastic strain range per cycle is the most common damage parameter for low cycle fatigue (<\(10^4\) cycles) common in thermal-mechanical and power cycling environments. Total strain range per cycle and VonMises Stress range per cycle are most common for high cycle fatigue (>\(10^5\) cycles) where inelastic strains do not play a major role. Lee et al. [91] provides a good review of the choice of damage parameters and fatigue models.

It is noted that there are many other damage models available. Dasgupta et.al. [92] use a micro-mechanics approach to account for microstructural changes and crack initiation under vibration and thermal cycling. Sayama et al. [93] use a microstructural evolution approach using grain growth as a damage parameter. Darveaux’s approach of using
crack growth related to a volume-weighted average plastic work density [89] has gained considerable favor in the electronics packaging community. Darveux uses the sum of a crack initiation period in Eq. (4.8) and a crack growth period in Eq. (4.9) to predict the lifetime as shown in Eq. (4.10)

\[ N_o = K_1 (\Delta W_{ave})^{K_2} \]  
\[ \frac{da}{dN} = K_3 (\Delta W_{ave})^{K_4} \]  
\[ N_f = K_1 (\Delta W_{ave})^{K_2} + \frac{a}{K_3 (\Delta W_{ave})^{K_4}} \]

where \( \Delta W_{ave} \) is the accumulated plastic work density per cycle, \( N_o \) is the cycles to crack initiation, \( a \) is the final crack size, \( da/dN \) is the crack growth rate, and \( K_1, K_2, K_3, \) and \( K_4 \) are material constants. Anand’s model is used so the definition of ‘plastic’ in this case refers to inelastic.

Models based on continuum damage mechanics, disturbed state concept, or a thermodynamics framework such as McDowell [79], Stolkarts et al. [94], and Basaran and Chandaroy [47], are also popular however they are very difficult to implement. Sharma and Dasgupta [95] attempt to tie together the macroscale phenomenological models with microstructural and mechanistic modeling that takes into account grain boundary sliding, void nucleation, et.

### 4.4. CUMULATIVE DAMAGE PREDICTION: MINER’S RULE

Miner’s cumulative linear damage rule [74] as shown in Eq. (4.11) is commonly used to predict fatigue life damage under multiple loadings/environments due to its simplicity:

\[ CDI = \sum_{i=1}^{\# \text{of load steps}} \frac{n_i}{N_i} \]

where \( CDI \) is the cumulative damage index, \( n_i \) is actual number of applied cycles for the \( i^{th} \) load step, and \( N_i \) is the number of cycles to failure for the \( i^{th} \) load step. \( CDI \) ranges from 0 to 1.0 with 0 being the undamaged state and 1.0 being the fully damaged state.
Failure is typically defined when the CDI exceeds a critical value of 0.7 [55]. According to Eq. (4.11) in a two step loading when a damage ratio of \( n_p/N_p \) is consumed, then the remaining second step has a damage ratio \( n_2/N_2 = CDI - n_p/N_p \) before failure occurs.

Miner’s cumulative linear damage rule has been used in solder joint reliability; Pang, et. al., [7] for fatigue failure of PBGA’s under vibration loading at different accelerations, Perkins and Sitaraman [future ASME publication] for fatigue failure of CCGA’s under vibration loading, Barker, et. al., [96] and Steinberg [55] for predicting fatigue life of electronic components under thermal and vibration loading, and Chih-Kuang and Hsuan-Yu [97] studied the sequence effect of high-low vs low-high stresses on the creep fatigue life of SAC solder.

However, the usefulness of Miner’s rule due to its linear nature has been called into question for several reasons [98].

1. Insensitivity to sequence of load steps. The order of loading does not come into play in Miner’s Rule. The effect of sequence can be important. For example, Lin and Teng [97] showed that for creep tests a high-low load sequence was more detrimental than a low-high load sequence. The sequence effect has been shown extensively for metals in general [99] [100].

2. Typically is non-conservative and overestimates fatigue life due to its linear nature. Many researchers simply lower the CDI, however this is somewhat arbitrary and inconsistent for different loadings.

Several damage models have been proposed as alternatives to Miner’s rule. Basaran and Chandaroy [101] propose a unified damage mechanics based constitutive model for assessing solder joint fatigue under concurrent thermal and vibration loading. Crack initiation and crack propagation have been also been used as damage parameters by Manson [102] and Singh [98] to account for sequence effects and other abnormalities. However, such approaches do not always result in greater accuracy across a broad
spectrum of environments and loadings, and they require extensive material testing and a
great number of experiments. Such extensive material testing and data gathering is often
impractical for quick analysis of solder joint fatigue for microelectronic packages. A
simpler approach is utilized according to Marco-Starkey [103] where an exponent is
incorporated into the fatigue life ratio and set the $CDI$ equal to one:

$$CDI = 1.0 = \sum_{i=1}^{\text{# of load steps}} \left( \frac{n_i}{N_i} \right)^{m_i}$$

where $m_i$ is a fitting parameter exponent that varies for each environment $i$ and on the
sequence of loads.

4.5. LASER MOIRE INTERFEROMETRY

4.5.1. Theory
Laser Moire Interferometry is an optical technique that uses the interaction of a crossed-
line diffraction grating on the sample and four coherent beams to produce moiré fringes
$N_x$ and $N_y$ which represent displacements in the horizontal $U$ and vertical $V$ directions
respectively [104, 105]. The capability of laser moire to capture whole-field deformation
and deformation of a single joint is vital for understanding how solder joints fail, and for
verifying the behavior predicted in subsequent finite element models.

Figure 4-16 shows a schematic of the four beam laser moire interferometry setup.
With a cross-line reference grating of \( f_s = 1200 \) lines/mm it is possible to determine the horizontal (U) and vertical (V) displacement fields down to a resolution of \( 1/2f_s = 0.417 \) µm. The number of interference fringes relates directly to the U and V displacements according to Eqs. (4.13) and (4.14).

\[
U = \frac{N_x}{2f_s} \quad \text{(4.13)}
\]

\[
V = \frac{N_y}{2f_s} \quad \text{(4.14)}
\]

where \( N_x \) is the number of fringes in the horizontal direction, \( N_y \) is the number of fringes in the vertical direction, and \( f_s \) is the frequency of the cross-line grating specified as 1200 lines/mm in this study.

The corresponding normal strains, \( \varepsilon_x \) and \( \varepsilon_y \), along with the shear strain \( \gamma_{xy} \) can be extracted by counting the fringes over the appropriate gage lengths \( \Delta x \) and \( \Delta y \).

\[
\varepsilon_x = \frac{\partial U}{\partial x} = \frac{N_x}{2f_s \Delta x} \quad \varepsilon_y = \frac{\partial V}{\partial y} = \frac{N_y}{2f_s \Delta y}
\]

\[
\gamma_{xy} = \left[ \frac{U}{\Delta y} + \frac{V}{\Delta x} \right] = \frac{1}{2f_s} \left[ \frac{N_x}{\Delta y} + \frac{N_y}{\Delta x} \right] \quad \text{(4.15)}
\]

4.5.2. Prior work on laser moire interferometry of CBGAs and CCGAs

Previous studies involving Bongtae Han et. al. [106] have used laser moire interferometry to study lead containing CCGA [107] and CBGA[108]. The work by Han et.al. provided important insight into the deformation behavior of CCGAs and CBGAs under thermal-mechanical loads. For example, Cho and Han [108] used real-time moire interferometry to characterize the deformation behavior of a CBGA under the thermal loading. By observing the whole-field deformation patterns at various temperatures in the thermal cycle the warpage of the package could be characterized as shown in Figure 4-17.
Significant relaxation can be seen at 100°C due to creep and the dwell time at time $D$. Upon cooling down to -20°C the curvature reverses, creep is suppressed, and the plastic deformation is significant such that residual plastic deformation remains when room temperature is reached at point $I$.

An earlier study by Han [107] on CCGAs showed how the characteristic S-shape of a failed solder column occurs in a thermal cycle. While Han’s study used a cast CCGA column that only has one fillet on the board side, the deformation of the CLASP structure is similar in principle.
The 63Sn37Pb fillets have lower melting point than the 90Pb10Sn solder column. At high temperatures, the fillet allows the 90Pb10Sn column to deform. As the temperature lowers, the 63Sn37Pb fillets hard and constrain the 90Pb10Sn. As the temperature continues to lower, the 90Pb10Sn is forced to bend around the 63Sn37Pb fillet and high strains develop at the intersection of the 63Sn37Pb fillets and 90Pb10Sn column. Failure will occur in the 90Pb10Sn due to the high strains at the stress concentration and bending mode included by the CTE mismatch between the ceramic substrate and FR4 board.

4.6. VIBRATION THEORY
A simple review of vibration theory for single degree of freedom (SDOF) harmonic vibration systems will be given in order to highlight the key concepts and equations used to characterize the CCGA system under harmonic out-of-plane vibrations. Once the
fundamentals of a SDOF system are laid out, then solving for multi-degree of freedom (MDOF) systems is done by assembling the equations of motion into matrix form and performing an eigenvalue and eigenvector analysis.

In addition, an analytical model based on Power Law formulation and Rayleigh-Ritz method for a continuous beam is used to determine the fundamental frequency and modes shapes of the CCGA test vehicle. The analytical equation will be used to estimate the fundamental frequency of the CCGA test vehicle and examine how the stiffness of the interconnect and mass of the heat sink affect the fundamental frequency of the system.

For further details, the reader is referred to the textbooks by Thomson [109] for derivation of the SDOF equations and to Ginsberg[110] for the details to develop the analytical model for the CCGA experimental test vehicle.

4.6.1. SDOF

The spring-mass-damper system of Figure 4-19 constitutes a damped SDOF system under a harmonic excitation force. The displacement coordinate $x$ of the mass is known as a generalized coordinate and is used to describe the motion of the system. The generalized coordinate $x$ can be described as $x=L-l_0$, where $l_0$ is the original length of the spring at rest and $L$ is the current length of the spring.

![Figure 4-19. SDOF system under harmonic excitation.](image-url)
The force balance equation of the spring, mass, damper system shown in Figure 4-19 results in the equation of motion:

\[ m\ddot{x} + c\dot{x} + kx = F_0 \sin \omega t \]  \hspace{1cm} (4.16)

where \( m \) is the mass of the system, \( c \) is the damping constant of proportionality, \( k \) is the spring constant, \( F_0 \) is the amplitude of the excitation force, and \( \omega \) is the excitation frequency in rad/s.

The particular solution of Eq. (4.16) is a steady-state oscillation in the form of

\[ x = X \sin(\omega t - \phi) \]  \hspace{1cm} (4.17)

where \( X \) is the amplitude of oscillation and \( \phi \) is the phase of the displacement relative to the excitation force.

Substitution of Eq. (4.17) into differential Eq. (4.16) and rearrangement to solve for the displacement amplitude \( X \) and the phase angle \( \phi \) in nondimensional forms lead to

\[
X = \frac{F_0}{k} \sqrt{\left(1 - \frac{m\omega^2}{k}\right)^2 + \left(\frac{c\omega}{k}\right)^2} \tag{4.18}
\]

and

\[
\phi = \tan^{-1} \left( \frac{c\omega/k}{1 - m\omega^2/k} \right) \tag{4.19}
\]

The following defined quantities can be substituted into Eqs. (4.18) and (4.19):

\[
\omega_n = \sqrt{\frac{k}{m}} = \text{undamped natural frequency} \tag{4.20}
\]

\[
r = \frac{\omega}{\omega_n} = \text{frequency ratio} \tag{4.21}
\]

\[
c_c = 2m\omega_n = \text{critical damping} \tag{4.22}
\]

\[
\zeta = \frac{c}{c_c} = \text{damping ratio} \tag{4.23}
\]
The nondimensional forms of Eqs. (4.18) and (4.19) with the above defined quantities results in

\[
\frac{X_k}{F_0} = \frac{1}{1+2i\zeta r - r^2}
\]  

(4.24)

and

\[
\phi = \tan^{-1} \frac{2\zeta r}{1 - r^2}
\]  

(4.25)

Equations (4.24) and (4.25) show that the nondimensional amplitude \(X_k/F_0\) and the phase angle \(\phi\) are functions of the frequency ratio \(r\) and the damping ratio \(\zeta\) as shown in Figure 4-20.

![Figure 4-20](image)

Figure 4-20. Nondimensional amplitude Eq. (4.24) and phase angle Eq. (4.25) for a harmonic SDOF.[109]

From Figure 4-20 it can be seen that the below \(r < 1\) the amplitude is close to 1, as the frequency ratio approaches \(r=1\) (known as resonance) the amplitude increases drastically for damping ratios \(\zeta < 0.10\), and at frequency ratios \(r >> 1\) the amplitude is less than 1.

The phase angle at \(r=1\) becomes 90° which may be interpreted as the inertial force \(m\omega^2X\) being balanced by the spring force \(kX\), and the excitation force \(F_0\) overcoming the damping force \(c\omega X\). Experimentally, the fundamental frequency \(\omega_n\) of a system can be found by sweeping the excitation frequency \(\omega\) until the displacement \(x\) reaches a maximum and lags the excitation force by approximately 90°.
In reliability testing, it is especially important to know a system’s fundamental frequency \( \omega_n \) in order to avoid having any external excitations in the environment sweeping through resonance or residing near it. In order to avoid resonance, the natural frequency of the system is often changed as it is usually not feasible to change the frequencies of the environmental forces that act upon the system. As seen from Eq. (4.20) the natural frequency \( \omega_n \) can be changed by either increasing the system’s stiffness \( k \) or by decreasing the mass \( m \) of the system. Typically, stiffeners are added to the PCB board in order to increase the stiffness of the system. Additionally, the amplitude at resonance can be significantly lowered by increasing the damping ratio \( \zeta \) with rubber mounts or snubbers. Caution should be used with this approach as damping material breaks down with time and can severely impact the performance of the system [55].

4.6.2. MDOF
The SDOF of Figure 4-19 has only one degree of freedom and correspondingly one natural frequency, called the fundamental frequency. A system with \( N \) degrees of freedom will have \( N \) corresponding natural frequencies. Each natural frequency will have a corresponding normal mode shape. The natural frequencies and mode shapes can be found by an eigenvalue and eigenvector analysis. The equations of motion in matrix form is

\[
\begin{bmatrix}
M \\
C \\
K
\end{bmatrix}
\begin{bmatrix}
\ddot{q} \\
\dot{q} \\
q
\end{bmatrix}
= \begin{bmatrix}
F_0
\end{bmatrix}
\] (4.26)

where \( \{q\} \) is the vector of generalized coordinates.

For harmonic motion, the generalized coordinates \( \{q\} \) can be written in complex notation:

\[
\{q\} = \text{Re} \left[ B \{ \phi \} \exp(i \omega t) \right]
\] (4.27)

where \( B \) and \( \{ \phi \} \) are constants.
The natural frequencies $\omega_j$ and corresponding mode shapes are solved by setting $[C]=0$ and $[F_0]=0$, substituting Eq. (4.27) into Eq. (4.26), and solving the eigenvalue problem of Eq. (4.28)

$$\begin{bmatrix} K - \omega^2 M \end{bmatrix} \{\phi\} = \{0\}$$

(4.28)

4.6.3. Analytical Equation to model CCGA test setup

An analytical model based on the Power Balance law is used to determine the natural frequencies and mode shapes, and to examine the influence of the geometry parameters on the natural frequency and mode shapes of the system. In this work, the solder joints are treated as individual stiffness elements and this work is capable of predicting natural frequencies and mode shapes for a variety of boundary conditions and component configurations. The analysis presented here assumes that a CCGA package with uniform mass $m$ is attached to a printed circuit FR4 board through solder columns and that the FR4 board is clamped on both ends. For the sake of simplicity, a two-dimensional model as shown in Figure 4-21 is considered.

![Figure 4-21. Schematic for analytical model of CCGA on FR4 board](image)

For a conservative system with no external work, the general work energy principle in Eq. (4.29) states that the change of rate of kinetic energy ($T$) plus the change of rate of the potential energy ($V$) is equal to the zero.
The FR4 board is modeled as a continuous beam using an $N$ term Ritz series for flexural motion:

$$w(x,t) = \sum_{j=1}^{N} \psi_j(x)q_j(t) \quad (4.30)$$

where $\psi_j(x)$ is a kinematically admissible basis functions, and is

$$\psi_j(x) = \left( \frac{x}{L} \right) \left( 1 - \frac{x}{L} \right) \sin \left( \frac{j \pi x}{L} \right)$$

for a fixed-fixed beam, and $q_j(t)$ are the unknown generalized coordinates of the beam.

Convergence for the analytical model up to the 2nd natural frequency was found with 10 Ritz series terms which act as the generalized coordinates of the beam.

The solder joints are modeled as discrete axial springs with spring stiffness, $k=1200$ N/mm, determined from finite element modeling. Because this is a 2D model and the out of plane stiffness needs to be accounted for properly, the spring stiffness $k$ is multiplied by the number of springs (33) in the width of the CCGA. The CCGA package is modeled as a rigid mass $m$ with a vertical degree of freedom $u(t)$ and a rotation degree of freedom $\theta(t)$ about the center of gravity. It is valid to treat the ceramic substrate as rigid due to its high stiffness; however this assumption will not be valid for plastic packages. The total degrees of freedom for the system will be $N+2$.

The kinetic energy of the system is

$$T = \frac{1}{2} \int_0^L \dot{w}^2 \rho A dx + \frac{1}{2} mu^2 \quad (4.31)$$

where, $L$ is the length of the FR4 board, $\rho$ is the density of the FR4 board, $A$ is the cross-sectional area of the FR4 board, $m$ is the mass of the CCGA package, and $u$ is the displacement of the CCGA mass $m$.

The potential energy is shown in equation (4.32)
\[
V = \frac{1}{2} \int_0^L EI \left( \frac{\partial^2 w}{\partial x^2} \right)^2 dx + \frac{1}{2} \sum_{i=1}^{\#springs} k \left[ (u + x_i \theta) - w(x_i, t) \right]^2
\]  

(4.32)

where, \( x_k \) is the position of spring relative to center of CCGA, and \( w(x_i, t) \) is the beam displacement at location \( x \) of the \( i \)th spring.

Matrix equations of motion can be derived by substituting the Ritz series Eq. (4.30) into Eqs. (4.31) and (4.32), and the mass matrix \([M]\) derived from the kinetic energy, \(T\), will be:

\[
M_{j,n} = \int_0^L \psi_j \psi_n \rho dx + m \psi_j(x_m) \psi_n(x_m) \text{ for } j, n = 1 \text{ to } N
\]

\[M_{N+1,N+1} = m\]

\[M_{N+2,N+2} = \text{mass moment inertia of block}\]

where, \(N+1= u \) degree of freedom, and \(N+2= \theta \) degree of freedom.

Likewise, the stiffness matrix \([K]\) derived from the potential energy, \(V\), will be:

\[
K_{j,n} = EI \int_0^L \frac{\partial^2 \psi_j}{\partial x^2} \frac{\partial^2 \psi_n}{\partial x^2} dx + \sum_{i=1}^{\#springs} k \psi_j(x_k) \psi_n(x_k) \text{ for } j, n = 1 \text{ to } N
\]

\[K_{N+1,N+1} = \sum k\]

\[K_{N+1,n} = -k \sum \psi_n(x_k)\]

\[K_{N+1,N+2} = k \sum x_k\]

\[K_{N+2,n} = -k \sum x_k \psi_n(x_k)\]

\[K_{N+2,N+2} = k \sum x_k^2\]

where, \(N+1= u \) degree of freedom, and \(N+2= \theta \) degree of freedom.

The system now looks like a familiar discrete system of Eq. (4.26) and the eigenvalue problem of Eq. (4.33) can be solved for the \(N+2\) natural frequencies and mode shapes.

\[
[K] - \omega^2 [M] \phi = 0
\]

(4.33)

where, \(\omega\) is the frequency in rad/s, and \(\phi\) is the mode shape vector.

The reader is referred to Ginsberg [16] for additional details on developing and solving Eq. (4.33).
Figure 4-22 shows the first two mode shapes predicted by the analytical method. Only the FR4 board is shown in Figure 4-22.

![Mode Shapes](image)

**Figure 4-22. Mode Shapes from analytical method for FR4 with a 1089 I/O CCGA.**

From Figure 4-22 it can be seen that the fundamental frequency is 308Hz. This estimate of the fundamental frequency will provide as a guide in the experimental test.

Due to its 2D nature, the analytical model cannot predict all mode shapes. Thus, we will only use it to look at characteristics of the first natural frequency with the analytical method. It is also observed that the analytical model over predicts the natural frequencies because the solder joints are modeled as single springs with no rotational motion. However, the analytical model is still useful for quick qualitative analysis.

### 4.6.4. Effect of Interconnect Stiffness on Mode Shape of Board

The stiffness of the interconnect will change depending on the standoff height, cross-sectional area, and the material used for interconnect. For example, if copper columns are used instead of 90Pb10Sn solder columns, the stiffness will be 11000 N/mm. It is seen in Figure 4-23 that the curvature of the board is quickly reduced as the stiffness
increases. Modeling the solder joints as one spring will not capture the local stiffening effect.

![Figure 4-23. Effect of Stiffness on First Mode Shape](image)

**4.6.5. Effect of Interconnect Stiffness and Component Mass on the Fundamental Frequency**

Table 4-3 plots natural frequency as the stiffness approaches 1000 N/mm for a range of heat sinks from 0 to 0.150 kg attached to the CCGA package.

<table>
<thead>
<tr>
<th>Stiffness (N/mm)</th>
<th>Mass of heat sink</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 kg</td>
</tr>
<tr>
<td>10</td>
<td>269</td>
</tr>
<tr>
<td>200</td>
<td>320</td>
</tr>
<tr>
<td>400</td>
<td>329</td>
</tr>
<tr>
<td>1000</td>
<td>340</td>
</tr>
<tr>
<td>1200</td>
<td>342</td>
</tr>
</tbody>
</table>

Table 4-3 shows that increasing the stiffness of the interconnects beyond 400 N/mm does not change the characteristics of the system significantly. On the other hand, increasing the heat sink mass will decrease the natural frequency of the system.
A CCGA ceramic package is much heavier compared to other packages such as flip chip or CSP. Adding a heat sink onto the CCGA can increase inertial forces significantly and accelerate failure [19]. Cole at al. from IBM Corp. recommend a maximum heat sink mass of 132g for a 42.5mm square CCGA with 1089 interconnects [20].

4.7. CHAPTER SUMMARY
The background material presented in this chapter is sufficient to understand the fundamentals of solder joint reliability for CBGA and CCGA electronic packages. The CBGA and CCGA packages structure was introduced, the fundamentals of solder joint material behavior and modeling was covered, laser moire interferometry specifically for CBGA and CCGA was introduced, and the fundamentals of harmonic vibration analysis was introduced. The next chapter will develop the unified finite element modeling methodology for predicting solder joint fatigue under thermal cycling, power cycling, and vibration environments.
CHAPTER 5

UNIFIED FINITE ELEMENT MODELING METHODOLOGY FOR PREDICTION OF SOLDER JOINT FATIGUE UNDER THERMAL, POWER, AND VIBRATION ENVIRONMENTS FOR CERAMIC AREA ARRAY ELECTRONIC PACKAGES

5.1. INTRODUCTION

Separate FEMs are typically constructed for each loading environment due to variations in element types and capabilities for each environment. Calculation and comparison of damage parameters may be inconsistent between models as mesh, boundary conditions, and element types change between models. A single FEM for all environments will enable calculation of damage under each environment. Therefore, this chapter aims to develop a unified FEM for predicting solder joint fatigue of a Ceramic Column Grid Array (CCGA) under thermal, power cycling, and vibration modeling.

Alongside with the CCGA FEM development, a unified FEM for CBGA will be developed using the same techniques, however only the thermal-mechanical and power cycling environments will be validated. The vibration environment is not considered for CBGA because vibration experiments were not performed on CBGA.

The developed CCGA and CBGA FEMs will be validated with experimental data in chapter 6 for ATC and PC environments, and chapter 7 for vibration environments.

5.2. UNIFIED FINITE ELEMENT MODELING METHODOLOGY

The objective is to develop a single, unified modeling methodology capable of capturing damage in the solder joints under thermal cycling, power cycling, and vibration environments. The requirements for developing such a unified modeling methodology for large area array electronic packages are:
• The modeling methodology should be able to accommodate the loading induced by thermal cycling and power cycling as well as vibration.

• The modeling methodology should be able to determine thermal gradients associated with power cycling and at the same time, should facilitate the determination of fundamental frequencies and mode shapes associated with vibration loading.

• The modeling methodology should facilitate detailed solder geometry modeling necessary for low cycle fatigue failure and at the same time, should allow for simplification of non-critical solder joints to obtain vibration parameters. Representing the structural and thermal contribution of every solder joint is critical.

• As the modeling methodology needs to accommodate different type of loading conditions, symmetry and other assumptions should be carefully addressed in the model to ensure that the results are accurate.

• The modeling methodology should facilitate appropriate material behavior (elastic-plastic-viscoplastic) to account for solder deformation mechanism under thermal cycling, power cycling, and vibration loading conditions.

• The modeling methodology should be able to determine the accumulated damage metric induced by low-cycle thermal cycling and power cycling loading conditions as well as high-cycle vibration loading conditions.

• As the unified finite-element model is three-dimensional in nature, the modeling methodology should have facilities to account for a combination of coarse-fine finite element mesh, equivalent-beam and detailed model, and elastic-plastic and viscoplastic material model.
• The modeling methodology must keep a consistent finite element mesh when solving for thermal cycling, power cycling, and vibration loading environments. This involves matching element types with appropriate material models and solution capabilities. Many finite element programs have restrictions on which material models can be used with certain elements. This makes it difficult to use consistent material properties and mesh across all three environments.

A 3D FEM, shown in Figure 5-1 for CCGA and Figure 5-2 for CBGA, was developed in ANSYS 9.0™ [111] using solid and beam elements to calculate a damage parameter. Quarter symmetry is used for thermal and power cycling, and a full 3D model is used for vibration modeling in order to capture all mode shapes. Computational efficiency and accuracy are maintained by using an equivalent beam approach which entails representing the solder joints that are not of primary interest with equivalent beams that effectively capture the global axial stresses, shear stresses, moments, time-dependent creep behavior, and thermal resistance of a finely detailed joint. The equivalent beam method has gained recent popularity [11, 13, 112, 113] due to its efficiency and accuracy at simulating a full array of solder joints. The enhanced equivalent beam method used in this study is the first to include creep and thermal properties in the equivalent beam approach.

It should be noted that if underfill is used then there may not be a need for the equivalent beam method as a layer with properties equivalent to the composite solder/underfill structure could be developed.
The method to develop the equivalent beams will now be discussed in detail in the next section.
5.2.1. Equivalent Beam Modeling
The objective is to develop an equivalent beam model that can capture the global force/moments and relaxation of a solder joint to model solder joints not of primary interest. It should be noted that this equivalent beam approach is similar to that of Corbin [13]. Corbin performs a global/local modeling analysis where displacements from the global model are applied to a local model of the solder joint. However, the approach in this paper avoids a global/local approach by directly incorporating a solder joint model into the global model.

The equivalent beam model must reproduce the same axial (Y axis) forces as the local model when uniform displacements in the Y direction are applied to the top of the substrate. In addition, the equivalent beam must also produce similar shear (X/Z axis) forces and moments when uniform shear displacements in the X/Z direction are applied to the top surface. The applied displacements are representative of the actual displacements that different solder joints would experience under thermal cycling, and also, are sufficiently high to introduce both the elastic and the inelastic deformation in the solder joint. The geometry and the material properties of the beams are determined iteratively in the plastic region.

The detailed SOLID joints shown in Figure 5-3a and Figure 5-4a consist of SOLID quadratic elements to model the 90Pb10Sn ball and 63Sn37Pb fillets. The molybdenum pad, copper pad, and board and substrate are modeled using solid linear elements. The PWB and substrate are modeled to ensure the interface behavior between the joint and respective PWB/substrate is captured correctly. The thickness of the PWB and substrate is limited to 0.3mm so as not to overwhelm the behavior of the joint during the characterization process. The base of the PWB is constrained in all directions and the top surface of the substrate is coupled in the vertical direction as illustrated in Figure 5-3a and Figure 5-4a.
a) Detailed Model and Equivalent Beam

b) Axial Force Equivalence. 3% average error

c) Shear Force Equivalence. 7% average error

d) Moment Equivalence. 7% average error

e) Creep Equivalence. 5% average error.

Figure 5-3. Equivalent Beam Model for 1.27mm pitch CCGA.

The equivalent beam model for a CBGA on 1.27mm pitch is given in Figure 5-4.
a) Detailed Model and Equivalent Beam

b) Axial Force Equivalence. 11% average error

c) Shear Force Equivalence. 12% average error

d) Moment Equivalence. 15% average error

e) Creep Equivalence. 12% average error.

Figure 5-4. Equivalent Beam Model for 1.27mm pitch CBGA.

The equivalent beam joint shown in Figure 5-3a and Figure 5-4a consists of six beam elements and the equivalent behavior is determined by varying the lengths and radius’ of
the beams. The material properties of the beam are the same as the detailed solid joint. Modeling the interface between the beam elements of the joint and solid elements of board and substrate is critical. Two factors must be considered: 1) The beam element has a rotational degree of freedom that the solid elements lack. Therefore the rotational degree of freedom in the beam element must be constrained in order to prevent the beam from being free to rotate like a ball joint; and 2) The beam element applies forces, moments, and heat flow only at a point which will unrealistically distort/overheat the board and substrate interfaces. In a real joint, the forces/moments, and heat flow are distributed over the pad area.

These two difficulties can be overcome by using appropriate constraint equations at the interfaces which act to: 1) constrain the beam rotational degree of freedom by tying it to the vertical displacements of the interfaces, and 2) distribute the point force/moment/heat flow over an area equal to the pad areas.

Determining the geometry of the beam element involves an iterative process of balancing the axial and shear responses. Axial displacements are applied to the top surface of the substrate and the reaction force of the top surface is measured. The axial displacements are large enough to enter the plastic region. The length and radii of the beams are changed until the average error of the axial reaction force between the detailed and equivalent beam model is under 15%. Next, shear displacements are applied to the top surface of the substrate and the shear reaction force and moment at the top surface is measured. The length and radius of the beams are changed until the average error of the shear reaction force and moment are under 15%. Next, the axial displacements are again applied and the geometry changed until the average error is under 15%. The iterative process continues until a combination of lengths and radius’ of the beams allows for less than 15% error in axial forces, shear forces, and shear moments. Finally, the creep behavior of the equivalent joint is verified by applying an axial displacement and holding
it while recording the force relaxation. The procedure is performed at 0°C and 100°C to capture temperature dependent behavior. The procedure is performed each time the solder joint geometry is different, such as the case when a smaller diameter is used for the 1.00mm CBGA. The final characterization of the equivalent beam for Pb containing CCGA solder joints at 1.27mm pitch is shown in Figure 5-3b-e. The analysis is repeated anytime the solder joint geometry changes, such as when the pitch is 1.00mm and the pad sizes change.

The equivalent beams must also be thermally equivalent to the local model for power cycling. This is accomplished by using linear, rectangular link elements (LINK33) with appropriate thermal conductivities and cross-sectional areas. Only 1D conduction is considered. Radiation and convection on the joints is neglected.

5.2.2. Boundary Conditions

Boundary conditions for the ATC and PC 3D quarter model consist of constraining the out-of-plane displacements/rotations of the symmetry planes to zero and constraining one point completely at the intersection of the symmetry planes as shown in Figure 5-5.

Figure 5-5. 3D quarter FEM of CCGA with boundary conditions
Additional boundary conditions for the PC 3D quarter model consist of constraining the symmetry planes to be adiabatic, applying a heat flux to the bottom surface of the die which is active, and applying appropriate constant convection coefficients to exposed surfaces. For forced airflows of 0.5 m/s, 1.0 m/s, and 2.0 m/s the constant convective coefficients using boundary layer flat plate laminar flow theory are 14.9 W/m²K, 21.1 W/m²K, and 28.9 W/m²K [114] respectively are applied to top surfaces of the substrate and die (if exposed), and to the top and bottom surfaces of the PWB. A natural convection coefficient of 5 W/m²K is applied to the vertical sides of the PWB, substrate, and lid. The bulk (ambient) temperature for all convections is 30°C.

For the vibration modeling, the FEM of Figure 5-1 was expanded to a 3D full model that could capture the rigid body motion of the CCGA package assembly and all mode shapes. Unlike thermo-mechanical modeling where symmetry conditions are used to reduce computational time, in vibration models the entire assembly is modeled to be able to capture all of the vibration modes. In addition, it is important to ensure that masses are represented properly so that the inertial forces are correct. For this reason solid elements are used to model every mass. No point masses are used. Solid elements will also enable modeling of attached aluminum lids and heat sinks. The boundary conditions consist of constraining the ends of the board to be zero in all degrees of freedom as shown in Figure 5-6.
5.2.3. Material Properties

Modeling the material properties of the solders is difficult because ANSYS only allows certain material models with certain elements. The overall goal is to have a consistent set of material properties and models no matter what element is used.

Linear material properties are given in Table 5-1 and the nonlinear temperature and time-dependent properties for the 63Sn37Pb and 90Pb10Sn solders are given in Table 5-2.

Table 5-1. Linear temperature independent material properties

<table>
<thead>
<tr>
<th>Material</th>
<th>Young’s Modulus (MPa)</th>
<th>Poisson’s Ratio</th>
<th>CTE (ppm/K)</th>
<th>k (W/mm K)</th>
<th>C (J/tonne °C)</th>
<th>Density (tonne/mm$^3$)</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR4</td>
<td>27924-37K, 12204-16K</td>
<td>0.28, 0.11</td>
<td>18.0, 35.0</td>
<td>0.0121, 0.00385</td>
<td>502E3, 765E3</td>
<td>1.94E-9 (X,Z), 3.97E-9 (Y)</td>
<td></td>
</tr>
<tr>
<td>Alumina Ceramic</td>
<td>241E3</td>
<td>0.25</td>
<td>6.8</td>
<td>0.021</td>
<td>765E3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material</td>
<td>Young’s Modulus (MPa)</td>
<td>Poisson’s Ratio</td>
<td>CTE (ppm/K)</td>
<td>k (W/mm K)</td>
<td>C (J/tonne °C)</td>
<td>Density (tonne/mm³)</td>
<td>Direction</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------</td>
<td>----------------</td>
<td>-------------</td>
<td>------------</td>
<td>---------------</td>
<td>--------------------</td>
<td>------------</td>
</tr>
<tr>
<td>HICTE Ceramic</td>
<td>75E3</td>
<td>0.25</td>
<td>10.6*</td>
<td>0.002</td>
<td>765E3</td>
<td>3.97E-9</td>
<td></td>
</tr>
<tr>
<td>Aluminum 6061T6</td>
<td>70E3</td>
<td>0.25</td>
<td>23.0</td>
<td>0.240</td>
<td>963E3</td>
<td>2.7E-9</td>
<td></td>
</tr>
<tr>
<td>Copper</td>
<td>123E3</td>
<td>0.34</td>
<td>17.0</td>
<td>0.389</td>
<td>385E3</td>
<td>8.96E-9</td>
<td></td>
</tr>
<tr>
<td>Molybdenum</td>
<td>320E3</td>
<td>0.28</td>
<td>5.0</td>
<td>0.138</td>
<td>251E3</td>
<td>10.24E-9</td>
<td></td>
</tr>
<tr>
<td>Silicon</td>
<td>130E3</td>
<td>0.30</td>
<td>2.62</td>
<td>0.117</td>
<td>712E3</td>
<td>2.33E-9</td>
<td></td>
</tr>
<tr>
<td>C4/Ufill</td>
<td>14470</td>
<td>0.28</td>
<td>20.0</td>
<td>0.0006</td>
<td>647E3</td>
<td>1.1E-9</td>
<td>(X,Z)</td>
</tr>
<tr>
<td>63Sn37Pb plastic</td>
<td>0.4</td>
<td></td>
<td>21.6</td>
<td>0.036</td>
<td>170E3</td>
<td>8.4E-9</td>
<td>(Y)</td>
</tr>
<tr>
<td>90Pb10Sn</td>
<td>plastic</td>
<td>0.282</td>
<td>28.2</td>
<td>0.0519</td>
<td>184E3</td>
<td>10.8E-9</td>
<td></td>
</tr>
</tbody>
</table>

*Measured according to [116]. Manufacturer lists at 12.3 ppm/K [117]

Table 5-2. Plasticity and Creep data for 63Sn37Pb and 90Pb10Sn solder

<table>
<thead>
<tr>
<th>Arrhenius Creep Model</th>
<th>Multi-Linear Kinematic Plasticity</th>
<th>Temp (K)</th>
<th>0.001</th>
<th>0.005</th>
<th>Strain 0.0075</th>
<th>0.01</th>
<th>0.06</th>
<th>C7</th>
<th>C8</th>
<th>C10</th>
</tr>
</thead>
<tbody>
<tr>
<td>90Pb10Sn (MPa)</td>
<td></td>
<td>273</td>
<td>10.34</td>
<td>16.05</td>
<td>17.36</td>
<td>18.12</td>
<td>26.70</td>
<td>0.15</td>
<td>4.0</td>
<td>7216.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>323</td>
<td>9.41</td>
<td>10.95</td>
<td>12.00</td>
<td>12.54</td>
<td>16.24</td>
<td>C7</td>
<td>C8</td>
<td>C10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>373</td>
<td>5.62</td>
<td>5.80</td>
<td>5.90</td>
<td>6.01</td>
<td>6.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63Sn37Pb (MPa)</td>
<td></td>
<td>273</td>
<td>26.48</td>
<td>43.00</td>
<td>44.60</td>
<td>45.60</td>
<td>47.39</td>
<td>0.13</td>
<td>2.9</td>
<td>5172.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>323</td>
<td>12.52</td>
<td>15.38</td>
<td>19.10</td>
<td>19.45</td>
<td>20.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>373</td>
<td>2.90</td>
<td>5.80</td>
<td>5.80</td>
<td>5.80</td>
<td>5.80</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

SOURCE [118] Curve Fit using Garafalo model from [119]

For vibration experiments where high strain rates (\(\dot{\varepsilon} > 0.02s^{-1}\)) are present, the yield stress is two to three times higher than the yield stress under thermo-mechanical loading [77]. Furthermore, when the frequency of loading is high and the time duration of testing is short (few minutes as opposed to hours and days), there is not enough time for creep strain to accumulate [81, 120]. Because of these reasons, the solder material is modeled as an elastic material with time-independent properties when vibration is the loading environment.

In order to model the solders under ATC and PC, the time-independent plasticity and the time-dependent creep properties of Table 5-2 must be put into proper material models.
with compatible element types. The choice of material models and element types is described in the next section.

5.2.4. Choice of Material Models and Elements
The options for modeling the plasticity and creep of solder are described below.

5.2.4.1. Plasticity Models
Only multilinear models that allow for defining temperature dependent stress/strain curves with multiple points are considered. There are two common choices for modeling the plasticity of solder: multilinear kinematic hardening (MKIN) model is ideal as it includes the Bauschinger effect and is good for cyclic applications [121]; and multilinear isotropic hardening (MISO) which is not ideal for modeling solder in cyclic applications as it allows the yield surface to expand and after the first thermal cycle very little further plastic strain is accumulated [122].

5.2.4.2. Creep Models
ANSYS has two computational solution methods for creep and only certain material models can be used with each: explicit creep solves for the displacement from plasticity and then solves for the creep strain rate; implicit creep solves for the displacement by considering plasticity and creep simultaneously. Explicit creep takes a significant amount of computational time and is often unreasonable when modeling more than 10 solder joints. Implicit creep is the preferred method as it is computationally faster and more accurate.

Two common material models for creep behavior are; Garafalo/hyperbolic sinh equation is ideal as it covers the primary and secondary regions of the strain rate/stress curve well. ANSYS only allows the Garafalo model with an implicit creep solution; and the Norton power law equation is generally applicable when the stresses are not too high (< 35MPa). Since it is an exponential model, it will over predict creep strain rates at high stresses. The Norton power law is only available in an explicit solution method.
5.2.4.3. **ANAND’s Model**

A common alternative to modeling creep and plasticity separately is to use Anand’s model which is a unified viscoplastic law and is computationally very efficient. Anand’s model will not be used in this study because: (1) BEAM188/189 elements do not allow for Anand’s Model; (2) Anand’s model is not allowed in a harmonic solution; and (3) the performance of the available Anand’s model for 90Pb10Sn and 63Sn37Pb solders did not correlate to the separate plasticity and creep modeling.

5.2.4.4. **Compatibility of Element Types and Material Models**

Ideally, solder would be modeled with a MKIN/implicit combination of plasticity and creep, respectively, for accuracy and efficiency. However, as of ANSYS 10.0, there is no element type that will allow this combination. A combination of MISO/implicit is allowed, but as mentioned before it under predicts the plastic strain accumulation and is not good for predicting solder joint fatigue [122]. However, the MISO/implicit combination will be used in the equivalent beam elements where only displacement/forces are of concern. The local detailed joint will be modeled with the MKIN/explicit combination.

Solving for the damage in PC involves a two step solution in which the element types are changed. The first step is to solve for the transient thermal distribution when the die is powered on/off and convection is applied to the lid, substrate, and PWB surfaces. Appropriate thermal elements were used; linear, brick elements (SOLID70) were used for everything except in the thermally equivalent beam which are linear, rectangular link elements (LINK33). The second step involves switching from thermal to structural elements to solve for the displacements due to the temperature gradients: linear, brick elements (SOLID45) are used in the PWB, substrate, C4 flip chip/underfill layer, silicon die, thermal adhesive, and the direct lid attach (DLA); quadratic, brick elements (SOLID95/92) are used in the detailed solder joint; and linear, circular beam elements
(BEAM188) are used in the equivalent beams. The temperature solution from the transient thermal analysis is then read in as body loads on to the structural solution. To ensure that mesh dependency does not affect the results, the ATC and PC finite element models have identical meshes.

Table 5-3 gives the element and material model combinations used in this work.

<table>
<thead>
<tr>
<th>ANSYS Elements</th>
<th>Material models (plasticity/creep)</th>
<th>Purpose</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEAM188/189</td>
<td>MISO/implicit</td>
<td>Equivalent Beams</td>
<td>implicit creep solves quickly.</td>
<td>MISO not good for cyclic applications.</td>
</tr>
<tr>
<td>SOLID45/95</td>
<td>MKIN/explicit</td>
<td>Local joint for fatigue calculation</td>
<td>Properly models plastic and creep behavior of solder</td>
<td>Long computational time of explicit creep.</td>
</tr>
<tr>
<td>LINK33</td>
<td>--</td>
<td>Thermal modeling beams</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2.5. Calculation of Damage Parameter

A volume-weighted average is used to resolve the inherent problem of singularity in FEM when choosing which nodes/elements to take the damage parameter from. There are two 1mil thick layers of elements as shown in Figure 5-1 and Figure 5-2 in which the damage parameter per cycle $\Psi$ is volume-averaged over. One layer is on the board side, and the other layer is at the substrate side. The layer with the highest volume-averaged damage parameter per cycle $\Psi$ is used in Eq. (4.7). The layer with the highest damage parameter per cycle $\Psi$ will change depending upon design parameters and environmental loading.

5.2.6. Choice of Stress Free temperature

In the FEM simulations, a temperature at which the model is stress-free must be chosen. The choice of stress free temperature will significantly affect the simulation time for each environment, especially when a factorial design of experiments is performed. The most
common choices for the stress free temperature in non-underfilled packages is either the reflow temperature of the solder, 183°C for 63Sn37Pb, or room temperature between 20°C and 25°C. The choice of the solder reflow temperature as the stress free temperature assumes that the model is stress free until the solder joints are attached and cooled, at which point residual stresses exist in the structure. The choice of room temperature as the stress free temperature assumes that all the stresses in the solder have relaxed after a significant amount of time when held at room temperature because solder is above 0.5 Tm at room temperature and creep can occur. It would be convenient for this study if 20°C could be used as the stress-free temperature so as to avoid the time of modeling a cool down from 183°C and long dwell at room temperature for each simulation. For this reason, the accuracy of choosing 20°C as the stress–free temperature over 183°C as the temperature distribution is investigated by comparing the total strain range per cycle, $\Delta \epsilon_{tot}$, for each stress-free case.

A 25x25x2.9mm CCGA on 1.57mm FR4 with 1.27mm pitch was simulated for 3 cycles under 0/100°C 3cph with various stress free conditions: (1) 183°C with a 4 day hold at room temperature and (2) 20°C followed by temperature cycling with the high ramp first. Figure 5-7 plots the hysteris loops for the stress and total strain components with 20°C as the stress free temperature. Similarly, Figure 5-8 plots the hysterisis loops for the stress and total strain components with 183°C as the stress free temperature.
It can be seen from Figure 5-7 and Figure 5-8 that the stress range and total strain ranges are similar for each stress free temperature. The significant difference between a stress-free temperature of 183°C and 20°C is in the mean strain location of the axial stress ($\sigma_{YY}$) and the shear stresses ($\sigma_{XY}$, $\sigma_{YZ}$). The higher mean strain for 183°C as the stress-free temperature is due to the large deformation that occurs during the cool down from 183°C. After the 4 day dwell at room temperature, the stresses relax to nearly zero. Once
thermal cycling begins after the 4 day dwell at room temperature, the hysteresis loops looks similar to the case where 20°C is the stress-free temperature.

A damage parameter that may be used for fatigue life calculation is the total strain range per cycle, $\Delta \varepsilon_{\text{tot}}$. Table 5-4 shows the comparison of the total strain range per cycle and the mean total strain for the 183°C and 20°C stress-free temperature cases. The total strain range per cycle differs by less than 10% when 20°C instead of 183°C is the stress-free temperature. The mean total strain differs by 79% when 20°C instead of 183°C is chosen as the stress-free temperature. However, the mean strain is not taken into account when calculating the fatigue life. Therefore, 20°C is used as the stress-free temperature.

<table>
<thead>
<tr>
<th>Stress-free temperature</th>
<th>Total strain range per cycle, $\Delta \varepsilon_{\text{tot}}$</th>
<th>Mean total strain</th>
</tr>
</thead>
<tbody>
<tr>
<td>183°C</td>
<td>0.00133</td>
<td>0.00198</td>
</tr>
<tr>
<td>20°C</td>
<td>0.00122</td>
<td>0.000415</td>
</tr>
<tr>
<td>9% difference</td>
<td></td>
<td>79% difference</td>
</tr>
</tbody>
</table>

5.3. CHAPTER SUMMARY

A unified modeling methodology for development of a single FEM to predict the physical response of an electronic package under thermal cycling, power cycling, and vibration loading was introduced. The unified modeling methodology is comprised of an enriched material model to accommodate time-, temperature-, and direction-dependent behavior of various materials in the assembly, and at the same time, has a geometry model that can accommodate thermal- and power-cycling induced low-cycle fatigue damage mechanism as well as vibration-induced high-cycle fatigue damage mechanism. The development of the unified FEM is complete. However, it now needs to be validated against experimental data before it can be used to develop predictive solder joint fatigue equations. Chapter 6 will validate the model for ATC and PC environments and then the low cycle ATC and PC predictive fatigue equations are developed in Chapter 7. Chapter
8 will validate the unified FEM for vibration loading and develop the high cycle predictive fatigue life equation for vibration loading.
CHAPTER 6

VALIDATION OF UNIFIED FEM MODEL FOR THERMAL CYCLING AND POWER CYCLING ENVIRONMENTS

6.1. INTRODUCTION

Before developing fatigue life prediction equations from the unified FEM, it is important to verify that the FEM is capturing the correct physical response of the CCGA and CBGA under ATC and PC environments. The following metrics from experiments are compared against the same metrics predicted by the FEM for each environment; deformation from laser moire interferometry is used for the ATC environment, and temperature from power cycling experiments is used for the PC environment. After the deformation predicted by the FEM has been validated through laser moire experiments, then predictive fatigue life equations can be developed against experimental ATC results with greater confidence. This chapter focuses on validating the deformation contours predicted by the unified FEM for CCGA and CBGA against laser moire deformation. Chapter 7 will develop the predictive fatigue life equations for CCGA and CBGA and ATC and PC environments and compare against experimental data.

6.2. LASER MOIRE INTERFEROMETRY

Previous laser moire interferometry work by Han et. al. on CCGA’s and CBGA’s was covered in the Background section. The intent of this current work is not to repeat Han’s work, rather the intent is to use the deformations from laser moire interferometry to validate the finite element models developed in a later section. This will be done by comparing the deformation patterns between the laser moire experiments and the deformation predicted by the finite element models. If the FEM can be validated to predict the correct displacements for the laser moire strip specimen, which has a free surface on the cut section, then there is greater confidence that the predicted
displacements from the FEM for the full package are correct [123]. The following sections will show the results of the laser moire interferometry for CCGA and CBGA.

6.2.1. Equipment, Sample Preparation, and Procedure
A PEMI II portable moire system from Experimental Solid Mechanics was used to perform the experiments. The system includes a four beam interferometer along with a thermal oven for real-time measurements of deformations. The thermal oven is mechanically decoupled from the moire system so that vibrations from the thermal oven’s fan will not affect the fringes. However, the sample holder is rigidly connected to the moire system through glass rods that allow no rigid body displacements to occur between the moire setup and sample. The thermal oven has liquid nitrogen cooling capability to reach temperatures as low as -55°C. A schematic of the PEMI II is shown in Figure 6-1.

Figure 6-1. Schematic of the PEMI II moire setup for observing real-time deformations during thermal cycling. [108]

The sample is prepared by cross-sectioning to contain four rows of solder joints with one side polished flat to contain half a row of solder joints as shown in Figure 6-2. Cutting and polishing the tough, brittle ceramic substrate without damaging the soft solder is very difficult. The objective in preparing a sample for moire is to get the surface flat, not necessarily polished. A diamond saw was used to cut a strip with a width of four and half solder joints. The half row of solder joints was then polished on 15 micron diamond
sanding disc followed by a 6 micron diamond sanding disc until the surface was flat. It is very challenging not to round out the edges of the solder joints.

Figure 6-2. Cross-section of prepared sample before grating application

Once the sample is flat, the grating can then be attached to the sample, according to the following steps: A two part epoxy (Tra-Con F114® or equivalent such as Tra-Con F110®) is mixed being careful to minimize bubbles. Apply a small drop of epoxy to the grating surface. Spread the epoxy over an appropriate area using an optical lens tissue by dragging the tissue through the dab of epoxy. Spread as thin a layer as possible. Excess epoxy will cause bridging between the solder joints. Take the sample and gently apply to the grating. Be careful to minimize sliding and replacement of the sample. Push firmly once in place. A weight can be placed on top of the sample, but is not necessary. Let the epoxy cure completely. Once the sample is cured, remove the sample by applying a quick moment or shear force to the sample. The amount of force will depend on the amount of surface area that is attached to the grating. Be careful not too deform the sample when removing it from the grating. Take a new razor blade or X-acto knife and gently clean the edges if necessary. Be very careful as this can cause deformation of the grating at the edges. The thickness of the epoxy is generally 25µm and adds a negligible amount of stiffness to the system [104].

6.2.2. Laser Moire Studies on CCGA Package Assembly
The sample CCGA consisted of a 42.5 x 42.5 x 4mm CCGA with a 1.4mm thick conventional lid assembled onto a 2.8 mm PWB with 1089 balls on a 1.27 mm pitch. The CCGA was cross-sectioned to contain 4 rows of solder joints and one side was
ground flat using a 15 micron diamond sanding disc. The grating was then attached to the ‘flat’ side of the CCGA sample using an epoxy (Tra-Con F110®) which was cured for several days at room temperature. The first step of the moire procedure is to 'null' the deformation fringes so that ideally no deformation fringes appear at the temperature the grating was applied, i.e. the stress-free temperature. This 'nulling' at the stress-free temperature (25°C) is done by adjusting the reference grating until the number of fringes is near zero. The sample with the grating was then subjected to temperatures excursions of 60°C, 100°C, and then to 0°C as shown in Figure 6-3. The ramping rate was approximately 4°C/min. and once the oven reaches the designated temperature, the sample was dwelled at that temperature for ten minutes so that the sample reaches equilibrium temperature and there are no thermal gradients in the sample. A thermocouple attached to the specimen holder shown in Figure 6-2 was used to monitor the temperature and ensure the equilibrium temperature had been reached.

Figure 6-3. Temperature profile for laser moire interferometry of CCGA.

The resulting whole-field horizontal U and vertical V displacement fields were captured as shown in Figure 6-4. Only half the sample is shown as there is symmetry about the midline of the package.
As seen in the $V$ and $U$ displacement fields shown in Figure 6-4, the number of displacement fringes increases as the temperature increases. This is expected because the temperature difference $\Delta T$ relative to the stress-free temperature of 25°C continues to increase in a positive direction as the temperature increases and so the CTE driven displacement increases for both the ceramic substrate and FR4 board. At 0°C the
temperature difference $\Delta T$ relative to the stress-free temperature of 25°C is negative and the displacement and bending of the ceramic substrate and board is negative. The CTE of the board (18ppm/°C) is greater than the CTE of the ceramic substrate (6.8ppm/°C). As the temperature rises above 25°C the board expands more than the ceramic, and therefore the relative movement increases with temperature and bends the ceramic up. Likewise, below 25°C the board contracts more than the ceramic and causes a negative curvature. The difference in the displacement between the ceramic substrate and board, along with the coupling provided by the solder joints, causes the package to bend. The bending of the ceramic substrate can be seen by observing the slight $\delta V/\delta x$ gradient in the ceramic substrate. The displacements and bending are studied in greater detail in the following paragraphs.

The relative vertical displacement (bending) of the interposing ceramic substrate can be calculated using the $V$ displacement fields shown in Figure 6-4. A plot of the ceramic substrate bending is shown in Figure 6-5. The displacements are relative to the middle of the package. The displacements are calculated along a line at the bottom of the substrate.

The bending of the ceramic substrate shows some nonlinearity as seen by the curvature. The amount of bending is minimal as seen by the maximum vertical displacement of ~1.75um. This is due to the high standoff height of the CCGA solder columns which can

![Figure 6-5. Vertical displacement of the ceramic substrate for CCGA](image-url)
accommodate large amounts of shear displacement. It will be seen later that the CBGA solder ball structure cannot accommodate such large shear displacements and causes the ceramic substrate to bend significantly. Figure 6-5 also shows that the curvature (and the warpage) is more at 100°C, compared to the curvature (and the warpage) at 60°C. Also, it is seen that the interposing ceramic substrate warps upwards during heating of 60°C and 100°C, and warps down during cooling at 0°C. This warping is due to the fact that the lower CTE ceramic is on top and the higher CTE PWB is on bottom.

The relative horizontal $U$ displacement between the substrate and board across the height of the solder joints is shown in Figure 6-6. The unrestrained relative displacement is also plotted in Figure 6-6 as a comparison. The unrestrained relative displacement is when the solder joints offer no resistance to free thermal expansion of the ceramic and board.

![Figure 6-6. Relative horizontal displacement between ceramic substrate and board across the height of the solder joints for CCGA.](image)

If the above measured relative displacements were compared to the unrestrained relative expansion of the board with respect to the ceramic $((\alpha_{WB} - \alpha_{SUB}) \times AT \times DNP)$, it is seen that the measured displacements are nearly 95% of the unrestrained relative expansion. This indicates that the solder columns offer minimal resistance to the horizontal
expansion of the board and substrate. Han found a similar result for a CCGA with no lid attached [107].

A high resolution camera allows the displacement fields of the outermost solder joint to be captured as shown in Figure 6-7. The solder column is highlighted with a white border for clarity.

<table>
<thead>
<tr>
<th></th>
<th>(B) 60°C</th>
<th>(C) 100°C</th>
<th>(D) 0°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td>$U$</td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 6-7. $U$ and $V$ displacement fields of the outermost CCGA solder joint

Shear displacement is large in the 90Pb10Sn solder as seen from the severe $\partial U/\partial y$ gradient in Figure 6-7. The horizontal orientation and close spacing of the $U$ displacement shows the 90Pb10Sn solder column accommodates the CTE mismatch between the ceramic substrate and board by undergoing larger shear deformation in the 90Pb10Sn column. The stiffening effect of the 63Sn37Pb fillets can be seen by observing the deformation of the 90Pb10Sn solder column that is embedded in the 63Sn37 fillet has a smaller deformation gradient than the middle of 90Pb10Sn solder column.
6.2.2.1. Effect of the aluminum lid on CCGA package assembly deformation

The effect of the lid in this study is to minimize the amount of bending that would otherwise occur. The aluminum lid CTE and stiffness are slightly greater than that of the board. Upon heating (cooling), the board applies a positive (negative) bending moment on the ceramic substrate. The aluminum lid provides an opposite and opposing bending moment on the ceramic substrate on the ceramic substrate. The net effect is to limit the amount of bending that would otherwise occur in the package. The aluminum lid does not completely negate the moment applied by the board because of three factors: 1) minimal contact area of the lid with the substrate; 2) a thin epoxy layer attaches the aluminum lid to the substrate; and 3) the stiffness of the aluminum lid is minimized as it is only 1.3mm thick. The effect of the lid can be seen in Figure 6-9 by comparing the $U$ and $V$ displacement fields at -20°C of a CCGA with and without the lid. A temperature below 0°C is chosen so the effect of the lid can be clearly seen by avoiding the relaxation in bending on the package assembly that can occur at higher temperatures due to solder creep relaxation reducing the coupling between the board and ceramic substrate.

![Figure 6-8. Effect of lid shown to minimize bending.](image)
Figure 6-8 shows that at -20°C the bending in the CCGA package with the lid is nearly zero. This can be seen by observing that the $V$ displacement field in the ceramic substrate and board are completely vertical, in other words there is no $\delta V/\delta x$ gradient. Similarly, the $U$ displacement field in the ceramic substrate and board show uniform horizontal expansion characterized by the gradient $\delta U/\delta y$ being equal to zero. In Figure 6-9 which shows the CCGA with no lid, it can be seen the gradients $\delta V/\delta x$ and $\delta U/\delta y$ do exist indicating that there is bending in the package.

6.2.3. Laser Moire Studies on CBGA Package Assembly
The sample CBGA consisted of a lidless 15x15x0.738mm underfilled flip chip assembled onto a 25x25x1.8 mm alumina ceramic substrate with 552 balls on a 1.0 mm pitch. The CBGA was cross-sectioned to contain 4 rows of solder balls and one side was ground flat using a 15 micron diamond sanding disc. The grating was then attached to the ‘flat’ side of the CBGA sample using an epoxy (Tra-Con F114®) which was cured for several days at room temperature. Any residual deformation from the procedure to cross-section and apply the grating is minimal, and can be removed or accounted for as part of the moire setup. The sample was then subjected to the temperature profile shown in Figure 6-10 which goes down to -55°C, ramps successively to 125°C, and then ramps back down to room temperature 25°C.
The temperature profile chosen for the CBGA laser moire interferometry study in Figure 6-3 mimicks an accelerated thermal cycling (ATC) profile. Dwell times of ten minutes were included at points B, D, E, F, G, I, and J so that images could be captured to observe the deformation during these points. The images were captured at the end of the ten minute dwells to ensure an equilibrium temperature had been reached before capturing the image.

The resulting whole-field horizontal $U$ and vertical $V$ displacement fields were captured as shown in Figure 6-4. Only half the sample is shown as there is symmetry about the middle of the package.
An indication of severe package bending can be observed by noticing the vertical orientation of the $V$ displacement fringes in Figure 6-11. This bending is due to the solder balls tightly coupling the CTE mismatch between the ceramic substrate and FR4
board. Figure 6-12 shows the amount of bending that occurs in the substrate at the outermost solder joint (number 12).

Figure 6-12. Ceramic substrate vertical displacement at outermost solder joint number 12 for CBGA

Figure 6-12 can be interpreted by the following:

• As the package cools from 25°C (A) to -55°C (C) there is significant negative bending of the ceramic substrate due to the CTE mismatch between the ceramic substrate (7ppm/°C) and the FR4 board (18ppm/°C). The maximum negative displacement is -14.2um.

• As the temperature rises from -55°C (C) back to room temperature 25°C (E) the ceramic substrate and FR4 board begin to expand back to their original dimensions. However, there is plastic deformation in the solder joints that causes a residual bending of -2.9um. If the deformation in the solder joints was completely elastic than three would be no residual deformation at 25°C (E).

• As the temperature rises from 25°C (E) to 100°C (G) the board expands more than the ceramic substrate and there is positive bending. In the solder joints there is continued
plastic deformation and an increasing amount of creep strain that causes stress relaxation. As the stress relaxes there is less plastic deformation that occurs. The maximum positive bending of 9.6um occurs at 100°C (G).

- As the temperature rises from 100°C (G) to 125°C (H) the rate of creep strain overcomes the rate of plastic strain and there is relaxation of the bending. The solder joints are allowing for greater shear deformation so that bending is not as severe. The bending drops from 9.6um at 100°C (G) to 8.1um at 125°C (H) due to creep strain causing stress relaxation in the solder balls.

- As the package cools from 125°C (H) to 60°C (J) the bending decreases as the ceramic substrate and FR4 board begin to contract. The amount of creep stress relaxation that has occurred makes 60°C effectively the new stress-free reference temperature. The 0.4um bending at the ramp down 60°C (J) is a significantly less than the 2.5um bending that occurred during the ramp up temperature of 60°C (F).

- As the package cools from 65°C (J) to 25°C (K) there is a negative displacement of -6.7um due to the continued contraction of the ceramic substrate and FR4 board. If the deformation in the solder joints was completely elastic than three would be no residual deformation at 25°C (E).

The lower standoff height of the solder balls do not allow for free thermal expansion for the ceramic substrate and board like the solder columns of the CCGA as shown in Figure 6-6. Figure 6-13 shows the relative horizontal movement between the ceramic substrate and board for the CBGA along with the relative free thermal expansion.
It is observed from Figure 6-13 that the horizontal free relative thermal expansion of the substrate and board is constrained by a factor of 2x or more due to the low standoff height of the solder balls. This restraining of the free thermal expansions causes the bending of the package described previously.

A high resolution camera allows the moire fringes outermost solder joint to captured in great detail as shown in Figure 6-14. The first set of $U$ and $V$ displacement fringes at 0°C (B) have the 90Pb10Sn solder ball outlined as a visual aid.
It can be seen that large strain gradients develop in the 63Sn37Pb fillets at the upper right substrate fillet and the lower left board fillet as shown in Figure 6-15 which is the $U$ displacement field at -55°C. The two indicated sites are likely to be crack initiation points.

As the temperature increases up to 100°C (G) it can be seen that the strain gradients in the two indicated regions continue to increase as seen in Figure 6-14. When the temperature cools back down to 25°C (K) there are inelastic strains remaining. The highest inelastic strain gradients can be seen on the board side.
6.3. ACCELERATED THERMAL CYCLING VERIFICATION WITH LASER MOIRE INTERFEROMETRY

Laser moire interferometry from section 6.2 is used to validate the deformation predicted by the FEM under ATC for CCGA and CBGA. For the sake of brevity, only the results deformation contours at 100°C for CCGA and -55°C for CBGA will be compared.

Figure 6-16 compares the horizontal U and vertical V displacement fields at 100°C from the laser moiré experiments and the FEM for the entire package assembly. Figure 6-17 shows the local U and V and displacement fields from laser moiré and FEM for the outermost solder joint at 100°C. It is seen from the Figure 6-16 and Figure 6-17 that the displacement contours agree well both in terms of numbers as well as orientation. The FEM is able to capture the relative displacements across the outermost DNP solder joint within 15%.

Figure 6-16. U and V whole-field displacement of FEM (a,b) and Laser Moire (c,d) at 100°C for CCGA
Figure 6-17. $U$ and $V$ displacements of outermost solder joint at 100°C for FEM (a,b) and Laser Moire (c,d). for CCGA

Figure 6-18 compares the horizontal $U$ and vertical $V$ displacement fields at -55°C from the laser moiré experiments and the FEM for the entire CBGA package assembly. Figure 6-19 shows the local $U$ and $V$ and displacement fields from laser moiré and FEM for the outermost solder joint at -55°C. It is seen from Figure 6-18 and Figure 6-19 that the displacement contours agree well both in terms of numbers as well as orientation and the FEM is able to capture the relative displacements across the outermost DNP solder ball within 15%.
Figure 6-18. $U$ and $V$ whole-field displacement of FEM (a,b) and Laser Moire (c,d) at -55°C for CBGA.

Figure 6-19. $U$ and $V$ displacements of outermost solder joint at -55°C for FEM (a,b) and Laser Moire (c,d) for CBGA.
6.4. IMPORTANCE OF INCLUDING CREEP IN EVERY SOLDER JOINT OF FEM

Modeling the relaxation effects due to creep is important to capturing the warpage behavior of an electronic package. In order to validate the materials and FEM in this work, two FEM of the sample were created using the equivalent beam approach, one FEM included creep in the beams, and the second FEM only included creep in the outermost DNP detailed solder joint. Simulation of the real time laser moiré interferometry experiments from Cho and Han [108], presented in section 4.4.2, examined the relaxation of a CBGA component under a temperature cycle. The moiré and the FEM creep results show significant relaxation at temperatures above $75^0C$, while the FEM with no creep in the equivalent beams overestimates the warpage at $100^0C$ by a factor greater than 2. The FEM that lack creep in the equivalent beams under predicts the inelastic work density by 25% which can have a significant effect on the predicted fatigue life.

![Figure 6-20. Effect of Modeling Creep in Equivalent Beams](image-url)
6.5. POWER CYCLING PC VERIFICATION

6.5.1. Validation of PC Thermal Contours for CCGA

The power cycling thermal FEM for CCGA is validated against experiments performed by Martin, et. al [49]. Martin et. al [49] used a 40mm square, 2.3mm thick white alumina test vehicle with 29x29 array of columns on a 1.27mm pitch. An active 14.7mm square die with 15310 flip chip I/O connections was encapsulated with a 31 mm square aluminum lid that was 2mm thick. The package was mounted on a 124 mm x 114 mm FR4 6S8P test card. The package was assembled on cards of two thicknesses: 1.5mm thick with 14g (0.5 oz) copper layers, and 3.6mm card with 28g (1.0 oz) layers. The CTE values of the two cards were measured at 18.6 ppm/C for the 1.5mm card and 17.0 ppm/C for the 3.6mm card. The test vehicles were placed vertically on a drum with an airflow of 7m/s. The die was powered at 40 Watts and 35 Watts to achieve a temperature profile at the die center of 25/125°C and 25/95°C at 2 cph. Temperature values were measured at various points in the packages as shown in Table 6-1 so as to show the thermal gradient present in the package.

The experimental setup was simulated using the unified FEM by creating a CCGA with the same dimensions and applying appropriate convection coefficients to get a thermal profile that matched Table 6-1 when the die was powered at 40 Watts. The thermal conductivity of the board was estimated using a rule of mixtures for the in-plane and out-of-plane directions and resulted in 57.8 W/mK and 3.90 W/mK respectively. Figure 6-21 shows the thermal profile for the test vehicle on a 1.5mm thick PWB. On average, the predicted FEM temperatures are within 4% of experimental temperatures as shown in Table 6-1. Thus, the thermal behavior of the PC FEM is validated.
Table 6-1. Comparison of experimental to FEM predicted temperatures.

<table>
<thead>
<tr>
<th>Location</th>
<th>Experimental Temperature (°C)</th>
<th>FEM Temperature (°C)</th>
<th>Percent Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip Center</td>
<td>127</td>
<td>125</td>
<td>2</td>
</tr>
<tr>
<td>Substrate Center</td>
<td>125</td>
<td>120</td>
<td>4</td>
</tr>
<tr>
<td>Substrate Corner</td>
<td>90</td>
<td>94</td>
<td>4</td>
</tr>
<tr>
<td>Card Center</td>
<td>113</td>
<td>112</td>
<td>1</td>
</tr>
<tr>
<td>Card Corner</td>
<td>72</td>
<td>80</td>
<td>11</td>
</tr>
</tbody>
</table>

4% Average Percent Difference

6.5.2. Validation of PC Thermal Contours for CBGA

The power cycling thermal FEM for CBGA is validated against experimental data published by Yuan [124]. Yuan’s CBGA package consisted of a lidless 13x13x0.625 mm flip chip with 1936 underfilled solder bumps assembled on a 32.5x32.5x3 mm ceramic substrate (Al2O3) with 625 solder balls. The CBGA package is attached to a 1S2P 107x156x1.8 mm FR4 board. Air flow with a velocity of 0.5 m/s to 4m/s was forced over the package in a wind tunnel. The die had a power of 5W uniformly distributed over its active surface. Yuan reported air-ambient thermal resistance for the different air flow velocities. The results from the FEM are compared with Yuan’s results in Table 5. As seen, the FEM showed less than 8% error from the experiments.
Table 6-2. Validation of power cycling FEM for CBGA

<table>
<thead>
<tr>
<th>Air Flow (m/s)</th>
<th>FEM</th>
<th>Yuan Experiment[124]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>9.1</td>
<td>9.6</td>
</tr>
<tr>
<td>1</td>
<td>8.1</td>
<td>8.8</td>
</tr>
<tr>
<td>2</td>
<td>7.2</td>
<td>7.8</td>
</tr>
</tbody>
</table>

6.6. CHAPTER SUMMARY

The unified FEM for CBGA and CCGA was validated for ATC and PC environments by comparing displacements and temperatures with laser moire interferometry and power cycling data respectively. The next task in the unified modeling methodology is to develop low cycle predictive fatigue life equations for CCGA and CBGA under ATC and PC loading. Chapter 7 will develop a low cycle predictive fatigue life equations for 63Sn37Pb and 90Pb10Sn solders.
CHAPTER 7

DEVELOPMENT OF FATIGUE-LIFE PREDICTION EQUATIONS FOR EUTECTIC AND HIGH-LEAD SOLDER ALLOYS UNDER LOW CYCLE THERMAL AND POWER CYCLING

7.1. INTRODUCTION

In chapter 6, the deformation contours of CCGA and CBGA predicted by FEM under isothermal excursions and the temperature gradients predicted by FEM under power cycling were validated against experimental data. In this chapter, fatigue life equations for lead-tin solder under ATC and PC environments will be developed and validated using various sets of experimental data.

A Coffin-Manson type equation as in Eq. (4.7) or Eq. (4.10) is used to determine the solder joint fatigue life. Typically, ATC and PC are considered low cycle fatigue failures (<$10^4$ cycles) and inelastic or total strain is typically used as a damage parameter. While for the vibration environment, the fatigue life is in the high cycle regime (>$10^5$ cycles) and stress amplitude or elastic strain range is used as a damage parameter [78]. There has been some contention as to whether high cycle vibration fatigue in solders is strictly elastic in nature and that plasticity needs to be included in high cycle vibration fatigue [71, 96]. However, for the purposes of this work, it is assumed that high cycle fatigue is elastic in nature. In this work, inelastic strain range per cycle $\Delta \varepsilon_{in}$ and the Vonmises stress amplitude per cycle $\sigma_{vm}$ are used as damage parameters for the ATC/PC and vibration environments respectively.

7.2. CBGA: 63SN37PB SOLDER JOINT FATIGUE LIFE

CBGA’s fail primarily in the 63Sn37Pb solder paste fillets and not in the 90PB10Sn solder ball, as observed previously in section 6.2.3. Thus a fatigue model for 63Sn37Pb solder under low cycle ATC and PC conditions will be developed in this section.
Seven experimental ATC tests as shown in Table 7-1 from literature are used for the development of Coffin-Manson type equations. As seen in Table 7-1, experimental tests cover a range of substrate size, substrate thickness, board thickness, solder pitch, substrate material, and thermal cycling conditions.

Table 7-1. CBGA experimental data from literature used to develop predictive equation for ATC and PC

<table>
<thead>
<tr>
<th>Case [reference]</th>
<th>Substrate Size (mm)</th>
<th>Substrate Thickness (mm)</th>
<th>Board Thickness (mm)</th>
<th>Pitch</th>
<th>Substrate Material</th>
<th>ATC</th>
<th>Die Attached?</th>
<th>N50exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [125]</td>
<td>25x25</td>
<td>0.8</td>
<td>1.57</td>
<td>1.27</td>
<td>HICTE</td>
<td>-55/110 2cph</td>
<td>NO</td>
<td>2160</td>
</tr>
<tr>
<td>2 [126]</td>
<td>25x25</td>
<td>1.65</td>
<td>1.57</td>
<td>1.00</td>
<td>Al2O3</td>
<td>0/100 2cph</td>
<td>YES</td>
<td>1870</td>
</tr>
<tr>
<td>3 [112, 127]</td>
<td>32.5x32.5</td>
<td>2.9</td>
<td>1.83</td>
<td>1.27</td>
<td>Al2O3</td>
<td>0/100 3cph</td>
<td>NO</td>
<td>1100</td>
</tr>
<tr>
<td>4 [128]</td>
<td>32.5x32.5</td>
<td>0.8</td>
<td>1.83</td>
<td>1.27</td>
<td>Al2O3</td>
<td>-55/110 2cph</td>
<td>NO</td>
<td>990</td>
</tr>
<tr>
<td>5 [126]</td>
<td>25x25</td>
<td>1.65</td>
<td>1.57</td>
<td>1.00</td>
<td>Al2O3</td>
<td>-55/110 2cph</td>
<td>YES</td>
<td>540</td>
</tr>
<tr>
<td>6 [128]</td>
<td>32.5x32.5</td>
<td>1.8</td>
<td>1.83</td>
<td>1.27</td>
<td>Al2O3</td>
<td>-55/110 2cph</td>
<td>NO</td>
<td>470</td>
</tr>
<tr>
<td>7 [128]</td>
<td>32.5x32.5</td>
<td>2.9</td>
<td>1.83</td>
<td>1.27</td>
<td>Al2O3</td>
<td>-55/110 2cph</td>
<td>NO</td>
<td>320</td>
</tr>
</tbody>
</table>

These experimental cases are modeled through the unified 3D FEM developed in chapter 5 which use equivalent beams to represent the solder balls with appropriate time-, temperature-, and direction-dependent properties for the materials in the assembly. Using thermal cycling simulations, damage parameters such as inelastic strain range $\Delta \varepsilon_{in}$, total strain range $\Delta \varepsilon_{tot}$, strain energy density $\Delta W_{tot}$, etc. are obtained from the finite-element models. The calculation of these damage parameters was described previously in chapter 4.
The damage parameter obtained from the finite-element models for each one of the cases is plotted against $N_{50_{\text{exp}}}$ data, and using such plots, two fatigue equations are examined to predict CBGA solder joint fatigue life; a typical Coffin-Manson model as in Eq. (4.7), and a crack growth equation shown in Eq (7.1).

$$N_{50} = \frac{a}{da/dN} = \frac{a}{K_3(\Psi)^{K_4}}$$  \hspace{1cm} (7.1)

where: $N_{50}$ is the number of cycles for 50% (or 63%) of the samples to fail, $a$ is the length of the final length of the crack and equal to the substrate/board pad diameter in mm, $da/dN$ is the rate of crack growth in mm/cycle, $K_3$ and $K_4$ are constants found through least squares regression, and $\Psi$ is a damage parameter. Crack initiation is neglected as it only accounts for 10% of the total fatigue life for a ceramic package [129], and much of the literature data do not report crack lengths as a function of cycles.

Nonlinear regression is performed to determine the constants $C_1$ and $n$ in Eq. (4.7) and the constants $K_3$ and $K_4$ in (7.1) for three damage parameters of inelastic strain range per cycle $\Delta\varepsilon_{in}$, total strain range per cycle, and total strain energy density per cycle. Simulations of the cases in Table 7-1 with the appropriate geometries were run using the unified FEM developed in chapter 5. The damage parameters were calculated after stabilization of the hysteresis loop which took 3 thermal cycles. Regression analysis was used to relate the damage parameter and the experimental $N_0$ so that the constants $C_1$, $n$, for Eq.(4.7), and constants $K_3K_4$ in Eq. (7.1) could be solved for. A value of 0.86mm which represents the substrate pad diameter was used for the crack length parameter $a$ in Eq. (7.1). Two software programs, EXCEL[130] and JMP 5.1 [131] are used to determine the constants. For the development of a given model, all of the seven sets of experimental data in Table 7-1 were used. Table 7-2 lists the results along with the error sum of squares (SSE). Error sum of squares (SSE) is the sum of the square of residuals between the fitted model and the experimental data points, and the smallest value of SSE is one indicator of the “best-fit” model.
For the same damage parameter and predictive equation, the two software packages estimate different values of $C_1$, $n$, $K_3$, and $K_4$, and thus provide different values of SSE, as seen in Table 7-2. For example, Model 1 (EXCEL) estimates a constant $n$ of -1.980 that matches the commonly used value of 2 in literature [30, 127, 132], whereas Model 2 (JMP) estimates a constant $n$ of -1.720. However, as indicated by the SSE values, Model 1 (EXCEL) does not provide the ‘best’ fit as does Model 2 (JMP). Similarly, between Models 3 and 4 which use the same damage parameter $\Delta\varepsilon_{tot}$, Model 4 (JMP) provides a better fit compared to Model 3 (EXCEL), as indicated by the SSE values. JMP consistently provides a better fit indicated by the lower SSE values in Table 7-2 for the same damage parameter and predictive equation.
Several trends and relationships can be observed in Table 7-2 concerning the fitted constraints $C_1$, $n$, $K_3$, and $K_4$. The first observation is that for all damage models involving a strain range $\Delta \varepsilon$ as a damage parameter, the exponents $n$ and $K_4$ are close to the value of 2, such that $N_{50} \propto \Delta \varepsilon^{-2}$. Likewise, for all damage models involving the total strain energy density $\Delta W_{tot}$, the exponents $n$ and $K_3$ are close to a value of 1.3, such that $N_{50} \propto \Delta W_{tot}^{-1.3}$. From classical mechanics, the linear (elastic) strain energy density $W \propto \varepsilon^2$ where $E$ is the Young’s modulus, so it should not come as a surprise that when nonlinearity (inelasticity) is included that we see $N_{50} \propto \Delta \varepsilon^{-2}$ and $N_{50} \propto \Delta W_{tot}^{-1.3}$. The second observation is that the values of $C_1$ are proportional to $1/K_4$, as may be expected based on the forms of Eq. (4.7) and Eq. (7.1). These two observations indicate that the

<table>
<thead>
<tr>
<th>Equation</th>
<th>Model</th>
<th>Parameter</th>
<th>Software</th>
<th>$C_i$</th>
<th>$n$</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{50} = C_i (\Psi)^n$</td>
<td>1</td>
<td>$\Delta \varepsilon_{in}$</td>
<td>EXCEL</td>
<td>0.0255</td>
<td>-1.985</td>
<td>146016</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$\Delta \varepsilon_{in}$</td>
<td>JMP</td>
<td>0.107</td>
<td>-1.720</td>
<td>99160</td>
</tr>
<tr>
<td>Eq. (4.7)</td>
<td>3</td>
<td>$\Delta \varepsilon_{tot}$</td>
<td>EXCEL</td>
<td>0.0093</td>
<td>-2.280</td>
<td>94200</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$\Delta \varepsilon_{tot}$</td>
<td>JMP</td>
<td>0.0332</td>
<td>-2.034</td>
<td>56525</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$\Delta W_{tot}$</td>
<td>EXCEL</td>
<td>15.79</td>
<td>-1.438</td>
<td>102388</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>$\Delta W_{tot}$</td>
<td>JMP</td>
<td>25.25</td>
<td>-1.280</td>
<td>53004</td>
</tr>
<tr>
<td>$N_{50} = \frac{a}{K_3 (\Psi)^{K_4}}$</td>
<td>7</td>
<td>$\Delta \varepsilon_{in}$</td>
<td>EXCEL</td>
<td>36.46</td>
<td>2.003</td>
<td>204815</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$\Delta \varepsilon_{in}$</td>
<td>JMP</td>
<td>7.13</td>
<td>1.700</td>
<td>131975</td>
</tr>
<tr>
<td>Eq. (7.1)</td>
<td>9</td>
<td>$\Delta \varepsilon_{tot}$</td>
<td>EXCEL</td>
<td>102.8</td>
<td>2.300</td>
<td>103714</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$\Delta \varepsilon_{tot}$</td>
<td>JMP</td>
<td>24.3</td>
<td>2.030</td>
<td>68094</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>$\Delta W_{tot}$</td>
<td>EXCEL</td>
<td>0.056</td>
<td>1.453</td>
<td>102388</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>$\Delta W_{tot}$</td>
<td>JMP</td>
<td>0.033</td>
<td>1.286</td>
<td>54326</td>
</tr>
</tbody>
</table>
two fatigue equations are similar in form, the three damage parameters are related, and any of the models in Table 7-2 may prove sufficient in predicting fatigue life.

Having made the above observations, a single fatigue equation must still be chosen as a basis for the predictive polynomial fatigue equation under ATC. Among the two fatigue life equations, Eq. (4.7) and Eq. (7.1), and among the three damage parameters ($\Delta \varepsilon_{\text{in}}$, $\Delta \varepsilon_{\text{tot}}$, and $\Delta W_{\text{tot}}$), it appears that Model 12 is the preferred model because: (1) its SSE value is small; (2) it represents crack growth behavior and therefore, can account for different solder joint sizes; (3) it uses total strain energy density $\Delta W_{\text{tot}}$ as the damage metric which in general is a better damage metric than other two damage metrics as seen in Table 7-1 through the SSE values; and (4) it represents the monotonic inverse relationship between the damage metric and the fatigue life for each one of the test cases specified in Table 7-1. Equation (7.2) shows Model 12 which is the chosen model used for predicting solder joint fatigue failure in this chapter:

$$N_{50} = \frac{a}{0.033 \left(\Delta W_{\text{tot}}\right)^{1.386}}$$ (7.2)

where, $a$ is the final crack length and equal to the substrate/board pad diameter, and $\Delta W_{\text{tot}}$ is the total strain energy density per cycle.

In some cases, it may be more convenient or proper to choose a model based on a strain damage parameter, rather than a strain energy density parameter. In that case, then model 4 as shown in Eq.(7.3) is chosen:

$$N_{50} = 0.033 \left(\Delta \varepsilon_{\text{tot}}\right)^{-2.04}$$ (7.3)

Table 7-3 uses two more cases from literature to validate the chosen fatigue equation. These cases were not used in the development of the fatigue equations and thus are useful for showing the validity of the model.
Table 7-3. CBGA experimental data from literature used to validate predictive equation for ATC

<table>
<thead>
<tr>
<th>Case [ref.]</th>
<th>Substrate Size (mm)</th>
<th>Substrate Thickness (mm)</th>
<th>Board Thickness (mm)</th>
<th>Pitch</th>
<th>ATC</th>
<th>Die Attached?</th>
<th>$N_{50\text{exp}}$</th>
<th>$N_{50}$ (Eq. 7.2)</th>
<th>$N_{50}$ (Eq. 7.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 [126]</td>
<td>25x25</td>
<td>1.65</td>
<td>1.57</td>
<td>1.00</td>
<td>0/100 2cph NO 2cph</td>
<td>YES (no lid)</td>
<td>2240</td>
<td>1950</td>
<td>2270</td>
</tr>
<tr>
<td>9 [126]</td>
<td>32x32</td>
<td>1</td>
<td>1.83</td>
<td>1.27</td>
<td>0/100 2cph NO 2cph</td>
<td>NO</td>
<td>2700</td>
<td>2280</td>
<td>2827</td>
</tr>
</tbody>
</table>

From Table 7-3 it can be seen that the predicted values are within 20% of the experimental values for either fatigue equation.

7.3. **CCGA: 90PB10SN SOLDER JOINT FATIGUE LIFE**

The fatigue model developed for 63Sn37Pb solder in CBGAs will not work for CCGA’s due to the failure being in the 90Pb10Sn solder column.

7.3.1. **ATC CCGA Test**

ATC test was performed in a Thermatron ATS-195V thermal shock chamber. The thermal cycle was -25/105°C at 2cph, as measured by thermocouples on the test vehicles. Figure 7-1 shows the test box design to hold the test vehicles in as uniform a thermal environment as possible.

![Figure 7-1. Test box for ATC tests.](image)

The electrical resistances of daisy chain rings $R_0$, $R_1$, and $R_{XX}$ was continuously monitored to determine when failure occurred. Failure was defined to occur when the...
The resistance of the ring exceeded 100 ohms for two consecutive cycles. The fatigue life cycle $N_T$ under ATC alone was determined in this manner and are presented in Table 7-4.

<table>
<thead>
<tr>
<th>Test Vehicle</th>
<th>$R_0$</th>
<th>$R_1$</th>
<th>$R_{XX}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>750</td>
<td>800</td>
<td>1835</td>
</tr>
<tr>
<td>B</td>
<td>1182</td>
<td>1438</td>
<td>1593</td>
</tr>
<tr>
<td>C</td>
<td>1228</td>
<td>1284</td>
<td>1587</td>
</tr>
<tr>
<td>D</td>
<td>1189</td>
<td>1220</td>
<td>1586</td>
</tr>
<tr>
<td>E</td>
<td>1226</td>
<td>1190</td>
<td>1768</td>
</tr>
<tr>
<td>F</td>
<td>1315</td>
<td>1409</td>
<td>1474</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue Cycles</td>
<td>1148</td>
<td>1224</td>
<td>1640</td>
</tr>
<tr>
<td></td>
<td>1207</td>
<td>1252</td>
<td>1590</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>230</td>
<td>134</td>
</tr>
</tbody>
</table>

From Table 7-4 it can be seen that the outermost solder joints of chain $R_0$ have the shortest mean fatigue life at 1148 cycles. As the DNP decreases the solder joints experience greater mean fatigue life indicated by daisy chain $R_1$ having a mean fatigue life of 1224 and the innermost joints of daisy chain $R_{XX}$ having a mean fatigue life of 1640. A mean fatigue life of 1148 cycles from the outermost daisy chain $R_0$ will be used in conjunction with other experimental data from literature to develop the fatigue life equation for 90Pb10Sn solder as outlined in the following section.

### 7.3.2. Development of Fatigue Life Equation for 90Pb10Sn solder under ATC and PC Environments

In order to develop the constants $C_1$ and $n$ for the Coffin-Manson fatigue equations for 90Pb10Sn solder, mostly literature data and the in-house tests at Georgia Tech are simulated in the unified FEM. Table 7-5 shows the critical design parameters and type of environment for the 10 cases chosen. Table 7-5 includes CCGAs with a variety of parameters including substrate size, substrate thickness, board thickness, pitch, presence of a lid, and presence of a die.
Table 7-5. CCGA experimental data from literature used to develop predictive equation for ATC and PC

<table>
<thead>
<tr>
<th>Case [ref.]</th>
<th>Substrate Size (mm)</th>
<th>Substrate Thickness (mm)</th>
<th>Board Thickness (mm)</th>
<th>Pitch (mm)</th>
<th>Lid</th>
<th>Load</th>
<th>Die</th>
<th>N50_{exp}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [133]</td>
<td>42.5x42.5</td>
<td>3.0</td>
<td>1.57</td>
<td>1.27</td>
<td>-</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>763</td>
</tr>
<tr>
<td>2 [133]</td>
<td>42.5x42.5</td>
<td>1.4</td>
<td>2.79</td>
<td>1.27</td>
<td>-</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>895</td>
</tr>
<tr>
<td>3 [133]</td>
<td>42.5x42.5</td>
<td>1.4</td>
<td>1.57</td>
<td>1.27</td>
<td>-</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>1035</td>
</tr>
<tr>
<td>4 [133]</td>
<td>42.5x42.5</td>
<td>3.0</td>
<td>2.79</td>
<td>1.27</td>
<td>Yes</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>715</td>
</tr>
<tr>
<td>5 [133]</td>
<td>42.5x42.5</td>
<td>3.0</td>
<td>1.57</td>
<td>1.27</td>
<td>Yes</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>636</td>
</tr>
<tr>
<td>6 [133]</td>
<td>42.5x42.5</td>
<td>1.4</td>
<td>1.57</td>
<td>1.27</td>
<td>Yes</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>607</td>
</tr>
<tr>
<td>7 [in-house]</td>
<td>42.5x42.5</td>
<td>4.0</td>
<td>2.79</td>
<td>1.27</td>
<td>Yes</td>
<td>-25/105 2cph</td>
<td>-</td>
<td>1148</td>
</tr>
<tr>
<td>8 [49]</td>
<td>40.0x40.0</td>
<td>2.3</td>
<td>1.5</td>
<td>1.27</td>
<td>Yes</td>
<td>0/100 2cph</td>
<td>Y</td>
<td>1730</td>
</tr>
<tr>
<td>9 [49]</td>
<td>40.0x40.0</td>
<td>2.3</td>
<td>3.6</td>
<td>1.27</td>
<td>Yes</td>
<td>0/100 2cph</td>
<td>Y</td>
<td>2290</td>
</tr>
<tr>
<td>10 [49]</td>
<td>40.0x40.0</td>
<td>2.3</td>
<td>3.6</td>
<td>1.27</td>
<td>Yes</td>
<td>0/100 2cph PC</td>
<td>Y</td>
<td>11000</td>
</tr>
</tbody>
</table>

Each of the ten cases in Table 7-5 were simulated with the FEM and the total strain range per cycle is plotted against the experimental fatigue life as shown in Figure 7-2. A strain energy damage parameter was found to be effective for 63Sn37PB solders, however a strain range damage parameter was found to be more effective for 90Pb10Sn solder. In order for a strain energy damage parameter to be effective, the area of the stress-strain hysteresis loop must change considerably among the different cases presented in Table 7-5. The area of stress-strain hysteresis loop changes little for the 90Pb10Sn solder column for two reasons: 1) 90Pb10Sn has a higher creep resistance than 63Sn37Pb and thus the inelastic stress relaxation and change in area of the hysteresis loop is minimized; 2) the geometry of solder column results in lower stresses, particularly shear stresses, than in the solder ball case, thus minimizing the potential for change in area of the
hysteresis loop, among the different cases studied. Therefore, inelastic strain is considered a better damage metric for CCGA packages with 90Pb10Sn solder.

![Graph showing Total strain range strain vs fatigue life](image)

Figure 7-2. Total strain range strain vs fatigue life

The constants $C_1$ and $n$ were found through least squares regression to be 1.48 and -1.15 respectively. The $R^2$ goodness of fit value of 0.98 is good and gives greater confidence that the FEM is able to effectively predict the solder joint fatigue life for a variety of design parameters under ATC and PC. Equation (7.4) shows the fatigue life model used for the ATC and PC environments.

$$N_{50}=1.48 \left(\Delta \varepsilon_{tot}\right)^{-1.15} \tag{7.4}$$

Four additional experiments from literature data as shown in Table 7-6 were simulated in the unified FEM and the fatigue life calculated using Eq. (7.4). These cases were not used in the development of the fatigue equations and thus are useful for showing the validity of the model. From Table 7-6 it can be seen that the predicted values are within 10% of the experimental values.
Table 7-6. CCGA experimental data from literature used to validate predictive equation for ATC and PC.

<table>
<thead>
<tr>
<th>Case [ref.]</th>
<th>Substrate Size (mm)</th>
<th>Substrate Thickness (mm)</th>
<th>Board Thk. (mm)</th>
<th>Pitch (mm)</th>
<th>Lid</th>
<th>Load</th>
<th>Die</th>
<th>N50_{exp}</th>
<th>N50_{pred} (Eq. (7.4))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [133]</td>
<td>42.5x42.5</td>
<td>3.0</td>
<td>2.79</td>
<td>1.27</td>
<td>-</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>775</td>
<td>803</td>
</tr>
<tr>
<td>2 [133]</td>
<td>42.5x42.5</td>
<td>1.4</td>
<td>2.79</td>
<td>1.27</td>
<td>Yes</td>
<td>-55/110 2cph</td>
<td>-</td>
<td>647</td>
<td>720</td>
</tr>
<tr>
<td>3 [134]</td>
<td>52.5x52.5</td>
<td>2.85</td>
<td>2.54</td>
<td>1.00</td>
<td>Direct Lid Attach</td>
<td>0/100 2cph</td>
<td>Y</td>
<td>2000</td>
<td>1975</td>
</tr>
<tr>
<td>4 [49]</td>
<td>40.0x40.0</td>
<td>2.3</td>
<td>1.5</td>
<td>1.27</td>
<td>Yes</td>
<td>0/100 2cph PC</td>
<td>Y</td>
<td>7940</td>
<td>7233</td>
</tr>
</tbody>
</table>

7.4. CHAPTER SUMMARY

Predictive fatigue life equations for CBGA and CCGA under low cycle ATC and PC were developed using both in-house experimental data and literature experimental data. Chapter 8 will now validate the unified FEM for vibration loading and develop the high cycle predictive fatigue life equation for CCGAs containing 90Pb10Sn solder.
CHAPTER 8

VALIDATION OF UNIFIED FEM AND DEVELOPMENT OF FATIGUE LIFE MODEL FOR VIBRATION

The unified FEM has been validated for ATC and PC in chapter 6. Predictive fatigue life equations for low cycle ATC and PC environments were developed in chapter 7. This chapter will focus on validating the unified FEM for vibration and developing a predictive fatigue life equation under a high cycle vibration environment.

This chapter will develop an experimental and a modeling approach that can accurately determine the solder joint behavior of electronic components under vibration conditions. In particular, this paper discusses the out-of-plane sinusoidal vibration experiments at 1G, numerical modeling, and fatigue life prediction for a 42.5mm x 42.5mm x 4mm 1089 I/O CCGA package on a 133mm x 56mm x 2.8mm FR4 board. Detailed investigation and characterization involving dye-and-pry analysis, microstructural examination, and numerical modeling enabled the development of a general high cycle stress-based equation for 90Pb10Sn solder that is applicable to any component under sinusoidal loading. The developed approach will be applied to a number of cases including a CCGA package with a heat sink as well as a CCGA package subjected to frequency sweeps. It is seen that the predictions from the developed model agree well with experimental data and that the developed model can map the evolution of solder damage across all solder joints and also, can provide important design recommendations in terms of solder joint location as well as heat sink attachment.

8.1. VIBRATION EXPERIMENTAL SETUP AND RESULTS

8.1.1. Vibration Experiment Setup

The experimental setup consisted of a Ling Dynamic Systems V722™ shaker with a DVC48 power amplifier. The test vehicles were 42.5mm x 42.5mm x 4mm CCGA
electronic packages with 1089 solder joints assembled onto 137mm long x 56mm wide x 2.8mm thick FR4 board as described in chapter 4. The test vehicles were then clamped between four 12.7 mm thick x 19.0 mm wide plates to create clamped-clamped boundary conditions as shown in Figure 8-1. Two accelerometers were used to characterize the system; one accelerometer was placed on the shaker fixture to measure the input acceleration to the system, $G_{in}$, and the second accelerometer was placed on top of the CCGA package to measure the output acceleration of the CCGA, $G_{out}$. As the mass of the accelerometer (7 g) was comparable to the mass of the CCGA (33 g), the mass of the accelerometer was included in the simulations to capture the natural frequency and vibration behavior of the CCGA assembly [63].

![Figure 8-1. Experimental setup for CCGA on FR4 board with clamped edges.](image)

In order to best learn the dynamic characteristics of the CCGA and understand how failure occurs, sinusoidal vibration tests are chosen rather than random vibration tests. This is because random vibration tests excite multiple natural frequencies at once and make it difficult to systematically study how and where damage is occurring.

8.1.2. **Experimental Results**

Linear sweep tests from 40-500Hz at 0.1G were performed on five test vehicles, labeled A thru E, to characterize the natural frequency $f_n$, and the damping ratio $\xi$, of the system. For example, Figure 8-2 shows the output acceleration $G_{out}$ when test vehicle A was swept from 40-500 Hz with an input acceleration of 0.1G. For the sake of clarity, the
results from 270 Hz to 350 Hz are presented, as the output acceleration beyond this range is roughly constant at 0.1G.

![Graph showing output acceleration vs frequency]

As seen in Figure 8-2, the peak output acceleration occurs near 308 Hz. This is the natural frequency of the assembly as determined by the vibration experiments, and this value agrees with the natural frequency determined through previous analytical modeling by the authors in [63]. From Figure 8-2, it is possible to determine the damping ratio of the system using equation (8.1) [110]

$$\xi = \frac{\Delta f}{2f_n}$$  \hspace{1cm} (8.1)

where $\Delta f$ is the bandwidth of the half power points, $G_{mf}$ and $f_n$ is the natural frequency. The half power points, $G_{mf}$, are defined as the two points defined according to equation (8.2) [110]

$$G_{mf} = \frac{G_{fn}}{\sqrt{2}}$$  \hspace{1cm} (8.2)

where $G_{fn}$ is the output acceleration at the natural frequency.

Using $G_{fn} = 6.0G$, $f_n = 308$ Hz and $\Delta f = 5$Hz, the damping ratio $\xi$ was found to be approximately 0.008 which is indicative of a lightly damped system.
After characterization of the CCGA assembly, a fatigue failure test was conducted by subjecting the assembly to 1G input acceleration at $f_n$ until failure of each daisy chain occurred sequentially, with the exception of test vehicle D which was used for subsequent dye and pry analysis after only daisy chain R$_0$ failed. Table 8-1 presents the results for the five test vehicles A, B, C, D, and E; as seen from Table 8-1, the mean $f_n$ of the test vehicle is 308 Hz with a standard deviation of 14.2 Hz. This indicates that the CCGA package and FR4 board fabrication and assembly of CCGA package on FR4 board were nearly uniform. Also, the damping ratio of all of the test vehicles is between 0.008 and 0.009 indicating a high degree of uniformity in the test vehicle fabrication, experimental set-up, and experimental procedure. The $f_n$ and $G_{out}$ were repeatable within ±0.1 Hz and ±0.2G respectively for each test vehicle.

Table 8-1. Results for sinusoidal vibration testing of $G_{in}$ = 1G at $f_n$

<table>
<thead>
<tr>
<th>Test Vehicle</th>
<th>$f_n$, Natural Frequency (Hz)</th>
<th>$G_{out}$, Maximum Output Acceleration (G)</th>
<th>Damping ratio</th>
<th>Daisy chain R$_0$</th>
<th>Daisy chain R$_1$</th>
<th>Daisy chain R$_{XX}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>309</td>
<td>40.7</td>
<td>0.008</td>
<td>3.56E+05</td>
<td>1.03E+06</td>
<td>3.10E+06</td>
</tr>
<tr>
<td>B</td>
<td>285</td>
<td>58.0</td>
<td>0.009</td>
<td>1.20E+05</td>
<td>2.10E+05</td>
<td>6.07E+05</td>
</tr>
<tr>
<td>C</td>
<td>315</td>
<td>45.4</td>
<td>0.008</td>
<td>1.76E+05</td>
<td>4.16E+05</td>
<td>2.19E+06</td>
</tr>
<tr>
<td>D</td>
<td>305</td>
<td>38.4</td>
<td>0.008</td>
<td>7.92E+05</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>E</td>
<td>323</td>
<td>53.7</td>
<td>0.009</td>
<td>1.40E+05</td>
<td>2.77E+05</td>
<td>1.41E+06</td>
</tr>
<tr>
<td>Mean Standard Deviation</td>
<td>308</td>
<td>47.3</td>
<td>0.0084</td>
<td>3.16E+05</td>
<td>4.82E+05</td>
<td>1.83E6</td>
</tr>
<tr>
<td></td>
<td>14.2</td>
<td>8.4</td>
<td>0.0005</td>
<td>2.81E+05</td>
<td>3.72E+05</td>
<td>1.06E6</td>
</tr>
</tbody>
</table>

*No experimental data, as the sample was used for dye and pry analysis after R0 failure

Table 8-1 presents the measured values of $f_n$, damping ratio $\xi$, $G_{out}$, and the number of cycles to failure for the three daisy chains under study. In general, it is seen that $f_n$ and $\xi$ for the test vehicles are roughly the same with a standard deviation that is less than 6% of the mean value.

The fatigue life of each daisy chain ring is dependent upon the output acceleration $G_{out}$ as seen in Figure 8-3 which plots the fatigue life of the output acceleration $G_{out}$ against
the fatigue life for each daisy chain ring. It is also seen that the fatigue failure occurs first in the daisy chain $R_0$, then in the daisy chain $R_1$, and then in $R_{xx}$. This indicates that the outermost solder joints near the clamped edges undergo maximum damage, and then progressively less for the interior solder joints. Furthermore, it is seen that when $G_{out}$ is high, fatigue life is low. As $G_{out}$ is measured on the package, higher acceleration of the package is likely to induce greater damage in the solder joints. Variations in $G_{out}$ and thus fatigue life values for different test vehicles can be attributed to potential variations in the clamping of the test vehicles and potential assembly process variations.

\begin{align*}
N &= 1.59 \times 10^{12}x - 4.09 \times 10^{0} \\
R^2 &= 0.836 \\
N &= 4.59 \times 10^{12}x - 4.18 \times 10^{0} \\
R^2 &= 0.924 \\
N &= 2.12 \times 10^{13}x - 4.22 \times 10^{0} \\
R^2 &= 0.910
\end{align*}

Figure 8-3. $G_{out}$ versus fatigue life cycles for Ring 0, Ring 1, and Ring XX.

### 8.2. FEM MODAL ANALYSIS AND STRESS DISTRIBUTION.
Predicting the correct fundamental frequencies and corresponding mode shapes is critical in developing an accurate vibration fatigue life model. Figure 8-4 shows the results of a modal analysis on the FEM to find the first three fundamental frequencies and corresponding mode shapes of the experimental CCGA test vehicle. The contours represent vertical displacement and are for visual purpose. It should be pointed out that the scale is intentionally left out as each mode shape is normalized by its modal mass. The resulting mode shapes are typical of a fixed-fixed beam, however, the ceramic
substrate and solder columns cause local stiffening of the PWB under the CCGA. Only the first mode is used in this study where out-of-plane sinusoidal test at the natural frequency will be performed. However future studies involving random vibration over a spectrum of frequencies will require contributions of several fundamental mode shapes. Previous modeling work ECTC 2004 paper and another publication (ASME JEP) also show the validity of the FEM model with vibration data.

![FEM mode shapes of 1089 CCGA Package on FR4 Board](image)

**Figure 8-4.** FEM mode shapes of 1089 CCGA Package on FR4 Board

It can be seen from Figure 8-4 that the mode shape and numerical value of the fundamental frequency at 306Hz closely matches the mode shape and fundamental frequency of 308Hz predicted by the analytical model as shown in Figure 4-22. The analytical model developed in chapter 4 and the FEM can be used to investigate higher natural frequencies and modes shapes as shown in Table 8-2. Knowledge of the higher order mode shapes will be useful for random vibrations analysis where all modes are excited simultaneously and other failure mechanisms can be identified.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Fundamental Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>306</td>
</tr>
<tr>
<td>2</td>
<td>595</td>
</tr>
<tr>
<td>3</td>
<td>852</td>
</tr>
</tbody>
</table>

**Table 8-2. Fundamental Frequency of FR4 with 1089 I/O Component**

Figure 8-5 shows the absolute value of the axial equivalent beam stresses $\sigma_{yy}$ distribution for each solder joint under a 1G harmonic acceleration at the natural frequency of the
system. A damping ratio $\xi$ of 0.008 as determined from the vibration analysis was used in the harmonic analysis. As seen, high stresses occur in the solder joint array in the corners and at the outermost columns closest to the clamped boundary conditions. These predicted high stresses indicate that the corner joints are likely to fail first.

![Stress distribution graph](image)

Figure 8-5. Axial stress distribution of CCGA solder columns under vibration

Further validation of the FEM for vibration loading is done by comparing the failed joints in a dye-n-pry analysis with the stress distribution in the solder joints shown in Figure 8-5.

### 8.3. DYE-AND-PRY ANALYSIS OF TEST VEHICLE D: SOLDER JOINT FAILURE LOCATION

As mentioned earlier, test vehicle D was first subjected to a linear sweep test to find $f_n$ and $\xi$, and then was driven at a $G_{in}$ of 1G at $f_n$ until failure of daisy chain $R_0$ occurred. Test vehicle D was then subjected to dye-and-pry analysis.

The dye-and-pry analysis is a means to see the failure and crack distribution in solder joint after failure. Upon failure, the test vehicle was dried and blown clean with compressed air, immersed in red Dykem® steel layout fluid for ten minutes, and then baked at 70°C for 15 minutes. The ceramic substrate was then carefully removed from the FR4 board. A high force of approximately 400lbf. is required to remove the
substrate, and therefore, a special removal fixture was developed to limit the bending of the FR4 board and prevent breaking of the brittle ceramic substrate. The removal fixture consists of a U-shaped steel frame with five bolts at strategic points. The FR4 board is rigidly attached to a base plate with bolts to minimize bending during substrate removal. The U shaped steel frame fits around the underside periphery of the ceramic substrate to provide support while the five bolts are tightened. As the five bolts are tightened the ceramic substrate is slowly removed as shown in Figure 8-6.

![U-shaped removal fixture](image1)
![Tightening bolts lift substrate from board as solder columns deform and crack](image2)
![Solder columns deforming and cracking as bolts are tightened](image3)

Figure 8-6. Special removal fixture to remove substrate from board for dye-n-pry analysis

Once the substrate is removed, the crack propagation in the solder joints can be determined by the amount of dye penetration. The portion of crack that grew during the vibration testing will be dyed red, while the remaining portion will be undyed. Figure 8-7 shows the failure and crack distribution from the dye and pry analysis.
The outermost joints, (1,1) and (33,1), of the 33x33 solder joint array as notated in Figure 8-7 are seen to have the largest cracks and the greatest distribution of cracks. This is to be expected as the radius of curvature of the FR4 board is largest at the outermost joints as found previously by the authors in [63], and thus the stresses on these solder joints will be highest. For example, solder joint (1,1) in the outermost column has a 100% crack length, whereas the solder joint (1,2) in the next closest inner column has a crack length of only 50%. From Figure 8-7 it can also be seen that crack initiation in each solder joint occurred at the side of the solder joint closest to the clamped-clamped boundary conditions and propagated towards the centerline of the package. The predicted high stresses in the corner joints shown in Figure 8-5 agrees well with the failed corner joints seen in Figure 8-7. Additionally, the innermost solder joints in columns 8 thru 25 experience low stresses which agrees with the zero crack initiation in the dye-and-pry analysis.

The joints that failed in the vibration test have failures typical of brittle fatigue as the high strain rate under vibration testing does not allow creep damage to occur [81]. The joints
that failed from pull off of the ceramic substrate have a typical cone/cup fracture for ductile materials[78] as shown in Figure 8-8.

![Figure 8-8. Ductile cup/cone failure of solder joints due to substrate removal vs. brittle failure due to vibration fatigue.](image)

Dye-n-pry analysis was attempted for the single step ATC test vehicles and the sequential tests. However, the data did not reveal any conclusive information. The extreme deformation in the solder column under thermal cycling made it difficult to distinguish where the dye had penetrated into the solder column.

### 8.4. SOLDER JOINT FAILURE MECHANISM AND MICROSTRUCTURAL ANALYSIS

The dye-and-pry analysis reveals the amount of damage in various solder joints due to vibration testing, and as a next step, cross-sectional analysis was done to understand the nature of crack propagation in those joints that failed.

For vibration loading, the cracks occurred predominantly on the FR4 board side in the 90Pb10Sn column at the end of the 63Sn37Pb fillet as shown Figure 8-9a. To a lesser extent, some cracks occurred in the middle of the 90Pb10Sn column where the cross-sectional area happened to be smallest and axial stresses would be largest. The failure mode and location is consistent with similar findings elsewhere in the literature [52].
Figure 8-9. Fatigue of CCGA column under: (a) vibration loading. Note column is not distorted and no necking. (b,c) thermal cycling. Observe deformation and necking of 90PB10Sn column at 63Sn37Pb fillet.

Under thermal cycling, significant deformation of the column occurs due to the large CTE mismatch between the ceramic substrate and FR4 board as shown in Figure 8-9b. Necking of the fillet can also be seen under thermal cycling in Figure 8-9c.

Figure 8-10a shows a virgin CCGA solder column that has not been subjected to any environmental testing. By observing Figure 8-10b, it can be seen that there is very little distortion and microstructural changes under vibration loading. However, in contrast, as seen in Figure 8-10c, microstructural changes such as grain growth and dissolution of solders into other interfaces occurs under thermal cycling [81, 120].

Figure 8-10. Cross-section scanning electron microscopy images of (a) virgin sample, (b) vibration failure, and (c) ATC failure.
There are two stages to the development of a crack in solder; the first stage is crack initiation, and the second stage is crack propagation to failure. The amount of time spent in crack initiation and crack propagation is dependent upon the type and severity of loading, the strain rate of loading, creep characteristics of the solder, and the temperature of loading. For low cycle and low strain rate thermo-mechanical loading, crack initiation occurs quickly due to intergranular creep by grain boundary sliding that initiates cavities and cracks rather quickly [81, 120]. Darveaux shows that crack initiation under thermo-mechanical loading occurs in the first 10% of the fatigue life [20]. Zhang et al. observed for area array packages that the crack initiation period is brief compared to the crack growth period [135]. Once the crack is initiated, the rest of the life is spent in crack propagation [81].

For high cycle vibration fatigue the majority of the time may also be spent in crack propagation. At high frequency loading rates ($\dot{\epsilon} > 0.02 s^{-1}$) and low temperatures, the creep damage by intergranular grain boundary sliding does not occur as the grain boundaries are viscous, and the flow behavior then reflects the properties of the matrix boundaries [120]. In the case of a solder alloy such as 90Pb10Sn solder, micro cracks are initiated at phase boundaries resulting in phase separation, or at stress concentration locations where local plastic strains dominate and initiate cracks as shown in Figure 8-11. The micro cracks then grow in the Pb matrix until they coalesce with other micro cracks and eventually form a macro crack. Due to the elastic and low stress nature of high cycle fatigue, it may take a while to propagate a micro crack through the Pb matrix. Therefore crack propagation will be slow, unless a large number of micro cracks are initiated and form quickly into one macro crack. Figure 8-11 shows a vibration failure from test vehicle C where failure occurs in the 90Pb10Sn column. Microcracks can be seen to be forming at phase boundaries, propagating through the Pb matrix, and coalescing into a macro crack. In addition, it is likely that micro cracks were initiated at the radius of the 63Sn37Pb fillet and 90Pb10Sn column.
8.5. FATIGUE LIFE PREDICTION FOR 90PB10SN SOLDER UNDER VIBRATION LOADING

A fatigue life prediction equation was developed for 90Pb10Sn solder joints using the experimental data and the FEM. In this equation, the fatigue life of 90Pb10Sn solder joints was determined as a power-law function of the stress amplitude. A Weibull distribution for the experimental data is used in order to find the mean fatigue life. The experimental mean fatigue life is then related to the stresses calculated from the FEM. The following sections present the development of the stress-based predictive equation:

8.5.1. Weibull Distribution.

The Weibull distribution is often used to fit the distribution of solder joint fatigue life in electronic packages. Equation (8.3) is the Weibull cumulative failure distribution function:

\[ F\%(N) = 1 - e^{-\left(\frac{N}{\alpha_w}\right)^\gamma} \]  

(8.3)

where: \( N \) is the fatigue life (in cycles) of interest, \( F\%(N) \) is the percent failed at cycles \( N \), \( \alpha_w \) is the characteristic fatigue life defined by failure of 63.2\% of components, and \( \gamma \) is the shape parameter.

Figure 8-12 gives the characteristic fatigue life, \( \alpha_w \), and the shape parameter, \( \gamma \) of the Weibull distribution for daisy chain \( R_0 \), \( R_1 \), and \( R_{XX} \). The shape parameter \( \gamma \) values of
daisy chain rings $R_0$, $R_1$, and $R_{XX}$ were 1.40, 1.50, and 2.11 respectively. The relatively low values for the shape parameter $\gamma$ indicate a large spread in the data and agree with other literature data on high cycle vibration of area array packages [62]. The characteristic fatigue life, $N_{63}$, of daisy chains $R_0$, $R_1$, and $R_{XX}$ were 3.51E5, 5.44E5, and 2.07E6 respectively.

Figure 8-12. Weibull Fit of Fatigue data for 1.0Gin at natural frequency of test vehicles.

Now that $\alpha$, and $\gamma$ are known for each daisy chain ring, the mean fatigue life, $N_{50}$, can be found by using Eq. (8.3) and using a value of 0.5 for $F(N)$. The mean fatigue life $N_{50}$ will be used for development of a stress based prediction equation. Figure 8-12 shows the values for $\alpha$, $\gamma$, and $N_{50}$ for each daisy chain ring.

8.5.2. Power-Law Predictive Equation Based on Stress Amplitude.

As seen previously in Figure 8-5, each solder joint experiences different stresses under the same input acceleration due to bending of the board. A predictive fatigue equation which directly relates the solder joint stress to fatigue life has the greatest flexibility in predicting fatigue life for a variety of boundary conditions, input accelerations, and CCGA component sizes. Under vibration loading, as discussed earlier, the stresses in the solder fall within the elastic regime, and therefore, high-cycle fatigue conditions apply.
Traditionally, the high cycle fatigue life is obtained from the stress amplitude [78] as in equation (8.4):

$$\sigma_a = \sigma'_f \left( \frac{2}{N_f} \right)^b$$  \hspace{1cm} (8.4)

where, $\sigma_a$ is the stress amplitude in MPa, $\sigma'_f$ is the fatigue strength coefficient in MPa, $b$ is the fatigue strength exponent, and $N_f$ is the number of cycles to failure and is taken to be the value at $N_{50}$.

A commonly used value for the fatigue strength exponent, $b$, for 63Sn37Pb solder is -0.25 [55]. The only published fatigue strength exponent specifically for 90Pb10Sn was found in [136] and is given as -0.13. This value was obtained using low-cycle bending tests of CCGA’s and may not be relevant to the high cycle fatigue in this study.

Therefore, we will develop our own constants for high cycle ($>10^5$ cycles) fatigue of 90Pb10Sn solder.

A regression analysis on Eq. (8.4) to determine the constants $\sigma'_f$ and $b$ will minimize error on the response $\sigma_a$, however the goal is to predict $N_f$ and minimize error on $N_f$. Therefore, Eq. (8.4) will be rearranged into Eq. (8.5) so that $N_f$ is the response variable.

$$N_f = C_1 \left( \frac{1}{\sigma_a} \right)^n$$  \hspace{1cm} (8.5)

where $C_1$ equals $\frac{1}{2} \left( \frac{1}{\sigma_f} \right)^{\frac{1}{b-1}}$ and $n$ equals $\frac{1}{b-1}$.

Constants will be developed for $\sigma'_f$ and $b$ depending on the definition of $\sigma_a$ and whether the detailed solid model or the equivalent beam model in the FEM were used for the solder joints at locations J0, J1, and JXX. The first definition of $\sigma_a$ is based on a volume-averaged VonMises stress amplitude taken from the detailed solid model as shown equation (8.6). The detailed solid model will allow for investigation of the effects of solder joint geometry, such as joint diameter and solder paste volume, on vibration fatigue life.
where $V^i$ is the volume of element $i$ in mm$^3$, and $\sigma_{vm}^i$ is the equivalent VonMises stress of element $i$ calculated according to equation (8.7).

$$\sigma_a = \frac{\sum_{i=1}^{#\text{elements}} \sigma_{vm}^i \cdot V^i}{\sum_{i=1}^{#\text{elements}} V^i}$$  \hspace{1cm} (8.6)

$$\sigma_{vm} = \frac{1}{\sqrt{2}} \left( \sqrt{(\sigma_x - \sigma_y)^2 + (\sigma_y - \sigma_z)^2 + (\sigma_z - \sigma_x)^2} + 6(\tau_{xy}^2 + \tau_{yz}^2 + \tau_{zx}^2) \right)$$  \hspace{1cm} (8.7)

where $\sigma_x$, $\sigma_y$, and $\sigma_z$ are the normal stresses in MPa, and $\tau_{xy}$, $\tau_{yz}$, and $\tau_{zx}$ are the shear stresses in MPa.

While the vonMises stress is used in this study, it may be possible to consider individual stress components and determine failure based on a multiaxial fatigue criteria [137]. For example, the shear stress distrubtion on solder joints may be different then the axial stress distribution shown in Figure 8-5 and may be a better indicator of which joints fail under a different loading or at a different fundamental frequency.

The stresses are volume averaged over two separate layers of solid elements as shown in Figure 5-1, one layer is on the board side and the other layer is at the substrate side. The layer with the highest volume averaged VonMises stress amplitude is used in the fatigue equation. Figure 8-13 shows a plot of the VonMises stresses in the two volume-averaged layers of the $J_0$ solder joint under a 1.0G sinusoidal acceleration driven at the $f_n$ of 308Hz.
Figure 8-13. Vonmises stresses for J₀ solder joint under a 1G sinusoidal acceleration driven at the $f_n$ of 308Hz.

From the harmonic FEM analysis of CCGA package assemblies, the stress amplitude for each ring was obtained and plotted against $N_f$ as shown in Figure 8-14.

![Figure 8-14. Plot of $N_{50_{exp}}$ versus $\sigma_a$ for each daisy chain ring.](image)

Using regression analysis for Eq. (8.5) the constants $\sigma'_f$ and $b$ were 383 MPa and -0.29 for the detailed solid model. It is worth noting that the value of $b$ of -0.29 for the
90Pb10Sn solder in the detailed model is close to the value of -0.25 traditionally used for 63Sn37Pb.

Substituting the values $\sigma_f$ and $b$ into Eq. (8.5) leads to Eq. (8.8) for estimation of fatigue life using the detailed solid model.

$$N_f = 3.86E08(\sigma_a)^{-3.44}$$  \hspace{1cm} (8.8)

8.6. VALIDATION OF PREDICTIVE MODELS

The developed predictive models were validated using various test cases and are summarized in the following sections.

8.6.1. Vibration Fatigue Life Mapping for an Area-Array Package

The developed predictive Eq. (8.8) is based on three daisy chains from five test vehicles. As the dye-and-pry technique provided information on the crack propagation across all of the solder joints, Eq. (8.8) was validated against the results from the dye-and-pry analysis. Accordingly, a normalized fatigue life distribution of every solder joint in the CCGA is shown in Figure 8-15. Figure 8-15 is obtained by substituting the equivalent beam stress amplitudes from Figure 8-5 into Eq (8.8) and normalizing the values to the minimum fatigue life.
It can be observed in Figure 8-15 that the solder joints closest to the clamped-clamped boundary conditions in Row 1 and Row 33 have the shortest fatigue life, which is consistent with the dye-n-pry results. Furthermore, as one traverses from the clamped edge toward the center of the package, the fatigue life gradually increases, as seen in the dye-and-pry analysis where the magnitude of crack propagation continues to decrease. Near the center of the die, the fatigue life is several orders of magnitude higher than the corner solder joints, and therefore, such joints are least likely to fail under vibration loading with clamped-clamped boundary conditions. This observation was also validated through dye-and-pry analysis where the solder joints near the center did not show any crack.

Based on the fatigue life map presented in Figure 8-15, the life of a full area array electronic package with clamped-clamped boundary conditions under vibration loading component can be improved two to three orders of magnitude, if one were not to use the corner solder joints for critical electrical connections.

As a second case, the developed approach was validated using experimental vibration failure data obtained from a CCGA package with a heat sink. The developed FEM and Eq. (8.8) will enable prediction of solder joint fatigue life for a CCGA electronic component with any boundary condition under vibration loading. Several ‘what-if’ analyses can be quickly done to assess the reliability under vibration loading. Accordingly, experimental vibration testing was conducted on a CCGA package assembly with a 100g copper mass attached to the package. The copper mass was attached to mimic the presence of a heat sink on the package. The natural frequency was measured to be 182 Hz, and the decrease in the natural frequency from 308 Hz to 182 Hz is due to the presence of 100g mass on the package. The input acceleration was set to 1.0G at its natural frequency $f_n$ of 182Hz, and the fatigue life of the daisy chain $R_{xx}$ was found to be 61,800 cycles.

Using the finite-element model developed, $\sigma_a$ was found to be 12.2 MPa which translates to a predicted $N_{50}$ of 70,700 cycles for daisy chain $R_{XX}$ using equation (8.8). Thus, the predicted $N_{50}$ life using equation (8.8) is within 15% of the experimental fatigue life and is acceptable, especially for high-cycle fatigue where the life can be in the millions of cycles and the scatter in data is high. When compared against the fatigue life of a CCGA without a heatsink, it is seen that the addition of a 100g heatsink to the CCGA decreases the solder joint fatigue life by 67%. This finding is similar to the finding from a separate study by Cole et al. [52, 138] in which the effect of heatsink mass on solder joint fatigue life for CCGA’s under random vibration testing was studied.


Sinusoidal vibration tests such as Bellcore TR-NWT-000063 that sweep across a range of frequencies either logarithmically or linearly are more common than the fixed frequency test discussed thus far. Therefore, the developed model was used to predict the fatigue
life under such sinusoidal sweep test and was validated using experimental data. The fatigue life under frequency sweep tests can be predicted using, for example, a cumulative damage rule such as Miner’s Cumulative Damage Rule as shown in Eq. (8.9) for a linear sweep rate.

\[
CDI = N_{sw} \sum_{i=1}^{\text{#increments per sweep}} \frac{n_i}{N_i} = N_{sw} \sum_{i=1}^{\text{#increments per sweep}} \frac{1}{R_s} \left( f_i^2 - f_{i-1}^2 \right)
\]  

(8.9)

where CDI is the cumulative damage index, \( N_{sw} \) is the number of sweeps defined as a pass up and down the frequency range of interest, \( n_i \) is actual number of cycles for the \( i^{th} \) increment, \( N_i \) is the predicted number of cycles to failure for the \( i^{th} \) increment, obtained using equation (8.9), \( R_s \) is the linear sweep rate (Hz/sec), and \( f_i \) is the end frequency for the \( i^{th} \) increment. CDI ranges from 0 to 1.0 with 0 being the undamaged state and 1.0 being the fully damaged state. Failure is typically defined when the CDI exceeds a critical value of 0.7 [55].

The number of sweeps \( N_{SW} \) to failure can be found by rearranging Eq. (8.9) into Eq. (8.10).

\[
N_{sw} = \frac{CDI}{\sum_{i=1}^{\text{#increments per sweep}} \frac{n_i}{N_i}} = \frac{CDI}{\sum_{i=1}^{\text{#increments}} \frac{1}{R_s} \left( f_i^2 - f_{i-1}^2 \right)}
\]  

(8.10)

The total number of cycles to failure can be found using Eq. (8.11)

\[
\text{Total } N_{30 \text{ to fail}} = N_{SW} \times R_s \times 2\Delta f \times f_n
\]  

(8.11)

where \( N_{sw} \) is the number of sweeps defined as a pass up and down the frequency range of interest, \( R_s \) is the linear sweep rate (Hz/sec), \( \Delta f \) is the frequency range to be swept in one pass, and \( f_n \) is the natural frequency to be swept around.

Most of the damage will occur as the frequency is swept between the half power points where the peak response occurs [55]. Thus, at least three increments should be used in
this range to capture the peak response and the half-power points. Greater accuracy may be obtained by using more increments.

For example, sweep testing was conducted using a CCGA test vehicle assembly, as shown in Figure 8-1, and sweeping it over a frequency range of $\Delta f \pm 30$Hz around the natural frequency $f_n$ of 307 Hz with an input acceleration of 1G. Figure 8-16 shows the FEM stress amplitude response of solder joint J$_{xx}$ used to characterize daisy chain ring R$_{xx}$ of the CCGA. There are nine increments, $i=9$, over the frequency range from 277Hz to 337Hz in which the stress amplitude $\sigma_i$ is calculated using the finite-element model and then used in Eq. (8.8) to calculate $N_i$. The grayed out regions represent the half-power point region where the majority of damage is accumulated. Using Eq. (8.11) with a $CDI$ of 1.0 along with Eq. (8.8), the predicted number of sweeps $N_{SW}$ was 7.9 and the total $N_{50}$ cycles to failure is 2.9E6. During the experimental sweep test, it was found that $N_{SW}$ was 7.4 and the total $N_{50}$ cycles to failure was 2.1E6, resulting in a 7% difference between the predicted and experimental total $N_{50}$ cycles to failure.

![Figure 8-16. Increments for predicting fatigue life by Miner’s Rule](image-url)
8.7. DISCUSSION ON VALIDATION

In general, it is seen that the developed approach can map the solder behavior across an area array of interconnects. Also, it can be used to determine the fatigue life of solder joints under a wide range of geometries including the addition of heat sinks. Furthermore, the proposed model can be used to determine solder joint fatigue life under vibration sweep tests. In addition to such validations, the proposed model and approach can be used to develop certain design recommendations. For example, based on the results obtained for the area-array of interconnects, it can be said that the corner joints undergo early fatigue failure under vibration loading with clamped-clamped boundary conditions, and therefore, it is recommended that the corner joints be removed or used with redundant joints to reduce the chances for early fatigue failure under vibration loading (as well as thermo-mechanical loading). As the addition of heat sink reduces the vibration fatigue life, it is recommended that the heat sink does not exceed a mass of 100g for a CCGA with 1089 interconnects. Furthermore, the maximum damage occurs near the natural frequency of the system, and therefore, it is recommended that the natural frequency be increased or changed so that such a frequency is not experienced during operation.

8.8. CHAPTER SUMMARY

Through numerical FEM models and experiments, the high cycle solder joint fatigue life for 90Pb10Sn solder in a CCGA electronic component was determined. The location of solder joint failures was identified through dye-n-pry analysis and correctly predicted with the numerical FEM. The solder joints close to the clamped boundaries experience the greatest stress amplitude and fail first. The mechanism of failure was observed to be microcrack initiation at phase boundaries followed by microcrack coalescence into macrocracks. The fatigue life of a CCGA can be greatly enhanced by not using the solder joints closest to constrained boundary conditions for electrical purposes. A stress based predictive fatigue life equation for 90Pb10Sn solder was developed and was
applied to predict solder joint fatigue life under frequency sweep as well as under heat sink attachment. The developed stress based predictive fatigue life equation can be used for several ‘what-if’ analyses without costly and time-consuming experiments being performed. The methodology, developed in this work, has the potential for application for other packages as well as for lead-free solder alloys.
CHAPTER 9

DEVELOPMENT OF UNIVERSAL PREDICTIVE FATIGUE LIFE EQUATION AND STUDY OF THE EFFECT OF DESIGN PARAMETERS

9.1. INTRODUCTION

In the foregoing chapters, a finite-element based approach was presented to predict the solder fatigue life under various loading conditions. To be able to use such a model, it is necessary for the user to have a good understanding of finite-element analysis and mechanics of materials. The solder damage parameter, $\Psi$, determined using the finite-element technique is highly dependent upon numerical modeling and material property assumptions [139], such as: (1) Material modeling assumptions: i.e., plasticity, creep, temperature dependency, (2) Mesh Characteristics: Element type, singularity, and mesh density, and (3) Type of analysis: Plane Strain, Plane Stress, 3D [129]. Thus, for a given package and under given loading conditions, two independent researchers may not report the same predicted result. For example, researchers in the past who have assessed CBGAs with the dual melt solder ball structure and presented detailed modeling and experimental results are Corbin [13], Martin et al. [127], Vandevalde et al. [112], Li and Mahajan [140], Hong and Yuan [30], Pang et al. [141], Perkins and Sitaraman [142, 143], Wong et al. [6], Xie and Wang [144], and Burnette et al. [145]. No two researchers have consistently used the same FEM assumptions or material models/properties. Even if the same fatigue life equation was used, such as Engelman’s [45] modified Coffin-Manson equation, the predicted fatigue lives are different due to differences in modeling and material assumptions.

To be able to address these concerns with the traditional finite-element and predictive equation approach, this thesis aims to develop a universal polynomial predictive equation that is independent of material, geometry, meshing, and other assumptions. Accordingly,
this thesis aims to use a Design of Simulation (DOS), an analysis of variance (ANOVA), and regression analysis to develop a universal predictive fatigue equation for a given family of electronic packages for the use of the electronic packaging community at large. Thus, the damage-metric based equation in Eq. (4.7) is transformed into a universal equation for any temperature cycle and failure percentage:

\[ N_{50} = C_1(F)^n_{\text{regression}} \times \frac{1}{\text{analysis}} \]

\[ N^{\text{ATC}} = \left( \frac{\ln(1 - F \% \times 0.01)}{\ln 0.5} \right)^{1.7} \times \left( \frac{\Delta T^{\text{DOS}}}{\Delta T^{\text{ATC}}} \right)^{1.9} \left( \frac{f^{\text{ATC}}}{f^{\text{DOS}}} \right)^{1/3} \left( 1 - \frac{1}{T_{\text{peak}}^{\text{ATC}}} \right) \times \left( 1 - \frac{1}{T_{\text{peak}}^{\text{DOS}}} \right) \times \left[ \sum \beta_k X_k \right] \]  

(9.1)

where \( F\% \) is the percent failure of the population, \( \Delta T \) is the temperature range in Kelvin, \( f \) is the frequency of cycles in cycles per hour, \( T_{\text{peak}} \) is the peak temperature in Kelvin, \( \beta_k \) are regression coefficients, and \( X_k \) are design variables. The superscript \( \text{ATC} \) refers to the new desired ATC, and the superscript \( \text{DOS} \) refers to the simulated thermal cycle in the DOS.

The proposed universal predictive fatigue equation (1) combines the strength and the results of analytical, numerical, and experimental techniques, (2) removes the inconsistencies or disparities brought about by different researchers, (3) does not require mature understanding of mechanics, numerical models, material behavior, etc. (4) uses Coffin-Manson type equation underneath its development, however masks such equations from the user’s viewpoint. Although this chapter demonstrates the approach for CBGAs, similar universal predictive equations can be developed for PBGA and chip-scale packages with appropriate numerical models and experimental data. Therefore, CBGAs should be treated as one example case for the proposed methodology.

9.2. METHOD

Table 9-1 outlines the steps involved in the development of the universal predictive fatigue equation. Such a universal predictive fatigue equation will facilitate designers to
determine the solder joint fatigue life for a wide range of parameters for a given family of microelectronic packages without running experiments or finite-element models.

### Table 9-1. Steps to derive the universal predictive fatigue life equation

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Experimental ATC tests to determine the solder joint fatigue reliability. Literature data used. See Table 1A.</td>
<td>$N_{50_{exp}}$</td>
</tr>
<tr>
<td>2</td>
<td>Analytical/Numerical Modeling</td>
<td>$\Psi$, Damage Parameter</td>
</tr>
<tr>
<td>3</td>
<td>A Coffin-Manson (CM) type non-linear equation is derived to relate damage parameter from numerical analysis to the mean fatigue life from experiments. Two or more sets of experimental data are required to determine the constants.</td>
<td>$N_{50} = a/\left(K_{I}(\Psi)^{k_1}\right)$</td>
</tr>
<tr>
<td>4</td>
<td>Design parameters important to solder joint fatigue under ATC are identified. Also, the range of variation for these parameters is identified.</td>
<td>$A_1 \leq A \leq A_2$, $B_1 \leq B \leq B_2$</td>
</tr>
<tr>
<td>5</td>
<td>A full factorial Design of Simulations (DOS) is performed for the design parameters from Step 4, the damage parameter per cycle identified, and the fatigue life is then calculated using the equation from Step 3.</td>
<td>$N_{50}$ for DOS</td>
</tr>
<tr>
<td>6</td>
<td>An ANOVA and linear regression analysis is performed to develop a linear regression equation between the fatigue life and the design parameters. The linear regression equation is then augmented with the Norris-Landzberg acceleration factor (AF) so that the equation can be used for any thermal cycling condition. Package-specific Weibull distribution function is also added to the equation so that the number of cycles to failure for 1%, 63.2% or any % failure can be determined.</td>
<td>Effects of Design Parameters $N_{50} = g(A,B,C,\ldots)$, $N_{ATC}$ for any thermal environment and failure percentage</td>
</tr>
<tr>
<td>7</td>
<td>Uncertainty analysis is performed to account for uncertainty in the error of the regression analysis, the Norris-Landzberg AF, and the Weibull distribution. The combined uncertainty, $u_{N_{ATC}}$, is used to estimate a Confidence Interval (CI), $N_{ATC} \pm ku_{N_{ATC}}$</td>
<td></td>
</tr>
</tbody>
</table>

According to Table 9-1. Steps to derive the universal predictive fatigue life equation. The first three steps have been covered in previous chapters. Chapter 5 discussed the development of a unified finite-element model, and Chapters 6 and 7 discussed the development of fatigue-life prediction equation and the validation of the finite-element model. The total strain energy density based equation (7.2) is used to predict the mean fatigue life $N_{50}$ using the unified FEM. The following sections discuss the remaining steps in the development of the universal polynomial predictive equation.
9.2.1. Steps 4 and 5: Design of Simulations (DOS)

Prior to the development of universal equation, it is necessary to determine the parameters that are of primary interest for the packaging engineers, and use such parameters to develop the universal equation for predicting solder joint fatigue life. Based on talking to industry experts and literature review, it appears that the following design parameters are of interest: substrate size, CTE mismatch, substrate thickness, board thickness, and solder joint pitch. Accordingly, the effects of the following design parameters on solder joint fatigue life have been studied: substrate size \( (A) \) ranging from 25mm to 32.5mm square, CTE mismatch between the ceramic substrate and board \( (B) \) ranging from 7.4 to 11.2 ppm/K, substrate thickness \( (C) \) ranging from 0.8 to 2.9 mm, board thickness \( (D) \) ranging from 1.57 to 2.8 mm, and joint pitch \( (E) \) ranging from 1 to 1.27 mm on solder joint fatigue life. The range of values chosen are indicative of common values used for CBGA’s with 32.5x32.5mm substrate sizes and smaller. A full 2-level, 5-factor DOS \( (2^5 = 32 \text{ runs}) \) was performed. For each of the 32 cases shown in Table 9-2 a finite-element simulation was performed, total strain energy density per cycle, \( \Delta W_{\text{tot}} \) is identified, and \( N_{50} \) is then determined from Eq. (7.2). The simulated ATC cycle was \(-25/110^\circ\text{C} \) at 2cph.

<table>
<thead>
<tr>
<th>RUN</th>
<th>( A ) (mm)</th>
<th>( B ) (ppm/K)</th>
<th>( C ) (mm)</th>
<th>( D ) (mm)</th>
<th>( E ) (mm)</th>
<th>( \Delta W_{\text{tot}} )</th>
<th>( N_{50} ) using Eq. (7.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25.0</td>
<td>11.2</td>
<td>2.9</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0861</td>
<td>603</td>
</tr>
<tr>
<td>2</td>
<td>25.0</td>
<td>11.2</td>
<td>2.9</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0810</td>
<td>652</td>
</tr>
<tr>
<td>3</td>
<td>25.0</td>
<td>11.2</td>
<td>2.9</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0670</td>
<td>774</td>
</tr>
<tr>
<td>4</td>
<td>25.0</td>
<td>11.2</td>
<td>2.9</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0623</td>
<td>849</td>
</tr>
<tr>
<td>5</td>
<td>25.0</td>
<td>11.2</td>
<td>0.8</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0518</td>
<td>1158</td>
</tr>
<tr>
<td>6</td>
<td>25.0</td>
<td>11.2</td>
<td>0.8</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0414</td>
<td>1438</td>
</tr>
<tr>
<td>7</td>
<td>25.0</td>
<td>11.2</td>
<td>0.8</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0425</td>
<td>1494</td>
</tr>
<tr>
<td>8</td>
<td>25.0</td>
<td>7.4</td>
<td>2.9</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0389</td>
<td>1672</td>
</tr>
<tr>
<td>9</td>
<td>25.0</td>
<td>7.4</td>
<td>2.9</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0375</td>
<td>1754</td>
</tr>
<tr>
<td>10</td>
<td>25.0</td>
<td>11.2</td>
<td>0.8</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0351</td>
<td>1776</td>
</tr>
<tr>
<td>11</td>
<td>25.0</td>
<td>7.4</td>
<td>2.9</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0300</td>
<td>2176</td>
</tr>
<tr>
<td>12</td>
<td>25.0</td>
<td>7.4</td>
<td>2.9</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0288</td>
<td>2295</td>
</tr>
<tr>
<td>13</td>
<td>25.0</td>
<td>7.4</td>
<td>0.8</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0274</td>
<td>2622</td>
</tr>
<tr>
<td>RUN</td>
<td>$A$ (mm)</td>
<td>$B$ (ppm/K)</td>
<td>$C$ (mm)</td>
<td>$D$ (mm)</td>
<td>$E$ (mm)</td>
<td>$\Delta W_{tot}$</td>
<td>$N_{50}$ using Eq. (7.2).</td>
</tr>
<tr>
<td>-----</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>-----------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>14</td>
<td>25.0</td>
<td>7.4</td>
<td>0.8</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0229</td>
<td>3085</td>
</tr>
<tr>
<td>15</td>
<td>25.0</td>
<td>7.4</td>
<td>0.8</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0211</td>
<td>3663</td>
</tr>
<tr>
<td>16</td>
<td>25.0</td>
<td>7.4</td>
<td>0.8</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0186</td>
<td>4012</td>
</tr>
<tr>
<td>17</td>
<td>32.0</td>
<td>11.2</td>
<td>2.9</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0904</td>
<td>566</td>
</tr>
<tr>
<td>18</td>
<td>32.0</td>
<td>11.2</td>
<td>2.9</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0839</td>
<td>623</td>
</tr>
<tr>
<td>19</td>
<td>32.0</td>
<td>11.2</td>
<td>2.9</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0694</td>
<td>739</td>
</tr>
<tr>
<td>20</td>
<td>32.0</td>
<td>11.2</td>
<td>2.9</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0638</td>
<td>824</td>
</tr>
<tr>
<td>21</td>
<td>32.0</td>
<td>11.2</td>
<td>0.8</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0511</td>
<td>1179</td>
</tr>
<tr>
<td>22</td>
<td>32.0</td>
<td>11.2</td>
<td>0.8</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0413</td>
<td>1443</td>
</tr>
<tr>
<td>23</td>
<td>32.0</td>
<td>11.2</td>
<td>0.8</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0425</td>
<td>1491</td>
</tr>
<tr>
<td>24</td>
<td>32.0</td>
<td>7.4</td>
<td>2.9</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0387</td>
<td>1685</td>
</tr>
<tr>
<td>25</td>
<td>32.0</td>
<td>7.4</td>
<td>2.9</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0373</td>
<td>1764</td>
</tr>
<tr>
<td>26</td>
<td>32.0</td>
<td>11.2</td>
<td>0.8</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0350</td>
<td>1783</td>
</tr>
<tr>
<td>27</td>
<td>32.0</td>
<td>7.4</td>
<td>2.9</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0303</td>
<td>2145</td>
</tr>
<tr>
<td>28</td>
<td>32.0</td>
<td>7.4</td>
<td>2.9</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0290</td>
<td>2270</td>
</tr>
<tr>
<td>29</td>
<td>32.0</td>
<td>7.4</td>
<td>0.8</td>
<td>2.80</td>
<td>1.27</td>
<td>0.0268</td>
<td>2701</td>
</tr>
<tr>
<td>30</td>
<td>32.0</td>
<td>7.4</td>
<td>0.8</td>
<td>2.80</td>
<td>1.00</td>
<td>0.0227</td>
<td>3104</td>
</tr>
<tr>
<td>31</td>
<td>32.0</td>
<td>7.4</td>
<td>0.8</td>
<td>1.57</td>
<td>1.27</td>
<td>0.0209</td>
<td>3719</td>
</tr>
<tr>
<td>32</td>
<td>32.0</td>
<td>7.4</td>
<td>0.8</td>
<td>1.57</td>
<td>1.00</td>
<td>0.0186</td>
<td>4014</td>
</tr>
</tbody>
</table>

9.2.2. **Step 6a: Analysis of Variance (ANOVA)**

An ANOVA analysis will help determine the predictors that have a significant effect on the response. $N_{50}$ is the response and the factors are the Substrate Size ($A$), CTE Mismatch ($B$), Substrate Thickness ($C$), Board Thickness ($D$), and Pitch ($E$). JMP 5.1 [131] is used for all analyses.

Figure 9-1a shows a normal probability plot of the effects with a confidence interval of 90%. Those predictors that fall significantly away from the normal line are the influential predictors that significantly affect the response, and accordingly, the influential predictors are found to be in the order of importance: $B$, $C$, $D$, $E$, $BC$, $CD$, $BD$, $BE$. Also, from Figure 9-1b it is seen that for the selected range of values, change in the values of predictors $B$, $C$, $D$, and $E$ result in a corresponding change in $N_{50}$, and thus, the influential predictors are $B$, $C$, $D$, and $E$ in that order. Beyond the individual predictors, the interaction effects can be seen through Figure 9-1c. As seen in Figure 9-1c and Figure 9-1a, interaction effects are dominant for $BC$, $CD$, $BD$, and $BE$ in that order. As
seen from Figure 9-1a, Figure 9-1b, Figure 9-1c, predictor $A$, either alone or in combination with other predictors, has minimal influence on the fatigue life. Additional discussion on the influence of $A$ (substrate size) on fatigue life is presented in latter sections.
9.2.3. Step 6b: Linear Regression

Now that we have determined the influential predictors on the response, we can develop a linear regression equation that relates the response to the predictors. The regression equation has an $R^2$ value of 0.99, indicating that the fit is acceptable. The $C_p$ value of the regression analysis indicates the optimum number of terms to be used in the regression analysis and is equal to 8.85. Table 9-3 shows the estimated coefficients of various terms predictor terms and the associated standard error. The standard error is an estimate of the standard deviation for that term. The probability for the t-statistic, (Prob>|t|) is the probability of obtaining a value at least as extreme if that term were not in the regression. A probability for the t-statistic below 5% indicates that term is significant. Based on both the standard error and the probability for the t-statistic, it is seen that $A$ (substrate size) has minimal influence on the fatigue life, which is consistent with the ANOVA results.

| Term                          | Estimated Coefficients | Std Error | Prob>|t| |
|-------------------------------|------------------------|-----------|-------|
| Intercept                     | 12475.94               | 500.84    | <.0001|
| Substrate Size (A)            | 0.24                   | 5.87      | 0.9676|
| CTE Mismatch (B)              | -719.91                | 44.25     | <.0001|
| Substrate Thickness (C)       | -1728.15               | 120.01    | <.0001|
| Board Thickness (D)           | -1380.65               | 177.06    | <.0001|
| Pitch (E)                     | -1245.60               | 152.26    | <.0001|
| CTE Mismatch x Substrate Thickness (BC) | 78.74               | 10.30     | <.0001|
| CTE Mismatch x Board Thickness (BD) | 72.45               | 17.59     | 0.0004|
| Substrate Thickness x Board Thickness (CD) | 220.24              | 31.83     | <.0001|

Based on these considerations, the best regression is of the simple form

$$N_{50} = 12475 - 0.241A - 720B - 1728C - 1380D - 1246E + 78.74BC + 72.45BD + 220CD$$  \hspace{1cm} (9.2)
Although the ANOVA and regression analyses indicate the influence of the substrate size $A$ on the solder joint fatigue life has minimal influence, the predictor term $A$ is still included in the regression model for reasons explained later in this paper.

### 9.2.4. Step 7. Norris-Landzberg Acceleration Factor (AF) and Weibull Distribution

The regression model in Eq. (9.2) is for accelerated thermal cycling between $-25^\circ C$ and $110^\circ C$ at 2 cph. To determine the $N_{50}$ fatigue cycles for other ATC tests, the Norris-Landzberg equation [126] shown previously in Eq. (2.2), can be used to determine the AF.

In addition to different ATC conditions, it is also important to be able to determine the fatigue life for 1%, 63.2% and other percentage failures. For example, finding the solder joint fatigue life at a probability other than 50% is of interest for applications requiring high reliability such as medical and military applications where 1% fatigue failure is desired. A two-parameter Weibull analysis is used to predict the fatigue life at percentages other than the mean life at 50%, $N_{50}$:

$$F\%(N) = 1 - e^{-\left(\frac{N}{\alpha_w}\right)^\gamma} \quad (9.3)$$

where: $N$ is the fatigue life in cycles of interest, $F\%(N)$ is the percent failed at cycles $N$, $\alpha_w$ is the characteristic fatigue life defined by failure of 63.2% of components, $\gamma$ is the shape parameter. The shape parameter varies depending upon the type of package and the quality of assembly; for CBGA, values for the shape factor gathered from literature data range between 4 and 11.

The two-parameter Weibull function has been shown to give very conservative estimates for prediction of fatigue lives at low probabilities [146]. A three-parameter Weibull distribution includes a failure-free life and may be more appropriate [146]. However, the determination of the failure free life is more difficult without experimental data. A lognormal distribution is also common for CBGAs [126]. It is more difficult to put in an
analytical solution as lookup tables or a numerical method must be used as there is no closed form solution for the cumulative failure distribution.

Eq. (9.3) is rewritten into a ratio of $N^\text{ATC}/N^\text{ATC}_{\text{50}}$. Rewriting Eq. (9.3) involves solving for the characteristic fatigue life, $\alpha_w$, in terms of $N_{\text{50}}$, substituting $\alpha_w$ back into Eq. (9.3), and then rewriting Eq. (9.3) in terms of $N^\text{ATC}/N^\text{ATC}_{\text{50}}$. The final equation is shown in Eq. (9.4) and is called the Weibull factor.

$$\text{Weibull} = \frac{N^\text{ATC}}{N^\text{ATC}_{\text{50}}} = \left[ \frac{\ln(1 - F\% \times 0.01)}{\ln 0.5} \right]^{1/\gamma}$$ (9.4)

By combining Eq.(2.2), Eq. (9.2), and Eq. (9.4), the final predictive fatigue equation for any accelerated thermal cycle at a given failure percentage, $N_{\text{ATC}}$, can be presented as a product of three functions

$$N^\text{ATC} = (\text{Weibull}) \times (AF) \times (N_{\text{50}}) = \left( \frac{N^\text{ATC}}{N^\text{ATC}_{\text{50}}} \right) \times \left( \frac{N^\text{ATC}_{\text{50}}}{N^\text{ATC}_{\text{50}}^{\text{DOS}}} \right) \times \left( N^\text{DOS}_{\text{50}} \right)$$ (9.5)

### 9.2.5. Step 8. Standard Uncertainty of the Prediction

Every prediction of fatigue life $N^\text{ATC}$ using Eq. (9.5) will have some uncertainty associated with it due to the uncertainty of the constants in the Weibull, AF, and $N_{\text{50}}$ factors. The method developed by NIST for reporting uncertainties [147] is used to assess how the uncertainties in the Weibull, AF, and $N_{\text{50}}$ affect the combined uncertainty in predicting the fatigue life $N_{\text{ATC}}$.

In order to assess the uncertainty in Eq. (9.5), a combined standard uncertainty, $u_{N^\text{ATC}}$, along with a constant coverage factor, $k$, is used to give an expanded uncertainty, which is similar to a confidence interval (CI) [147] for each prediction:

$$N^\text{ATC} \pm ku_{N^\text{ATC}} = (\text{Weibull} \pm u_{\text{Weibull}}) \times (AF \pm u_{AF}) \times (N_{\text{50}} \pm u_{N_{\text{50}}})$$ (9.6)

where: $k$ is a coverage factor and is dependent upon a level of confidence, $p$. Typical values for the coverage factor based on a normal distribution are $k= 1, 2, \text{and } 3$ for level
of confidences $p = 68.2\%, 95.5\%, \text{and} 99.7\%$ respectively. $u_{\text{Weibull}}, u_{AF}, \text{and} u_{N_{50}}$ are the standard uncertainties for the Weibull factor, $AF$, and $N_{50}$ factors respectively.

The combined standard uncertainty $u_{N_{50,\text{ATC}}}$ was derived from the standard uncertainties, $u_{\text{Weibull}}, u_{AF}, \text{and} u_{N_{50}}$, using the law of propagation of uncertainty which is based on a first-order Taylor series approximation [147] as shown in Eq. (9.7). The correlation terms are dropped as the estimated uncertainties are assumed to be independent of each other.

\[
 u_c = \sqrt{\sum_{i=1}^{N} \left( \frac{\partial f}{\partial x_i} \right)^2 u^2(x_i)}
\]

where: $N$ is the number of terms in the function $f$, $\frac{\partial f}{\partial x_i}$ is the derivative of the function with respect to the term $x_i$, and $u^2(x_i)$ is the square of the standard uncertainty for the $x_i$ term.

Using Eq. (9.7), the combined standard uncertainty $u_{N_{50,\text{ATC}}}$ in Eq. (9.6) is written:

\[
 u_{N_{50,\text{ATC}}} = N_{\text{ATC}} \sqrt{ \left( \frac{u_{\text{Weibull}}}{\text{Weibull}} \right)^2 + \left( \frac{u_{AF}}{AF} \right)^2 + \left( \frac{u_{N_{50}}}{N_{50}} \right)^2 }
\]

where the sources of standard uncertainty for $u_{\text{Weibull}}$ and $u_{AF}$ also have components of standard uncertainty and were derived using the first-order Taylor series as shown in Eq. (9.7). The estimated standard uncertainty $u_{\text{Weibull}}$ for the Weibull factor is

\[
 u_{\text{Weibull}} = \sqrt{ \frac{\ln\left( \frac{\ln(1 - F\% \times 0.01)}{\ln(0.5)} \right)^2}{\gamma^4} } u_\gamma
\]

where: $F\%$ is the percent failed, $\gamma$ is the shape parameter, and $u_\gamma$ is the estimated uncertainty of shape factor $\gamma$.

The estimated standard uncertainty $u_{AF}$ for the $AF$ factor of Eq. (2.2) is
\[ u_{AF} = \sqrt{\left( \ln \frac{\Delta T^{\text{DOS}}}{\Delta T^{\text{ATC}}} \right)^2 u^2_{\Delta T} + \left( \ln \frac{f^{\text{ATC}}}{f^{\text{DOS}}} \right)^2 u^2_f + \left( \frac{1}{\frac{f^{\text{ATC}}}{f^{\text{DOS}}} - 1} \right)^2 u^2_e} \]  

(9.10)

where: \( u_{\Delta T} \) is the estimated uncertainty in the \( \Delta T \) exponent of 1.9 found in Eq. (2.2), \( u_f \) is the estimated uncertainty in the \( f \) exponent of 1/3 found in Eq. (2.2), and \( u_e \) is the estimated uncertainty in the exponential constant 1414 found in Eq. (2.2).

The sample standard deviation of Eq. (9.2) serves as the estimated standard uncertainty \( u_{N_{50}} \). The total estimated standard uncertainty \( u_{N_{50}} \) for Eq. (9.2) is:

\[ u_{N_{50}} = \sqrt{\frac{\text{SSE}}{n_{\text{sample}} - 2}} \]  

(9.11)

where: \( n_{\text{sample}} \) is the number of samples in the population and is equal to 7 for this study, and \( \text{SSE} \) is the error sum of squares of Eq. (9.2) and is equal to 54326. Using the values of 7 for \( n_{\text{sample}} \) and 54326 for \( \text{SSE} \) leads to an estimated standard uncertainty \( u_{N_{50}} \) of 105 cycles for this study.

Standard uncertainties may be grouped into two categories depending upon the method used to estimate their values: Type A standard uncertainties are derived using statistical methods; and Type B standard uncertainties are derived using other methods and scientific judgment [147]. For Type A uncertainties the standard uncertainty is the sample standard deviation, and for Type B uncertainties the standard uncertainty can serve as an estimate of the standard deviation [147]. For example, the standard uncertainty for \( u_{N_{50}} \) is of Type A because the sample standard deviation of \( N_{50} \) was used as the estimate of the standard uncertainty. However, the standard uncertainties \( u_{\text{Weibull}} \) and \( u_{AF} \) are of Type B because there is no statistical data to derive a sample standard deviation for the constants in the Weibull factor of Eq. (9.4) and AF factor of Eq. (2.2). Rather, scientific judgment and experience were used to estimate a sample standard deviation for each of the constants in the Weibull factor of Eq. (9.4) and AF factor of Eq.
Table 9-4 lists the values for both Type A and Type B components of the standard uncertainties.

<table>
<thead>
<tr>
<th>Combined Standard uncertainty</th>
<th>Components of combined standard uncertainty</th>
<th>Type</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{Weibull}$ See Eq.(9.9)</td>
<td>$u_γ$: estimated standard uncertainty in the shape factor $γ$.</td>
<td>B</td>
<td>$u_γ=1.0$</td>
</tr>
<tr>
<td></td>
<td>$u_{AT}$: estimated standard uncertainty in the $ΔT$ exponent of 1.9.</td>
<td>B</td>
<td>$u_{AT}=0.2$</td>
</tr>
<tr>
<td></td>
<td>$u_f$: estimated standard uncertainty in the $f$ exponent of 1/3.</td>
<td>B</td>
<td>$u_f=0.2$</td>
</tr>
<tr>
<td></td>
<td>$u_e$: estimated standard uncertainty in the exponential constant of 1414.</td>
<td>B</td>
<td>$u_e=500$</td>
</tr>
<tr>
<td>$u_{N_50}$ See Eq. (9.11)</td>
<td>--</td>
<td>A</td>
<td>$u_{N_50}=105$</td>
</tr>
</tbody>
</table>

Often times a conservative estimate of the 95% confidence intervals is all that is desired for uncertainty in the fatigue life prediction. In this case, an approximation of the expanded uncertainty in (9.6 with a coverage factor $k$ of 2 can be approximated by using ±25% of $N_{ATC}$ as the confidence interval (CI). In other words, 95% of the fatigue lives will fall within the range of $N_{ATC}^{ATC} ± 0.25 \times N_{ATC}^{ATC}$. It will be seen in section 9.4 that this assumption is valid. However, insight into which factors contribute the most to uncertainty is lost when using the simplification ±0.25 x $N_{ATC}$ for the 95% confidence intervals.

9.2.6. Universal Fatigue Life Prediction Equation for CBGA Electronic Packages under Thermal Cycling

The final universal fatigue life prediction equation for CBGA is arrived at by expanding Eq. (9.6) as shown in Eq. (9.12).
Universal CBGA Predictive Equation for Thermal Cycling

\[
N^{\text{ATC}} = (\text{Weibull} \pm u_{\text{weibull}}) \times (AF \pm u_{\text{AF}}) \times (N_{50} \pm u_{N_{50}}) = \\
\left( \frac{\ln(1 - F\% \times 0.1)}{\ln 0.5} \right)^{\frac{1}{\gamma}} \times \\
\left( \frac{135}{\Delta T^{\text{ATC}}} \right)^{1.9} \left( \frac{f^{\text{ATC}}}{2} \right)^{\frac{1}{3}} e^{-1414 \left( \frac{1}{T_{\text{peak}}} - \frac{1}{383} \right)} \times \left[ 12476 - 0.241A - 719.9B - 1728C - 1381D - 12456E + 78.7BC + 72.4BD + 220CD \right]
\]

\begin{align*}
A & \quad \text{Substrate Size (mm).} \ 25-32.5mm & \Delta T & \quad \text{Temperature Range, Kelvin} \\
B & \quad \text{CTE Mismatch.} \ 7.4-11.2 \ \text{ppm/°C} & f & \quad \text{Frequency, cycles per hour} \\
C & \quad \text{Substrate Thickness.} \ 0.8-2.9mm & T_{\text{peak}} & \quad \text{Peak Temperature, Kelvin} \\
D & \quad \text{PWB Thickness.} \ 1.57-2.8mm & F\% & \quad \text{Failure Percentage,} \ 0 < F\% < 100\% \\
E & \quad \text{Pitch.} \ 1.00mm-1.27mm & \gamma & \quad \text{Shape Parameter,} \ 4-11 \text{ for} \\
& & u_{\text{weibull}} & \quad \text{Estimated uncertainty of the Weibull factor. See Eq. (9.9)} \\
& & u_{N_{50}} & \quad \text{Estimated uncertainty of the} \ 50\% \text{ regression equation. See Eq. (9.11)} \\
& & u_{\text{AF}} & \quad \text{Estimated uncertainty of the} \ AF \text{ factor. See Eq. (9.10)} \\
\end{align*}

9.3. DISCUSSION OF THE PREDICTOR VARIABLES

Now that a universal equation has been developed, it can be used to study the effect of several parameters on solder joint fatigue life.

9.3.1. Substrate Size and Number of Solder Joints

If one were to be given any two of the parameters such as the substrate size (A), the solder joint pitch (E), and the number of solder joints \(n_{\text{joints}}\), the third parameter can be estimated as approximately

\[
n_{\text{joints}} = \left( \frac{A}{E} \right)^2 (9.13)
\]

In deriving the above equation, it is assumed that substrate is square in shape and also that there is a full square array of solder joints with the outermost rows of solder joints
being half a pitch away from the edge of the substrate. Table 9-5 shows the representative number of solder joints for different substrate size and different solder pitch. The numbers presented in Table 9-5 are different from the estimates from Eq. (9.13), as some of the solder joints are removed in commercially available CBGA packages for reliability, assembly, and other reasons.

Thus, if one were to keep the number of solder joints constant, one can show that the fatigue life decreases by 31% from 1543 cycles to 1071 cycles when the substrate size \((A)\) is increased from 25 mm to 32.5 mm and the pitch increases from 1.27 mm to 1.65 mm, as illustrated in Table 9-5 for Case 1 and Case 2. This decrease in fatigue life is expected due to the increase in the distance from the neutral point (DNP) of the outermost solder joint as the substrate size \((A)\) increases. However, if one were to keep the pitch to be the same, the number of joints will increase with the increase in substrate size \((A)\), and thus, there is negligible change in the fatigue life of the outermost solder joint as seen in Case 1 and Case 3 of Table 9-5. This is because the increase in \(n_{joints}\) keeps the load per solder joint approximately the same and thus helps to offset the larger DNP effect. The predictions shown in Table 9-5 use a CTE mismatch \((B)\) of 11.2 ppm/°C, a substrate thickness \((C)\) of 0.8 mm, a PWB thickness \((D)\) of 1.57 mm, and an ATC of 0/100°C 3cph.

### Table 9-5. Comparison of Substrate Size and Number of Solder Joints

<table>
<thead>
<tr>
<th>Case</th>
<th>Substrate Size (A) (mm)</th>
<th>(n_{joints})</th>
<th>Pitch (E) (mm)</th>
<th>(N^{ATC})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25x 25</td>
<td>388</td>
<td>1.27</td>
<td>1543</td>
</tr>
<tr>
<td>2</td>
<td>32.5 x 32.5</td>
<td>388</td>
<td>1.65</td>
<td>1071</td>
</tr>
<tr>
<td>3</td>
<td>32.5 x 32.5</td>
<td>656</td>
<td>1.27</td>
<td>1545</td>
</tr>
</tbody>
</table>

However, in actual industrial practice, the larger DNP reduces the fatigue life of the outermost solder ball [126, 148], and this decrease may be due to several factors: 1) Several larger packages do not have a fully populated area array of solder joints. Rather, they have selected interior rows depopulated for various reasons, and therefore, the load
taken by each solder ball along a given row will increase, and thus the fatigue life will decrease; 2) Several assembly/process-induced issues such as planarity of large substrate/board, solder ball alignment, stand-off height variations, etc. will also affect the reliability, especially when the package is larger. Such variations are difficult to address in the finite-element model, and therefore, included as process variations under section 3.5; 3) Eq. (9.12) shows that the fatigue life will decrease with the substrate size as indicated by the negative coefficient for the substrate size parameter (A). However, the magnitude of this negative coefficient (-0.241) is not high enough to significantly influence the fatigue life. This indicates a weakness in the FEM regarding the substrate size effect only. Further modeling work along with experimental tests where substrate size is the only variable to change could be done to determine a better correlation.

9.3.2. CTE mismatch between the substrate and board

When different substrate materials are used in CBGAs, the CTE mismatch \( B \) between the substrate and the board will change. Table 9-6 shows the properties of two materials commonly used for CBGA substrates.

<table>
<thead>
<tr>
<th>Material</th>
<th>Temp (K)</th>
<th>Young’s Modulus (GPa)</th>
<th>Poisson’s Ratio</th>
<th>CTE (ppm/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alumina Al₂O₃</td>
<td>298</td>
<td>241</td>
<td>0.25</td>
<td>6.8</td>
</tr>
<tr>
<td>High CTE Glass</td>
<td>298</td>
<td>74</td>
<td>0.25</td>
<td>10.6*</td>
</tr>
</tbody>
</table>

*Measured by [149]. Manufacturer lists as 12.3 ppm/K [117]

It can be observed in Table 9-6 that when substrate material is different, the CTE and the modulus are also different. The change in substrate modulus is assumed to have a second order effect on the solder joint fatigue life within the class of ceramics [125], and therefore, is not considered in the development of the universal predictive equation.
9.3.3. Pitch and Solder Joint Geometry

When the solder joint pitch is changed, the solder joint diameter, the standoff height, the pad size on the substrate and the board side, and the solder paste volume will proportionately change. Therefore, whenever the pitch is changed, the corresponding solder geometry, pad size, and solder volume are changed during the development of the regression equation presented in this paper. Such proportional changes in solder geometry, pad diameter, and solder volume can be found in the open literature. For example, several studies have been performed to determine the optimum paste volumes and pad diameters [13, 140, 150-152]. The values used in this work are those given by IBM [126] as shown in Table 9-7.

Table 9-7. Proportional Changes in CBGA Solder Balls, Pads, and Solder Paste Volume with Solder Joint Pitch [126].

<table>
<thead>
<tr>
<th>Pitch (mm)</th>
<th>Solder joint diameter (mm)</th>
<th>Board pad diameter (mm)</th>
<th>Substrate pad diameter (mm)</th>
<th>Solder paste volume on board side (mm^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.27</td>
<td>0.89</td>
<td>0.72</td>
<td>0.86</td>
<td>0.10 - 0.12</td>
</tr>
<tr>
<td>1.00</td>
<td>0.80</td>
<td>0.68</td>
<td>0.80</td>
<td>0.05 - 0.07</td>
</tr>
</tbody>
</table>

Therefore, although parameters such as solder joint diameter, solder joint standoff height, pad diameters, and solder paste volume are not explicitly included in the universal predictive equation, they are implicitly accounted for when the solder joint pitch is changed.

9.3.4. Substrate and Board Thickness

As the board and/or the substrate thickness is increased, the solder fatigue crack location shifts from the substrate side to the board side of the solder joint, and also, the fatigue life, in general, decreases. This has been observed experimentally [153]. The same phenomenon is also seen in the finite-element models where the total strain energy density at the board side increases as the board thickness and/or the substrate thickness is
increased. It is worth noting that this interaction between the substrate thickness and the board thickness is captured in the predictive equation. Increasing the board thickness has more adverse effect on the fatigue life for a CBGA with a thin substrate than a CBGA with a thick substrate [127].

9.3.5. Other Considerations
Beyond the several parameters that are discussed above, the solder joint fatigue life is dependent on other parameters that are not discussed in this paper. For example, for thermal management purposes, heat-sink lids are often attached to the CBGA package. Two types of such lids are possible; a standard lid that is attached to the substrate and a direct lid attach (DLA) that is attached to the backside of the die and is primarily for thermal purposes. The lid has the following effects on the solder joint fatigue life: 1) The presence of a lid acts to stiffen the ceramic substrate [126, 154], and therefore, will reduce the solder joint fatigue life and 2) The additional weight of the lid reduces the solder joint standoff height under high temperatures [149], and thus, will reduce the solder joint fatigue life. A standard aluminum lid attach reduces the fatigue life by anywhere from 5-40% depending upon the compliancy of the lid attach material [149, 154], the substrate thickness [127], and the CTE mismatch between the lid and ceramic substrate [149, 154]. The lid effect is less for thicker substrates which already have increased stiffness [127]. The presence of an aluminum DLA reduces the fatigue life by approximately 20% [126].

In addition to the attached lid, there are other factors that affect the solder joint fatigue life. When the temperature extremes become harsh, solder joint fatigue failure near the board side is commonly observed [148]. In several CBGA packages, the six corner solder joints are often depopulated for shipping and handling reasons. This depopulation of corner joints, especially for 1 mm pitch CBGAs, has been accounted for in the developed models.
Underfill may also be used for CBGAs in order to enhance solder joint reliability [145]. When underfill is used, the coefficients and the parameters in the universal fatigue-life equation will also change. Accordingly, a new universal fatigue-life equation has to be developed for CBGAs with underfill. However, the methodology proposed in this work will still remain the same for CBGAs with underfill, and also for PBGAs with underfill and/or conformal coating.

Additionally, process and manufacturing variations such as planarity of large substrate/board, solder ball alignment, stand-off height variations, solder paste volume, variation in material quality, etc. will play a role in the reliability of solder joint fatigue life.

**9.4. VERIFICATION OF PREDICTIVE EQUATION USING LITERATURE DATA**

As a verification of the universal predictive fatigue equation, five sets of experimental data are taken from literature and the solder joint fatigue life predicted by the universal predictive equation is compared against the experimental data. The material data, geometry information, and loading conditions were taken from the literature and were used in the universal predictive model. Table 9-8 compares the predicted fatigue life ($N_{50\text{pred}}$) against experimental fatigue life ($N_{50\text{exp}}$). The second to last column of Table 9-8 uses equation (9.6) with a coverage factor $k$ of 2 to obtain the 95% confidence intervals. As seen from Table 9-8, the experimental data falls within the predicted range in all of the cases. It can also be seen in the last column of Table 9-8 that using $0.25 \times N_{50\text{pred}}$ in place of Eq. (9.6) serves as an approximate estimate of the 95% confidence intervals.
Table 9-8. Literature cases used to assess validity of the developed predictive equation

<table>
<thead>
<tr>
<th>Case [reference]</th>
<th>Substrate Size (mm)</th>
<th>Substrate Thickness (mm)</th>
<th>Board Thickness (mm)</th>
<th>Pitch</th>
<th>Substrate Material</th>
<th>ATC</th>
<th>$N_{50\text{exp}}$</th>
<th>$2\sigma_{N, \text{ATC}}$ (95% CI)</th>
<th>$N_{50\text{pred}} \pm (0.25 \times N_{50\text{pred}})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 [126]</td>
<td>25x25</td>
<td>0.8</td>
<td>1.57</td>
<td>1.27</td>
<td>Al$_2$O$_3$ Ceramic</td>
<td>0/100 3cph</td>
<td>3700</td>
<td>3449±574</td>
<td>3449±862</td>
</tr>
<tr>
<td>9 [155]</td>
<td>25x25</td>
<td>0.8</td>
<td>1.57</td>
<td>1.27</td>
<td>Al$_2$O$_3$ Ceramic</td>
<td>-55/110 2cph</td>
<td>1270</td>
<td>1054±190</td>
<td>1054±263</td>
</tr>
<tr>
<td>10[127]</td>
<td>32.5x32.5</td>
<td>1.0</td>
<td>1.83</td>
<td>1.27</td>
<td>Al$_2$O$_3$ Ceramic</td>
<td>0/100 3cph</td>
<td>2700</td>
<td>3026±551</td>
<td>3026±757</td>
</tr>
<tr>
<td>11[126]</td>
<td>32.5x32.5</td>
<td>2.4</td>
<td>1.83</td>
<td>1.00</td>
<td>Al$_2$O$_3$ Ceramic</td>
<td>-55/110 2cph</td>
<td>719</td>
<td>731±167</td>
<td>731±183</td>
</tr>
<tr>
<td>12[156]</td>
<td>32.5x32.5</td>
<td>2.9</td>
<td>1.57</td>
<td>1.27</td>
<td>Al$_2$O$_3$ Ceramic</td>
<td>-55/125 1cph</td>
<td>189</td>
<td>197±180</td>
<td>197±45</td>
</tr>
</tbody>
</table>

Although the case studies have shown the validity and the usefulness of the universal predictive equation, the following items should be kept in perspective before using the equation: (1) the universal predictive equation should be used only for the cases where the geometry, material, and loading conditions fall within the range that was used for developing the equation. Cases may arise where several of the predictor values fall within the range, while one or two may fall outside. Under those situations, suitable judgment should be exercised before applying the universal predictive equation. (2) the developed universal equation is based on two-level factorial analysis, and therefore, the equation is linear in nature. Such a linear relationship is appropriate for short ranges in the predictor variables. However, for larger ranges, three-level factorial analysis may be needed, as discussed in the following section. (3) Several other parameters are not considered in the development of the universal predictive equation, as these parameters usually do not have significant effect on the predicted fatigue life. (4) The developed universal predictive equation is applicable for lead-tin CBGA package family and should not be used for other package families.
9.5. APPLICATION: MILITARY OBSOLESCENCE AND MAINTENANCE SCHEDULING

Ball grid array (BGA) microelectronic packages are being increasingly used in the air force avionics. Several of these BGA packages are initially designed for commercial applications for mostly benign operating conditions with a life expectancy ranging from five to seven years. However, when they are used in military applications, several questions arise:

- Will the BGAs be reliable for military applications? Existing knowledge with the BGAs for military applications is very limited.
- How long will the BGAs last for military applications?
- How often should they be replaced? And when they are replaced, will the part be obsolete?

The developed universal polynomial predictive equation will be implemented into a spreadsheet tool allowing exploration of the questions above for several scenarios.

9.5.1. Condition-Based Maintenance. Example A

The proposed methodology is used to develop a tool for condition-based maintenance of avionics hardware. Depending on how long a component has been in use, the tool can recommend when to replace a particular component depending on the past and the proposed future usage conditions. Flight environments can be developed based on ambient temperature, peak temperature, and flight length. One can develop a HIGH usage condition and a LOW yearly usage condition as shown in Figure 9-2. HIGH usage averages out to 2 flights per day, and LOW usage averages out to 0.5 flights per day.

The spreadsheet tool will be illustrated using Motorola’s PowerPC755 RISC microprocessor commonly used component in avionics hardware (Atmel, Radstone, SBS Technologies). The common parameters of the Atmel Power PC755 are, substrate size of 25mm, substrate thickness of 1.1mm, pitch of 1.27mm, and a CTE mismatch of 5.7 ppm/°C.
Figure 9-2 illustrates the tool in a questionnaire based form. Expected user inputs are in blue font.

<table>
<thead>
<tr>
<th>Enter today's year (or a future year):</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>What year was the component put in service?</td>
<td>2000</td>
</tr>
<tr>
<td>How many years between 2000-2007 were under HIGH (see table below) usage conditions?</td>
<td>1</td>
</tr>
<tr>
<td>Years of LOW (see table below) usage conditions:</td>
<td>6</td>
</tr>
</tbody>
</table>

| Should the component be replaced now, based on N(1.00%)? | No, replace the component in 1.6 years (2009), assuming LOW usage conditions. |

**Optional Items**
- Failure based on N%: 1
- Slope Parameter (β) for Wiebull Analysis: 6
- Replacement Criteria (1.0 = total failure): 0.8

**HIGH and LOW Yearly Usage Conditions**

<table>
<thead>
<tr>
<th>Flights Per Year</th>
<th>Operating Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Flights Per Year</strong></td>
<td><strong>Ambient Temp, Celsius</strong></td>
</tr>
<tr>
<td><strong>HIGH Usage</strong></td>
<td><strong>LOW Usage</strong></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td>116</td>
<td>30</td>
</tr>
<tr>
<td>207</td>
<td>53</td>
</tr>
<tr>
<td>220</td>
<td>56</td>
</tr>
<tr>
<td>116</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

731 flights per year. 183 flights per year. 2.0 flights per day. 0.5 flights per day.

Figure 9-2. Simple Analysis Tool for Avionics Maintenance. Example A

9.5.2. **Condition-Based Maintenance: Example B**

More complex, scenario-based decision making can be made by using an interactive table as shown in Figure 9-3. Using Figure 9-3, the years in which the component should be replaced, and when failure will occur can be determined. Each year can be adjusted to be a HIGH usage year or a LOW usage year. Figure 9-3 illustrates the tool given 2 HIGH
usage years in 1999 and 2001. Fatigue life based on N(1%) will be used to make replacement decisions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(4) Conditions:</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Percent Damage Based on N(1.00%)</td>
<td>7</td>
<td>33</td>
<td>40</td>
<td>67</td>
<td>73</td>
<td>80</td>
<td>86</td>
<td>93</td>
<td>100</td>
<td>106</td>
<td>113</td>
<td>119</td>
<td>126</td>
<td>132</td>
<td>139</td>
<td>145</td>
<td>152</td>
<td>159</td>
<td>165</td>
</tr>
</tbody>
</table>

From Figure 9-3 it can be seen that the component should be replaced in 2004, or in 2006 at the latest. By typing in 2006 into area (3) in Figure 9-3, the reader can see the effect of replacing the component in the year 2006.

9.5.3. Periodic Maintenance: Example C

Figure 9-4 shows a scenario where there is a periodic replacement every 6 years, and where there are alternating HIGH usage years.

From Figure 9-4 it can be seen that the 6-year periodic maintenance schedule is not adequate based on N(1%). One out of 100 components is likely to fail in the years 2007
and 2013. The reader is encouraged to experiment with the replacement years in area (3) until an adequate solution is found.

9.6. CONCLUSIONS

An innovative methodology to predicting solder joint fatigue life that combines the strength of mechanics-based finite-element formulation, sets of experimental data, and design of simulations has been developed. Using the developed methodology, a universal predictive universal fatigue life equation for CBGA electronic packages has been formulated. The universal equation accounts for CBGA geometry/material parameters such as the substrate size, CTE mismatch between the substrate and board, substrate thickness, board thickness, and solder joint pitch. The model is easy to use, time-effective, and does not require advanced mechanics and finite-element knowledge, and thus can be used by any designer in the early stages of design. The model has been validated with various other experimental data that were not used in the development of the universal equation. The model has been extended to include uncertainty terms due to failure distribution, acceleration parameters, and regression modeling. The model can be extended to include additional parameters such as presence of a lid, the presence of a heat sink, the use of underfill, etc. For those cases where the number of predictors increases, fractional factorial designs may be necessary. The developed methodology can be extended to PBGA, Pb-free CBGA, and other packages.

The advantage of the developed methodology is illustrated in the ease in which it can be implemented into a spreadsheet tool designed for establishing a periodic maintenance program for CBGA components in avionics hardware.

Additionally, to make the universal predictive equation more intuitive in terms of which parameters play the greatest role, the design parameters could have been normalized, say to values between 0 and 1, so that the sign and magnitude of the coefficient would be an
indication of how greatly the design parameter increases or decreases the magnitude of the fatigue life.
CHAPTER 10

ACCELERATION FACTOR TO RELATE THERMAL CYCLES TO
POWER CYCLES FOR CERAMIC BALL GRID AREA ARRAY
PACKAGES

10.1. INTRODUCTION
Using the methodology outlined in chapter 9, this chapter develops universal predictive
polynomial fatigue equations for ATC and PC for CBGA packages. Once such equation
are developed, this chapter derives an acceleration factor (AF) relationship between ATC
and PC. This relationship takes into account the differences between ATC tests and PC
tests for ceramic ball grid array (CBGA) packages by considering relevant design and
environmental parameters.

The ATC and PC universal predictive equations, and the acceleration factor equation, are
based on design parameters such as substrate thermal conductivity, substrate thickness,
coefficient of thermal (CTE) mismatch between the substrate and printed wiring board
(PWB), PWB thickness, and environmental parameters such as temperature range (ΔT),
frequency of cycles (f), and peak/junction temperature (Tj). The new AF can be used to
more accurately assess PC fatigue life from ATC tests so that expensive over-designing
of electronic packages can be avoided.

10.2. POWER CYCLING THERMAL ENVIRONMENT
A brief background into power cycling is given in order to understand how heat is
removed from the chip, and understand why thermal gradients develop in the electronic
package. The thermal performance of electronic packages is commonly measured by the
use of the one-dimensional die junction-to-ambient thermal resistance θja:

\[
\theta_{ja} = (T_j - T_a)/Q_{Die}
\]  

(10.1)
where $T_j$ is the junction (peak) temperature of the die, $T_a$ is the ambient temperature and $Q_{Die}$ is the power applied to the die. The thermal network shown in Figure 10-1 can be used to estimate $\theta_{Ja}$ and analyze the thermal requirements and/or limitations [22, 157, 158]. As seen in Figure 10-1, the heat $Q$ from the die flows through the heatsink as well as through the solderball/PWB. The heat is then dissipated to the ambient air through convection. Radiation effects are neglected due to junction temperatures of less than 100°C encountered in the forced airflow environment.

![Figure 10-1. 1D Thermal Resistor Network for CBGA](image)

The thermal network in Figure 10-1 enables a simplistic understanding of the heat paths, however, it is one-dimensional and does not account for 3D heat flow which results in temperature gradients across the package and heat loss from the sides. As the one-dimensional resistor-network model does not account for 3D heat flow, a 3D quarter-symmetry finite element model is developed to more accurately determine the temperature distribution and to determine solder joint fatigue thermo-mechanical fatigue life.
10.3. CERAMIC BALL GRID ARRAY (CBGA)

A 25x25mm CBGA with 361 solder balls on a 1.27mm pitch assembled to an FR4 board is used to illustrate the method for developing an AF to relate ATC to PC tests. As a first step in developing the AF, finite-element models are developed to determine the temperature contours and solder joint strains. The following sections discuss the features of the CBGA packaging assembly as well as the modeling details and assumptions:

• A high conductivity 1S2P FR4 board with 1% copper content by volume in the vertical for vias in the board is assumed. The board size is 114x101 mm (4”x4.5”) according to JEDEC standards. Typical JEDEC standards use a low conductivity board, however this study is considering a board with vias likely to be used in a real application. Using FEM and composite rule of mixtures, preliminary studies show that including 1% by volume of copper as vias in the thickness of the board raises the thermal conductivity from 0.26 W/m °C to 3.9W/m °C. Above 2% copper, or a thermal conductivity of 7.5 W/m °C there is little change in the temperature distribution, warpage of the board, and fatigue life. This is consistent with findings from other researchers [32]. Table 10-1 lists the preliminary study.

<table>
<thead>
<tr>
<th>% Cu in normal direction</th>
<th>$k_{\text{normal PWB}}$ (W/m °C)</th>
<th>∆T in PWB normal (°C)</th>
<th>Normalized $N_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.26</td>
<td>11.2</td>
<td>1</td>
</tr>
<tr>
<td>1%</td>
<td>3.85</td>
<td>2.1</td>
<td>0.92</td>
</tr>
<tr>
<td>2%</td>
<td>7.45</td>
<td>1.4</td>
<td>0.91</td>
</tr>
</tbody>
</table>

• This study considered a board with 1% by volume of copper in the normal direction to represent vias likely to be used in a real application.

• The 2nd level interconnect BGA balls consist of a 90Pb10Sn 0.89 mm diameter ball with 63Sn37Pb solder paste. The 90Pb10Sn has a higher melting point than the 63Sn37Pb solder paste and therefore, does not melt during reflow. Thus, a constant standoff height can be achieved during reflow. Solder paste volume on the board side is 0.091 mm$^3$ and above the minimum of 0.089 mm$^3$ suggested by IBM [126]. 0.72mm diameter copper pads are used on the board side, and 0.68mm diameter molybdenum pads are used on the substrate side. Other relevant modeling parameters can be seen in [142, 143].

• A 12.7x12.7x0.738 mm silicon die is attached to the top of the substrate using a C4 flip chip interconnection with an epoxy underfill.
• A 23x23x2 mm aluminum lid is attached directly to the back of the die with a thermal adhesive having a 0.1 mm bondline. The direct lid attach (DLA) is used as a heat spreader for the next level of thermal management.

• A power density of 25 W/cm\(^2\) (40W for a 12.7x12.7 mm die) is used. This power density is typical of an ASIC design.

### 10.4. METHOD TO DEVELOP ACCELERATION FACTOR FOR RELATING ATC TO PC

The methodology of Table 9-1 will now be used to develop universal polynomial predictive fatigue life equations for a CBGA under ATC and PC environments. The universal polynomial predictive developed in chapter 9 for ATC could be used in this chapter for the ATC portion. However, since the boundary conditions and geometry of this chapter necessitate including a lid there is reasonable justification as indicated in section 9.3.5 to develop another polynomial predictive fatigue equation for ATC that includes the effect of a lid. Additionally, a universal polynomial predictive equation for a CBGA in a PC environment is developed. The developed equations will then be used to derive an AF to relate ATC to PC by taking the ratio of \( N_{PC}/N_{ATC} \).

The details of the Finite Element Model (FEM), material properties, developing the fatigue life prediction equation, and forming the ATC and PC predictive design based equations are now described.

### 10.4.1. Steps 1-3: Development of Coffin-Manson type equation for fatigue life prediction

According to Table 9-1. Steps to derive the universal predictive fatigue life equationThe first three steps have been covered in previous chapters. Chapter 5 discussed the development of a unified finite-element model, and Chapters 6 and 7 discussed the development of fatigue-life prediction equation and the validation of the finite-element model. The total strain based equation (7.2) is used to predict the mean fatigue life \( N_{50} \) using the unified FEM. The following sections discuss the remaining steps in the development of the universal polynomial predictive equation.
10.4.2. Steps 4 and 5: Design of Simulations (DOS)

After determining the Coffin-Manson coefficients using experimental data and finite-element analysis as discussed above, the finite-element models are used to perform parametric analysis to understand the effect of various parameters under accelerated thermal cycling as well as power cycling. The design parameters chosen for the ATC environment are: substrate thickness \( A \) ranging from 0.8 to 2.9 mm, PWB thickness \( B \) ranging from 1.57 to 2.8 mm, and CTE mismatch \( C \) ranging from 7.4 to 11.2 ppm/°C. Pitch is neglected because previous studies [142] concluded the pitch had a secondary effect for ATC cycling on CBGA electronic packages. Also, the substrate size is held constant as 25 mm square. The design parameters chosen for the PC environment are the same as the ATC environment with the addition of the substrate conductivity \( D \) ranging from 0.002 to 0.021 W/mm °C. The substrate conductivities of alumina ceramic and a high CTE glass ceramic are an order of magnitude different, and thus the temperature gradient in the substrate, \( \Delta T_{\text{sub}} \), and the solder fatigue life will also be different for different substrate material.

Both ATC and PC simulations were started with a stress-free solder melting temperature of 183°C and cooled down to a room temperature of 25°C. For ATC, the assembly was cycled between 0 to 100°C at 3 cph with 5-minute ramps and 5-minute dwells resulting in ramp-up and ramp-down rate of 20 °C/minute. For PC, the assembly was cycled between room temperature (30°C) and a junction temperature of 100°C by using a 40W die and with an appropriate convection coefficient to ensure that the junction temperature is 100°C. In real life applications it not desirable to have the junction temperature exceed 80°C. The high temperature of 100°C used in the PC simulations is to account for temperatures that may exceed 80°C nominally, and to overlap the ATC thermal conditions. For PC simulations, a transient thermal analysis was done prior to the thermo-mechanical structural analysis. When the die is powered, it is seen that the ramp up temperature rate is 30°C/minute, and when the die is switched off, it is seen that the
ramp down rate is 30°C/minute. As the ramp durations were shorter for PC compared to ATC (due to faster ramp rate and smaller temperature range), the PC dwell times were longer to ensure the same cyclic frequency between ATC and PC as seen in Figure 5.

An important difference between ATC and PC is the absence of temperature gradients in ATC and the presence of temperature gradients in PC. Therefore, in addition to keeping the maximum temperature, the number of cycles per hour, stress-free temperature, and other geometry parameters identical between ATC and PC, it is also essential to understand how the thermal gradients would affect solder reliability. The $h_{eff}$ and $Q_{die}$ applied may affect the temperature distribution in the rest of the package and therefore the solder joint fatigue life. To assess whether this was possible, two cases were run at die powers of 10W and 100W. Appropriate $h_{eff}$ was applied to get $T_j = 100^0\text{C}$ for both power levels. It was determined that the temperature distribution in the package is relatively independent of the $h_{eff}$ and $Q_{die}$, given that the junction temperature $T_j$ is fixed. In other words, it is the $T_j$ that determines solder joint fatigue life and not the cooling solution on the die or power applied in the die.

The finite-element models with the load profiles discussed thus far were used to perform design of simulations for ATC and PC. For the three parameters identified for ATC
(substrate thickness \((A)\), PWB thickness \((B)\), and CTE mismatch \((C)\)) at two levels for each parameter, a full factorial analysis consisting of eight runs was carried out. Similarly, for PC four parameters (substrate thickness \((A)\), PWB thickness \((B)\), CTE mismatch \((C)\), and substrate thermal conductivity \((D)\)) at two levels for each parameter, a full factorial analysis consisting of 16 runs was carried out. For each run, the volume averaged inelastic accumulated strain per cycle was determined using the FEM simulation, and the solder fatigue life was computed using (3). For all of the cases simulated, it was seen that the outermost solder joint had the highest volume averaged inelastic accumulated strain per cycle, and therefore, the lowest fatigue life.

10.4.3. Step 6a: Analysis of Variance (ANOVA)
An ANOVA analysis will help determine the predictors that have a significant effect on the response. ANOVA analysis using MINITAB™ [159] was performed to determine important main effects and interaction effects. Using normal probability plots with a confidence interval of 95% the significant main effects in order of importance are substrate conductivity \((D)\) and CTE mismatch \((C)\) for PC. For ATC, CTE mismatch \((C)\) and substrate thickness \((A)\) are considered the most important main effects respectively. The interaction effect of the substrate thickness and PWB thickness \((AB)\), along with the interaction effect of the substrate thickness and CTE mismatch \((AC)\) are considered important for ATC. For PC, numerous interaction effects including \(AB\), \(BC\), \(AC\), \(AD\), \(ABC\), and \(ACD\) are considered important. These results are confirmed by observing the main effects and interaction plots (not shown). It is worth noting that the substrate conductivity does not affect the ATC fatigue life.

10.4.4. Step 6b: Regression Analysis
Now that we have determined the influential predictors on the response, we can develop linear regression equations that relate the responses to the predictors. A best subset regression for each environment was performed to determine the best regression model
using a criteria of $R^2_{(adj)}$, the $C_p$ statistic, and the standard deviation ($\sigma$). The $C_p$ value of the regression analysis indicates the optimum number of terms to be used in the regression analysis and should be equal to the number of predictors in the equation. For additional details on the development of regression equation, please refer to [142].

The ATC regression equation shown in Eq. (10.2) an $R^2_{(adj)}$ of 99.8%, a $C_p$ statistic of 5.4, and a standard deviation of $\sigma = 73$. The PC regression equation shown in Eq. (10.3) and has an $R^2_{(adj)}$ of 96.9%, a $C_p$ statistic of 4.17, and a standard deviation of $\sigma = 297$.

\[
N_{50,\text{ATC}} = 13905 - 1812 A - 940 B - 766 C + 285 A*B + 38.3 A*C
\]

\[
N_{50,\text{PC}} = 85011 - 4005 C - 1688849 D + 10949 A*B + 452 B*C + 493 A*C - 1604171 A*D - 1251 A*B*C + 142010 A*C*D
\]

The ratio between Eq. (10.3) and Eq. (10.2) will give the AF between PC of 30/100°C 3cph and ATC of 0/100°C 3cph for a wide range of geometry parameters for a CBGA. However, such a ratio is limited in scope, as one would like to know the AF for other temperature ranges as well as other cycling frequencies. Furthermore, the derived equations are limited to $N_{50}$ fatigue life. Therefore, in the next section, we will augment the above equations to include these other parameters.

10.4.5. Step 7: Norris-Landzberg AF and Weibull Analysis
The regression models developed so far in (10.2) and Eq. (10.3) are for accelerated thermal cycling for an ATC of 0/100°C 3cph and a PC of 30/100°C 3cph respectively. To determine the $N_{50}$ fatigue cycles for other ATC and PC conditions, the Norris-Landzberg equation [7], (6), can be used to determine the AF as in section 9.2.4.

In addition to different ATC conditions, it is also important to be able to determine the fatigue life for 1%, 63.2% and other percentage failures. For example, finding the solder joint fatigue life at a probability other than 50% is of interest for applications requiring
high reliability such as medical and military applications where 1% fatigue failure is
desired. A two-parameter Weibull analysis is used to predict the fatigue life at
percentages other than the mean life at 50%, $N_{50}$, as described in section 9.2.4.

10.4.6. Step 8: Final Predictive Fatigue Life Equations and AF for relating ATC to
PC
The final predictive equations are developed by expanding Eq. (9.5) for each
environment as shown in Eq. (10.4) for ATC and Eq. (10.5) for PC as shown in Table
10-2.

<table>
<thead>
<tr>
<th>Table 10-2. Final Fatigue Predictive Equations for ATC and PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{F%}^{ATC} =$</td>
</tr>
<tr>
<td>$\left( \frac{\ln(1.0 - 0.01F%)}{\ln 0.5} \right)^{1/\beta} \times \left( \frac{100}{\Delta T^{ATC}} \right)^{1.9} \left( \frac{f^{ATC}}{3} \right)^{1/3} e^{1414 \left( \frac{1}{T_{pea}^{ATC}} - \frac{1}{373} \right)} \times $</td>
</tr>
<tr>
<td>$\left[ 13905 - 1812A - 940B - 766C + 285A \times B + \frac{383A \times C}{3} \right] $</td>
</tr>
</tbody>
</table>

The ratio of Eq. (10.5) and Eq. (10.4) given in Eq. (10.6) provides the AF to relate ATC
fatigue life to PC fatigue life based on design parameters.

<table>
<thead>
<tr>
<th>A</th>
<th>Substrate Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.8-2.9 mm)</td>
</tr>
<tr>
<td>B</td>
<td>PWB Thickness</td>
</tr>
<tr>
<td></td>
<td>(1.57-2.8mm)</td>
</tr>
<tr>
<td>C</td>
<td>CTE Mismatch</td>
</tr>
<tr>
<td></td>
<td>(5.8-11.2 ppm/°C)</td>
</tr>
<tr>
<td>D</td>
<td>Substrate Conductivity</td>
</tr>
<tr>
<td></td>
<td>(0.002-0.021 W/mm °C)</td>
</tr>
</tbody>
</table>

| $\Delta T$ | Temperature Range of cycle |
| $f$ | Frequency of cycles (cycles per hour) |
| $T_{pea}$ | Peak/Junction Temperature of cycle |
| $F\%$ | Failure Percentage |
| $\beta$ | Shape Parameter, 4-12 for CBGA |
10.5. APPLICATION OF DEVELOPED AF EQUATION

Several examples and conclusions will now be presented using the developed predictive equations and acceleration factor to relate ATC to PC. The four cases presented in Table 10-3 will be used in the following discussions. A shape parameter $\beta$ of 11 is used for all Weibull distributions.

Table 10-3. Test Cases for AF relating PC to ATC

<table>
<thead>
<tr>
<th>CASE</th>
<th>Substrate Thickness (mm)</th>
<th>PWB Thickness (mm)</th>
<th>CTE Mismatch (ppm/ °C)</th>
<th>Substrate Cond. (W/mm °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>1.57</td>
<td>11.2</td>
<td>0.002</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>1.57</td>
<td>11.2</td>
<td>0.021</td>
</tr>
<tr>
<td>3</td>
<td>2.9</td>
<td>2.8</td>
<td>11.2</td>
<td>0.021</td>
</tr>
<tr>
<td>4</td>
<td>2.9</td>
<td>2.8</td>
<td>7.4</td>
<td>0.002</td>
</tr>
</tbody>
</table>

10.5.1. Effect of substrate thermal conductivity on PC fatigue life.

The effect of substrate CTE on solder joint fatigue life has been well studied, and it is known that under ATC and PC, lower CTE mismatch between the substrate and the PCB will increase the fatigue life of CBGA solder balls. However, the effect of the substrate thermal conductivity on CBGA fatigue life under PC has not been studied.

When the thermal conductivity is decreased from 0.021 W/mm °C (Case 2) to 0.002 W/mm °C (Case 1), the PC solder fatigue life shows a 3.0 times improvement, as seen in Table 10-4, for the same die power of 40W applied at a frequency of 0.25cph and convection cooling of 1365 W/mm² K on top of the aluminum lid.

Table 10-4. Comparison of high and low substrate thermal conductivity.

<table>
<thead>
<tr>
<th>CASE</th>
<th>$N_{50}$ PC</th>
<th>Increase in PC Fatigue life</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) 0.002 W/mm °C</td>
<td>23675</td>
<td>3.0x</td>
</tr>
<tr>
<td>2) 0.021 W/mm °C</td>
<td>7910</td>
<td></td>
</tr>
</tbody>
</table>
For this example, switching to the lower thermal conductivity board resulted in a four degree Celsius increase in the die junction temperature $\Delta T_j$ but the temperature across the substrate was twenty-one degrees Celsius lower than in the higher thermal conductivity case as shown in Figure 10-2. This decrease in temperature across the substrate results in a higher fatigue life because less heat is removed through the substrate secondary path and thus the temperature of the substrate and PWB is lowered. The drawback to lowering the substrate conductivity is that a more efficient cooling solution on the primary path must be used.

![Figure 10-2. Temperature gradients for (a) Case 1, $k_{\text{sub}} = 0.002 \text{ W/mm K}$, and (b) Case 2, $k_{\text{sub}} = 0.021 \text{ W/mm K}$.](image)

10.5.2. Benefits of HICTE glass ceramic substrates compared to alumina ceramic

If one were to use HICTE glass ceramic substrate instead of alumina ceramic, the solder ball fatigue life will increase under ATC as well as PC due to the lower CTE mismatch between the substrate and the PWB. Furthermore, due to the lower thermal conductivity of HICTE glass ceramic substrate compared to alumina ceramic, the solder joint fatigue life will further increase fatigue life in PC due to the reasons discussed in the previous section. The last row in Table 10-5 shows the improvement in fatigue life for both ATC and PC for HICTE compared to alumina ceramic. Also, the last column in Table 10-5 shows the acceleration factor between ATC and PC, and it is clear that without the
methodology developed in this work, the acceleration factor will be underestimated and the package design may be over conservative.

Table 10-5. Alumina and HICTE substrate comparison

<table>
<thead>
<tr>
<th>CASE</th>
<th>$N_{50}$ ATC</th>
<th>$N_{50}$ PC</th>
<th>AF for ATC to PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3) Alumina</td>
<td>1590</td>
<td>7431</td>
<td>4.7x</td>
</tr>
<tr>
<td>4) HICTE</td>
<td>5557</td>
<td>58419</td>
<td>10.5x</td>
</tr>
<tr>
<td>Increase in $N_{50}$</td>
<td>3.5x</td>
<td>7.8x</td>
<td></td>
</tr>
</tbody>
</table>

It should be noted that performing ATC tests would not have captured the added benefit of a lower substrate thermal conductivity on solder joint fatigue reliability.

10.5.3. Estimating the number of ATC cycles to qualify a product based on required PC field life

ATC tests are often preferred over PC tests due to the simplicity and lower cost of ATC tests compared to PC tests. However, as has been shown previously, ATC tests can underestimate the solder joint fatigue life in benign environments and may lead to costly, over-designed solutions. The AF developed in this work can be used to relate ATC test to PC tests so that ATC test can still be performed without being over conservative. The following example illustrates how to determine the required number of ATC qualification cycles based on PC field life requirements.

According to Gerke and Kromman [160] desktops may average a $\Delta T$ of 30°C four times per day. Using Eq. (10.5), this translates to a desktop power cycling field of 21472 cycles (10 years) at 1% failure for Case 3 in Table 10-3. The developed AF in Eq. (10.6) is used to determine the required number of 0/100°C 3cph ATC cycles at 50% failure to qualify the CBGA for 10 years of 30/60°C 0.25 cph at 1% failure. The resulting AF of 20.6x from Eq. (10.6) requires a mean fatigue life, $N_{50}$, of 1041 cycles (15 days) at 0/100C 3cph ATC to achieve the desired 10 years of life at 1% failure. In comparison, the Norris-
Landzberg AF of 4.6 times results in a longer ATC qualification time of 65 days (4667 cycles). This four fold increase in ATC cycles may unnecessarily lengthen the qualification process and may result in discarding legitimate designs. Table 10-6 summarizes the results and shows that the Norris-Landzberg AF is overly conservative compared to the design based AF and may lead to costly over designed thermal solutions or discarding sufficient designs [50].

Table 10-6. Number of ATC cycles to qualify a package (case 3) for a given desktop field life.

<table>
<thead>
<tr>
<th>Desired desktop power cycling field life</th>
<th>ATC cycles to qualify based on developed AF</th>
<th>ATC cycles to qualify based on Norris-Landzberg AF</th>
</tr>
</thead>
<tbody>
<tr>
<td>N₁% PC [30/60°C.25 cph]</td>
<td>N₅₀ ATC [0/100°C 3cph]</td>
<td>N₅₀ ATC [0/100°C 3cph]</td>
</tr>
<tr>
<td>21472</td>
<td>1041</td>
<td>4667</td>
</tr>
<tr>
<td>(10 years)</td>
<td>(15 days)</td>
<td>(65 days)</td>
</tr>
</tbody>
</table>

Figure 10-3 gives AF’s for Cases 2, 3, and 4 of Table 10-3 against five different ATC/PC environments. Master et al. [161] presents environment conditions for desktops and laptops: Desktops operate at 25-65°C at 1-1.5 cycles/day and should survive 1250-1875 cycles, 5 yr. life at 100ppm failure; laptops operate at 25-55°C at 8 cycles/day and should survive 10,000 cycles, 5 yr. life at 100ppm failure. Figure 7 shows that the fairly benign laptop environment (ΔT = 30°C, 8 times a day) has the largest AF’s due to the low thermal excursion at Tᵢ and short amount of dwell time for long term creep damage to occur. For the desktop environment with ΔT = 40°C at 1 cycle a day the longer cycles and slightly higher temperatures allow more creep damage to occur than in the laptop environment. Design factors play a large role in determine the AF in fairly benign environments. As can be seen from the fourth column in Figure 10-3, the AF varies from 432x for a thick HICTE package all the way down to 75x for a thin alumina ceramic package. The Norris-Landzberg AF is 35x, no matter what design parameters are used.
Design-based predictive solder joint fatigue life equations for ATC and PC were developed using literature ATC experiments, FEM, laser moiré interferometry, DOS, regression analysis, the Norris-Landzberg AF, and the Weibull distribution. The design parameters are substrate thickness, substrate conductivity, PWB thickness, and CTE mismatch between the substrate and PWB. The predictive equations allow for quick assessment of CBGA solder joint fatigue life [162] for designers without expertise in FEM or reliability analysis. The predictive equations can be implemented into the design process early on so designers can influence solder joint reliability early on.

An Acceleration Factor for relating ATC test to PC tests with consideration of proper design parameters was developed and compared to the Norris-Landzberg Acceleration Factor. Design parameters such as the substrate conductivity and CTE mismatch were found to have large effects on the AF.

Figure 10-3. Design based AF for several common ATC and PC environments at 50% failure.
The method for developing the design based AF for solder joint fatigue can also be applied to decoupling capacitors, thermal interface materials, die cracking, and other damage mechanisms.
CHAPTER 11

INVESTIGATION OF SOLDER JOINT FATIGUE FAILURE UNDER SEQUENTIAL THERMAL AND VIBRATION ENVIRONMENTS

11.1. INTRODUCTION

Thus far, this work has developed unified finite-element modeling methodology and has applied the methodology to thermal cycling or power cycling or vibration loading conditions, and has validated the results from the models against experimental data. As discussed earlier, thermal cycling and power cycling conditions create low-cycle fatigue conditions, while vibration loading creates high-cycle fatigue conditions. In actual applications both low cycle (thermal cycling and power cycling) as well as high-cycle (vibration) conditions exist, and therefore, it is essential to understand the effect of both on solder joint fatigue damage. As a first step, one way to address this is to run sequential thermal cycling and vibration loading experiments and understand the evolution of solder damage. Accordingly, this chapter develops a nonlinear cumulative damage rule based on Eq. (4.12) for CCGA’s under two types of sequential loading: T-V (thermal and then vibration) loading, and V-T (vibration then thermal loading) such that Eq. (4.12) becomes Eq. (11.1):

\[
CDI = 1.0 = \left( \frac{n_T}{N_T} \right)^{m_T} + \left( \frac{n_V}{N_V} \right)^{m_V}
\]  

where \( n \) is the actual number of applied cycles, \( N \) is the number of cycles to failure, \( m \) is a fitting parameter that varies for each load type and on the sequence of loads, and the subscripts \( T \) and \( V \) refer to thermal and vibration loading respectively. The fixed value of 1.0 on the left hand side of the the equation represents the cumulative damage index \( CDI \), and is also called the total fatigue life ratio. For the purposes of determining \( m_T \) and \( m_V \) during regression analysis, the \( CDI \) is set equal to 1.0. The values of \( m_T \) and \( m_V \) vary depending on whether the sequence of loading is T-V or V-T. Single environment tests
allow for determination of the number of cycles to failure $N_i$ under the $i$th step loading. Accelerated thermal cycle tests at -25/105°C at 2cph were performed to determine $N_T$ as described in section 7.3.1. Sinusoidal out-of-plane vibration tests were performed to determine $N_V$ as described in section 8.1 where an input acceleration of 1G is driven at the fundamental frequency of the system.

The details of the sequential T-V and V-T tests and development of the nonlinear cumulative damage rule of Eq. (4.12) is now described.

### 11.2. SEQUENCE TESTS

The first step of the sequence T-V was performed in this manner such that approximately one half of the expected fatigue life $N_T$ was consumed, i.e. $n_T/N_T \approx 0.5$. The first step of the sequence V-T test was performed such that approximately one quarter of the expected fatigue life $N_V$ was consumed, i.e. $n_V/N_V \approx 0.25$. The value of 0.25 was to ensure that no test vehicles failed before being subjected to the ATC step of the sequential V-T test. Due to the difficulty in stopping the test at precisely a fatigue life ratio of 0.25, there is a small distribution around the fatigue life ratio of 0.25. After the desired ratio of fatigue life $n_i/N_i$ is performed in the first step, then the second step is performed until solder joint failure occurs. The fatigue life ratio $n_2/N_2$ is then recorded and the CDI value is calculated.

Table 11-1 presents the results for the T-V and V-T sequential load tests. For T-V sequential steps step 1 is thermal and step 2 is vibration, likewise, for V-T loading step 1 is vibration and step 2 is thermal.

The CDI as shown in Table 11-1 should be the same for either sequence of loading T-V or V-T if sequence of loading has no effect. There is a distribution to the CDI so the median value of the distribution will be taken to represent the CDI. It can be seen that the median value for loading T-V is 0.66 and the median value for loading V-T is 0.96.
The median value for the CDI of the T-V sequence is lower than the V-T sequence, which indicates that the T-V sequence is a harsher sequence than V-T.

<table>
<thead>
<tr>
<th>T-V Load Sequence</th>
<th>CDI ($n_1/N_1 + n_2/N_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>$n_1/N_1$</td>
</tr>
<tr>
<td>800</td>
<td>0.50</td>
</tr>
<tr>
<td>800</td>
<td>0.50</td>
</tr>
<tr>
<td>800</td>
<td>0.50</td>
</tr>
<tr>
<td>800</td>
<td>0.50</td>
</tr>
<tr>
<td>800</td>
<td>0.50</td>
</tr>
<tr>
<td>800</td>
<td>0.50</td>
</tr>
<tr>
<td>800</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Mean 0.73
Median 0.66
Range 0.50

<table>
<thead>
<tr>
<th>V-T Load Sequence</th>
<th>CDI ($n_1/N_1 + n_2/N_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>$n_1/N_1$</td>
</tr>
<tr>
<td>4.35E5</td>
<td>0.24</td>
</tr>
<tr>
<td>4.15E5</td>
<td>0.23</td>
</tr>
<tr>
<td>5.76E5</td>
<td>0.32</td>
</tr>
<tr>
<td>5.33E5</td>
<td>0.29</td>
</tr>
<tr>
<td>5.40E5</td>
<td>0.30</td>
</tr>
<tr>
<td>4.19E5</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Mean 0.96
Median 0.96
Range 0.17

The first two data points of the V-T sequence in Table 11-1 were determined to be outliers due to an excessive vibration loading during testing which caused premature thermal cycling failure.

A nonlinear cumulative damage law to investigate the sequence effect will now be developed to account for the sequence affect and difference in damage mechanisms between thermal cycling and vibration.

### 11.3. NONLINEAR CUMULATIVE DAMAGE RULE

Nonlinear cumulative damage models according to Eq. (11.1) were developed for each load sequence using the median values and single step tests. The parameter fitting
exponents are found to be \( m_T = 0.47 \) and \( m_V = 0.70 \) for the T-V sequential tests, and \( m_T = 0.91 \) and \( m_V = 0.93 \) for the V-T sequential tests as shown in equations (11.2) and (11.3) respectively.

\[
\text{T-V Sequence} \quad CDI = \left( \frac{n_T}{N_T} \right)^{0.47} + \left( \frac{n_V}{N_V} \right)^{0.70} \tag{11.2}
\]

\[
\text{V-T Sequence} \quad CDI = \left( \frac{n_T}{N_T} \right)^{0.91} + \left( \frac{n_V}{N_V} \right)^{0.93} \tag{11.3}
\]

The closer an exponent is to a value of 1.0 the less of an effect it has the cumulative damage fatigue life ratio. By comparing \( m_T = 0.47 \) from the T-V test and \( m_V = 0.93 \) from the V-T test, it can be seen that performing the thermal step first is more damaging than performing the vibration step first. From a physical damage perspective, the sequence effect may be explained by looking at crack initiation and crack propagation for each sequence T-V and V-T. As noted in the single step tests, thermal cycling tends to initiate cracks more quickly or at a lower ratio of \( n_i/N_i \). Depending upon the dynamic boundary conditions, crack initiation tends to occur more quickly under thermal loading than vibration loading. This is due to the fact that under thermal loads the solder microstructure is degraded and the solder joint deforms significantly into an S-shape as noted previously. Thus, under T-V testing, subsequent failure under vibration loading in the second step occurs quickly as a crack is preexisting and crack growth can occur.

More experimental testing focused on observing crack initiation and crack propagation percentage as a function of \( n_i/N_i \) could help further explain the sequence effect from a crack initiation and propagation perspective.

Figure 11-1 plots the damage fractions for each step and compares them to the linear cumulative damage rule and the non-linear cumulative damage rule.
It can be seen in Figure 11-1 that the linear damage rule overestimates fatigue life for both sequences of loading, just slightly for the V-T loading, but severely for the T-V case. The nonlinear damage rule provides a good fit to the experimental data. More experiments run at various fatigue life ratios should be run to gain better confidence in the models.

11.4. DISTRIBUTION OF THE NONLINEAR CUMULATIVE DAMAGE INDEX

Just as a distribution for the linear CDI from Miner’s rule was observed in Table 11-1, a distribution for the nonlinear CDI of Eq. (11.2) and Eq. (11.3) can be observed. Using the same experimental data as presented in Table 11-1, the linear CDI and nonlinear CDI is given in Table 11-2.
As shown in Table 11-2, the median value of the the nonlinear CDIs are 0.99 and 1.01 for the T-V and V-T loading sequences respectively. It is expected that the nonlinear CDI median values for T-V and V-T loading sequences should be equivalent and equal to 1.0 because the sequence effect is characterized. In contrast, the linear CDI median values of 0.66 for T-V and 0.96 for V-T differ significantly and do not account for the sequence effect as observed previously.

The range of CDI for the T-V loading sequence ranges from a minimum of 0.83 to a maximum of 1.37. To be on the conservative side for safety considerations, it would be reasonable to assume failure to occur when the nonlinear CDI for the T-V sequences reaches 0.83. Likewise, the V-T nonlinear CDI ranges over a smaller range of 0.93 to 1.09, and a conservative safety estimate of the nonlinear CDI for V-T sequences could be 0.93. However, more experimental data should be performed to get a better characterization for the nonlinear CDI distribution.

<table>
<thead>
<tr>
<th>$n_1/N_1$</th>
<th>$n_2/N_2$</th>
<th>Linear CDI</th>
<th>Nonlinear CDI, Eq. (11.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.04</td>
<td>0.54</td>
<td>0.83</td>
</tr>
<tr>
<td>0.50</td>
<td>0.06</td>
<td>0.57</td>
<td>0.87</td>
</tr>
<tr>
<td>0.50</td>
<td>0.07</td>
<td>0.58</td>
<td>0.88</td>
</tr>
<tr>
<td>0.50</td>
<td>0.16</td>
<td>0.66</td>
<td>1.00</td>
</tr>
<tr>
<td>0.50</td>
<td>0.19</td>
<td>0.69</td>
<td>1.03</td>
</tr>
<tr>
<td>0.50</td>
<td>0.49</td>
<td>0.99</td>
<td>1.33</td>
</tr>
<tr>
<td>0.50</td>
<td>0.54</td>
<td>1.04</td>
<td>1.37</td>
</tr>
</tbody>
</table>

| Mean | 0.73 | 1.00 |
| Median | 0.66 | 0.99 |
| Range | 0.50 | 0.55 |

<table>
<thead>
<tr>
<th>$n_1/N_1$</th>
<th>$n_2/N_2$</th>
<th>CDI</th>
<th>Nonlinear CDI, Eq. (11.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>0.56</td>
<td>0.88</td>
<td>0.93</td>
</tr>
<tr>
<td>0.29</td>
<td>0.63</td>
<td>0.92</td>
<td>0.98</td>
</tr>
<tr>
<td>0.30</td>
<td>0.69</td>
<td>0.99</td>
<td>1.04</td>
</tr>
<tr>
<td>0.23</td>
<td>0.82</td>
<td>1.05</td>
<td>1.09</td>
</tr>
</tbody>
</table>

| Mean | 0.96 | 1.01 |
| Median | 0.96 | 1.01 |
| Range | 0.17 | 0.16 |
11.5. EXTENSION OF NONLINEAR SEQUENTIAL CUMULATIVE DAMAGE RULE TO INCLUDE POWER CYCLING (PC)

The developed nonlinear sequential cumulative damage rule can be expanded to include PC. In Eq. (7.2) and Eq. (7.4) the fatigue life model developed for PC is the same as ATC. The damage mechanism under PC is the same as ATC. Therefore, the PC damage ratio \( n_p/N_p \) can be used in place of the ATC damage ratio \( n_T/N_T \) in equations (11.2) and (11.3). Equations (11.4) and (11.5) show the two sequence equations for P-V loading (power cycling followed by vibration) and V-P loading (vibration followed by power cycling).

\[
P-V \text{ Sequence} \quad 1.0 = \left( \frac{n_p}{N_p} \right)^{0.47} + \left( \frac{n_v}{N_v} \right)^{0.70} \quad (11.4)
\]

\[
V-P \text{ Sequence} \quad 1.0 = \left( \frac{n_p}{N_p} \right)^{0.91} + \left( \frac{n_v}{N_v} \right)^{0.93} \quad (11.5)
\]

Additionally, the nonlinear sequential cumulative damage rule can be further expanded to include the loading sequences of T-P-V and V-T-P. This is based on the fact that ATC and PC share the same damage mechanism and solder joint failure equation, therefore the damage ratios \( n_T/N_T \) and \( n_p/N_p \) share the same exponent. The equations for T-P-V and V-P-T sequential loading are shown in equation (11.6) and equation (11.7) respectively.

\[
T-P-V \text{ Sequence} \quad 1.0 = \left( \frac{n_T}{N_T} + \frac{n_p}{N_p} \right)^{0.47} + \left( \frac{n_v}{N_v} \right)^{0.70} \quad (11.6)
\]

\[
V-T-P \text{ Sequence} \quad 1.0 = \left( \frac{n_T}{N_T} + \frac{n_p}{N_p} \right)^{0.91} + \left( \frac{n_v}{N_v} \right)^{0.93} \quad (11.7)
\]

11.6. CONCLUSIONS

In this work, the sequence effect on solder joint reliability of a CCGA component under sequential accelerated thermal cycling tests (ATC) and vibration was investigated. It was determined that the T-V sequence (thermal cycling followed by vibration loading) was a harsher sequence than the V-T sequence (vibration loading followed by thermal cycling). The difference was attributed to the severe deformation and microstructural changes that
occur in thermal cycling which initiate cracks quickly and quicken the subsequent vibration loading.

A simple nonlinear cumulative damage model was developed to account for the sequence effect for sequential thermal cycling and vibration loading of a CCGA electronic component. The nonlinear cumulative damage model can be used to predict remaining fatigue life for a component that has experienced some level of damage from a prior environment, such as transportation or preconditioning. In addition, the model was extended to include power cycling as another environment in the sequential loading.

The methodology, developed in this work, has the potential for application for other electronic packages and environments.
CHAPTER 12

RESEARCH CONTRIBUTIONS AND FUTURE WORK

12.1. RESEARCH CONTRIBUTIONS

This work has made important research contributions in the area of solder joint reliability as listed below:

- This work has developed a unified modeling methodology to study solder joint fatigue under thermal cycling, power cycling, and vibration loading conditions. The developed methodology is able to accommodate the time- and temperature-dependent material behavior and material damage index when the packages are subjected to thermal cycling, power cycling, and vibration loading conditions. The developed methodology is able to account for solder joint geometry such that both vibration-related parameters as well as TC and PC-related parameters can be obtained.

- This work has employed the unified modeling methodology to develop universal polynomial predictive equations for thermal cycling and power cycling. The developed predictive equations are grounded in the mechanics of material behavior and at the same are easy enough to be used by a wide range of engineers and experimentalists without extensive background in mechanics and/or finite-element modeling.

- This work has determined acceleration factors associated with power cycling and thermal cycling, and has produced a unique formulation for the determination of acceleration factors. Given the same temperature extremes and package geometry, PC tests and ATC tests will give different fatigue lives. The developed AF takes into account the difference between the ATC tests that do not have thermal gradients in the packaging assembly, and PC tests that have thermal gradients in the packaging assembly. The proposed equations are grounded in mechanics of material behavior and are void of simplistic assumptions used by industry.

- This work has used the unified modeling methodology to determine cumulative damage in solder joints under thermal cycling and vibration load combinations, and has validated the results using first-of-its experimental data.
This work has contributed to the understanding of solder joint reliability under thermal cycling, power cycling, and vibration loading. In particular, this work has:

1) Effectively included plasticity, creep, and thermal properties in equivalent beam models such that the mechanical behavior of every solder joint in a large area array electronic package is accounted for properly. This is the first known study to include creep in the equivalent beam method.

2) Demonstrated a unified 3D finite element modeling capable of capturing the correct mechanical and thermal behaviors experienced under thermal cycling, power cycling, and vibration loading. The mechanical behavior and thermal behavior of the unified 3D finite element model were validated against laser moiré interferometry, cross-section analysis, and dye-and-pry analysis.

3) Developed fatigue equations for 90Pb10Sn solder for both high cycle vibration failure and low cycle ATC/PC. This study has developed the first known fatigue equation of 90Pb10Sn solder under high cycle vibration loading.

4) Demonstrated a methodology for developing universal fatigue life prediction equations that are easy-to-use and do not require expensive software or advanced knowledge of solder joint fatigue and modeling.

5) Developed an AF for relating ATC tests to PC tests for CBGAs. The developed AF can be used to help prevent expensive over design of components. Additionally, ATC tests can be performed in place of expensive and hard-to-design PC tests.

6) Developed a nonlinear cumulative damage law to account for the nonlinearity and effect of sequence loading under thermal cycling, power cycling, and vibration loading.
7) Demonstrated the importance of considering all environments an electronic package may experience.

12.2. FUTURE WORK

The following are recommendations for future work in this area

1) The nonlinear sequence cumulative damage rule should be verified with more samples at different damage ratios of \(n_1/N_1\).

2) Random vibration loading needs to be included in place of sinusoidal out-of-plane vibration loading. Random vibration excites multiple fundamental modes at once and is more realistic of an actual field environment. The difficulty with random vibration lies in the modeling work and predicting where damage will occur.

3) This study used components containing Pb-based solder. Understanding of Pb-free solders under multiple environments needs to be understood. The work should be extended to Pb-free PBGAs. The exact same methodologies used in this study will be applicable to any other component. The finite element modeling will be a little more difficult when underfill is included due to the equivalent beams not being true SOLID elements.

4) Combined environmental loading of thermal and vibration loading needs to be understood. The experiments can be performed in a thermal chamber that is coupled with an electrodynamic shaker. The difficulty will be in coupled modeling of the thermal cycling and vibration loading. The time scales are orders of magnitude different which makes it difficult to simulate in an FEM.
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