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SUMMARY

This thesis contains two major components of research: numerical simulation of optical-parametric amplification cross correlation of Frequency-Resolved Optical Gating (OPA-XFROG) and numerical simulation of GRENOUILLE and its related issues.

Recently, an extremely sensitive technique–OPA-XFROG has been developed. A short pump pulse serves as the gate by parametrically amplifying a short segment of the signal pulse in a nonlinear crystal. High optical parametric gain makes possible the complete measurement of ultraweak, ultrashort light pulses. Unlike interferometric methods, it does not carry prohibitively restrictive requirements, such as perfect mode-matching, perfect spatial coherence, highly stable absolute phase, and a same-spectrum reference pulse. We simulate the OPA-XFROG technique and show that by a proper choice of the nonlinear crystal and the noncollinear mixing geometry it is possible to match the group velocities of the pump, signal, and idler pulses, which permits the use of relatively thick crystals to achieve high gain without measurement distortion. Gain bandwidths of 100 nm are possible, limited by group velocity dispersion.

In the second part of the thesis, we numerically simulate the performance of the ultrasimple ultrashort laser pulse measurement device- GRENOUILLE. While simple in practice, GRENOUILLE has many theoretical subtleties because it involves the second-harmonic generation of relatively tightly focused and broadband pulses. In addition, these processes occur in a thick crystal, in which the phase-matching bandwidth is deliberately made narrow compared to the pulse bandwidth. We developed a model that include all sum-frequency-generation processes, both collinear and
noncollinear. We also include dispersion using the Sellmeier equation for the crystal BBO. Working in the frequency domain, we compute the GRENOUILLE trace for practical-and impractical-examples and show that accurate measurements are easily obtained for properly designed devices.

For pulses far outside a GRENOUILLE’s operating range (on the long side), we numerically deconvolve the GRENOUILLE trace with the response function of GRENOUILLE to improve its spectral resolution.

In the last part of the thesis, we simulate the second harmonic generation with tightly focused beams by use of lens. Thus, we are able to explain the ‘weird’ focusing effect that has been a ‘puzzles’ for us in the GRENOUILLE measurement[76].
An ultrafast pulse is a very short burst of electro-magnetic energy. Its mathematic expression is the product of a pulse envelope and a sin wave, with a carrier frequency on the order of $10^{15}$ second$^{-1}$. It is the shortest event ever created by human beings. Its vast applications to various fields, such as physics, chemistry, biology and engineering make it very important to fully characterize it.

“In order to measure an event in time, you must use a shorter one. So how do you measure the shortest event ever created?”

The answer to that question was found to be—use the pulse itself. Due to its incredible short duration, an ultrashort pulse have a very broad bandwidth. For the measurement of an ultrashort pulse, we concern not only its intensity, but also its color variation in time, which is a problem of measuring the phase of the pulse.

Early attempt, such as the intensity autocorrelation[63, 86, 102] can give a very crude estimation of the pulse temporal width, but no pulse shape or phase information. Spectral phase interferometry for direct electric-field reconstruction(SPIDER)[51, 52] is based on shearing interferometry in the optical frequency domain. It uses non-linear frequency mixing to generate a pair of identical but frequency-sheared replicas of the input pulse. The phase information of the pulse is obtained by use of a direct inversion algorithm of the resulted interferogram and a separate measurement is done to measure the spectrum. However, the SPIDER experiment apparatus is very complicated, which involves twelve sensitive alignment parameters. Mechanical instability
and poor beam quality can wash out the fringes easily. No independent measurements are available to check its correctness. Ambiguities arises since pulse delay has to be chosen for the particular pulse. Even worse, recently it was pointed out that most measurements made by SPIDER have errors more than a pulse length![10, 11]

Fortunately, the Frequency-Resolved Optical Gating (FROG) technique and the class of its kind introduced in the early 1990s and later on solved those problems mentioned above[24, 25, 26, 27, 56, 57, 58, 59, 93]. It is a very powerful technique that can completely characterize an ultrashort pulse in the time/frequency domain. It measures the spectrogram of a pulse and uses an iterative algorithm to retrieve the pulse intensity and phase. It can measure not only well behaved laser pulses, but also pulses not so well-behaved in space, time and frequency or even extremely weak pulses. Gu et. al performed the measurement of the ultrabroadband continuum (up to 1200 nm wide) generated from microstructure optical fiber using cross-correlation frequency-resolved gating (XFROG) with an angle dithered nonlinear-optical crystal[48]. Transient-Grating Frequency-Resolved-Optical-Gating (TG FROG) uses a third-order nonlinear-optical beam geometry, suitable for measurement of broadband UV pulses or microjou- or higher-energy pulses[66]. Ultraweak light pulses with only a few attojoules per pulse can also be measured using optical-parametric-amplification cross-correlation frequency-resolved optical gating (OPA-XFROG)[107]. A simplest ultrashort pulse measurement device, Grating Eliminated No-Nonsense Observation of Ultrafast Incident Laser Light E-fields (GRENOUILLE) was developed, which is extremely compact and alignment free[4, 6, 7, 8, 77]. Without any modification, GRENOUILLE also measures spatio-temporal distortions and pulse front tilt[2, 3, 5].

In this chapter, we will give a brief introduction to FROG and XFROG theory, and explain how GRENOUILLE works.
1.1 Autocorrelation

The forerunner of the ultrafast pulse measurement techniques is intensity autocorrelation [63, 86, 102], which inspires the invention of the FROG technique. Virtually all available techniques are based on autocorrelation.

Figure 1 shows the diagram of an autocorrelator. The pulse to be measured is splitted into two after a beam splitter. One of the beam is delayed by use of a delay stage, then the two pulses are overlapped both in time and space inside a nonlinear second-harmonic-generation(SHG) crystal. While moving the delay stage, the two pulses are swept with respect to each other. The generated second harmonic field is given by:

$$E^{SHG}_{sig}(t, \tau) \propto E(t)E(t-\tau)$$

(1)

The autocorrelation signal intensity $A(\tau)$ is recorded by a slow detector and mapped out as a function of delay.

$$A(\tau) = \int_{-\infty}^{\infty} I(t)I(t-\tau) \, dt$$

(2)

Autocorrelation attempts to measure the pulse’s temporal intensity, but not the phase of the pulse. The autocorrelation width $\Delta\tau_A^{FWHM}$ of a pulse is somewhat related to
Figure 2: Different pulse intensities can correspond to one autocorrelation intensity.

its own intensity width $\Delta \tau_{FWHM}^P$. For a square shaped input pulse, $\Delta \tau_{FWHM}^P$ is equal to $\Delta \tau_{FWHM}^A$. If the input pulse is Gaussian shaped, $\Delta \tau_{FWHM}^P$ is equal to $\Delta \tau_{FWHM}^A$ divided by a constant 1.41. For an input pulse that has $Sech^2$ shape, $\Delta \tau_{FWHM}^P$ is equal to $\Delta \tau_{FWHM}^A$ divided by 1.54. In order to obtain a pulse’s length, intensity autocorrelation requires a priori knowledge about the shape of the unknown input, which is not practical. Even worse, several pulse intensities that have complicated structures can correspond to exactly one autocorrelation intensity[20, 93](See Figure 2). Thus, autocorrelation can not provide us reliable information about the pulse intensity or width. Various methods have been proposed for better performance over the years. Intensity correlation combined with spectrum [78] uses an iterative algorithms to find the pulse intensity and phase that are consistent with the autocorrelation intensity and spectrum. However, the algorithm only yields a possible but not the pulse field for the same difficulties. Third order intensity autocorrelation[37] beaks the symmetry of autocorrelation, but it still could not uniquely determine the pulse intensity, so does the interferometric autocorrelation[31].

Even today, many people out of there are still using intensity autocorrelation method to characterize their pulses, which is quite irresponsible for serious scientific research. Advanced technique, such as FROG should be used and we will discuss this
Figure 3: The SHG FROG apparatus.

1.2 FROG

Frequency-Resolved Optical Gating (FROG) [57, 59, 92] works in a hybrid time-frequency domain. It can completely determine the pulse intensity and phase (except for a few trivial ambiguities.)

FROG closely resembles autocorrelation-type measurement, except the autocorrelation signal is spectrally resolved. For a FROG apparatus, the only difference is that a spectrometer replaces the detector in a autocorrelator (The experiment set up for a SHG FROG is shown in Figure 3.). FROG measures the spectrogram of a pulse, in other words: a set of spectra of all gated slices of the unknown field $E(t)$ at different delays $\tau$. In general, the mathematic form of a FROG trace can be written as:

$$ I_{\text{FROG}}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E_{\text{sig}}(t, \tau) \exp(-i\omega t)dt \right|^2 $$  \hspace{1cm} (3)

If a second harmonic nonlinearity is used, $E_{\text{sig}}(t, \tau) = E(t)E(t-\tau)$. For third-order polarization-gate process, $E_{\text{sig}}(t, \tau) = E(t)|E(t-\tau)|^2$ and for third-harmonic generation (THG) process, $E_{\text{sig}}(t, \tau) = E(t)^2E(t-\tau)$. We neglected the proportionality constants here. Figure 4 shows the SHG FROG trace of a double chirped pulse. As you can see, what we have here is a two-dimensional trace with N by N data points.
Figure 4: The SHG FROG trace(right) for a double chirped pulse(left).

It is helpful if we rewritten the FROG trace as a two-dimensional Fourier transform of $\tilde{E}_{\text{sig}}(t, \Omega)$:

$$I_{\text{FROG}}(\omega, \tau) = \left| \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{E}_{\text{sig}}(t, \Omega) \exp(-i\omega t - i\Omega \tau) \text{d}t \text{d}\Omega \right|^2 \quad (4)$$

where $\tilde{E}_{\text{sig}}(t, \Omega)$ and $E_{\text{sig}}(t, \tau)$ are the one-dimensional Fourier transform pairs:

$$E_{\text{sig}}(t, \tau) = \int_{-\infty}^{\infty} \tilde{E}_{\text{sig}}(t, \Omega) \exp(-i\Omega \tau) \text{d}\Omega. \quad (5)$$

A close examination of equation (4) tells us that finding $E(t)$ is actually a two dimensional phase-retrieval problem[90]. It is solved and has an essentially unique solution provided with additional information such as that $\tilde{E}_{\text{sig}}(t, \Omega)$ has finite support[38, 39, 40, 41, 79, 90, 95](zero outside a finite range of values of $t$ and $\Omega$).

For FROG, this condition is not met. $\tilde{E}_{\text{sig}}(t, \Omega)$ can not be finite in extent simultaneously in both time and frequency. However, we have a much more better constraint, the so called nonlinear-optical constraints which result from the generation of the nonlinear signal field. For example, in SHG FROG, $E_{\text{sig}}(t, \tau) = E(t)E(t-\tau)$. It is a very strong constraint and the FROG trace can essentially uniquely determine the pulse field[93]. Once we retrieved $\tilde{E}_{\text{sig}}(t, \Omega)$ from the FROG trace, we can just inverse Fourier transform it with respect to $\Omega$ to get $E(t)E(t-\tau)$. If we substitute $\tau$ by $t$, we have $E(t)E(t-\tau)|_{t=\tau} = E(t)E(0)$ and $E(0)$ is just a constant.
Figure 5: A generic FROG algorithm.

The retrieval of $E_{\text{sig}}(t, \Omega)$ from a FROG trace is quite indirect and complicated. An iterative algorithm is used to find the solution and it works very well. A generic FROG algorithm is shown schematically in Figure 5. Initially, the algorithm makes a random guess of the electric field $E(t)$, which is then used to generate the signal field $E_{\text{sig}}(t, \tau)$. For SHG FROG, $E_{\text{sig}}(t, \tau) = E(t)E(t - \tau)$. The signal field in the frequency domain $\tilde{E}_{\text{sig}}(\omega, \tau)$ is simply derived by a Fourier transformation of $E_{\text{sig}}(t, \tau)$ with respect to $t$. Since the squared magnitude of $\tilde{E}_{\text{sig}}(\omega, \tau)$ should be equal to the measured trace, we replace the magnitude of $\tilde{E}_{\text{sig}}(\omega, \tau)$ with the square root of $I_{\text{FROG}}(\omega, \tau)$ to generate $\tilde{E}'_{\text{sig}}(\omega, \tau)$. $E'_{\text{sig}}(\omega, \tau)$ is then inverse Fourier transformed back to the time domain to get $E'_{\text{sig}}(t, \tau)$. The modified signal field $E'_{\text{sig}}(t, \tau)$ is used to generate a better guess of $E(t)$ for the next iteration. This specific step is also called the minimization step. The above process is repeated until certain termination criterion is met. This criterion is a measure of the error between the actual electric field and the retrieved field. We call it the FROG error, or the G error. In the k-th iteration it is defined as

$$G^{(k)} = \sqrt{\frac{1}{N^2} \sum_{i,j=1}^{N} \left| I_{\text{FROG}}(\omega_i, \tau_j) - \mu I_{\text{FROG}}^{(k)}(\omega_i, \tau_j) \right|^2},$$

(6)
where $\mu$ is a real normalization constant that minimizes the error $G^{(k)}$. $I_{\text{FROG}}^{(k)}(\omega_i, \tau_j)$ is the k-th iteration of the retrieved FROG trace and $I_{\text{FROG}}(\omega_i, \tau_j)$ is the measured FROG trace. For SHG FROG,

$$G_{\text{SHG-FROG}}^{(k)} = \sqrt{\frac{1}{N^2} \sum_{i,j=1}^{N} |I_{\text{FROG}}(\omega_i, \tau_j) - \mu \int_{-\infty}^{+\infty} E^{(k)}(t) E^{(k)}(t - \tau) \exp(-i\omega t) dt|^2}$$

(7)

It has been proven that the FROG error is an effective measure for convergence and it is used for all the FROG retrieval algorithms. In practice, an empirical small value $G_0$ is set and the algorithm is terminated when $G^{(k)} < G_0$.

Among all the available retrieval algorithms, generalized projection method appears to be very reliable and superior to the others\[23, 28, 29, 53, 90, 103, 104\](See figure 6). The entire figure represents the set of all signal fields $E_{\text{sig}}(t, \tau)$. We want to find the signal-field that satisfy both data and nonlinear optical constraints. If we use the upper elliptical to indicate the nonlinear optical constraint and the lower elliptical to represent the data constraint(See equation 3), the solution will correspond to the intersection of the two elliptical regions.
In operation, we start with an arbitrary point in the plane. The pulse is then mapped to the closest point in the constraint sets. Projections are repeated until reaching the solution. For convex sets, convergence is guaranteed, but generally occurs even with non-convex sets and particularly FROG. In order to satisfy the data constraint, it is necessary to perform the magnitude replacement with the measured FROG trace at each iteration. For the nonlinear optical constraint, it takes some effort. We need to find a new signal field $E_{\text{sig}}^{(k+1)}(t_i, \tau_j)$ that has the right nonlinear optical form and at the same time it is closest to the current signal field $E_{\text{sig}}^{(k)}(t_i, \tau_j)$.

So we need to minimize the following functional distance or $Z$ error,

$$Z = \sum_{i,j=1}^{N} \left| E_{\text{sig}}^{(k)}(t_i, \tau_j) - E_{\text{sig}}^{(k+1)}(t_i, \tau_j) \right|^2. \quad (8)$$

For SHG FROG, it is:

$$Z_{\text{SHG}} = \sum_{i,j=1}^{N} \left| E_{\text{sig}}^{(k)}(t_i, \tau_j) - E_{\text{sig}}^{(k+1)}(t_i) E^{(k+1)}(t_i - \tau_j) \right|^2. \quad (9)$$

In FROG algorithm, minimization of the $Z$ error is treated as an unconstrained multi-dimensional optimization problem with computation of derivatives. Steepest decent method is used to find the minimization direction for each step. The gradient of $Z$ is calculated with respect to $E^{(k+1)}(t_k)$ ($t_k = 1, 2, 3, \ldots, N$). In practice we calculate the $2N$ real quantities, shown as following (using SHG FROG as an example),

$$\frac{\partial Z_{\text{SHG}}}{\partial \text{Re}[E^{(k+1)}(t_k)]} = 2\text{Re}\left\{ \sum_{j=1}^{N} -E_{\text{sig}}^{(k)}(t_k, \tau_j)^* E^{(k+1)}(t_k - \tau_j) + E^{(k+1)}(t_k)^* \left| E^{(k+1)}(t_k - \tau_j) \right|^2 \right\}$$

$$-E_{\text{sig}}^{(k)}(t_k + \tau_j, \tau_j)^* E^{(k+1)}(t_k + \tau_j) + E^{(k+1)}(t_k)^* \left| E^{(k+1)}(t_k + \tau_j) \right|^2 \right\}$$

$$\frac{\partial Z_{\text{SHG}}}{\partial \text{Im}[E^{(k+1)}(t_k)]} = -2\text{Im}\left\{ \sum_{j=1}^{N} -E_{\text{sig}}^{(k)}(t_k, \tau_j)^* E^{(k+1)}(t_k - \tau_j) + E^{(k+1)}(t_k)^* \left| E^{(k+1)}(t_k - \tau_j) \right|^2 \right\}$$

$$-E_{\text{sig}}^{(k)}(t_k + \tau_j, \tau_j)^* E^{(k+1)}(t_k + \tau_j) + E^{(k+1)}(t_k)^* \left| E^{(k+1)}(t_k + \tau_j) \right|^2 \right\} \quad (10)$$

So the new signal field can be calculated as,

$$E^{(k+1)}(t_k) = E_{\text{in}}^{(k)}(t_k) + x \cdot dE^{(k)}(t_k) \quad (11)$$
Figure 7: FROG retrieval. The Blue curves correspond to the real input pulse intensity and phase and the red lines correspond to the retrieved intensity and phase.

\[ dE^{(k)} = \frac{2\partial Z}{\partial E^{(k+1)}(t_k)\ast} \bigg|_{E^{(k+1)}(t_k) = E^{(k)}(t_k)} \].

We still need to find the one dimensional minimization step length \( x \) towards the direction \( dE \). We substitute equation (11) back into equation (9),

\[ Z = \sum_{i,j=1}^{N} \left| E_{\text{sig}}^{(k)}(t_i, \tau_j) - \left[ E_{\text{in}}^{(k)}(t_i) + x \cdot dE^{(k)}(t_i) \right] \left[ E_{\text{in}}^{(k)}(t_i - \tau_j) + x \cdot dE^{(k)}(t_i - \tau_j) \right] \right|^2 \]

(13)

Equation (13) can be expended into a polynomial of order four with variable \( x \),

\[ Z = a_0 + a_1 x + a_2 x^2 + a_3 x^3 + a_4 x^4 \]

(14)

where,

\[ a_0 = \sum_{i,j=1}^{N} \left| E_{\text{sig}}^{(k)}(t_i, \tau_j) - E_{\text{in}}^{(k)}(t_i) E_{\text{in}}^{(k)}(t_i - \tau_j) \right|^2 \]

\[ a_1 = \sum_{i,j=1}^{N} 2\text{Re}\left\{ \left[ E_{\text{in}}^{(k)}(t_i) E_{\text{in}}^{(k)}(t_i - \tau_j) - E_{\text{sig}}^{(k)}(t_i, \tau_j) \right]^* \left[ E_{\text{in}}^{(k)}(t_i) dE^{(k)}(t_i - \tau_j) + E_{\text{in}}^{(k)}(t_i - \tau_j) dE^{(k)}(t_i) \right]\right\} \]

\[ a_2 = \sum_{i,j=1}^{N} \left| E_{\text{in}}^{(k)}(t_i - \tau_j) dE^{(k)}(t_i) + E_{\text{in}}^{(k)}(t_i) dE^{(k)}(t_i - \tau_j) \right|^2 + 2\text{Re}\left\{ E_{\text{in}}^{(k)}(t_i) E_{\text{in}}^{(k)}(t_i - \tau_j) - E_{\text{sig}}^{(k)}(t_i, \tau_j) \right]^* dE^{(k)}(t_i) dE^{(k)}(t_i - \tau_j) \}

\[ a_3 = \sum_{i,j=1}^{N} 2\text{Re}\left[ E_{\text{in}}^{(k)}(t_i - \tau_j) dE^{(k)}(t_i) + E_{\text{in}}^{(k)}(t_i) dE^{(k)}(t_i - \tau_j) \right]^* dE^{(k)}(t_i) dE^{(k)}(t_i - \tau_j) \]

\[ a_4 = \sum_{i,j=1}^{N} \left| dE^{(k)}(t_i) dE^{(k)}(t_i - \tau_j) \right|^2 \]

(15)
It is a one dimensional minimization problem and the global minimum can be easily calculated.

Applying our generalize projection algorithm to the simulated example FROG trace shown in figure 4, we can retrieve the input pulse very well (See figure 7). The FROG error was 0.000377.

For the retrieval of experimental traces, one important question has to be asked, “How robust the FROG technique is against noise?”. Since in all measurements, noise is unavoidable. It puts the FROG-retrieval algorithm into test. Fortunately, it has been found that the FROG algorithm converges very well [43]. Adding a massive 10% multiplicative noise in the trace only brings in 1% rms error in the retrieved intensity and phase. Adding additive noise, it is a trickier problem. However, simple filtering techniques can be used to remove such noises. It has been shown that 10% additive noise also results in 1% rms error to the retrieved pulse intensity and phase after filtering. In addition, boot-strap method can be used to determine the error bars for the retrieved intensity and phase of a FROG measurement [96, 97]. So we know how accurate we are doing at each retrieved intensity and phase points!

So far, we have shown that the FROG technique can fully characterize a pulse intensity and phase in an elegant manner- simple but powerful. We still need to keep in mind that we can not use the FROG technique to determine the absolute phase of a pulse, or the pulse arrival time. For most of the applications, those information turns out to be uninteresting. For SHG type of FROG measurement, it has an ambiguity in the direction of time, but this time-reverse problem can be easily removed. One way is to place a thin glass before the beam splitter [91]. The surface reflection will introduce a small trailing satellite pulse and thus break the symmetry to remove the ambiguity.
1.3 XFROG

FROG technique does not require a shorter reference pulse. However, if a reference pulse is readily available and we can make use of it to help our FROG measurement.

Temporal Analysis by Dispersing a pair of Light E-fields (TADPOLE) is a technique that combines FROG and spectral interferometry (SI) methods [46, 80]. The reference pulse is characterized by a FROG and it tells us the spectral phase of the reference pulse $\psi_{\text{ref}}(\omega)$. SI measures the pulse spectrum and the spectral phase difference between the unknown and the reference pulse: $\Delta \phi(\omega) = \psi_{\text{ref}}(\omega) - \psi(\omega)$. Trains of pulses as weak as $42 \times 10^{-21}$ joules per pulse have been measured by use of TADPOLE [42]. It is also an excellent method to measure shaped ultrashort pulses [98]. The drawback of SI type of measurements are: The reference pulse spectral range needs to contain that of the unknown pulse; Perfect beam collinearity and excellent spacial coherence are required.

Obviously, for measurement of spuercontinuum from microstructure-fiber or luminescence from molecules, TADPOLE is hopeless. Another technique, called cross-correlation Frequency-Resolved Optical Gating (XFROG) has been introduced for
such type of measurements when a reference pulse is available\cite{67, 68}. Figure 8 shows the experiment apparatus of an XFROG. The cross-correlation signal is generated through sum frequency generation (SFG), difference frequency generation (DFG) or other third-order nonlinear processes, depending on the relative frequencies. For sum frequency generation, the signal field of XFROG has the form,

\[ E_{sig}^{SFG} = E(t)E_{ref}(t - \tau). \] (16)

For difference frequency generation, it is

\[ E_{sig}^{DFG} = E(t)E_{ref}^*(t - \tau). \] (17)

The SFG XFROG trace can then be written as (in the following discussion, we use SFG XFROG as our example),

\[ I_{XFROG}^{SFG}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E(t)E_{ref}(t - \tau) \exp(-i\omega t)dt \right|^2. \] (18)

Concerning the XFROG retrieval algorithm, only minor changes need to be made to the usual FROG algorithm. First, we define the Z error for XFROG:

\[ Z_{XFROG}^{SFG} = \sum_{i,j=1}^{N} \left| E^{(k)}_{sig}(t_i, \tau_j) - E^{(k+1)}_{ref}(t_i - \tau_j) \right|^2. \] (19)

It appears simpler since the reference field \( E_{ref}(t_i, \tau_j) \) is known. The gradient of Z with respect to \( E^{(k+1)}(t_k)^* \) is,

\[ \frac{dZ_{XFROG}^{SFG}}{dE^{(k+1)}(t_k)^*} = \sum_{\tau} E_{ref}(t_k - \tau)^*[E^{(k)}_{sig}(t_k, \tau) - E^{(k+1)}(t_k)E_{ref}(t_k - \tau)] \] (20)

Let the above derivative equal to zero and we can solve \( E^{(k+1)}(t_k) \) for the next iteration directly,

\[ E^{(k+1)}(t_k) = \frac{\sum_{\tau} E_{ref}(t_k - \tau)^*E^{(k)}_{sig}(t_k - \tau)}{\sum_{\tau}|E_{ref}(t_k - \tau)|^2}. \] (21)

And this is the only change made to the FROG retrieval program. The XFROG algorithm has been tested for different unknown pulses and reference pulses. It can
retrieve the unknown pulse very well with a typical G error on the order of $10^{-7}$ for a 64 by 64 trace.

For XFROG type of measurement, if the reference pulse is intense, higher efficiency is expected because signal strength $I_{\text{sig}}^{\text{XFROG}}$ is proportional to $I_{\text{unk}}I_{\text{ref}}$. XFROG does not require spectral overlap between the unknown pulse and the reference pulse. It also does not require stringent coherence or mode matching etc. It can be applied to the measurement of ultra weak light pulses. We will discuss various detailed prospects of Optical-Parametric Amplification (OPA) XFROG[69] in chapter 3. For measurement of weak blue or UV pulses, if we use a visible or infrared reference pulse as the gate pulse, DFG process will generate a convenient wavelength that is possible for us to measure, since SHG crystal becomes absorptive at those pulses’ second harmonic frequencies. For the measurement of a very complex pulse, XFROG is also a better choice since we can choose a very smooth reference pulse to generate a much less complicated trace.

1.4 GRENOUILLE

Recently, an extremely simple pulse-measurement device was introduced and is now in wide use. A highly simplified version of the frequency-resolved-optical-gating (FROG) family of devices, this method (called GRENOUILLE[77]; see Figure 9) operates by using a simple, large-apex-angle prism (a ”Fresnel biprism”) to split the beam into two replicas and to automatically cross and align them in space and time in the crystal. It uses a relatively large crossing angle and a line focus, so the pulse replicas’ relative delay is mapped onto the crystal transverse position. GRENOUILLE’s second innovation is the use of a thick second-harmonic-generation (SHG) crystal, which, due to its thickness, phase-matches only a small-and different-fraction of the pulse bandwidth for each output angle, allowing the crystal to operate, not only as
Figure 9: FROG (top) and its simpler cousin, GRENOUILLE (bottom).

an autocorrelating element, but also as a spectrometer. The phase-matching bandwidth of the thick crystal is then GRENOUILLE’s spectral resolution (and not its spectral range, as in other devices). These two simple innovations yield a very simple, compact FROG device composed of only four easily aligned, linearly arranged optical elements and that requires almost no alignment and never misaligns. In addition, without modification, GRENOUILLE also measures the spatio-temporal distortions, spatial chirp and pulse-front tilt: the otherwise symmetrical trace develops shear in the presence of spatial chirp and displacement along the delay axis in the presence of pulse-front tilt [2, 3, 5]. In chapter 4, we describe a numerical model that simulates the GRENOUILLE device. We compute the GRENOUILLE trace for practical examples and show that accurate measurements are easily obtained for properly designed devices.
CHAPTER II

PULSE PROPAGATION

The theoretical study carried out in chapter 3 and 4 involves the pulse propagation in medium. In this chapter, we will cover some of the basics in this area. Books authored by Boyd, Shen, Diels [16, 32, 87] are suggested for further readings.

The wave equation for electric field vector $E$ can be derived from Maxwell equations, which has the form:

$$\left( \frac{\partial}{\partial x^2} + \frac{\partial}{\partial y^2} + \frac{\partial}{\partial z^2} - \frac{1}{c^2} \frac{\partial}{\partial t^2} \right) E(x, y, z, t) = \mu_0 \frac{\partial}{\partial t^2} P(x, y, z, t) \quad (22)$$

where $\mu_0$ is the magnetic permeability in free space. The source term, polarization $P$ describes the interaction between the pulse field and the medium, $P = \varepsilon_0 \chi^{(1)} E + \varepsilon_0 \chi^{(2)} E^2 + \varepsilon_0 \chi^{(3)} E^3 + \ldots + \varepsilon_0 \chi^{(n)} E^n + \ldots \quad (23)$

$\chi^{(n)}$ is known as the nonlinear optical susceptibility of the $n^{th}$ order. $\chi^{(1)}$ is the linear susceptibility. We can rewritten the induced polarization in two parts:

$$P = P^L + P^{NL} \quad (24)$$

$P^L$ represents the linear response of the medium, such as diffraction, dispersion, refraction, linear loss/gain etc. $P^{NL}$ takes account for the nonlinear optical effects, e.g., nonlinear absorption and gain, harmonic generations, and Raman processes etc.

In the following sections we will discuss those effects separately for simplicity. A numerical technique, split-step method will be introduced for solving the nonlinear partial differential equations.
2.1 Linear propagation

In this section, we consider only the contribution of the linear polarization $P^L$ but omit $P^{NL}$. Assuming the pulse envelope does not change significantly when traveling through a distance comparable with the wavelength, also known as the slowly-varying-envelope approximation (SVEA):

$$\left| \frac{\partial^2 E(x, y, z, t)}{\partial z^2} \right| \ll \left| k \frac{\partial E(x, y, z, t)}{\partial z} \right|$$  \hspace{1cm} (25)

so the $\partial^2_z$ terms can be neglected. The propagation function for an e-polarized beam in a uniaxial crystal is (The details can be found in Ref.[33, 34, 36, 44]):

$$\frac{\partial E(x, y, z, t)}{\partial z} = -\tan \rho \frac{\partial E(x, y, z, t)}{\partial x} + i \frac{1}{2k} \left[ n^2 \left( \frac{\cos^2 \theta}{n_e^2} + \frac{\sin^2 \theta}{n_o^2} \right) - \tan^2 \rho \right] \frac{\partial^2 E(x, y, z, t)}{\partial x^2}$$  

$$+ i \frac{1}{2k} \frac{n^2}{n_e^2} \frac{\partial^2 E(x, y, z, t)}{\partial y^2} - \frac{1}{v_g} \frac{\partial E(x, y, z, t)}{\partial t}$$  

$$- i \frac{gvd}{2} \frac{\partial^2 E(x, y, z, t)}{\partial t^2} - i \left( \frac{\partial \tan \rho}{\partial \omega} \right) \frac{\partial^2 E(x, y, z, t)}{\partial x \partial t}$$  \hspace{1cm} (26)

The last term is taken with respect to the carrier frequency. $n$ is the refractive index. Extraordinary wave experiences a refractive index $n(\theta)$ that depends on the angle $\theta$ between the $k$ vector and the optic axis according to:

$$\frac{1}{n(\theta)^2} = \frac{\sin^2 \theta}{n_e^2} + \frac{\cos^2 \theta}{n_o^2}$$  \hspace{1cm} (27)

where $n_e$ and $n_o$ correspond to the principle extraordinary and ordinary refractive index respectively. $k = n\omega/c$ is the wave vector. $\tan \rho = -(1/k)\partial k/\partial \theta$ is the birefringent walkoff. $v_g$ is the velocity of the pulse envelope, or the group velocity, by definition,

$$v_g = \left( \frac{\partial k}{\partial \omega} \right)^{-1} = \left( \frac{n}{c} + \frac{\omega}{c} \frac{\partial n}{\partial \omega} \right)^{-1}$$  \hspace{1cm} (28)

gvd is the group velocity dispersion,

$$gvd = \frac{\partial^2 k}{\partial \omega^2} = \frac{\partial (\partial k/\partial \omega)}{\partial \omega} = - \frac{1}{v_g^2} \frac{\partial v_g}{\partial \omega}$$  \hspace{1cm} (29)
\( gvd \) describes that for different wavelength in the pulse, the group velocity will be different. It disperses a pulse in time and leads to a frequency chirp and a reshaping of the pulse envelope. Another frequently mentioned quantity – the group delay dispersion (GDD), is defined as,

\[
GDD = gvd \times L
\]

where \( L \) is the medium length.

For \( o \)-polarized beam, the propagation equation is simpler,

\[
\frac{\partial E(x,y,z,t)}{\partial z} = i \frac{1}{2k} \frac{\partial^2 E(x,y,z,t)}{\partial^2 x} + i \frac{1}{2k} \frac{\partial^2 E(x,y,z,t)}{\partial^2 y} - \frac{1}{n} \frac{\partial E(x,y,z,t)}{\partial t} - i \frac{gvd}{2} \frac{\partial^2 E(x,y,z,t)}{\partial^2 t} \tag{31}
\]

\[2.2\text{ Nonlinear mixing processes}\]

In this section, we will consider the second order nonlinear response of the medium. For higher order effects, interested readers are referred to text book authored by Boyd[16]. Assuming there are two different-color beams present: \( E(t) \propto E_1 \exp(\ii \omega_1 t) + E_2 \exp(\ii \omega_2 t) + E_1^* \exp(-\ii \omega_1 t) + E_2^* \exp(-\ii \omega_2 t) \), we have:

\[
E(t)^2 \propto E_1^2 \exp(2\ii \omega_1 t) + E_2^2 \exp(-2\ii \omega_2 t) + 2E_1 E_2^* \exp[\ii(\omega_1 + \omega_2)t] + 2E_1^* E_2 \exp[-\ii(\omega_1 + \omega_2)t] \tag{32}
\]

The first two terms correspond to the second harmonic generation (SHG). The third and the fourth terms correspond to the sum-frequency generation (SFG) and difference-frequency generation (DFG) respectively. The last term is the dc rectification term. The energy diagrams are illustrated in figure 10. Next, we will examine the nonlinear mixing wave equations using the SHG and DFG as examples. In chapter 3 and 4, we will review those concepts.
For the relative simple case of type I SHG, the fundamental wave propagates as an ordinary/extraordinary wave and produces an extraordinary/ordinary wave. The coupled differential equations for the envelopes of the fundamental (subscript 1) and the second harmonic (subscript 3) waves are (for simplicity we assume the field is uniform in the transverse $x, y$ direction):

\[
\frac{\partial}{\partial z} + \frac{1}{v_1} \frac{\partial}{\partial t} + i \frac{\omega_{d1}}{2} \frac{\partial^2}{\partial t^2} E_1(z, t) = \frac{i \omega_{d_{eff}}}{n_{1c}} E_1(z, t)^* E_3(z, t) e^{i \Delta k z}
\]

\[
\frac{\partial}{\partial z} + \frac{1}{v_2} \frac{\partial}{\partial t} + i \frac{\omega_{d2}}{2} \frac{\partial^2}{\partial t^2} E_2(z, t) = \frac{i \omega_{d_{eff}}}{n_{2c}} E_1(z, t)^2 e^{-i \Delta k z}
\]

where $d_{eff}$ is the effective nonlinear coefficient [16]. $\Delta k = k_3 - 2k_1$ is the phase velocity mismatch for the carrier wave. The wave vectors are often oriented in certain geometry such that phase matching $\Delta k = 0$ is achieved to optimize the conversion efficiency.

We now consider the process that two optical waves with center frequencies $\omega_3$ and $\omega_1$ mix inside a nonlinear medium to generate an output wave at the frequency $\omega_2 = \omega_3 - \omega_1$ (see figure 10(c)). The coupled equations that describe this interaction can be written as:

\[
\frac{\partial}{\partial z} + \frac{1}{v_1} \frac{\partial}{\partial t} + i \frac{\omega_{d1}}{2} \frac{\partial^2}{\partial t^2} E_1(z, t) = \frac{i \omega_{d_{eff}}}{n_{1c}} E_1(z, t)^* E_3(z, t) e^{i \Delta k z}
\]

\[
\frac{\partial}{\partial z} + \frac{1}{v_2} \frac{\partial}{\partial t} + i \frac{\omega_{d2}}{2} \frac{\partial^2}{\partial t^2} E_2(z, t) = \frac{i \omega_{d_{eff}}}{n_{2c}} E_1(z, t)^* E_3(z, t) e^{i \Delta k z}
\]

\[
\frac{\partial}{\partial z} + \frac{1}{v_3} \frac{\partial}{\partial t} + i \frac{\omega_{d3}}{2} \frac{\partial^2}{\partial t^2} E_3(z, t) = \frac{i \omega_{d_{eff}}}{n_{3c}} E_1(z, t) E_2(z, t) e^{-i \Delta k z}
\]
The phase velocity mismatch is calculated as $\Delta k = k_3 - k_1 - k_2$. This process is known as difference-frequency generation (DFG) or parametric down-conversion. If the wave $\omega_3$ is strong, the field $\omega_1$ is amplified during the mixing process, it is called the optical parametric amplification (OPA). In convention, the $\omega_1$, $\omega_2$ and $\omega_3$ waves are called the signal, idler and pump waves respectively. So far, we implicitly assumed the collinear geometry. In chapter 3, modifications of the above equations will be made to describe a noncollinear beam geometry that matches the group velocities of the pump, signal, and idler pulses, which permits the measurement of broadband pulses.

### 2.3 Split-step Fourier method

We have shown that the pulse propagation inside a nonlinear optical medium is governed by the following wave equation:

$$\frac{\partial E}{\partial Z} = (\hat{D} + \hat{N})E$$

(35)

where $\hat{D}$ represents the differential operator that accounts for dispersion and diffraction, etc. $\hat{N}$ is the nonlinear operator that accounts for the nonlinear optical effects. In general, there are no analytic solutions available and we have to employ numerical approach[75]. The two well known numerical methods are: the finite difference methods and the split-step Fourier transform methods. Among the various finite-difference schemes, the Crank-Nicolson scheme and its variants are the commonly used ones. Details can be found in ref. [60, 75]. In this section, we will discuss the split step methods and later we will apply this method to our problems.

In general, dispersion and nonlinearity acts simultaneously while the pulse propagates through the nonlinear medium. The split-step method pretends they act independently and obtain an approximate solution. Specifically, the medium length is divided into a large number of segments of width $h$. Over the small distance $h$, the propagation is calculated in two explicit steps. In the first step, it assumes $\hat{D} = 0$ and let the nonlinearity act alone. In the second step, it assumes $\hat{N} = 0$ and let the
Figure 11: schematic illustration of the split-step Fourier method.

dispersion act alone (see figure 11). The envelope at $z + h$ is approximated by:

$$E(z + h, t) \approx \exp(h\hat{D}) \exp(h\hat{N}) E(z, t) = \exp(h\hat{D}) A(z + h, t)$$ (36)

Usually, the operator $\exp(h\hat{D})$ is evaluated in the Fourier domain,

$$\exp(h\hat{D}) A(z + h, t) = IFFT\{FFT[\exp(h\hat{D})]FFT[A(z, t)]\}$$ (37)

$IFFT$ denotes the inverse Fourier transform. The use of fast Fourier transform (FFT) makes the evaluation of equation 37 relative fast. Compared with typical finite difference schemes, the split-step Fourier methods can be faster by up to two orders of magnitude[1].
CHAPTER III

NUMERICAL SIMULATIONS OF OPA-XFROG

This chapter originally appeared in paper:


3.1 Introduction

The past decade has seen great progress in the development of techniques for measuring the intensity and phase vs. time of ultrashort laser pulses. Techniques such as Frequency-Resolved Optical Gating (FROG) and Cross-correlation FROG (XFROG)[67, 93] allow the measurement of a wide range of pulses. While these techniques have achieved fairly high sensitivity, they are not sufficient to measure extremely weak ultrashort light pulses—pulses with only a few photons—whose measurement would often help to elucidate important fundamental light-emission processes[73].

While spectral interferometry can measure the intensity and phase of trains of \sim 1\text{-photon pulses}[42], interferometric methods unfortunately involve extremely stringent coherence requirements, including the need for precise mode-matching, nearly perfect spatial coherence, and highly stable absolute phase (carrier-envelope phase) from pulse to pulse in the train. While these conditions can be met by laser pulses, they are rarely met by light pulses (pulses not directly emitted by a laser), such as fluorescence, Raman scattering, and super-continuum. As a result, we introduced a non-interferometric technique that avoids such restrictive coherence requirements and which achieves few-photon sensitivity to help elucidate such fundamental weak-light emitting processes in many fields[107]. It is a variation on the XFROG method and
hence involves measuring a time-gated-pulse spectrum vs. delay to yield a visually intuitive spectrogram of the weak pulse. Unlike previous FROG methods, however, the gating process involves gain. Using either Optical Parametric Amplification (OPA) or Difference Frequency Generation (DFG) with an intense, higher-frequency, shorter gate pulse, we showed that it is possible to gate in time with a simultaneous gain of up to $\sim 10^6$. Like previous FROG and XFROG techniques, OPA and DFG XFROG do not require mode-matching, spatial coherence, or stability of the absolute phase.

OPA XFROG and DFG XFROG have additional advantages over interferometric methods. For example, another obstacle to the use of spectral interferometry for measuring weak pulses in many applications (even when the coherence requirements are met) is the lack of a well-characterized reference pulse whose spectrum contains that of the unknown weak pulse. Fortunately, appropriate reference pulses are much more readily available for OPA and DFG XFROG. This is because the creation of ultraweak fluorescence or Raman scattering pulses requires its own excitation pulse, which itself must have three characteristics: 1) it must have a shorter wavelength, 2) it must be shorter in duration, and 3) it must be relatively intense. Coincidentally, these are precisely the three conditions for the reference pulse in OPA and DFG XFROG! Thus, for this wide range of cases, an ideal reference pulse for OPA and DFG XFROG is guaranteed to be available. OPA XFROG and DFG XFROG are thus ideal for measuring such ultraweak ultrashort light pulses as luminescence or Raman scattering.

OPA, DFG, and stimulated Raman scattering (SRS) processes have been used for gating or gain in many situations previously\cite{49, 82, 94, 100, 105}. One particularly relevant case has been the simultaneous use of gating and gain in ballistic-imaging techniques\cite{17, 74} where few-photon unscattered pulses containing the desired image must be time-gated. Their adaptation to ultrashort-pulse intensity-and-phase measurement was perhaps overdue. The high gain available from these processes,
which allows us to significantly amplify ultraweak light pulses, increases the sensitiv-
ity in light-pulse-measurement applications by many orders of magnitude. We simply
used a slightly modified FROG algorithm to retrieve the intensity and phase of the
ultraweak pulse from the measured OPA XFROG spectrogram (See chapter 1).

Previously, we demonstrated OPA XFROG by measuring trains of pulses as weak
as 50 aJ (a few hundred photons) per pulse[107]. Indeed, because our repetition rate
was 100,000 times lower in this work than in our previous spectral-interferometry
weak-pulse measurement[42], the total number of photons required for our measure-
ment was actually less than in the previous less-than-one-photon-per-pulse spectral-
interferometric measurement.

In our previous work on OPA XFROG, a question that remained unanswered was
the trade-off between accuracy and efficiency. Specifically, the accuracy requirement
involves minimizing the group-delay mismatch (GDM) in the crystal between the two
(or three) pulses involved in order to minimize geometrical smearing of the temporal
features of the pulse to be measured, which otherwise would yield inaccurate results.
The efficiency requirement, on the other hand, involves maximizing the gain in the
OPA or DFG crystal. Short crystals, which typically achieve minimal GDM (GDM
∝ L, where L is the crystal length) and hence yield high OPA XFROG accuracy,
also yield minimal gain, while longer crystals required for high gain also tend to have
large GDM and thus tend to potentially yield some distortion in the measurement.

Fortunately, a similar problem has cropped up previously, and that is in OPA de-
vices for efficiently transforming pulses from one wavelength to another. In that field,
this problem was solved by use of non-collinear OPA (NOPA)[84] beam geometries
with a few degrees between the two beams, which yield considerably larger phase-
matching bandwidths or, equivalently, much smaller GDM. Clearly the NOPA con-
cept will also solve the problem in OPA XFROG measurements. The OPA XFROG
problem, however, is somewhat different from that of NOPAs for efficient wavelength
conversion. While efficiency is the predominant goal in NOPAs, whose only desire with respect to the signal pulse intensity-and-phase curve is that it have about the same pulse length as the input pump pulse, our requirement is much more stringent: we require that the intensity and phase of this pulse be such that it can be accurately modeled and, in particular, we’d prefer it to have the ideal form:

\[ E_{\text{sig}}^{\text{OPA}}(t, \tau) = E(t) E_{\text{gate}}^{\text{OPA}}(t - \tau), \]  

(38)

where \( E(t) \) is the unknown input pulse; the second factor is the gate function, given by\[16\]:

\[ E_{\text{gate}}^{\text{OPA}}(t) = \cosh(g |E_{\text{ref}}(t)| z). \]  

(39)

where \( E_{\text{ref}}(t) \) is the reference (pump) pulse and \( g \) is the gain parameter,

\[ g^2 = \frac{4\pi^2 d_{\text{eff}}^2}{n_{\text{OPA}} n_{\text{DFG}} \lambda_{\text{OPA}} \lambda_{\text{DFG}}}. \]  

(40)

On the other hand, OPA XFROG has the simplification that it does not involve efficient conversion of the pump pulse energy to the signal. In other words, OPA XFROG, unlike wavelength-conversion NOPAs, does not operate in the pump-depletion regime. This is a major simplification.

Our goal is therefore to model the OPA XFROG process for typical experimental conditions, checking the accuracy of OPA XFROG measurements of weak pulses for typical gains. We show that few-degree crossing angles between the beams, as is common in FROG beam geometries and NOPAs, yields excellent accuracy with large bandwidths in such measurements even in the presence of high gain. We perform an experiment on spectrally filtered continuum with \(~100\) nm of bandwidth. Finally, we also consider DFG XFROG as well and show that our simple model works just as faithfully for DFG XFROG as it does for OPA XFROG—our theoretical simulations show that it is possible to retrieve the signal pulse by making either an OPA measurement or a DFG measurement and applying the suitable XFROG algorithm to it.
3.2 OPA/DFG XFROG

The FROG and XFROG techniques both involve using a gate pulse to gate the unknown pulse. In FROG, the gate pulse is the pulse itself. However, when a well-characterized reference pulse is available, it is generally better to use it as the gate pulse, and this technique (spectrally resolved cross-correlation in conjunction with an algorithm to extract the pulse intensity and phase) is generally referred to as XFROG. The standard FROG algorithm is easily modified to deal with XFROG. The expression for an XFROG trace is:

\[ I_{\text{XFROG}}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E(t) E_{\text{gate}}(t - \tau) \exp(-i\omega t) \, dt \right|^2 \]  

(41)

where the gate function, \( E_{\text{gate}}(t) \), can be any function (i.e., pulse) that happens to be available and which has temporal structure on the order of that of the pulse to be measured, \( E(t) \). More generally, all that is required is a signal field that is a function of time and delay, an example of which is a product of the form, \( E(t) E_{\text{gate}}(t - \tau) \), which can then be spectrally resolved.

A schematic of the apparatus for both OPA XFROG and DFG XFROG is shown in Figure 12. In OPA XFROG, the weak pulse (labeled \( E(t) \)) is parametrically amplified in the crystal by the more intense reference-gate pulse. The DFG XFROG signal pulse is also shown. Either pulse can be spectrally resolved to yield an OPA XFROG or DFG XFROG trace.

In this section we will discuss a simplified theory of OPA/DFG in the framework for deriving a simplified algorithm for OPA/DFG XFROG. We will revisit the theory more rigorously in the next section. The coupled-wave equations for the generation of both the signal and idler (which we will refer to here as the OPA and DFG pulses, respectively, because the term, “signal,” is already used in FROG and has a different meaning) are [16]:

\[ \frac{\partial E_{\text{OPA}}}{\partial z} = i\kappa E_{\text{ref}} E_{\text{DFG}}^* \]  

(42)
\[ \frac{\partial E_{DFG}}{\partial z} = i\kappa' E_{ref}^* E_{OPA}^* \] (43)

where \( \kappa = \frac{2\pi d_{eff}}{(n_{OPA}\lambda_{OPA})} \) and \( \kappa' = \frac{2\pi d_{eff}}{(n_{DFG}\lambda_{DFG})} \). Here phase-matching is assumed, so that \( \Delta k = 0 \).

Assuming negligible pump depletion, the electric field of the signal pulse emerging from the crystal in an OPA XFROG apparatus has the form of equation (38) where \( E(t) \) is the unknown input pulse. The second factor is the gate pulse and is given by equation (39). Thus the pulse to be measured undergoes exponential gain during OPA and yet retains its phase during the process.

The setup for DFG XFROG is similar to that of OPA XFROG, except that now the idler is imaged onto the slit of the spectrometer to yield a DFG XFROG trace. Although it is known that DFG XFROG is a sensitive technique for measuring fairly weak pulses[67], the method has never been demonstrated with gain. Here we consider the effect of possible gain, so that the electric field is given by:

\[ E_{sig_{DFG}}(t, \tau) = E(t)^* E_{gate_{DFG}}(t - \tau). \] (44)

This has the same unknown input pulse but a gate function of the form:

\[ E_{gate_{DFG}}(t) = \exp[i\phi_{ref}(t)] \sinh (g |E_{ref}(t)| z), \] (45)
where $\phi_{\text{ref}}(t)$ is the phase of the reference pulse. In the limit that the reference pulse is weak, the net gain is small, and the above expression reduces to $E_{\text{gate}}^{\text{DFG}}(t) = E_{\text{ref}}(t)$.

The measured XFROG trace is simply the magnitude-squared Fourier transform of the various signal fields.

In both OPA and DFG XFROG, the unknown pulse is easily retrieved from the measured trace using the iterative XFROG algorithm, modified for the above expressions for the gate pulse.

In the above treatment we have neglected the effect of group velocity mismatch (GVM) between the interacting pulses[18, 21, 89]. GVM between the pump and signal pulses constrains the interaction length over which parametric amplification occurs. The larger the GVM, the shorter the actual interaction length will have to be. GVM depends on the crystal, the various pulse wavelengths, and the type of phase-matching. Defining the pulse-splitting length $l_{sp}$ as the propagating distance after which the pump and signal pulses separate from each other by a pulse length, it is known that GVM effects can be neglected in light-generation experiments to a first approximation for the cases where the crystal lengths are shorter than the pulse splitting length:

$$l_{sp} = \frac{\tau_p}{GVM_{sp}} \quad (46)$$

where $\tau_p$ is the length of the longer of the signal or pump pulse. In using OPA or DFG for pulse measurement, however, one must be careful to avoid allowing the gate pulse to walk more than one coherence time (usually less than one pulse length) with respect to the pulse to be measured, or the gate pulse will sample a range of pulse intensities and phases, not the correct intensity and phase for a particular delay. The next section will discuss the effect of including GVM and also the second order dispersion effects in the theoretical simulations.
3.3 Theory

In this section, we will investigate the theory of OPA/DFG more rigorously. We derive a set of equations to describe the parametric mixing process of three temporally structured waves that propagate at different angles. Without loss of generality, we align the incident face of the crystal along the xy-plane, so that the beam propagation directions lie nearly parallel to the axis. We begin with the nonlinear parametric wave equations\[16],

\[
\nabla \times \nabla \times \bar{\mathbf{E}}_s = \mu_0 \omega_s^2 (\varepsilon \cdot \bar{\mathbf{E}}_s + \varepsilon_0 2\mathbf{d} \cdot \mathbf{E}_p \bar{\mathbf{E}}_i^*) \\
\nabla \times \nabla \times \bar{\mathbf{E}}_i = \mu_0 \omega_i^2 (\varepsilon \cdot \bar{\mathbf{E}}_i + \varepsilon_0 2\mathbf{d} \cdot \mathbf{E}_p \bar{\mathbf{E}}_s^*) \\
\nabla \times \nabla \times \bar{\mathbf{E}}_p = \mu_0 \omega_p^2 (\varepsilon \cdot \bar{\mathbf{E}}_p + \varepsilon_0 2\mathbf{d} \cdot \mathbf{E}_s \bar{\mathbf{E}}_i) 
\]

where \(\bar{\mathbf{E}}_j\) is the electric field in its phasor form. In accordance with OPA conventions, \(j = s, i\) and \(p\) refers to the signal (seed), idler, and pump, respectively. Also, \(\varepsilon\) and \(\mathbf{d}\) refer to the permittivity and the nonlinear coefficient tensor respectively.

In the following derivation we assume monochromatic plane waves with infinite extent in the xy-plane, for convenience. The fields with k-vectors tilted away from the z-axis are represented by:

\[
\bar{\mathbf{E}}_j = \mathbf{E}_j(z)e^{ik_j \cdot \mathbf{r}} \\
= \hat{\mathbf{e}}_j \mathbf{E}_j e^{i(k_{jx}x + k_{jy}y + k_{jz}z)} \\
= (\hat{x}E_{jx} + \hat{y}E_{jy} + \hat{z}E_{jz})e^{i(k_{jx}x + k_{jy}y + k_{jz}z)} 
\]

Applying the slowly-varying-amplitude approximation to equation (47), we derive the following expression after some standard mathematical manipulations:

\[
\hat{x}(-2ik_{sz} \frac{\partial E_{s}}{\partial z} + ik_{sz} \frac{\partial E_{x}}{\partial z}) + \hat{y}(-2ik_{sz} \frac{\partial E_{s}}{\partial z} + ik_{sy} \frac{\partial E_{y}}{\partial z}) \\
+ \hat{z}(ik_{sz} \frac{\partial E_{s}}{\partial z} + ik_{sy} \frac{\partial E_{y}}{\partial z}) = 2\mu_0 \varepsilon_0 \omega^2 \mathbf{d} \cdot \mathbf{E}_p \cdot \mathbf{E}_i^* e^{i(k_p \cdot \mathbf{r} - k_s \cdot \mathbf{r} - k_i \cdot \mathbf{r})}. 
\]

The other two mixing equations (for the idler and the pump) have the same form, as well.
**Figure 13:** The geometry of the nonlinear process inside the crystal.

Although the beams could tilt away from the z-axis in any direction, in practice they are usually tilted along one of the polarized planes. Here, we assume that the \( k \)-vectors all lie in the xz-plane as shown in Figure 13. We let the signal beam propagate at an angle \( \alpha_s \) with respect to the z-axis; it will walk off by an angle \( \rho_s \) toward the x-direction if it is x-polarized and it will walk off by zero in the y-direction if it is y-polarized. So, for x- or y-polarized beams, respectively, we have:

\[
\hat{e}_s = \begin{cases} 
\hat{x} \cos(\alpha_s + \rho_s) - \hat{z} \sin(\alpha_s + \rho_s) & \text{x-polarized} \\
\hat{y} & \text{y-polarized}
\end{cases}
\]  

(52)

Taking dot product of \( E_s \) on both sides of equation (51), we obtain:

\[
\frac{\partial E_s}{\partial z} = i\omega_s \tilde{n}_s c_{\text{eff}} E_p E_s^* e^{i\Delta kz}.
\]  

(53)

The corresponding equations for the idler and pump will then be:

\[
\frac{\partial E_i}{\partial z} = i\omega_i \tilde{n}_i c_{\text{eff}} E_p E_s^* e^{i\Delta kz}
\]  

(54)

\[
\frac{\partial E_p}{\partial z} = i\omega_p \tilde{n}_p c_{\text{eff}} E_s E_i e^{-i\Delta kz}
\]  

(55)

where \( \Delta k = k_{pz} - k_{sz} - k_{iz} \) is the phase mismatch. \( d_{\text{eff}} = d \cdot \hat{e}_s \hat{e}_i \hat{e}_p \) is the effective nonlinearity and \( \tilde{n}_j \), the effective refractive index, is defined by:

\[
\tilde{n}_j = \begin{cases} 
n_j \cos \rho_j \cos(\alpha_j + \rho_j) & \text{x-polarized} \\
n_j \cos \alpha_j & \text{y-polarized}
\end{cases}
\]  

(56)
For a pulse with temporal structure, the linear propagation of the envelope is given by [1]:

\[
\frac{\partial E(t, z)}{\partial z} = \frac{1}{V_{gz}} \frac{\partial E(t, z)}{\partial t} - \frac{1}{2} \left( \frac{\partial^2 k_z}{\partial \omega^2} \right)_{c} \frac{\partial^2 E(t, z)}{\partial t^2} + \ldots, \tag{57}
\]

where \( V_{gz} \) is the group velocity along the z-axis. For a noncollinear mixing process, the group velocity and the group delay dispersion factors will be modified [89]. Here we call them the apparent group velocity and apparent group delay dispersion and indicate them by \( \hat{V}_g \) and \( \hat{D} \) (See appendix B):

\[
\hat{V}_g = V_{gz} = \frac{V_g \cos(\alpha + \phi + \rho)}{\cos \phi \cos \rho} \tag{58}
\]

and

\[
\hat{D} = -\frac{1}{2} \frac{d^2 k_z}{d \omega^2} = \frac{1}{2V_g^2} \frac{\cos \phi \cos \rho}{\cos(\alpha + \phi + \rho)} GV D \tag{59}
\]

\[
+ \frac{1}{V_g^2} \frac{\cos \phi \cos^3 \rho \sin^2(\alpha + \phi)}{\cos^3(\alpha + \phi + \rho)} A \]

Here \( V_g \) is the group velocity along the direction of the \( k \)-vector of the pulse’s carrier wave and \( GV D = \partial v/\partial \omega \) relates to the ordinary group-velocity dispersion. \( \phi \) is the slant angle of the pulse front relative to the normal to the z axis (See figure 14). \( \alpha \) is the tilt angle of the propagation vector. The apparent group delay dispersion is slightly different from the equation in the Optics Letter [89], which includes a more accurate coefficient for diffraction. Instead of using \( 1/(2k) \) we now use \( A \) [34],

\[
A = \frac{1}{2k} - \frac{1}{2k^2} \frac{\partial^2 k}{\partial \alpha^2} \tag{60}
\]

Normally, the second and fourth term in the apparent group velocity dispersion are quite small and can be neglected. Substituting the above expressions into equations (47-55), we then have the wave equations for noncollinear parametric mixing:

\[
\frac{\partial E_j}{\partial z} + \frac{1}{V_{gj}} \frac{\partial E_j}{\partial t} - i\hat{D} \frac{\partial^2 E_j}{\partial t^2} = \tilde{P}_j \tag{61}
\]

where

\[
\tilde{P}_s = \frac{i\omega_s}{n_s c} d_{eff} E_p E_s^* e^{i\Delta k z} \tag{62}
\]
Figure 14: The apparent group velocity ($\hat{V}_g$) of a slanted pulse.

$$\tilde{P}_i = \frac{i\omega_i}{\tilde{n}_{i\text{c}}} d_{\text{eff}} E_p E_s^* e^{i\Delta k z} \quad (63)$$

and

$$\tilde{P}_p = \frac{i\omega_p}{\tilde{n}_{p\text{c}}} d_{\text{eff}} E_s E_i^* e^{-i\Delta k z} \quad (64)$$

In the simulations that follow, we will use equations (61-64). We will discuss the possible distortions that occur in the signal pulse after parametric amplification due to GVM and group velocity dispersion (GVD) effects.

In order to improve mixing efficiency, it is desirable to adjust the three interacting beams to propagate with the same group velocity along a common axis. A. V. Smith has demonstrated[89] that it is possible to achieve exact group-velocity matching of all three pulses by use of a combination of pulse-front tilt (We can use prisms and gratings to induce the appropriate pulse-front tilt[32].) and noncollinear phase matching. Figure 15 shows the geometry of the noncollinear amplification for our experiments. For convenience, we choose the common axis of propagation to be the $z$-axis and align $\hat{k}_p$ along $\hat{z}$. Ideally a short pump pulse travels with the same group velocity as the signal and idler and strongly amplifies a short segment of the signal.
Figure 15: Model axes. The signal crosses the pump, which is parallel to $\hat{z}$, at an angle.

At the input end of the crystal there is a short, strong pump pulse and a weak, longer signal pulse. At the output end of the crystal, coincident with the pump pulse, there is a strong idler pulse and a strong segment of the signal pulse, plus the weak, unamplified signal pulse. For the geometry used in this paper there is no pulse front tilt for the pump pulse. The delay between the input signal and pump pulses is swept to generate a XFROG trace. The length of the crystal, and consequently the value of parametric gain, is limited by the apparent group velocity dispersion of the crystal. This stretches the pulses in time and distorts their phases, resulting in distortion of the XFROG traces. We assume the beams are large and uniform in irradiance in the transverse dimension so diffraction and transverse irradiance profiles can be ignored in our simulations. If the signal and idler have the same group velocity and group velocity dispersion is ignored, the amplified signal and the idler replicate the phase of the input signal. If their group velocities’ differ, the signal phase is distorted in amplification. If the pump group velocity also matches the signal and idler group velocity the duration of the time gate is minimized, increasing the time resolution of the XFROG measurement.
3.4 Numerical Simulation Results

Using a configuration typical for our experiments, we simulate the OPA-XFROG process for broadband measurements. We consider Type I phase matching conditions in a BBO crystal. The signal is an 850-fs long pulse centered at about 600 nm, and the pump is a 120-fs long pulse at 390 nm. The input energies of the signal and pump pulses are 5 fJ and 8 $\mu$J per pulse, respectively. For a type I parametric process, we find the crossing angle between the pump and the signal beams that permits group-velocity-matched mixing to be 7.15° using the nonlinear optical software, SNLO[88].

We assume Gaussian temporal input profile for our pulses. The FWHM beam diameters for the signal and pump are 200 $\mu$m and 300 $\mu$m respectively. We also assume that the phase-matching conditions are satisfied. For all the calculations, $d_{eff} = 1.8$ pm/V is used. The number of time steps is 512.

We now investigate the effect of different crystal thicknesses, as well as different beam crossing angles on pulse retrievals using the OPA XFROG algorithm. Unless specified otherwise, we use the above parameters in our calculations.

To establish a baseline for our simulations, we first define a linearly chirped broadband pulse for use in all simulations. We then generate an OPA XFROG signal trace by numerically solving equations (61)-(64) (See appendix A) in a 2-mm Type I BBO crystal for the ideal case, that is, with all three pulses traveling at exactly the same group velocity and with no group velocity dispersion. The resulting ideal-case OPA XFROG trace of this pulse is shown in figure 16 (a). Its retrieved trace is shown in figure 16 (b) using the OPA XFROG algorithm, which yields a very low frog error. Figures. 16 (c) and (d) show the retrieved temporal/spectral pulse intensities and phases compared with the actual pulse temporal/spectral intensities and phases (The solid lines with circular markers in (c) and (d) show the retrieved temporal and spectral intensities of the pulse. The dotted lines with circular markers refer to the retrieved signal temporal and spectral phases. The solid lines without any markers
Figure 16: An Ideal case of OPA XFROG

refer to the intensities of the actual pulse. The dashed lines without any markers are the corresponding phases of the actual pulse. These conventions are maintained in the remaining figures in this chapter.). As can be seen from the figure, the agreement is excellent. Both the retrieved and the actual pulses have the same FWHM of 72 nm. The FROG error was 4.339E-005.

In our experiments, we have found that we can make accurate OPA XFROG measurements using 2-mm BBO crystals with very little GVM-induced distortion if we cross the pump and the signal at an angle of 7.15°. So we simulated this case, and our simulations bear this out (See figure 17). The FWHM of the retrieved signal pulse is estimated to be 63 nm, which is 9 nm narrower than the ideal 72 nm input seed pulse. The peak parametric gain is found to be $1.2 \times 10^7$ (higher than we observe experimentally, but this is to be expected due to mode-quality and alignment effects) and no pump depletion is observed. The temporal and spectral phases retrieve quite
Overall, the retrieved pulse shows a very low FROG error of about $4.102E-004$. For our case, when the crossing angle is taken to be $7.15^\circ$, the group velocities between the three pulses are almost equal along the propagation axis (z-axis). Thus, the bandwidth narrowing effect due to GVM is negligible. Any narrowing is mainly caused by the GVD. GVD becomes more significant in thicker crystals. Figure 18 shows OPA XFROG trace of the signal and its retrieval with 3 mm BBO. Here in order to avoid depletion, we use a $2 \mu J$ pump. The FROG error was $4.254E-004$. The peak parametric gain is now lower, about $1.5 \times 10^5$. Using thicker crystals, we can use correspondingly weaker pumps and still achieve fairly high gains. However, the distortions caused by GVD are quite significant. The retrieved signal pulse has a FWHM of 57 nm.

With thicker crystals, the parametric gain increases greatly, and pump depletion may occur. This is undesirable, as it will yield distortions analogous to those of second-harmonic-generation-based pulse-measurement devices in the depletion regime.
For our OPA configuration, keeping the pump energy fixed at 8 µJ in a thicker crystal yields pump depletion, so we will reduce it accordingly. This is reasonable, as OPA XFROG rarely requires more than a few pJ of OPA signal pulse energy to make a measurement.

In fact, there will be fewer distortions in the signal pulse when thinner crystals are used. At the same time, we can use a stronger pump to maintain a high gain. Figure 19 shows the case of a 1-mm thick BBO crystal with a 30 µJ pump. The peak parametric gain is about 7 x 10^6. We observe minimal spectral narrowing due to the parametric process. Our OPA XFROG algorithm retrieves the input signal pulse with a very low error of 2.547E-004. The bandwidth of the retrieved pulse is 69 nm.

In all these above cases, interestingly, the spectral phase is always quite accurately retrieved. We can reach a good compromise between large parametric gains and low pulse distortions that arise principally due to GVD effect and pump depletion, by
For our measurements, group velocity matching is a very important factor. Even a slight temporal walk-off will distort the signal pulse. Thus, choosing the right crossing angle between the pump pulse and the input pulse is very critical. In the following analysis for various beam crossing angles, we use a crystal thickness of 2 mm. Figures (20-23) show XFROG traces of the signal and their retrievals with the crossing angles of 0°, 3°, 6.52° and 10°, respectively.

For the collinear geometry, $\alpha_s = 0^\circ$, we obtain a pulse with only 14 nm of bandwidth after parametric amplification (See figure 20). The FROG error was 5.250E-3. When the signal is tilted away from the pump by a small angle of 3°, the signal bandwidth is increased to be 16 nm (See figure 21). The FROG error was 5.844E-003. When the signal and the pump are crossed at 6.52°, the retrieved pulse has a bandwidth of 50 nm (See figure 22). The FROG error was 1.500E-003. If we deviate from the ideal crossing angle, 7.15° in the other direction and use 10° instead, the
Figure 20: OPA XFROG trace and its retrieved pulse with collinear beams

Figure 21: OPA XFROG trace and its retrieved pulse with crossing angle $\alpha_s = 3^\circ$
Figure 22: OPA XFROG trace and its retrieved pulse with a crossing angle $\alpha_s = 6.52^\circ$.

Figure 23: OPA XFROG trace and its retrieved pulse with a crossing angle $\alpha_s = 10^\circ$. 

40
bandwidth decreases to be 14 nm (See figure 23). The FROG error was 5.863E-003. Clearly, for broadband pulses, the GVM condition is critical.

We now show simulations of DFG XFROG, which also allows the measurement of pulses with gain. We consider the same configurations as for OPA XFROG in a 2-mm Type I BBO crystal with a 7.15° crossing angle between the signal and pump, but now we focus on the idler pulse and attempt to retrieve the visible broadband input pulse. We plot the DFG XFROG traces and the retrieved pulses in figure 24 using the same pulse and configurations as in figure 17. The FROG error was 5.922E-004.

The signal pulse was retrieved using the gate function given in equation (45) and has a FWHM of 63 nm, which is identical to what we retrieved from the corresponding OPA XFROG geometry. The FROG error in this case was fairly low, around 5.922E-004.
3.5 Experiment

The schematic for our experimental setup for OPA/DFG XFROG is shown in figure 12. Either the signal or the idler pulse can be spectrally resolved to yield an OPA XFROG or DFG XFROG trace. We use a KM Labs Ti:Sapphire oscillator, amplified using a kHz-repetition-rate regenerative amplifier to create a strong 800 nm pulse. We characterized this pulse using a Swamp Optics GRENOUILLE Model 8-50. The pulse was frequency doubled in a 1 mm thick Type-I BBO crystal with a deliberately low conversion efficiency of 15%. The fundamental and the second harmonic pulses were separated to form the first component of the OPA XFROG device. In one arm of the XFROG set-up, the fundamental pulse was used to generate a white-light continuum (with poor spatial coherence) in a 2-mm thick sapphire plate, which was then spectrally filtered using a combination of BG40 and OG515 filters to yield a slice of the spectrum about 60 nm wide centered on 600 nm. This energy of the filtered pulse was 500 pJ but it was attenuated by a factor of 105 using ND filters to yield a 5 fJ pulse. This "unkonwn" pulse was focused into the 2-mm thick Type-I BBO crystal using a 100-mm focal length lens. The spot-size at the crystal for the pump and the seed pulses was 265 microns and 120 microns respectively. The 8.0 µJ, 400 nm second harmonic pulse in the other arm of the XFROG device passed through a variable length path to provide the variable gate pulse delay. This pump pulse was focused into the nonlinear crystal separately from the white light using a 75-mm focal length spherical mirror. The white light and the pump pulse crossed at an internal angle of 6.5° in the BBO crystal. The thickness of the crystal was short enough that the effects of GVM were small compared to the pulse length permitting use of the simple gate functions described above. This geometry provided ample phase-matching bandwidth to cover the seed pulse bandwidth. The resulting OPA signal at the CCD array was integrated over a few seconds. The OPA signal emerging from the BBO crystal experienced an average gain (G) of about \( \cosh(8) \approx 1490 \) (See figure
25), which, in view of the weak pulses involved, still easily satisfied the condition of negligible pump depletion. This gain was less than predicted by our simulation, but beam alignment and beam quality issues probably account for this. The observed gain was more than sufficient to record the spectrally dispersed OPA XFROG signal at the camera. The OPA XFROG retrieved pulse had a FROG error of 0.0216. Its duration was approximately 850 fs with a spectral width of 60 nm. The fine structure in the retrieved intensity and spectrum complicated an exact FWHM determination, so we estimated these values from a fitted curve. Although these numbers implied a small amount of distortion due to GVM, in light of our earlier simulations, we chose what we considered a happy medium between high parametric gain and low distortion, where we were still well within the regime where the spectral phase has not been compromised. The fine structure observed in the temporal and spectral intensity plots is characteristic of the continuum pulse, rather than an artifact of our experiment or the retrieval algorithm. We routinely observe such previously highly structured broadband continuum pulses from microstructure fibers[48]. Numerical simulations and single-shot measurements of such a continuum also show that the spectrum of such a pulse is highly structured due to higher order nonlinear processes involved in the generation of white light[47, 35].

So far, we have validated by numerical modeling the new variation of the FROG technique, called OPA XFROG, which, along with its cousin DFG XFROG, is the most sensitive ultrashort-light-pulse-measurement technique now available. Unlike interferometric methods, it does not carry prohibitively restrictive requirements, such as perfect mode-matching, perfect spatial coherence, highly stable absolute phase, and a same-spectrum reference pulse. We have shown that, while care must be taken to avoid GVM effects in such measurements for fs pulses, this problem can be solved by using appropriate broadband crossed-beam geometries which permits the use of relatively thick crystals and high parametric gains. This makes OPA and DFG
Figure 25: Measured and Retrieved OPA XFROG measurements of broadband white light continuum for a pulse of 5 fJ, showing a gain of $\sim 1490$.

XFROG powerful tools for measuring non-laser ultrashort light pulses. We previously demonstrated that OPA XFROG can measure the intensity and phase vs. time for pulses with only a few attojoules per pulse and with pulse widths on the order of 250 fs; now we have shown that much broader bandwidth pulses can also be measured accurately. By increasing the pump power (despite the limits imposed by competing OPG processes), it should be possible to measure ultraweak pulses of the order of a few hundred zeptojoules (i.e., just a few photons per pulse). DFG XFROG has the same sensitivity and should be ideal for measuring light pulses in the infrared, although broadband beam geometries remain to be considered for these wavelengths. More importantly, we believe that it should be possible to use OPA XFROG to measure ultraweak, ultrafast fluorescence from biologically important "nonfluorescent" media.
CHAPTER IV

NUMERICAL SIMULATIONS OF GRENOUILLE

This chapter originally appeared in paper:

Xuan Liu, Rick Trebino and Arlee V. Smith, “Numerical simulations of ultrasimple ultrashort laser-pulse measurement”, Optics Express 15, 4585-4596(2007)[71].

4.1 Ultrashort-laser-pulse measurement device complexity and its reduction: GRENOUILLE

Measuring ultrashort laser pulses has traditionally been a difficult task. Virtually all available techniques are based on autocorrelation, which requires splitting the pulse into two replicas, combining them in space and time in a nonlinear-optical medium, and measuring the nonlinear-optical signal pulse while varying the delay between the two replicas. Methods that yield more than the mere autocorrelation also require additional optics, such as a spectrometer, and some methods also involve devices as complex as interferometers and pulse shapers or stretchers, as well. Complex devices are inherently difficult to work with and are usually easily misaligned. As a result, complex devices often introduce the very distortions they are designed to measure. While complex computer programs can also be required, this does not add complexity to the device operation, as such programs are available commercially and are now also very fast. And computer programs do not misalign or change with time. Thus, experimental simplicity is the high priority of ultrashort-pulse measurement.

Recently, an extremely simple pulse-measurement device was introduced and is now in wide use. A highly simplified version of the frequency-resolved-optical-gating (FROG)[93] family of devices, this method (called GRENOUILLE[77] ; see figure 26.) operates by using a simple, large-apex-angle prism (a ”Fresnel biprism”) to split the
Figure 26: GRENOUILLE from above and the side.

beam into two replicas and to automatically cross and align them in space and time in the crystal. It uses a relatively large crossing angle and a line focus, so the pulse replicas’ relative delay is mapped onto the crystal transverse position (see figure 27). GRENOUILLE’s second innovation is the use of a thick second-harmonic-generation (SHG) crystal, which, due to its thickness, phase-matches only a small-and different-fraction of the pulse bandwidth for each output angle, allowing the crystal to operate, not only as an autocorrelating element, but also as a spectrometer (see figure 28). The phase-matching bandwidth of the thick crystal is then GRENOUILLE’s spectral resolution (and not its spectral range, as in other devices). These two simple innovations yield a very simple, compact FROG device composed of only four easily aligned, linearly arranged optical elements and that requires almost no alignment and never misaligns. In addition, without modification, GRENOUILLE also measures the
spatio-temporal distortions, spatial chirp and pulse-front tilt: the otherwise symmetrical trace develops shear in the presence of spatial chirp and displacement along the delay axis in the presence of pulse-front tilt\cite{2, 3, 5}.

As with all innovations, the Fresnel biprism and the thick crystal involve some subtlety. For example, the Fresnel biprism should not be used for extremely short or long pulses. For short pulses, it can introduce too much group delay dispersion (GDD) and so must be replaced with a “Fresnel bimirror.” For long pulses, a larger crossing angle is required to achieve the large range of delays, and the biprism apex angle becomes too small (i.e., far less than 180), introducing too much angular dispersion in to the beams, and the beam may see very different GDD for different transverse positions. But the Fresnel biprism’s physics is relatively simple, and it works well for a wide range of pulse lengths ($\sim 20$ fs to $\sim 1$ ps), so we will not consider its effects here.

More subtly, the thick crystal must also be used with care. Use of a thicker crystal will yield better spectral resolution due to a smaller phase-matching bandwidth but will also introduce more GDD into the pulse to be measured. Use of a thinner crystal does the converse. Thus the design of a GRENOUILLE is a careful compromise.

Figure 27: The Fresnel biprism and its use for splitting and crossing two replicas of the pulse to be measured. It maps delay onto transverse position of the crystal.
Figure 28: Rough polar plots of the output SHG intensity of a given color vs. angle for a tightly focused broadband input pulse and SHG crystals of various thicknesses. The thick crystal autocorrelates the tightly focused input pulse and simultaneously angularly disperses the resulting second-harmonic pulse.

between opposing complications. Also, the simple picture of figure 28 oversimplifies the potentially complex nonlinear optics somewhat. Not only is SHG occurring in the thick crystal, but a wide range of sum-frequency-generation (SFG) processes—both collinear and noncollinear—are also. It is important to check that the simple picture accurately reflects the device’s reality. Next we are going to numerically simulate GRENOUILLE measurements, taking into account these effects involving the thick crystal and the SFG processes.

4.2 Numerical Simulation of GRENOUILLE

When we simulate the second-order nonlinear-optical process in GRENOUILLE, it is convenient for us to work in the space \((\vec{k}, \omega)\) and assume the input beam is aligned along the \(z\)-axis, which is perpendicular to the crystal face. Because the input pulse is broadband, these involve a wide range of input frequencies \((\omega_1 \text{ and } \omega_2)\) generating the sum frequency \(\omega_3 = \omega_1 + \omega_2\) in a given direction. Also, because the beams involved are tightly focused, each of these processes can also occur through off-axis phase-matching processes, \(\vec{k}_1 + \vec{k}_2 = \vec{k}_3\), where \(\vec{k}_3\) is the phase-matched sum frequency k-vector in a given direction (see figure 29).

Let \(y\) be the transverse direction in which the crystal’s phase-matching wavelength varies. To simulate the physics of GRENOUILLE, we calculate the spectrum at the
Figure 29: Sum-frequency-generation (SFG) processes in GRENOUILLE: both collinear and noncollinear crystal exit face for each time delay and output angle in the $yz$-plane. For the $x$-dimension (the direction in which the delay between the two beams varies), we simply include a delay between the two pulse replicas. Under the non-depleted-pump assumption, we integrate the wave equation:

$$
\frac{\partial E_3(k_{3y},\omega_3,z)}{\partial z} = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} i \frac{d_{eff} \omega_3}{c\omega_3} \exp(-i \Delta k_z z) \times E_1(k_{1y},\omega_1,z)E_2(k_{3y} - k_{1y},\omega_3 - \omega_1,z) dk_{1y} d\omega_1
$$

where $E_3$ is the sum-frequency field and $E_{1,2}$ correspond to the fundamental input fields. $d_{eff}$ is the effective nonlinearity and $\tilde{n}$ is the effective refractive index. The field envelopes are constructed on a grid of $(k_y,\omega)$. The above-mentioned constraints $k_{3y} = k_{1y} + k_{2y}$ and $\omega_3 = \omega_1 + \omega_2$ are strictly enforced. The polarization at the generated sum frequency is calculated for each $(k_y,\omega)$ taking into account the contribution from multiple $E_1(k_{1y},\omega)$ and $E_2(k_{2y},\omega)$ pairs that satisfy those conditions. The phase mismatch $\Delta k_z$ is complicated and becomes a function of both frequency and off-axis angle with respect to $z$. For a Type I phase-matching process, considering a specific point $q(k_{3y},\omega_3)$ on the grid (see figure 30), if we assume one of the suitable pairs that contributes is $P_1(k_{1y},\omega_1)$ and $P_2(k_{2y},\omega_2)$ the phase mismatch along $z$-axis $\Delta k_{qz}$ for the grid point $q(k_{3y},\omega_3)$ is computed by:

$$
\Delta k_{qz} = \frac{\omega_3 n_e(\omega_3,\theta_3)}{c} \cos \theta_3 - \frac{\omega_1 n_o(\omega_1)}{c} \cos \theta_1 - \frac{\omega_2 n_o(\omega_2)}{c} \cos \theta_2
$$
Figure 30: Diagram for the phase-mismatch calculation. The k-vector of grid \( q(k_3, \omega_3) \) is tilted from the \( z \)-axis by \( \theta_3 \). \( \theta_1 \) and \( \theta_2 \) are the tilt angles of the k-vectors of the electric field pair \( P_1(k_1, \omega_1) \) and \( P_2(k_2, \omega_2) \).

The angles \( \theta_1 \), \( \theta_2 \) and \( \theta_3 \) can be easily calculated since they are fixed for each corresponding \((k_y, \omega)\) grid point. For the refractive indices, \( n_e \) and \( n_o \), we used the full Sellmeier equation, so the crystal dispersion is included to all orders, rather than by an expansion in a power series. Then the radiation field contributed by \( P_1(k_1, \omega_1) \) and \( P_2(k_2, \omega_2) \) is simply

\[
\propto i E_{p1} E_{p2} (\exp(-i \Delta k_q L) - 1)/(\Delta k_q),
\]

where \( L \) is the length of the crystal.

For our simulations, we use various temporal fields to test the device, but, in all cases, we assume a Gaussian-shaped spatial input-field profile. In addition, all the input beams are assumed to have their waists at the center of the crystal. For each delay between the two replicas, we integrate equation (65) to compute the SHG/SFG field.

Figure 31 shows the calculated spectrum for a 800 nm input pulse at the exit face of a 3.5mm BBO crystal v.s. the deviation angle (zero degree corresponds to the second harmonic phase matching angle for the center wavelength). As we expected, the thick crystal does work like a spectrometer. Different colors are separated and observed at different angles. Still, the resolution is limited since the length of the crystal is finite. In chapter 5 we will discuss how to improve the spectral resolution.
of GRENOUILLE using numerical deconvolution methods.

Because GRENOUILLE involves interpreting a given crystal output angle as the SHG frequency, we must compute the SHG/SFG intensity vs. crystal output angle, integrating over all frequencies. And because the focusing can be tight, we cannot simply interpret the transverse $k$-vector component, $k_y$, as the output angle. In other words, the off-axis k-vector component yields an output angle that also depends on the k-vector magnitude $\sin \theta = k_y / [n_e(\omega, \theta) \omega/c]$.

To calibrate our simulated GRENOUILLE traces, we simulate a double pulse trace GRENOUILLE (FROG) trace, which has both well-known temporal and spectral structure that depends only on the pulse separation, as is done to calibrate GRENOUILLEs in practice[76]. The FROG retrieval algorithm is then applied to the computed GRENOUILLE trace, and the retrieved pulses are compared with the precise known input pulses. We compare our simulated traces with ideal FROG traces, computed using the well-known formula:

$$I_{FROG}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E(t) E(t - \tau) \exp(-i\omega t) dt \right|^2. \quad (67)$$

We also run the standard SHG FROG algorithm for our simulated GRENOUILLE
Figure 32: (a) Ideal FROG trace for the 60fs flat phase pulse. (b) Simulated GRENOUILLE trace of a. (c) Retrieved GRENOUILLE trace. (d,e) The black lines show the retrieved temporal and spectral intensities and phases of the pulse. The red lines show the intensities and phases of the actual input pulse.

traces and determine the accuracy with which GRENOUILLE determines both the SHG FROG trace and also, more importantly, the actual pulse. Our grid size for all traces is 128 x 128.

To determine whether GRENOUILLE correctly measures pulses in general, we performed simulations of several test pulses. We present a typical result here in which we simulated the GRENOUILLE trace of a 60-fs, flat-phase Gaussian, 800-nm input pulse (whose ideal FROG trace is shown in figure 32(a)). We use a 3.5 mm BBO SHG crystal, which is commonly used to measure pulses from 50 to about 500 fs in length. The input beam was focused to 10 m in the center of the crystal. The delay increment used was 7.5591 fs, and the wavelength spacing was 0.5138 nm. The resulting GRENOUILLE trace is shown in figure 32(b), and the corresponding
Figure 33: Ideal FROG trace of a double chirped 50 fs pulse. (b) Simulated GRENOUILLE trace. (c) Retrieved GRENOUILLE trace. (d,e) The black curves show the retrieved temporal and spectral intensities and phases of the pulse. The red curves show the intensities and phases of the actual input pulse.

The retrieved trace is shown in 32(c). The retrieved temporal and spectral intensities and phases show excellent agreement with the actual pulse temporal and spectral intensities and phases in 32(d) and 32(e).

We find excellent agreement among the ideal, simulated, and retrieved traces. The rms error between the simulated GENOUILLE trace and the FROG trace was 0.007051. The rms error between the retrieved GRENOUILLE trace and the FROG trace was 0.006105. The rms error between the simulated and retrieved GRENOUILLE traces was 0.003534. In other words, the simulated and retrieved traces are quite accurate. Also, note that the rms error between the retrieved trace and the ideal FROG trace is less than that between the simulated trace and the ideal FROG trace. This
Figure 34: (a) Ideal FROG trace of the 60fs flat phase pulse. (b) Simulated GRENOUILLE trace of the same pulse using 100 µm focus. (c) Simulated GRENOUILLE trace of the same pulse using 50 µm focus. (d) Simulated GRENOUILLE trace of the same pulse using 10 µm focus.

is because the FROG algorithm is able to correct for slight discrepancies in the simulated (measured) trace due to the redundancy in the time-frequency-domain trace. We find that this occurs in all of our simulations and is a convenient feature of FROG (an effect we observe experimentally as well).

We also tested GRENOUILLE’s ability to measure complex pulses, and we present one such example here. Figure 33 shows the ideal FROG trace, the simulated GRENOUILLE trace, and the retrieved trace for two overlapping chirped 50-fs pulses with identical parabolic phases (a “double chirped” pulse) using a 3.5 mm BBO crystal and 10 m focal spot. The delay spacing was 9.4488 fs and wavelength spacing was 0.2509 nm. The rms error between the simulated GRENOUILLE trace and the FROG trace was 0.006429. The rms error between the retrieved GRENOUILLE trace and
Figure 35: (a) Ideal FROG trace of the 50fs double chirped pulse. (b) Simulated GRENOUILLE trace of the same pulse using 3.5 mm BBO. (c) Simulated GRENOUILLE trace of the same pulse using 0.5 mm BBO. (d) Simulated GRENOUILLE trace of the same pulse using 8 mm BBO focus.

the FROG trace was 0.006191. The rms error between the simulated and retrieved GRENOUILLE trace was 0.003383. We find that the simulated trace yields an intensity and spectrum that do not perfectly match the actual pulse, likely due to the finite beam divergence at the crystal, which yields a slight cropping of the spectrum, but they are not far off.

4.3 Focusing issues and crystal thickness

In GRENOUILLE, the thick crystal functions as the spectrometer dispersive element. Phase-matching maps SHG wavelength to output angle. This means that, in order to measure pulses with large bandwidths, the beam must have a large angular divergence, so a tight focus is required. A beam with too large a spot size and hence too little
divergence will cause frequencies at the edges of the spectrum to be too weak in the resulting GRENOUILLE trace. In the above simulation for the 60-fs pulse, if we were to use a larger focal spot with a correspondingly smaller angular divergence instead, an (erroneous) narrower spectrum would be obtained. And we see precisely this in our simulations, as shown in the figure 34.

Using a thicker crystal decreases the phase-matching bandwidth and so increases the GRENOUILLE spectral resolution. But the crystal should also not be too thick, or the pulse will spread in time due to the crystal GDD, and the pulse temporal structure will be lost. We simulate this effect by varying the crystal thickness and watching the simulated GRENOUILLE trace vary (see figure 35). We use the same pulse as in figure 33. Using a 0.5 mm BBO, the spectral fringes are almost completely lost. The temporal structure of the pulse becomes difficult to recognize for a 8mm thick crystal.

4.4 Measurement of long and short pulses

The GRENOUILLE with the above mentioned configuration usually measures pulses $\sim 50$ to $\sim 500$ fs long. However, we find that measurements of pulses longer than 500 fs are also possible with very good accuracy. Figure 36 shows a case of a double chirped long pulse with structure in both delay and frequency and with pulse length of $\sim 550$ fs. A 3.5-mm BBO crystal was used with a 10-$\mu$m focal spot. The delay increment was 32.126 fs and the wavelength increment was 0.1589 nm. Interestingly, GRENOUILLE measures this pulse quite well. The rms error between the simulated GENOUILLE trace and the FROG trace was 0.021896, quite good for a pulse this complex. The rms error between the retrieved GRENOUILLE trace and the FROG trace was 0.015758. The ms error between the simulated and retrieved GRENOUILLE trace was 0.013183. Again, it appears that the well-known fundamental redundancy in the time-frequency-domain trace and the robust FROG phase-retrieval algorithm
Figure 36: (a) Ideal FROG trace of a double chirped long pulse. (b) Simulated GRENOUILLE trace of the same pulse. (c) Retrieved GRENOUILLE trace. (d,e) The black curves show the retrieved temporal and spectral intensities and phases of the pulse. The red curves show the intensities and phases of the actual input pulse. The FROG (rms) error was 0.013183.
are able to compensate for the insufficient spectral resolution in the GRENOUILLE trace.

The shortest pulses ever measured by GRENOUILLE are \(~20\) fs long [6]. The thickness of the BBO crystal in such measurements was \(1.5\) mm. A tighter focus ensured the larger divergence angle required to cover the larger spectrum. The following simulation demonstrates GRENOUILLE’s ability to measure pulses as short as \(20\) fs, which also have with fine structure (See figure 37). We used a \(5-\mu m\) focal-spot diameter. The delay increment used was \(3.7795\) fs and the wavelength spacing used was \(1.4509\) nm. The rms error between the simulated GENOUILLE trace and the FROG trace was \(0.010379\). The rms error between the retrieved GRENOUILLE trace and the FROG trace was \(0.006799\). The ms error between the simulated and retrieved GRENOUILLE trace was \(0.008367\). The intensities and phases versus time and frequency retrieve quite well. Pulse distortion due to material dispersion is negligible. The minor discrepancy is due to slightly insufficient resolution of the thick crystal ‘spectrometer.’

This specific GRENOUILLE design has a resolution of \(4\) nm at \(800\) nm, somewhat less than that required to resolve this relatively long pulse. Again, the FROG retrieval algorithm improves the trace, this time significantly (a factor of two improvement in the rms error), retrieving the spectral side lobes reasonably well. For even shorter pulses, temporal broadening due to dispersion will be a problem (For BBO, \(800\)nm type I phase matching, the \(GVM = 1.92 \times 10^3\) fs/cm. The \(GDD = 195.9\) fs/\(mm\) at \(400\)nm). However, a thinner crystal could be used in this case.

In conclusion, we have numerically simulated the performance of GRENOUILLE, which involves considering the complex sum-frequency generation of tightly focused, broadband input beams in a thick SHG crystal. We take into account dispersion using the full Sellmeier equation. We have shown that using an appropriate crystal thickness and beam focus assures the accuracy of a GRENOUILLE measurement.
Figure 37: (a) Ideal FROG trace of a slightly chirped 20 fs double pulse. (b) Simulated GRENOUILLE trace of this pulse. (c) Retrieved GRENOUILLE trace. (d,e) The black curves show the retrieved temporal and spectral intensities and phases of the pulse. The red curves show the intensities and phases of the actual input pulse. The FROG (rms) error was 0.008367.
Specifically, our simulations show that GRENOUILLE is able to accurately measure pulses over at least an order of magnitude range of pulse lengths, spectral widths, and temporal and spectral structure. Despite its experimental simplicity, it is even capable of measuring complex pulses with time-bandwidth products approaching 10. Only more complex, complete versions of FROG (and its cousin XFROG) can do better. Such performance, which matches that of GRENOUILLEs observed experimentally, is more than adequate for monitoring the output of today’s ultrafast lasers and even measuring some shaped pulses.
CHAPTER V

SPECTRAL DECONVOLUTION OF GRENOUILLE

5.1 GRENOUILLE response function

The GRENOUILLE’s spectral resolution is limited by the phase-matching bandwidth of the thick crystal. Better spectral resolution can be achieved by use of a thicker crystal. However, it also introduces more GDD into the pulse to be measured. The spectral resolution is 2nm at 800 nm for a GRENOUILLE which uses a 3.5 mm BBO. In order to improve its spectral resolution without introducing any complexity to the device, we could post-process the GRENOUILLE trace by use of numerical deconvolution method, which is a commonly used procedure in image processing or spectral measurements[12, 55, 54]. We used the simulated GRENOUILLE trace and its correspondent FROG trace to characterize the response function of the device. We then pseudoinverse filtering, or approximate deconvolution the GRENOUILLE trace with this blurring function. In this chapter, we will show that deconvolution procedure greatly enhances the heavily blurred GRENOUILLE traces and improves its spectral resolution.

Using SHG picture to describe the nonlinear optics process inside GRENOUILLE is over simplified. GRENOUILLE involves tight focusing of broadband pulses into a thick crystal, not only SHG is occurring, but also a wide range of sum-frequency-generation (SFG) processes-both collinear and noncollinear. From the previous chapter, we know that the SFG processes in GRENOUILLE can be calculated using the following wave equation,

\[
\frac{\partial E_3(k_{3y}, \omega_3, z)}{\partial z} = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} i \frac{d_{eff} \omega_3}{c n_3} \exp(-i \Delta k_z z) \times E_1(k_{1y}, \omega_1, z) E_2(k_{3y} - k_{1y}, \omega_3 - \omega_1, z) \, dk_{1y} \, d\omega_1
\]  

(68)
Before we use numerical method to find the response function of GRENOUILLE, we can show that the response function has a shape close to a $\sin^2$. We assume the pump is not depleted and the fundamental beams do not vary with respect to $z$, so we can integrate over $z$:

$$E_3(k_{3y}, \omega_3, L) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} i \frac{d\omega_3}{\omega_3} \exp(-i\Delta k_z L/2) \sin(\Delta k_z L/2) \times E_1(k_{1y}, \omega_1) E_2(k_{3y} - k_{1y}, \omega_3 - \omega_1) dk_{1y} d\omega_1$$  \hspace{1cm} (69)

Neglecting uninteresting proportionality constants, and assuming that the beam has a very large divergence, so the $k$-dependence of the electric fields can be neglected, yields:

$$E_3(k_{3y}, \omega_3, L) \propto \int \sin(\Delta k_z L/2) E_1(\omega_1) E_2(\omega_3 - \omega_1) d\omega_1$$  \hspace{1cm} (70)

we can approximate all the SFG processes as the simple second-harmonic process, which is emitted in approximately the usual second-harmonic direction. So to first order, the phase-mismatch will depend only on the second-harmonic frequency, $\omega_3$, and the angle($k_{3y}$) and not $\omega_1$ or $\omega_2$. So expand to first order the phase-mismatch, $\Delta K$, in the variable $\omega_3$ about the phase-matched frequency in the direction,($k_{3y}$), which we’ll denote by: $\omega_{30}(k_{3y})$

$$\Delta k_z \approx \beta[\omega_3 - \omega_{30}(k_{3y})]$$  \hspace{1cm} (71)

So we now have:

$$E_3(k_{3y}, \omega_3, L) \propto \int \sin(\beta(\omega_3 - \omega_{30}(k_{3y}))/L/2] E_1(\omega_1) E_2(\omega_3 - \omega_1) d\omega_1$$  \hspace{1cm} (72)

Now note that we can factor the $sinc$ function out of the integral because it’s independent of $\omega_1$,

$$E_3(k_{3y}, \omega_3, L) \propto \sin(\beta(\omega_3 - \omega_{30}(k_{3y}))/L/2] \int E_1(\omega_1) E_2(\omega_3 - \omega_1) d\omega_1$$  \hspace{1cm} (73)

Now the integral is just the ideal second-harmonic spectral field,$E_3(\omega_3)$,

$$E_3(k_{3y}, \omega_3, L) \propto \sin(\beta(\omega_3 - \omega_{30}(k_{3y}))/L/2] E_3(\omega_3)$$  \hspace{1cm} (74)
This expression tells us that the second-harmonic spectral field in any direction, \(k_{3y}\), is just the actual spectral field times a \(sinc\) filter function. The spectrum in the \(k_{3y}\) direction is then the mag square of this result:

\[
S_3(k_{3y}, \omega_3, L) \propto \sin c^2 \left[ \beta (\omega_3 - \omega_{30}(k_{3y})) L/2 \right] S_3(\omega_3)
\]  

(75)

where \(S_3\) is the SH spectrum after the crystal in the direction, \(k_{3y}\). Thus, the spectrum in a given direction is a chunk of the pulse spectrum determined by the phase-matching \(sinc\)-function. The total pulse energy in the \(k_{3y}\) direction, \(U_3(k_{3y})\), is what GRENOUILLE measures. It is the integral of the spectrum over all frequencies, \(\omega_3\):

\[
U_3(k_{3y}, L) \propto \int S_3(k_{3y}, \omega_3, L) \, d\omega_3 \\
\propto \int \sin c^2 \left[ \beta (\omega_3 - \omega_{30}(k_{3y})) L/2 \right] S_3(\omega_3) \, d\omega_3
\]

(76)

which is a cross-correlation between the SH spectrum \(S_3(\omega_3)\) and the \(sinc^2\) function. This result can be written as a convolution because \(sinc^2\) is symmetric:

\[
U_3(k_{3y}, L) \propto \int \sin c^2 \left[ \beta (\omega_3 - \omega_{30}(k_{3y})) - \omega_3 \right] L/2 \right] S_3(\omega_3) \, d\omega_3
\]

(77)

It turns out we need to deal with a deconvolution problem in order to improve the spectral resolution of GRENOUILLE. In the next section, we will give a brief introduction to the image restoration theory. We start with a formalization of the problem and explain how linear model works using the well-known Wiener filter as an example. Then we will introduce the idea of deconvolution using statistical modeling and especially emphasis on the Richardson-Lucy method, which we will use for our problems. Other deconvolution technique, such as the wavelet-based methods will not be covered here.

### 5.2 Deconvolution and Richardson-Lucy algorithm

Image reconstruction has been a very important research field in modern astronomy and electrical engineering. Signal collected by real devices are always distorted to
some extent. In optical imaging, people use point spread function (PSF) to describe the response of an imaging system to a point source.

Assuming the imaging system used is ideal, a perfect image has the intensity of \( o(x) \) will be formed. However, if the system is not perfect but has a point spread function of \( h \), we will end up with a blurred image \( o_{\text{blur}}(x) \) which can be written as,

\[
o_{\text{blur}}(x) = \int o(x')h(x, x')dx'
\] (78)

If the signals are digitized, we have

\[
o_{\text{blur}}(x) = \sum_{x'} o(x')h(x, x')
\] (79)

which means, each point \( x' \) will contribute to the intensity of point \( x \) with a probability of \( h(x, x') \). Most of the time, a deblurring filter \( \hat{h}(x, x') \) is estimated such that the error between the deconvolved image \( \hat{o}(x) \) and the true image \( o(x) \) is minimized. If the point spread function is spatially invariant, we have \( o(x, x') = o(x - x') \). Equations 78 and 79 are just continuous and discrete convolution by definition. From Fourier transform convolution theorem, we know the Fourier transform of a convolution is the product of the Fourier transforms of the functions to be convolved: \( \mathbf{F}(o_{\text{blur}}(x)) = \mathbf{F}(o \otimes h) = \mathbf{F}(o)\mathbf{F}(h) = O \times H \) (here we use capitalized letters to represent the Fourier transformed forms of functions). We then have an exact inverse filter estimator \( \mathbf{F}(\hat{o}(x, x')) = 1/H \).

This is also called the ‘direct inversion’ method. In practise, it rarely works because at certain points, \( H(k) \) can be zero or close to zero, which just yields noise amplification. One solution is to set a cutoff frequency, which results in the so called pseudo-inverse filter:

\[
\hat{Q}(k) = \begin{cases} 
\frac{1}{H(k)} & |H(k)| > \delta \\
0 & |H(k)| \leq \delta 
\end{cases}
\] (80)

The above model does not include noise. A more realistic and useful model is shown in figure 38, which includes an additive noise, \( n(s, t) \). The Fourier transformed blurred
image can be written as
\[ O_{\text{blur}}(u, v) = \mathbf{F}[o_{\text{blur}}(s, t)] = \mathbf{F}[o(s, t)] \times \mathbf{F}[h(s, t)] + \mathbf{F}[n(s, t)] = O(u, v)H(u, v) + N(u, v). \]

Over the years, various filters have been developed to reconstruct the true image. Wiener filter[99] is one of the widely used filters. It is a linear filter and has the form,
\[
\hat{O}^{\text{Wiener}}(u, v) = O_{\text{blur}}(u, v)\hat{Q}^{\text{Wiener}}(u, v).
\]
with the constraint that the expected value of the quadratic error between the estimated image and the true image is as small as possible. It also assumes that the signal and noise are uncorrelated and the noise is not biased.
\[
\varepsilon = E\{\sum [\hat{O}^{\text{Wiener}}(s, t) - o(s, t)]^2\} \quad (82)
\]

Using Parseval’s theorem,
\[
\varepsilon = E\{\sum |\hat{O}^{\text{Wiener}}(u, v) - O(u, v)|^2\} = E\{\sum |O_{\text{blur}}(u, v)\hat{Q}^{\text{Wiener}}(u, v) - O(u, v)|^2\} \quad (83)
\]
The minimum corresponds to a zero partial derivative:
\[
\frac{\partial \varepsilon}{\partial \text{Re}\{\hat{Q}^{\text{Wiener}}(u, v)\}} = 0, \quad \frac{\partial \varepsilon}{\partial \text{Im}\{\hat{Q}^{\text{Wiener}}(u, v)\}} = 0 \quad (84)
\]
Which is equivalent to
\[
E\{[O_{\text{blur}}(u, v)\hat{Q}_{\text{Wiener}}(u, v) - O(u, v)]O_{\text{blur}}(u, v)^*\}
= E\{\hat{Q}_{\text{Wiener}}(u, v)|O_{\text{blur}}(u, v)|^2 - O(u, v)O_{\text{blur}}(u, v)^*\}
= [\hat{Q}_{\text{Wiener}}(u, v)|H(u, v)|^2 - H(u, v)^*]E\{|O(u, v)|^2\}
+ \hat{Q}_{\text{Wiener}}(u, v)E\{|N(u, v)|^2\}
\]

We have derived the Wiener filter,
\[
\hat{Q}_{\text{Wiener}}(u, v) = \frac{H(u, v)^*}{|H(u, v)|^2 + E\{|N(u, v)|^2\}}
\]

Usually, the information about the true image and noise is not available. We have to estimate them from the available data. It is possible, Wiener filter yields unphysical solutions with negative values and ripples around sharp features. It also somewhat smoothes out the noise.

Approaches based on statistical estimations-Bayesian method are also developed. According to Bayes’ theorem, we have
\[
p(o|o_{\text{blur}}) = \frac{p(o_{\text{blur}}|o)p(o)}{p(o_{\text{blur}})}
\]

where \(p(o_{\text{blur}})\) is the prior/marginal probability distribution of the blurred image. \(p(o)\) represents the prior probability of the true image over all possible realizations. A Bayes solution is found by maximizing the right part of equation 87. The maximum likelihood methods maximizes the probability density \(p(o_{\text{blur}}|o)\) over \(o\):
\[
o_{\text{ML}} = \arg\max_o p(o_{\text{blur}}|o)
\]

Assuming Gaussian noise, the probability \(p(o_{\text{blur}}|o)\) is
\[
p(o_{\text{blur}}|o) = \frac{1}{\sqrt{2\pi}\sigma_N} \exp\left[-\frac{(o_{\text{blur}} - h \otimes o)^2}{2\sigma_N^2}\right]
\]

\(\sigma_N\) is the standard deviation of the noise factor. Assuming \(p(o)\) is a constant, maximizing equation 88 is equivalent to minimizing equation 90 (log-likelihood estimator
is used here)

\[ o^{ML} = \arg \min_o \{ - \log[p(o_{\text{blur}}|o)] \} \]

\[ = \arg \min_o \left\{ \frac{1}{2} \| \tilde{h}o - \tilde{o}_{\text{blur}} \|^T \text{cov}(\tilde{o}_{\text{blur}})^{-1} \left\| \tilde{h}o - \tilde{o}_{\text{blur}} \right\| \right\} \tag{90} \]

We used the matrix form. \( \tilde{h} \) is the PSF matrix. \( \tilde{o}_{\text{blur}} \) represents the blurred image matrix and \( \tilde{o} \) is the true image matrix. \( \text{cov} \) represents the covariance. Define the penalty function:

\[ \phi_{\text{Gauss}} = \frac{1}{2} \left\| \tilde{h}o - \tilde{o}_{\text{blur}} \right\|^T \text{cov}(\tilde{o}_{\text{blur}})^{-1} \left\| \tilde{h}o - \tilde{o}_{\text{blur}} \right\| \tag{91} \]

The gradient of \( \phi_{\text{Gauss}} \) is:

\[ \nabla \phi_{\text{gauss}}(\tilde{o}) = \tilde{h}^T \text{cov}(\tilde{o}_{\text{blur}})^{-1} (\tilde{h}o - \tilde{o}_{\text{blur}}) \tag{92} \]

The solution is

\[ \tilde{o}^{ML} = [\tilde{h}^T \text{cov}(\tilde{o}_{\text{blur}})^{-1} \tilde{h}]^{-1} \tilde{h}^T \text{cov}(\tilde{o}_{\text{blur}})^{-1} \tilde{o}_{\text{blur}} \tag{93} \]

It is the solution of a linear least squares problem. For gaussian white noise, we have \( \text{cov}(\tilde{o}_{\text{blur}}) = \text{diag}(\sigma^2) \) and \( \text{cov}(\tilde{o}_{\text{blur}})^{-1} = \text{diag}(1/\sigma^2) \). Equation 93 reduces to,

\[ \tilde{o}^{ML} = [\tilde{h}^T \tilde{h}]^{-1} \tilde{h}^T \tilde{o}_{\text{blur}} \tag{94} \]

After discrete Fourier transform, it is

\[ O^{ML} = \frac{H^*O_{\text{blur}}}{|H|^2} = \frac{O_{\text{blur}}}{H} \tag{95} \]

This is exactly the result we have at the beginning. Bad news! Additional constraints has to be considered, such as requirement for positive solutions. Due to the additional constraints, the solution can no longer be written in an explicit form. Iterative algorithm, has to be used to minimize equation 90. The constrained Landweber interation[65] has the form:

\[ o^{(n+1)} = \bar{P}_c[o^{(n)} + \alpha(o_{\text{blur}} - o^{(n)} \otimes h)] \tag{96} \]
where $o^{(n)}$ is the current estimation of the desired ‘true image’ and $\bar{p}_c$ is the projection operator that enforces the set of constraints on $o^{(n)}$. $\alpha$ is the minimization scalar. Another commonly used method is the Image Space Reconstruction Algorithm (ISRA) [22], which is written as

$$o^{(n+1)}_k = o^{(n)}_k \frac{\left( \tilde{h}^T \text{cov}(\hat{o}_{\text{blur}})^{-1} \hat{o}_{\text{blur}} \right)_k}{\left( \tilde{h}^T \text{cov}(\hat{o}_{\text{blur}})^{-1} \hat{o}^{(n)} \right)_k} \quad (97)$$

We have discussed maximum likelihood method with Gaussian noise, now we are going to introduce the Richardson-Lucy algorithm (RLA) [72, 83, 30] which is based on the maximum likelihood method with Poisson noise assumption. The penalty function is,

$$\phi_{\text{Poisson}}(o) = \sum_k \left\{ (\tilde{h} \cdot o)_k + (\hat{o}_{\text{blur}})_k \log \left( \frac{(\hat{o}_{\text{blur}})_k}{(\tilde{h} \cdot o)_k} \right) - 1 \right\} \quad (98)$$

We have the following iteration scheme, the so called Richardson-Lucy algorithm,

$$o^{(n+1)}_k = \left( \tilde{h}^T \cdot \frac{o_{\text{blur}}}{\hat{h} \cdot o^{(n)}} \right)_k o^{(n)}_k \quad (99)$$

Given the blurred image, the PSF $h$, the following is a pseudo code of the Richardson-Lucy algorithm ((n)represent the n-th interation):

```
RLA(o_{\text{blur}}, h(s, t), o^{(0)}, n); start with an initial guess o^{(0)}
H(u, v) = FFT[h(s, t)]; Fast Fourier transform of the PSF
for k=1,...,n-1
    o_{\text{blur}}^{(k)} = IFFT(H \times FFT[o^{(k)}]); calculate the quantity \tilde{h} \cdot o^{(k)}
    o^{(n+1)} = o^{(n)} \times IFFT[H^* \times FFT(o_{\text{blur}}/o_{\text{blur}}^{(k)})]; new estimation
return x^{(n)}
```

The number of iterations plays an important role in the iterative methods. Itself is considered as a regularization parameter. When the number of the iteration increases, the retrieved image first approaches the true image and then potentially goes away from it. And it is difficult to find a clear stopping criterion. The advantages are: they are easy to implement and the early iterations are very efficient.
5.3 Numerical deconvolution of GRENOUILLE traces

We used the MATLAB built in iterative deconvolution procedure, Richardson-Lucy algorithm to determine the response function from the simulated GRENOUILLE trace and its correspondent ideal FROG trace. Our grid size for all traces was 128 x 128. We assumed Gaussian spatial and temporal profiles. The input beam was focused to 10 $\mu$m in the center of the crystal. We use a 3.5 mm BBO SHG crystal, which is commonly used to measure pulses from 50 to about 500 fs in length. We first used the zero delay spectrum $I_{\text{meas}}^{SFG}(\omega_3, 0, L)$ and $I_{\text{FROG}}^{SHG}(\omega_3, 0)$ to determine the response function $R(\omega_3)$. We tried flat phase single pulses with different pulse length ranging from 500 fs to 700 fs. We also used different flat phase double pulses with different pulse lengths and separations. We found the response functions (see figure 39) are very similar and closely resembles a $\text{sinc}^2$ function shape. We also tried spectrum at differently delays, we observe similar results. The FWHM of the response function $R(\omega_3)$ is approximately $0.70 \pm 0.03$ nm.

Figure 40 shows the simulated GRENOUILLE trace for a complex pulse consisting of a double pulse, each of which is chirped (a “double-chirped pulse”) and has a FWHM of 300 fs. The separation between these two pulses is 720 fs. Its FROG trace is shown in figure 40(a) and its GRENOUILLE trace is shown in 40(b). The fine spectral structures with sub 1nm are blurred and unobservable. We only see three
Figure 40: Measuring a pulse with a large temporal separation and spectrally deconvolving the trace to obtain the correct result.

big lobes. Since the temporal structure is still recognizable, it tells us we should have some fringes inside those lobes. The rms error between the FROG trace and the GRENOMILLE trace was 0.047173. If we apply the FROG algorithm to retrieve the blurred GRENOMILLE trace, after two thousand iterations, the algorithm still could not recover any trace that resembles its correspondent FROG trace. The ‘missing’ spectral fringes and the obvious temporal structure confuses the algorithm. We need to deconvolve the simulated GRENOMILLE trace with its response function. The resulted deconvolved trace is shown in 40(c). Using Lucy-Richardson algorithm, forty iterations were used. Compared with the FROG trace, we notice that all of the major fringes are revealed. The rms error between the FROG trace and the deconvoluted GRENOMILLE trace was 0.012091. Now, we apply our FROG algorithm to it and the retrieval algorithm converges faster, the corresponding retrieved trace is shown in 40(d). The rms error between the FROG trace and the retrieved GRENOMILLE trace was 0.007978. The retrieved temporal and spectral intensities and phases show
excellent agreement with the actual pulse temporal and spectral intensities and phases in 40(e) and 40(f). The solid curves with circular markers show the actual temporal and spectral intensities. The dotted curves with circular markers refer to the actual signal temporal and spectral phases. The solid lines without any markers show the intensities of the retrieved pulses. The dotted lines without any marker are the corresponding phases of the retrieved pulse.

We have found that this deconvolution works well even in the presence of noise. In fact, Lucy-Richardson deconvolution is a quite noise-resistant deconvolution algorithm. We could apply the deconvolution procedure without additional numerical techniques such as filtering methods to remove the noise.

Using the same pulse in figure 40, figure 41(a) shows the GRENOUILLE trace including 1% additive Gaussian distribution noise. We deconvolve the trace first and then apply our FROG algorithm to the deconvoluted noisy trace to reconstruct the original real input(See figure 41(b-c)). Due to the naturally built-in redundancy in the FROG trace, our FROG algorithm converges very well. The rms error between
the FROG trace and the deconvolved GRENOUILLE trace was 0.020166. The rms error between the FROG trace and the retrieved GRENOUILLE trace was 0.008643.

In this chapter, we showed that numerical spectral deconvolution method is able to extend the operating range of a given GRENOUILLE to 1 ps or more. It works well even in the presence of noise. After deconvolution, the FROG algorithm converges much faster. Fine spectral structure 1 nm can be revealed. Thus, including spectral deconvolution, an pulse length range of a factor of 30 or more can be achieved from a simple, alignment-free device consisting of only four elements.
6.1 Introduction

For the experiments involving the second harmonic generation process, quite often the ultrashort pulses are focused tightly into the nonlinear crystal by use of lenses. Contrary to what we would like to have, the lenses do not strictly conserve the beam temporal and spatial characteristics. In general, the pulse is broadened in time due to lens material dispersion[15]. A radius dependent delay between pulse and pulse fronts appears caused by chromatic aberration[14]. Monochromatic aberrations (mainly spherical aberrations for on-axis focusing) will affect the spatial intensity distribution. The usual geometrical optics treatment could not adequately describe those temporal and spatial variations of an ultrashort pulse focused by lens. Wave optical theory studies have been carried out for the transformation of ultrashort pulses around the focal region of lenses[62, 61, 50]. Coupling between the temporal, spectral and spatial profiles have been revealed[62]. The spatial distribution is greatly affected by the spherical aberration when lenses are used[61].

GRENOUILLE uses tight focused beams in order to have a large angular spread[77]. Strange focusing effects have been observed when the beam focus is moving along the longitudinal axis z[76]. When the beam waist is focused at the position that correspond to the maximum SHG intensity, no distortion was observed. When the crystal was moved away from the lens so that the beam waist is moving towards the crystal incident surface, no distortions occurred. However, when moving the crystal closer to the lens so that the beam is focused towards the exit surface of the crystal, fringes
Figure 42: Geometry of Fourier optical analysis.

appeared in the measured traces. Using the model suggested by kempe[61] for focusing of ultrashort pulses by lenses, we found that the spherical aberration modifies the input beam spatial profile and introduces those spatial fringes in the SHG signal. This is not an appropriate practice for the GRENOUILLE device, which maps angle(wavelength) onto different vertical positions at the camera[93].

6.2 Second harmonic generation using beams tightly focused by a singlet lens

Transformation of the fundamental input beam with a thin plano-convex lens was calculated using the model developed by kempe[61](See appendix C). We assume the paraxial approximation is valid, since for our case the numerical aperture is 0.13 maximum. The pupil function $P(x_1, y_1)$ for a circular lens with diameter $a$(See figure 42) can be written as:

$$P(x_1, y_1) = \begin{cases} 
1 & \text{if } x_1^2 + y_1^2 = r_1^2 = (ra)^2 r \in [0, 1] \\
0 & \text{else}
\end{cases}$$

(100)

The focal length of the lens for the center wavelength is $f_0$. We assume the input beam has Gaussian temporal and spatial profile, $E(t, r) = \exp(-t^2/T^2) \exp(-r^2/w^2)$.  
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The electric field distribution after the lens was analyzed by Fourier optics[61],

\[
u(v, u, t) \propto \int_0^1 dr J_0(rv) \exp(-r^2/\sigma^2) \exp(-iur^2) \exp(-iAr^4) \sqrt{1+\delta(r, T)} \exp\{-(t+\tau r^2)^2/(L^2[1+\delta(r, T)])[1+i\delta(r, T)]\}
\]

where \(v = ak_0r/f_0\) and \(u = a^2k_0(1/f_0 - 1/z)\) are the optical coordinates. The parameter measures the pulse broadening,

\[
\tau = \frac{a^2k_0}{2f_0(n_0 - 1)} \frac{dn}{d\omega} \bigg|_{\omega=\omega_0}
\]

and

\[
\delta(r, T) = 4(\delta' - \delta r^2)/T^2.
\]

The parameters \(\delta\) and \(\delta'\) are caused by the dispersion of the lens material with thickness of \(d[85]\) up to the second order. \(\delta\) introduces a phase modulation and \(\delta'\) causes a radius dependent chirp,

\[
\delta = \frac{a^2k_0}{2f_0(n_0 - 1)} \left( \frac{1}{\omega_0} \frac{dn}{d\omega} \bigg|_{\omega=\omega_0} + \frac{1}{2} \frac{d^2n}{d\omega^2} \bigg|_{\omega=\omega_0} \right),
\]

\[
\delta' = k_0d \left( \frac{1}{\omega_0} \frac{dn}{d\omega} \bigg|_{\omega=\omega_0} + \frac{1}{2} \frac{d^2n}{d\omega^2} \bigg|_{\omega=\omega_0} \right).
\]

\(A = -k_0\phi^{(4)}\) relates to the spherical aberration[15]. For a thin plano-convex lens with a diameter of \(a\),

\[
\phi^{(4)} = -\frac{n_0^2(n_0^2 - 4) + 2n_0 + 4}{8n_0(n_0 - 1)^2(n_0 + 2)} ra \left( \frac{ra}{f_0} \right)^3
\]

We then propagate the focused fundamental beam inside a second harmonic BBO crystal. Assuming that the fundamental is not depleted, the second harmonic generation process is simulated using the following wave equation[87].

\[
\left[ \frac{\partial}{\partial z} - \frac{i}{2k_2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + \left( \frac{1}{V_2} - \frac{1}{V_1^2} \right) \frac{\partial}{\partial t} + i \frac{1}{2} \frac{\partial k_2}{\partial \omega} \frac{\partial^2}{\partial \omega^2} \right] E_2(x, y, z, t) = \frac{i\omega_2}{n_2c} d_{eff} E_1^2(x, y, z, t) e^{-i\Delta k z}
\]

where \(E_1\) and \(E_2\) correspond to the fundamental and second harmonic electric field respectively. We take into account the beam diffraction and crystal dispersion up to the second order. \(d_{eff}\) is the effective nonlinearity and \(n\) is the effective refractive
index of the nonlinear crystal. $\Delta k = k_2 - 2k_1$ is the phase mismatch. We considered Type I phase-matching conditions in a BBO crystal and align the incident beam at the appropriate phase matching angle so that $\Delta k = 0$. $V_{j=1,2}$ is the group velocity along the direction of the $k$-vector of the pulse’s carrier wave.

In the following studies, the spatially integrated intensity is calculated by

$$I(v) = \int_{-\infty}^{+\infty} dt \, |u(v,t)|^2$$

(107)

6.3 Results

The fundamental beam centered at 800 nm is 100 fs long with a beam width radius of 4.25 mm at the incidence face of the lens. A Newport BK7 lens (KPX061) with a center thickness of 3.392 mm and a diameter of 12.7 mm was used. The focal length was 100 mm for 589 nm. For 800 nm center wavelength, the focal length is changed to be 101.179 mm and the beam width radius is about 6 $\mu$m ($w = \lambda_0 f_0 / \pi w_0$). We move our crystal around the focal plane $z = f_0$. Starting at a position that the crystal is placed 500 $\mu$m after the focus ($z = f_0 + 500 \mu$m), we move our crystal towards the focus until the focal plane is 800 $\mu$m behind ($z = f_0 - 800 \mu$m).

When the focal plane is in front of the crystal, the spatial profile of the fundamental is quite well behaved, which means it is still Gaussian shaped, or close to ‘Gaussian’ shaped. Also no structures appears in the spatial profile of the SHG signal. Here we shown two typical cases: $z = f_0 + 200 \mu$m and $z = f_0 + 400 \mu$m(see figure 43(e), (f) and (g), (h)).

When the focal plane is after the crystal, the spatial profile of the fundamental starts to develope structures, but no obvious disturbance happens to the spatial profile of the SHG signal until positions around $z = f_0 - 700 \mu$m. We show the situations when $z = f_0 - 800 \mu$m(see figure 43(a) and $z = f_0 - 700 \mu$m(see figure 43(c)). Fringes appear in the spatial profiles of their correspondent SHG signal(see 43(b) and 43(d)).
When turning off the spherical aberration ($A = 0$), interestingly those effects went away (see figure 43(a’), (b’) and 43(c’), (d’)).

Our simulation yields an ‘asymmetrical’ pattern of the SH signal around the focus, which follows what has been described in the experiment. For GRENOUILLE the wavelength axis corresponds to the vertical direction along the camera. So the spatial disturbance caused by the spherical aberration has to be avoided. Working in a safe operation region means we should never focus the beam at the back of the crystal for a GRENOUILLE apparatus.
Figure 43: Left: Spatial profiles of the fundamental. Right: Correspondent SHG spatial profiles. (a) at $z = f_0 - 800\mu m$. (a') at $z = f_0 - 800\mu m$, but without spherical aberration. (c) at $z = f_0 - 700\mu m$. (c') at $z = f_0 - 700\mu m$, but without spherical aberration. (e) at $z = f_0 + 200\mu m$. (g) at $z = f_0 + 400\mu m$. 

78
APPENDIX A

RUNGE-KUTTA METHODS

We used Runde-Kutta methods[9, 45, 81] to solve the first order coupled differential equations in chapter 3. For better understanding of the Runge-Kutta methods, we begin with solving the first order ODE of the form

\[
\frac{dy}{dx} = f(x, y), \quad y(0) = y_0
\]

(108)

by using Runge-Kutta 2\textsuperscript{nd} order approach. For a small step \(h\), \(y(x + h)\) can be expanded in Taylor series:

\[
y(x + h) = y(x) + hy'(x) + \frac{h^2}{2}y''(x) + o(h^3)
\]

(109)

The second order derivative of \(y(x)\) can be written as

\[
y''(x) = f'(x, y) = \frac{\partial f(x, y)}{\partial x} + \frac{\partial f(x, y)}{\partial y} \frac{dy}{dx}
\]

(110)

Insert equation 110 back to equation 109, we have

\[
y(x + h) = y(x) + hf(x, y) + \frac{h^2}{2}[f_x + f_y f(x, y)] + o(h^3)
\]

(111)

The Runge-Kutta method estimate the slope over the step using a linear combination of the function \(f(x,y)\) evaluated at certain points in the step:

\[
y(x + h) = y(x) + Ahf_0 + Bhf_1
\]

(112)

where \(f_0 = f(x, y)\) and \(f_1 = f(x + Ph, y + Qhf_0)\). Expanding \(f_1\) in Taylor series:

\[
f_1 = f(x, y) + f_x Ph + f_y Qhf_0 + o(h^2)
\]

(113)
Equation 112 can be rewritten as:

\[ y(x + h) = y(x) + (A + B)hf + BPh^2f_x + BQh^2f_yf \]  

(114)

Comparing 114 with 111, we have

\[ A + B = 1 \quad BP = 1/2 \quad BQ = 1/2 \]  

(115)

Since we have 3 equations and 4 unknowns, we can assume the value of \( A = 0 \), this leads to the 2\(^{nd} \) Runge-Kutta formula

\[ y(x + h) = y(x) + hf(x + \frac{h}{2}, y + \frac{h}{2}f(x, y)). \]  

(116)

For better accuracy, we need to consider higher order Runge-Kutta methods. For the fourth order Runge-Kutta scheme, we can write it in the form:

\[ y(x + h) = y(x) + w_1k_1 + w_2k_2 + w_3k_3 + w_4k_4, \]  

(117)

where \( w_1, ..., \) are the weights, and the \( k_1, ..., \) are given by,

\[
\begin{align*}
k_1 &= hf(x, y) \\
k_2 &= hf(x + a_1h, y + b_1k_1) \\
k_3 &= hf(x + a_2h, y + b_2k_1 + b_3k_2) \\
k_4 &= hf(x + a_3h, y + b_4k_1 + b_5k_2 + b_6k_3)
\end{align*}
\]  

(118)

Using method similar to the one used in the above second order Runge-Kutta method, but writing the Taylor series to fourth order in \( h \), it can be shown that there are eleven equations and thirteen unknown coefficients to decide. The most frequently used choice of the constants are as following:

\[ y(x + h) = y(x) + \frac{h}{6}(f_1 + 2f_2 + 2f_3 + f_4) \]  

(119)

where

\[
\begin{align*}
f_1 &= f(x, y), \\
f_2 &= f(x + \frac{h}{2}, y + \frac{h}{2}f_1), \\
f_3 &= f(x + \frac{h}{2}, y + \frac{h}{2}f_2), \\
f_4 &= f(x + h, y + f_3).
\end{align*}
\]  

(120)
For solving three coupled 1st ODEs:

\[
\frac{dE_1}{dz} = f(E_1, E_2, E_3, z), \quad \frac{dE_2}{dz} = g(E_1, E_2, E_3, z), \quad \frac{dE_3}{dz} = q(E_1, E_2, E_3, z) \tag{121}
\]

Es’ are calculated as following for small increments:

\[
\begin{align*}
E_1^{(n+1)} &= E_1^{(n)} + \frac{k_1 + 2k_2 + 2k_3 + k_4}{6} \Delta z \\
E_2^{(n+1)} &= E_2^{(n)} + \frac{l_1 + 2l_2 + 2l_3 + l_4}{6} \Delta z \\
E_3^{(n+1)} &= E_3^{(n)} + \frac{s_1 + 2s_2 + 2s_3 + s_4}{6} \Delta z
\end{align*}
\tag{122}
\]

where,

\[
\begin{align*}
k_1 &= f(E_1^{(n+1)}, E_2^{(n+1)}, E_3^{(n+1)}, z) \Delta z \\
l_1 &= g(E_1^{(n+1)}, E_2^{(n+1)}, E_3^{(n+1)}, z) \Delta z \\
s_1 &= q(E_1^{(n+1)}, E_2^{(n+1)}, E_3^{(n+1)}, z) \Delta z \\
k_2 &= f(E_1^{(n+1)} + \frac{k_1}{2}, E_2^{(n+1)} + \frac{l_1}{2}, E_3^{(n+1)} + \frac{s_1}{2}, z + \frac{\Delta z}{2}) \Delta z \\
l_2 &= g(E_1^{(n+1)} + \frac{k_1}{2}, E_2^{(n+1)} + \frac{l_1}{2}, E_3^{(n+1)} + \frac{s_1}{2}, z + \frac{\Delta z}{2}) \Delta z \\
s_2 &= q(E_1^{(n+1)} + \frac{k_1}{2}, E_2^{(n+1)} + \frac{l_1}{2}, E_3^{(n+1)} + \frac{s_1}{2}, z + \frac{\Delta z}{2}) \Delta z \\
k_3 &= f(E_1^{(n+1)} + \frac{k_2}{2}, E_2^{(n+1)} + \frac{l_2}{2}, E_3^{(n+1)} + \frac{s_2}{2}, z + \frac{\Delta z}{2}) \Delta z \\
l_3 &= g(E_1^{(n+1)} + \frac{k_2}{2}, E_2^{(n+1)} + \frac{l_2}{2}, E_3^{(n+1)} + \frac{s_2}{2}, z + \frac{\Delta z}{2}) \Delta z \\
s_3 &= q(E_1^{(n+1)} + \frac{k_2}{2}, E_2^{(n+1)} + \frac{l_2}{2}, E_3^{(n+1)} + \frac{s_2}{2}, z + \frac{\Delta z}{2}) \Delta z \\
k_4 &= f(E_1^{(n+1)} + k_3, E_2^{(n+1)} + l_3, E_3^{(n+1)} + s_3, z + \Delta z) \Delta z \\
l_4 &= g(E_1^{(n+1)} + k_3, E_2^{(n+1)} + l_3, E_3^{(n+1)} + s_3, z + \Delta z) \Delta z \\
s_4 &= q(E_1^{(n+1)} + k_3, E_2^{(n+1)} + l_3, E_3^{(n+1)} + s_3, z + \Delta z) \Delta z
\end{align*}
\tag{123}
\]
APPENDIX B

CALCULATION OF THE APPARENT GROUP VELOCITY AND GROUP VELOCITY DISPERSION

The following discussion follows the derivation by Dr. Arlee V. Smith’s Optics Letter paper[89]. Assuming the propagation vector $k$ is tilted at an angle $\delta$ with respect to the $z$ axis. $v$ is the group velocity of an unslanted pulse. For a extraordinary wave, the group velocity is tilted by a small angle $\rho$ and becomes $v'$. Imagine the incident pulse is diffracted by an grating and makes an angle $\psi$ relative to its $k$ vector. Its pulse front is then slanted at an angle $\phi$ relative to the normal to $z$. From diffraction theory,

$$k(\omega, \psi) \sin \psi = \text{grating vector} \quad (124)$$

Differentiating eq. 124 with respect to $\omega$, we have

$$\frac{\partial k}{\partial \psi} \frac{d\psi}{d\omega} \sin \psi + \frac{\partial k}{\partial \omega} \sin \psi + k \cos \psi \frac{d\psi}{d\omega} = 0 \quad (125)$$

Using the definition of group velocity and birefringent walk off: $v = \partial \omega / \partial k$ and $\tan(\rho) = -(1/k) \partial k / \partial \delta$ together with relation $\psi = \phi + \delta$, we have

$$\frac{d\delta}{d\omega} = -\frac{1}{vk} \frac{\sin(\delta + \phi) \cos \rho}{\cos(\delta + \phi + \rho)} \quad (126)$$

The apparent group velocity is defined as the velocity $v_z$ at which point $a$ sweeps along $z$.

$$\dot{v} = v_z = v' \cos(\delta + \rho) - h \tan \phi$$

$$= \frac{v}{\cos \rho} \cos(\delta + \rho) - \frac{v}{\cos \rho} \sin(\delta + \rho) \tan \phi \quad (127)$$

$$= \dot{v} \frac{\cos(\delta + \rho + \phi)}{\cos \rho \cos \phi}$$
The apparent group velocity dispersion is defined as:

\[ D = -\frac{1}{2} \frac{d^2}{d\omega^2} = -\frac{1}{2} \frac{d}{d\omega} \left( \frac{1}{2} \right) = \frac{1}{2} \frac{d^2}{d\omega^2} \]

\[ = \frac{1}{2v^2} \left[ \cos(\delta + \rho + \phi) \frac{dv}{d\omega} + \frac{v}{\cos \rho \cos \phi} \frac{d}{d\omega} \left( \cos(\delta + \rho + \phi) \right) \right] - \left( v \frac{\cos(\delta + \rho + \phi)}{\cos^2 \rho \cos \phi} \frac{d\rho}{d\omega} \right) \]

\[ + \frac{1}{2} \frac{d}{d\omega} \left( \frac{\cos \phi \sin \rho \frac{d\phi}{d\omega}}{\cos \rho + \phi} \right) \]

\[ = -\frac{1}{2} \frac{\cos \rho \cos \phi}{2 \cos(\delta + \rho + \phi)} gvd - \frac{1}{2v^2} \frac{\cos^2 \rho \cos \phi \sin(\delta + \phi) \frac{\partial v}{\partial \delta}}{\cos(\delta + \rho + \phi)} \]

\[ + \frac{1}{2v^2} \frac{\cos^2 \rho \cos \phi \sin(\delta + \rho + \phi) \sin(\delta + \phi)}{\cos(\delta + \rho + \phi) \sin(\delta + \phi)} \]

Now, we evaluate \( \partial v / \partial \alpha \):

\[ \frac{\partial v}{\partial \omega} = -v^2 \frac{\partial}{\partial \beta} \frac{\partial k}{\partial \omega} = -v^2 \frac{\partial}{\partial \omega} \frac{\partial k}{\partial \beta} \]

\[ = v^2 \frac{\partial}{\partial \omega} (k \tan \rho) = v \tan \rho + v^2 k \frac{\partial}{\partial \omega} (\tan \rho) \]
We also need to evaluate $d\rho/d\omega$:

\[
\frac{d\rho}{d\omega} = \cos^2 \rho \frac{d\tan \rho}{d\omega}
\]

\[
= \cos^2 \rho \left( \frac{d\tan \rho}{\omega} \right) + \frac{1}{vk} \sin(\delta + \phi) \cos^3 \rho \frac{\partial}{\partial \delta} \tan \rho
\]

\[
= \cos^2 \rho \left( \frac{d\tan \rho}{\omega} \right) + \frac{1}{vk} \sin(\delta + \phi) \cos^3 \rho \frac{\partial}{\partial \delta} \left( -\frac{1}{k} \tan \rho - \frac{1}{k} \frac{\partial^2 k}{\partial \delta^2} \right)
\]

\[
= \cos^2 \rho \left( \frac{d\tan \rho}{\omega} \right) + \frac{1}{vk^2} \sin(\delta + \phi) \cos^3 \rho (\tan \rho + k - 2k^2 A)
\]

\[
= \cos^2 \rho \left( \frac{d\tan \rho}{\omega} \right) + \frac{1}{vk^2} \sin(\delta + \phi) \cos^2 \rho \cos \phi \cos(\delta + \rho + \phi) A
\]

where

\[
A = \frac{1}{2k} - \frac{1}{2k^2} \frac{\partial^2 k}{\partial \delta^2}
\]

Insert eq. 129 and 130 back into eq. 128 and neglect $\partial(\tan \rho)/\partial \omega$:

\[
\hat{D} = -\frac{1}{2k} \frac{d^2 k}{d\omega^2} + \frac{1}{2} \frac{\cos \rho \cos \phi}{\cos(\delta + \rho + \phi)} gvd + \frac{1}{v^2} \frac{\sin^2(\delta + \phi) \cos^3 \rho \cos \phi}{\cos^3(\delta + \rho + \phi)} A
\]

\[
+ \frac{1}{2v^2 k} \frac{\cos \phi \sin^2(\delta + \phi) \cos \rho \sin^2 \rho}{\cos^3(\delta + \rho + \phi)}
\]

\[
- \frac{1}{2v^2 k^2} \frac{\sin^2(\delta + \phi) \cos^2 \rho \sin \rho \cos \phi}{\cos^3(\delta + \rho + \phi)} A^\prime
\]

Since $A \approx 1/2k$, the third and last terms are smaller by the order of $\rho^2$ and $\rho/k$ than the second term respectively, they can be neglected. So we have

\[
\hat{D} = -\frac{1}{2} \frac{d^2 k}{d\omega^2} + \frac{1}{2V^2} \frac{\cos \phi \cos \rho}{\cos(\alpha + \phi + \rho)} GV D
\]

\[
+ \frac{1}{V^2} \frac{\cos \phi \cos^2 \rho \sin^2(\alpha + \phi)}{\cos(\alpha + \phi + \rho)} A
\]

where $GV D = \partial v/\partial \omega$. 
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APPENDIX C

ULTRASHORT LIGHT PULSES FOCUSED BY LENSES

The scalar electric field amplitude $U(r, \omega)$ has to satisfy the well known Helmholtz equation[15],

$$[\nabla^2 + k(\omega)^2]U(r, \omega) = 0$$  \hspace{1cm} (134)

After propagating through the lens, the field amplitude at $z$ is transformed to be

$$U(x_2, y_2, z, \omega) \propto \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx_1dy_1 P(x_1, y_1)A(\Delta \omega)\Theta(x_1, y_1)$$

$$\times \exp\left\{\frac{ik_a}{2z}[(x_2 - x_1)^2 + (y_2 - y_1)^2]\right\}$$  \hspace{1cm} (135)

where

$$\Theta(x_1, y_1) = \exp(ikld)\exp[-i(k_l - k_a)\frac{x_1^2 + y_1^2}{2}\left(\frac{1}{R_1} - \frac{1}{R_2}\right)]$$  \hspace{1cm} (136)

$$P(x_1, y_1) = \begin{cases} 
1 if x_1^2 + y_1^2 = r_1^2 = (ra)^2r \in [0, 1] \\
0 else 
\end{cases}$$  \hspace{1cm} (137)

Let $x_1 = r_1\cos \phi$, $y_1 = r_1\sin \phi$, $x_2 = r_2\cos \varphi$, $y_2 = r_2\sin \varphi$, using thin lens relation $\frac{1}{f_0} = (n_0 - 1)(\frac{1}{R_1} - \frac{1}{R_2})$, we have

$$U(r_2, \varphi, z, \omega) \propto \int_{0}^{\frac{2\pi}{f_0(n_0-1)}} \int_{0}^{\frac{2\pi}{f_0(n_0-1)}} r_1dr_1d\phi A(\Delta \omega)\exp(ikld)$$

$$\times \exp[-i(k_l - k_a)\frac{r_1^2}{2}\left(\frac{1}{f_0(n_0-1)}\right)]$$

$$\times \exp\left\{\frac{ik_a}{2z}[r_1^2 + r_2^2 - 2r_1r_2\cos(\phi - \varphi)]\right\}$$  \hspace{1cm} (138)

It is symmetric with respect of $\phi$

$$U(r_2, z, \omega) \propto \int_{0}^{\frac{2\pi}{f_0(n_0-1)}} \int_{0}^{\frac{2\pi}{f_0(n_0-1)}} r_1dr_1d\phi A(\Delta \omega)\exp(ikld)$$

$$\times \exp[-i(k_l - k_a)\frac{r_1^2}{2}\left(\frac{1}{f_0(n_0-1)}\right)]$$

$$\times \exp\left\{\frac{ik_a}{2z}[r_1^2 + r_2^2 - 2r_1r_2\cos \varphi]\right\}$$  \hspace{1cm} (139)
Figure 45: The lens parameters.

where,

\[ k_l = \frac{\omega}{c} n(\omega) \simeq k_0 n_0 [1 + a_1 \Delta \omega + a_2 \Delta \omega^2] \]

\[ a_1 = \frac{1}{\omega_0} + \frac{n}{n_0} \left. \frac{dn}{d\omega} \right|_{\omega=\omega_0}, \]

\[ a_2 = \frac{n}{n_0} \left. \frac{dn}{d\omega} \right|_{\omega=\omega_0} + \frac{1}{2n_0} \left. \frac{d^2n}{d\omega^2} \right|_{\omega=\omega_0}, \] (140)

\[ k_a = \frac{\omega}{c} = k_0 (1 + \frac{\Delta \omega}{\omega_0}), \]

\[ k_l - k_a = \frac{\omega}{c} [n(\omega) - 1] \simeq k_0 (n_0 - 1) [1 + b_1 \Delta \omega + b_2 \Delta \omega^2] \]

Let

\[ b_1 = \frac{n_{\Omega_2} - 1}{n_{\Omega_2} n_{\Omega_2 - 1} - 1} = \frac{1}{\omega_0} \left[ 1 + \frac{\omega_0 n(\omega_0)}{n_{\Omega_2} - 1} \right], \]

\[ b_2 = \frac{n_{\Omega_2} - 1}{n_{\Omega_2} - 1} = \frac{n(\omega_0)'}{(n_{\Omega_2} - 1)\omega_0} + \frac{n(\omega_0)''}{2(n_{\Omega_2} - 1)} \] (141)

We have

\[ U(r_2, z, \omega) \propto \left[ \int_0^{2\pi} \int_0^r r_1 dr_1 d\phi A(\Delta \omega) \exp(ik_0 n_0 [1 + a_1 \Delta \omega + a_2 \Delta \omega^2] d) \right] \]

\[ \times \exp\left[ -i \frac{k_0}{f_0} [1 + b_1 \Delta \omega + b_2 \Delta \omega^2] r_1^2 \right] \]

\[ \times \exp\left[ \frac{i}{2} k_0 (1 + \frac{\Delta \omega}{\omega_0}) [r_1^2 + r_2^2 - 2 r_1 r_2 \cos \varphi] \right] \]

\[ \propto A(\Delta \omega) \exp(i k_0 n_0 d \Delta \omega [a_1 + a_2 \Delta \omega]) \exp\left[ \frac{i}{2} k_0 (1 + \frac{\Delta \omega}{\omega_0}) r_2^2 \right] \int_0^{2\pi} \int_0^r r_1 dr_1 d\phi \]

\[ \times \exp\left[ -i \frac{k_0}{f_0} (\frac{1}{f_0} - \frac{1}{z}) r_1^2 \right] \exp\left[ \frac{i}{2} k_0 (r_1 r_2 \cos \varphi) (1 + \frac{\Delta \omega}{\omega_0}) \right] \]

\[ \times \exp\left[ -i \frac{k_0}{f_0} [b_1 - \frac{f_0}{\omega_0} + b_2 \Delta \omega] r_1^2 \Delta \omega \right] \]
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Use optical coordinates, $v = ak_0r_2/f_0$ and $u = a^2k_0(1/f_0 - 1/z)$,

\[
U(r_2, z, \omega) \propto A(\Delta \omega) \exp(ik_0n_0d\Delta \omega[a_1 + a_2\Delta \omega]) \exp\left[\frac{4}{Nz}(1 + \frac{a_2}{a_0})v^2f_0\right] \\
\int_0^1 rdr \exp[-i\frac{a^2k_0}{2f_0} \Delta \omega(b_1 - \frac{f_0}{z\omega} + b_2\Delta \omega)r^2] \exp[-i\frac{1}{2}r^2u]
\]

\[
\times \int_0^{2\pi} d\phi \exp\left[\frac{1}{z} f_0rv \cos \varphi (1 + \frac{\Delta \omega}{\omega_0})\right]
\]

(143)

The Fresnel number is defined as $N = a^2k_0/(2f_0)[101]$ and we know

\[
\int_0^{2\pi} d\phi \exp\left[\frac{1}{z} f_0rv \cos \varphi (1 + \frac{\Delta \omega}{\omega_0})\right] \approx \int_0^{2\pi} d\phi \exp[-rv \cos \varphi (1 + \frac{\Delta \omega}{\omega_0})]
\]

\[
= 2J_0[rv(1 + \frac{\Delta \omega}{\omega_0})]
\]

(144)

Here we replaced $z$ with $f_0$ in the phase term. The time domain expression will be

\[
u(v, u, t) \propto \int d\Delta \omega A(\Delta \omega) \exp(ik_0n_0d\Delta \omega[a_1 + a_2\Delta \omega]) \exp\left[\frac{4}{Nz}(1 + \frac{a_2}{a_0})v^2f_0\right] \\
\times \int_0^1 rdr \exp[-i\frac{a^2k_0}{2f_0} \Delta \omega(b_1 - \frac{f_0}{z\omega} + b_2\Delta \omega)r^2] \exp[-i\frac{1}{2}r^2u]J_0[rv(1 + \frac{\Delta \omega}{\omega_0})]
\]

\[
= \int d\Delta \omega A(\Delta \omega) \exp(ik_0n_0da_2\Delta \omega^2) \exp\left[\frac{i}{4Nz}(1 + \frac{a_2}{a_0})v^2f_0\right] \\
\times \int_0^1 rdr J_0[rv(1 + \frac{\Delta \omega}{\omega_0})] \exp[-i\frac{1}{2}r^2u] \exp\{-i\Delta \omega[t - k_0n_0a_1 + \frac{a^2k_0}{2f_0}(b_1 - \frac{f_0}{z\omega} + b_2\Delta \omega)r^2]\}
\]

(145)

Let,

\[
\delta = \frac{a^2k_0}{2f_0}b_2,
\]

\[
\delta' = k_0n_0da_2
\]

\[
\tau(u) = \frac{a^2k_0}{2f_0}(b_1 - \frac{f_0}{z\omega_0})
\]

\[
\tau' = k_0n_0da_1
\]

(146)

We can rewrite the electric field as,

\[
u(v, u, t) \propto \int d\Delta \omega A(\Delta \omega) \exp\left[\frac{i}{4Nz}(1 + \frac{a_2}{a_0})v^2f_0\right] \\
\times \int_0^1 rdr J_0[rv(1 + \frac{\Delta \omega}{\omega_0})] \exp[-i\frac{1}{2}ur^2] \exp[i\Delta \omega^2(\delta' - \delta)r^2] \exp[-i\Delta \omega(t - \tau' + \tau(u)r^2)]
\]

(147)

Usually, $N \gg v^2/4[101]$ and we can ignore the correspondent phase term. In the above derivation, we have assumed the lens is homogeneous illuminated and there is no higher order aberrations. However, the spherical aberration is an unavoidable
effect for singlet lens imaging. The electric field amplitude is calculated by ($\tau'$ is independent of the radius and not of interest)

\[
u(v, u, t) \propto \int_{-\infty}^{+\infty} d\Delta \omega A(\Delta \omega) \int_0^1 rdr J_0[rv(1 + \frac{\Delta \omega}{\omega_0})] \exp\left(-\frac{r^2}{\omega^2}\right) \exp(-iAr^4) \]
\[
\times \exp(-i\frac{1}{2}ur^2) \exp[i\Delta \omega^2(\delta' - \delta r^2)] \exp[-i\Delta \omega(t + \tau r^2 + ur^2/(2\omega_0))]\]

Where \(A = -k_0\phi^{(4)}\) and

\[
\phi^{(4)} = -\frac{n_0^2(n_0^2-4)+2n_0+4}{8n_0(n_0-1)^2(n_0+2)} r_0 a(\frac{r_0}{f_0})^3 \]

\[
\tau = \frac{a^2 k_0}{2f_0(n_0-1)} \frac{dn}{d\omega}|_{\omega = \omega_0} \]

Let us assume the input pulse has a Gaussian temporal profile \(A(t) = \exp(-t^2/T^2)\). Fourier transform it into the frequency domain \(A(\omega) = \sqrt{\pi} \exp(-T^2\omega^2/4)\). For most cases it is found[3] we can make the following approximation without introducing significant errors,

\[
J_0[rv(1 + \frac{\Delta \omega}{\omega_0})] \approx J_0(rv) \]

Now we can integrate the above expression over \(\Delta \omega\),

\[
u(v, u, t) \propto \int_0^1 rdr J_0(rv) \exp\left(-\frac{r^2}{\omega^2}\right) \exp(-iAr^4) \exp(-i\frac{1}{2}ur^2) \exp\left(-\frac{(t+\tau r^2)^2}{T^2[1+\delta'(r,T)]}\right)\]

\[
\sqrt{\frac{1+\delta'(r,T)}{1+\delta(r,T)}} \exp\{-\frac{(t+\tau r^2)^2}{T^2[1+\delta'(r,T)]}\} [1 + \delta(r, T)]\}
\]

where \(\delta(r, T) = 4(\delta' - \delta r^2)/T^2\).
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