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Microorganisms have played a critical role in geological processes and in the formation of soils throughout geological time. It is hypothesized that biological activity can also affect soil properties in short engineering time-scales. Bioactivity in sediments is determined by the classical limiting factors (i.e., nutrients, water, C for biomass, temperature and pH) as well as by pore-size geometrical limits and mechanical interactions between bacterial cells and soil particles. These constraints restrict the range of grain size and burial depth where biomediated geochemical processes can be expected in sediments, affect the interpretation of geological processes and the development of engineering solutions such as bioremediation. When biological, geometrical and mechanical limiting factors are satisfied, bioactivity can be designed to alter the mechanical properties of a soil mass, including lowering the bulk stiffness of the pore fluid through controlled gas bio-generation, increasing the shear stiffness of the soil skeleton by biomineralization, and reducing hydraulic conduction through biofilm formation and clogging. Each of these processes can be analyzed to capture the biocrho-lyo-hydro-mechanical coupling effects, in order to identify the governing equations that can be used for process design. Design must recognize the implications of spatial variability, reversibility and environmental impacts.

The results of this study: (a) define the main regions in a particle-size versus depth space that characterize the fate of bacteria: “active and motile,” “trapped inside pores,” and “dead or dormant”, (b) demonstrate the viability of biogenic gas generation as a tool to reduce pore pressure generation during undrained shear, (c) show that biofilm growth on pore surfaces is pore size and flow velocity limited so that a characteristic radial distance to clogging appears in radial flow, and (d) identify biomineralization
habits on sediment surfaces and their implications on the mechanical properties of the soil skeleton.
CHAPTER 1

INTRODUCTION

Motivation

The study of soil behavior has been conducted from different perspectives throughout the centuries: Coulomb (XVIII) and Rankine (XIX) advanced physical and mechanical insight, Terzaghi (>1920’s) combined geological and mechanical concepts, and Lambe and Mitchell (>1950’s) among other researchers incorporated colloidal chemistry and mineralogy. The biological dimension is being discovered [Mitchell and Santamarina, 2005] and it is explored herein.

Environmental conditions act as growth limiting factors for bacterial cells. Among them, moisture content, pH, temperature, nutrient availability, oxygen, and light have been extensively studied in the literature and are reviewed in most microbiology textbooks. However, mechanical and geometrical constraints have not been studied in detail and are often neglected. The motivation of the first section of this thesis is to identify geometric restrictions for bioactivity, to develop particle-level mechanical models for bacteria-sediment interaction, and to define regions for bacteria’s fate in the two dimensional space of sediment grain size versus burial depth. The scope of this study is limited to microorganisms present in natural and artificially compacted, fracture-free sediments.

Microorganisms living in soils play important roles in geological processes; they influence soil and rock formation, are able to change the soil or rock properties once formed and can also affect geochemical processes taking place in the soil. Thus, biogeochemical processes can have significant geotechnical consequences over relatively
short times [Ehrlich, 1996]. Microorganisms can generate gas bubbles, biofilms, and mineral precipitates through their metabolism. The presence of small gas bubbles affects the pore fluid bulk stiffness and consequently hinders pore pressure generation during shear. The production of biofilms reduces the hydraulic conductivity of soils and fractured rocks, alters fines migration, clogs filters, enhances hydrodynamic dispersion, and increases chemical retardation. Finally, bio-mineralization leads to mineral deposition on soil grains, causes soil cementation and increase in shear stiffness. The second section of this thesis explores the effectiveness and control of these metabolisms in sediments. The general methodology used for this investigation combines the detailed evaluation of databases gathered from published sources, particle level and macroscale experiments, and complementary models and analyses.

**Organization**

This research centers on the fundamental understanding of the microbial influence on soil behavior and properties, from the survivability of microbial cells in sediments under diverse mechanical and geometrical conditions, to the alteration of soil properties by microbial manipulation and its possible applications in the geotechnical field.

Chapter 2 reviews basic biological concepts relevant to the coexistence of soil particles and microbial cells and their interactions in the soil matrix. The main requirements for microbial growth and bio-availability are reviewed, as well as microbial cell characteristics that may affect their interactions with soil particles.

Chapter 3 addresses the viability of microbial activity in soils. The likelihood of microbial survivability inside the soil matrix is analyzed from the mechanical and geometrical points of view.

Chapter 4 focuses on microbial gas generation. The study starts with a review of the principal bacterial metabolisms that generate gas as a by-product, as well as the
process of biogenic gas generation in soils. A set of unique experiments are designed to assess the evolution of biogenic gas in soils. Experimental data are analyzed using poroelastic models that capture the influence of gas bubbles on P-wave velocity and Skempton’s B parameter.

Chapter 5 concentrates on biologically-mediated clogging of soils. The scope of this study encompasses the identification of the fundamental factors and mechanisms of microbial clogging. Then, an experimental program is implemented to study clogging in radial flow.

Chapter 6 documents the investigation of biologically-mediated cementation of soil grains, starting with a review of the conditions required to trigger biogenic CaCO$_3$ precipitation in the soil mass. Several experimental and conceptual studies follow to explore: the nucleation “habits” of biogenic CaCO$_3$ crystals over mineral surfaces, the influence of nutrient type and time, grain-size, diffusion-versus-advection process control, and the coupling between spatial variability and hydro-bio-mechanical phenomena in biogenic soil cementation.

Chapter 7 summarizes general conclusions and provides a series of recommendations for future research.
CHAPTER 2

PRELIMINARY BIOLOGICAL CONCEPTS

The behavior of viable microbial cells is influenced by their capacity to metabolize, grow and reproduce. The factors that affect microbial growth are reviewed in this Chapter.

Bacteria

Bacteria are microorganisms that undergo metabolism, reproduction and growth, differentiation, communication, movement and evolution. Bacterial activity requires a source of carbon for cell mass, a source of energy to sustain life-activity, water, other nutrients and a favorable environment (including temperature, pH, salinity, and sufficient space). Any of these can act as the "growth limiting factor".

Bacterial Growth

Bacterial growth curves depend on the type of culture system utilized. In a batch culture, an initial amount of cells is inoculated into an initial amount of substrate (nutrients) and incubated for the desired time without incorporating external sources of either cells or substrate. A typical growth curve under these conditions is shown in Figure 2.1. Four “growth phases” can be identified: (1) a “lag” period when cells are adapting to their new environment, macromolecules are being synthesized and therefore not all cells are dividing, (2) an “exponential” phase when cells utilize the substrate provided and duplicate fast, (3) a “stationary” phase when cells reach a maximum population density due to either nutrient exhaustion, waste accumulation, oxygen depletion, the development of an unfavorable pH, or a combination of these factors, and (4) the “death” phase, when
cells undergo autorespiration and eventually die without having other cells to replace them because they lack the necessary nutrients. The exact shape of the curve is species-dependent and it is also affected by the factors that contributed to cell death [Audesirk et al., 2006; Moat and Foster, 1995; Sadava et al., 2006].

**Figure 2.1** Typical growth curve for a bacterial population in a batch culture (no additional nutrients added after test initiation). Numbers shown were experimentally measured for *Pseudomonas fluorescens* in Luria-Bertani broth. Four growth phases can be identified: (1) “lag” period when cells are adapting to their new environment, (2) “exponential” phase when cells utilize the substrate provided and duplicate, (3) “stationary” phase when most of the substrate has been utilized and therefore the net growth is almost negligible, and (4) “death” phase when cells die without having other cells to replace them because they lack the necessary nutrients. From [Madigan et al., 2003].

**Biosynthesis: Carbon Sources**

Biosynthesis is the energy-consuming formation of new cellular constituents using different carbon sources. Microorganisms can be divided into two large categories
on the bases of energy and carbon sources for nutrition. Autotrophic organisms (self-feeding) use inorganic carbon (mainly carbon dioxide) as carbon source and either inorganic redox (chemolithotrophic) or radiant energy (photolithotrophic) as energy source. Heterotrophic organisms (non-self-feeding) use organic carbon (e.g., glucose, acetate) as carbon source and either organic redox (chemoorganotrophic) or radiant energy (photoheterotrophic) as energy source [Atlas, 1995; Madigan et al., 2003].

Note that autotrophic microorganisms do not require an organic substrate (provided source of carbon); however, heterotrophic organisms need organic substrates to achieve metabolism, reproduction and growth (e.g., glucose, acetate). Also, many microorganisms are capable of mixotrophy, i.e., they can switch from one type of source to another if the conditions in the surrounding environment change.

**Biosynthesis: Energy Production**

High-energy compounds such as Adenosine Triphosphate (ATP) are produced in biological systems through the energy released in oxidation-reduction (REDOX) reactions. Bacterial energy production and biosynthesis are complex processes that can be accomplished by many different metabolic pathways. A brief summary of the principal processes follows.

Oxidation is the removal of electrons, while reduction is the addition of electrons from a substance. REDOX reactions involve electrons being donated by an electron donor also known as “energy source” (which becomes oxidized) and being accepted by an electron acceptor (which becomes reduced). The tendency of a substance to become oxidized or reduced is expressed as the reduction potential. In biochemistry, oxidation and reduction processes usually involve the transfer of whole hydrogen atoms, not only electrons [Audesirk et al., 2006; Madigan et al., 2003].
Energy production follows different pathways in different types of microorganisms. In chemoorganotrophic microorganisms, energy is generated by catabolic break-down of organic compounds through fermentation, or either aerobic or anaerobic respiration. In phototrophic microorganisms (both photolithotrophic and photoheterotrophic) the energy required for biosynthesis is gathered by photosynthesis. And, in chemolithotrophic microorganisms, energy is generated mainly by either inorganic compound oxidation (aerobic) or by hydrogen oxidation in which carbon dioxide acts as the electron acceptor (anaerobic) [Atlas, 1995; Sadava *et al.*, 2006].

**Factors that Affect Bioavailability**

There are many factors that control the viability of microorganisms in soils in addition to the sources of carbon and energy. Other known growth limiting factors include moisture, temperature, oxygen, pH, light radiation and reduction potential [Alexander, 1961; Atlas, 1995; Hattori, 1973; Moat and Foster, 1995]. Anyone of them can act as the “limiting factor” controlling the capability of the microorganism to survive, metabolize and reproduce. Space availability in sediments is a limiting factor generally neglected in the literature. Its relevance is explored in Chapter 3.

**Moisture**

Moisture affects microbial activity in two different ways. On the one hand, water is essential for life and it is the main constituent of the cell cytoplasm. On the other hand, the degree of water saturation in sediments controls the gaseous exchange and the availability of oxygen, i.e. the aerobic or anaerobic nature of the environment [Alexander, 1961].
Temperature

Four types of microorganisms can be identified on the bases of the optimal growth temperature (Figure 2.2): psychrophiles (optimum 5°C-to-15°C), mesophiles (optimum 20°C-to-40°C), thermophiles (optimum 45°C-to-60°C) and hyperthermophiles (>80°C) [Madigan et al., 2003; Moat and Foster, 1995]. Temperature affects the rate of all processes occurring in microbes, including metabolism and reproduction, and can also alter cell properties such as size and shape [Hattori, 1973]. Most bacteria in soils are mesophiles, with optimal temperature in the vicinity of 25°C to 35°C and a capacity to grow from about 15°C to 45°C [Alexander, 1961].

![Temperature-based taxonomy of microorganisms: psychrophile, mesophile, thermophile and hyperthermophile. From [Madigan et al., 2003].](image)

**Figure 2.2** Temperature-based taxonomy of microorganisms: psychrophile, mesophile, thermophile and hyperthermophile. From [Madigan et al., 2003].

Oxygen

Microorganisms that require oxygen as an electron donor (energy source) are called aerobes, while does that cannot utilize oxygen are anaerobes. Some microorganisms can switch between respiration (using oxygen) and fermentation (in the absence of oxygen), and therefore are named facultative. Also, among anaerobes, some
microorganisms are aerotolerants (i.e. cannot utilize oxygen but can live in the presence of it), but for others, oxygen is toxic [Moat and Foster, 1995].

**Acidity and Alkalinity (pH)**

Some cell substances such as chlorophyll, RNA, DNA, ATP, phospholipids and proteins are very sensitive to pH. Bacteria exhibit the least tolerance among microorganisms to highly acid or alkaline conditions. The optimum for most bacterial species is near neutrality [Alexander, 1961]. Changes in pH influence microbial growth and behavior, alter cell-surface charge, and affect bacteria interaction with the surroundings. Figure 2.3 shows the influence of pH on microbial growth rate [Hattori, 1973; Madigan et al., 2003].

![Figure 2.3](image.png)

**Figure 2.3** Effect of pH on growth rate for a typical soil microorganism. Organisms with pH optimum below 7 are called acidophiles and those with optimum above 7 are known as alkaliphiles. From [Hattori, 1973].

**Light Radiation**

Light radiation may have two types of effects on microbial activity. Exposure to visible light can cause the transformation of singlet oxygen and produce bacterial death.
On the other hand, phototrophic microorganisms use radiant energy as energy source and the rate of photosynthesis is a function of light intensity (some species can process very low intensity light) and wavelength (depending on their pigmentation) [Atlas, 1995; Audesirk et al., 2006].

**Reduction Potential**

The reduction potential is the tendency of a molecule to become oxidized or reduced. Molecules with the higher negative reduction potential donate electrons to neighboring molecules or substances. Cells utilize the more favorable electron acceptors first (i.e. the substance with more positive reduction potential). As favorable sources get depleted, less efficient substances are used next, and therefore lower energy is gradually released [Madigan et al., 2003].

**Conclusions**

The minimum requirements for bacterial growth include a carbon source, an energy source, sufficient water, and other trace minerals. Other known bacterial-growth limiting factors include temperature, pH, light radiation and reduction potential.

Many soil bacteria are facultative aerobes (they can live with or without oxygen), mesophiles (their optimal temperatures are around 30°C), prefer a neutral pH and are heterotrophs (require organic compounds for metabolism). Exemptions are often encountered.
CHAPTER 3
MECHANICAL LIMITS TO MICROBIAL ACTIVITY IN SOILS

Introduction

Microorganisms have played a critical role in geological processes leading to the formation of near surface and submerged sediments [Ehrlich, 1996; Hattori, 1973]. The ubiquitous presence of microorganisms in sediments is presumed and extensively reported in the literature. The observed decline in microbial abundance with increasing depth [Fierer et al., 2003; Howard-Jones et al., 2002; Kieft et al., 1998; Parkes et al., 1994; Parkes et al., 2000; Phelps et al., 1994; Wellsbury et al., 2002; Zhang et al., 1998]; has been associated to the influence of preferential paths in the transport of microbes through the sediment profile [Abu-Ashour et al., 1994], limited input of fresh organic carbon at the surface and/or use of recalcitrant old buried organic matter by deep bacteria [Parkes et al., 2000; Wellsbury et al., 2002; Zhang et al., 1998], and low hydraulic conductivity or diffusion for the transport of required chemicals [Fredrickson et al., 1991; Phelps et al., 1994].

However, geometrical constraints and mechanical interactions must be considered as well. For example, it has been recognized that small pores restrict bacteria movement and activity [Fredrickson et al., 1997], limit nutrient transport [Boivin-Jahns et al., 1996; Wellsbury et al., 2002], diminish space availability [Zhang et al., 1998], slow the rate of division [Boivin-Jahns et al., 1996], and lead to reduced biodiversity; in fact, spatial isolation due to lack of pore connectivity implies that all cells in a pore are lineal descendants of a bacterium that became entombed at the time of geologic deposition [Boivin-Jahns et al., 1996; Kieft et al., 1998; Treves et al., 2003; Zhou et al., 2002; Zhou
et al., 2004]. Previous studies suggest that the size of pore throats must be around twice
the cell diameter for bacteria transit [Updegraff, 1982]. Still, a detailed analysis is lacking.

The goals of this study are to identify geometric restrictions for bioactivity, to
develop cell-level mechanical models for bacteria-sediment interaction, and to define
regions for bacteria’s fate in the two dimensional space of sediment grain size versus
burial depth. The scope of this study is limited to microorganisms present in natural and
artificially compacted, fracture-free sediments.

**Materials and Methods**

Three approaches are used for this study: data compilation from published studies,
experimental study, and analyses based on particle-level geometrical-mechanical models.

**Data Synthesis: Geometric Constraints Represented by Pore and Pore-throat Sizes**

A database of published scanning electron microscopy (SEM) pictures and
mercury intrusion porosimetry (MIP) data was compiled to explore the presence of
habitable pore space and traversable pore throats in fine-grained sediments subjected to
various stress levels. (Note: the term “sediment” is used herein to refer to either residual
or transported materials made of mineral grains).

Assuming a nominal 1 μm microbial cell diameter, a sediment is considered to
contain habitable pore space if more than 5% of the pores are larger than 1 μm (estimated
as area ratio from SEM pictures). On the other hand, a sediment is considered to have
traversable pore throats if the probability of having a pore throat larger than 1 μm is
higher than 5% (taken as the area ratio under the MIP curve). The particle size and depth
(surrogate for effective overburden stress level) corresponding to each data point is
extracted from the information provided in the published works. The selected
representative particle size is the 10th percentile $d_{10}$ because the finer fraction that fills the voids between large particles determines the hydraulic conductivity, porosity, pore size distribution and therefore the effective pore size in the sediment mass [Santamarina et al., 2001]. In the case of laboratory studies, depth is computed from the applied effective overburden stress.

**Data Synthesis: Bacteria in Sediments**

The second database that is compiled consists of reported cases of “viable” bacteria in sediments. Each entry in the database includes the representative particle size $d_{10}$ and the corresponding depth as a surrogate for effective overburden stress level. Even though each case history was carefully analyzed, there may be biases in the database related to contamination and sampling effects [Boivin-Jahns et al., 1996], reactivation of dormant cells during core extraction [Zweifel and Hagstrom, 1995], cell growth during storage [Sinclair et al., 1990] and our interpretation of particle size when authors provide descriptive information only.

**Experimental Study**

One-dimensional compression tests were used to explore the $d_{10}$ versus depth space where biological evidence is insufficient. The following sediments, cells and devices were used.

**Sediments**

Five sediments were chosen for their particle size, compatible solution pH and grain strength characteristics: Crushed silica flour (Sil-co-sil, $d_{10} = 10$ µm), Precipitated silica flour (Zeo; $d_{10} = 20$ µm uncrushed; 0.1 µm after crushing), Kaolinite (RP2, $d_{10} = 0.36$ µm), Illite (IMt-1, $d_{10} = 0.04$ µm), and Montmorillonite (Bent, $d_{10} = 0.0034$ µm).
**Bacterial Species**

The selected strain is *Pseudomonas fluorescens*; this is a mesophilic, non-spore-forming species naturally present in sediments.

**Test Device**

The system consists of a set of six stainless steel one-dimensional compression chambers (see Figure 3.1) which are loaded using pneumatic cylinders. The air pressure control permits applying preselected effective overburden stress levels between 30 kPa and 9 MPa (i.e., ~3 m to ~900 m burial depth).

![Experimental device: One dimensional compression chamber and piston](left). Soil core after extraction (right).

**Figure 3.1** Experimental device: One dimensional compression chamber and piston (left). Soil core after extraction (right).

**Other Materials**

The nutrients are Difco Nutrient Broth for pore fluid, and Difco Nutrient Agar for Petri plates (Fisher Scientific). Sterile hydrophilic microfilter discs (13 mm diameter, 0.2 μm filtration – Fisher Scientific) were used at both ends of the specimen to facilitate drainage during consolidation and to prevent external contamination.
Test Procedures

All procedures were conducted under aseptic conditions. Sediments, broth, agar and all device parts in contact with the sediment (piston, chamber and base) were autoclaved at 124°C and 125 kPa for 35 min. Sediments and broth were stored at 3°C in sterile containers, while agar was poured into Petri plates and stored at 3°C. Frozen cells were transferred into sterile Petri plates containing agar and incubated 24 hours at the optimum growth temperature (25°C for Pseudomonas fluorescens). Then, a 24 hours colony was transferred into 5 mL sterile broth, shaken thoroughly and incubated for additional 24 hours at the optimum growth temperature. A total of six 5 mL vials were prepared following this procedure (one per chamber). Prior analyses demonstrated that this procedure produces ~10^8 cells/mL.

Prior to assemblage, device parts were rinsed thoroughly with alcohol. The microfilter disc was placed on the base and the testing chamber was set in place. Half of the sterile sediment was transferred aseptically inside the chamber, culture from the vials and sterile broth were added and mixed with the sediment; then, the rest of the sediment was incorporated and mixed until a uniform paste was obtained. The amounts of sediment, culture and nutrient vary with sediment type (to achieve saturation) and are shown in Table 3.1.

<table>
<thead>
<tr>
<th>Soil type</th>
<th>Sterile soil mass (g)</th>
<th>Culture volume (mL)</th>
<th>Sterile nutrient volume (mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crushed silica flour</td>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Precipitated silica flour</td>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Kaolinite</td>
<td>4.0</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Illite</td>
<td>4.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Montmorillonite</td>
<td>1.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>
Finally, a second microfilter disc was placed on top of the sediment and pushed slightly using the piston. Thereafter, pistons were step loaded until the target effective overburden stress was reached. The load was sustained during 48 to 72 hours. Longer loading periods were avoided to minimize the effects of nutrient deficit and waste accumulation on bacterial survivability.

Finally, the chamber was disassembled to recover the sediment specimen. The periphery of each specimen was aseptically trimmed to reduce the probability of contamination, and approximately 0.5 mL of each specimen was introduced into vials, prepared with 4.5 mL Phosphate Buffered Saline (PBS) solution. Vials were sonicated for 10 to 20 seconds to detach cells from sediment particles and 0.1 mL of the fluid was transferred into agar plates, spread using a sterile tool and incubated for 24 hours at the optimum temperature.

This protocol was designed to prevent contamination. The adequacy of the procedure was corroborated by sterile controls run for all sediments and stress combinations. Furthermore, the complete study was duplicated for verification, obtaining identical results.

**Particle-Level Analytical Models**

Various geometrical and mechanical interaction models were analyzed to establish boundaries and the effect of effective overburden stress and particle size on bacteria’s fate. All models assume initial spherical cell shape, constant cell volume and constant cell wall volume and are available as Appendix A. Relevant geometrical and mechanical properties used in the models are summarized in Table 3.2. Brief comments on each of the models follow (equations in Table 3.3).
Table 3.2 Mechanical and Geometrical Properties of Bacteria

<table>
<thead>
<tr>
<th>Property</th>
<th>Average value</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell wall elastic modulus, $E_{cell}$</td>
<td>30 MPa</td>
<td>[Boulbitch et al., 2000; Thwaites and Surana, 1991; Yao et al., 1999]</td>
</tr>
<tr>
<td>Cell wall tensile strength, $\sigma_t$</td>
<td>13 MPa</td>
<td>[Thwaites and Surana, 1991; Thwaites et al., 1991]</td>
</tr>
<tr>
<td>Drag velocity of cells, $v$</td>
<td>10 $\mu$m/s</td>
<td>[Astumian and Hanggi, 2002]</td>
</tr>
<tr>
<td>Cell radius, $R$</td>
<td>0.5 $\mu$m</td>
<td>[Katz et al., 2003]</td>
</tr>
<tr>
<td>Cell wall thickness, $t$</td>
<td>50 nm</td>
<td>[Edwards, 1990]</td>
</tr>
</tbody>
</table>

Note: average values for bacteria commonly found in soils.

Habitable Pore Space and Traversable Pore-Throats (Table 3.3, Models a and b)

Cells can loosely fit inside pore spaces without suffering mechanical stresses when $d_{cell} << d_{pore}$. For cubic-tetrahedral and simple cubic packing of monosized spherical particles size $d_{sediment}$, the pore size varies from $d_{pore} = 0.26 d_{sediment}$ to $0.37 d_{sediment}$.

Cell Squeezed Between Two Particles (Table 3.3, Model c)

Large platy particles such as kaolinite can be as large as or larger than the cell size. The loading mechanism resembles a sphere being squeezed between two large plates. The deformed cell gains a filled torous shape until the cell wall fails in tension.

Cell Puncture (Table 3.3, Model d)

The thickness of kaolinite and illite clay particles are one or two orders of magnitude smaller than cells, and therefore the loading mechanism resembles a spherical bacteria being “pressed by needles” until they eventually puncture the cell [Sun et al., 2003]. The lower limit for this model corresponds to the smallest particle that can exert the required puncture force without buckling, i.e., when platy sediment particles experience excessive bending before perforating the cell wall.
Cell Squeezed Within the Equivalent Continuum Sediment Skeleton (Table 3.3, Model e)

When sediment particles are much smaller than the cell, e.g., montmorillonite, the cell is effectively submerged in an equivalent continuum, and sediment particles are not strong enough to puncture the cell wall. However, as the burial depth of the sediment increases, particles move closer together by compression of the counterion diffuse layer, reducing the space around the cell. In this case a trapped cell can be axially deformed into a filled torous until its cell wall breaks in tension. For this model, the initial interparticle distance is assumed to be equal to twice the diffuse layer thickness and the limit deformation is established at an interparticle distance of 10 Å. According to this mechanical model and the parameters summarized in Table 3.3, reversed arching takes place within the sediment skeleton and the cell takes more load than the neighboring particles due to the high sediment skeleton compliance. The position of this boundary depends on the lateral effective stress, which is linked to the sediment formation history. Nutrient and waste transport are slow in these fine-grained sediments and may become the limiting factor.

Cell Entrapment and Mobilization inside the Sediment Skeleton (Table 3.3, Model f)

Motile microbial cells can generate a viscous drag force in the order of 0.1-to-10 pN [Astumian and Hanggi, 2002; Miyata et al., 2002]. This force may be sufficient to displace neighboring particles. The boundary for this mechanism in the $d_{10}$ versus depth space is computed with the displacement model presented in Table 3.3 (Model f), which considers the particles self weight and the skeletal force per particle, and disregards electrostatic interactions between cells and fine-grained sediment particles. Note that the model considers the displacement of a single particle rather than the area corresponding to the cell’s cross section.
<table>
<thead>
<tr>
<th>Model</th>
<th>Relevant Equations</th>
<th>Particle Size Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Habitability</td>
<td>$R_{\text{habitat}} = t_p \cdot \left( \frac{\sqrt{3}}{3} - \frac{1}{2} \right) \approx 0.08 \cdot t_p$</td>
<td>silts and sands</td>
</tr>
<tr>
<td></td>
<td>$R_{\text{pore}} = t_p \cdot \left( \frac{\sqrt{2}}{2} - \frac{1}{2} \right) \approx 0.26 \cdot t_p$</td>
<td></td>
</tr>
<tr>
<td>(b) Traversable pore throat</td>
<td>$R_{\text{throat}} = t_p \cdot \left( \frac{\sqrt{2}}{2} - \frac{1}{2} \right) \approx 0.21 \cdot t_p$</td>
<td>silts and sands</td>
</tr>
<tr>
<td></td>
<td>$R_{\text{pore}} = t_p \cdot \left( \frac{\sqrt{3}}{2} - \frac{1}{2} \right) \approx 0.37 \cdot t_p$</td>
<td></td>
</tr>
<tr>
<td>(c) Squeezing</td>
<td>$H_{\text{max}} = \frac{E_{\text{cell}}}{\gamma_{\text{eff}}} \cdot \frac{9}{\pi} \cdot \frac{1}{\frac{1}{2} \cdot \phi} \cdot \left( \frac{q R^2}{\pi (1-q R^2/3)^2} \right)^2$</td>
<td>$t_p \geq t_{p,\text{crit}}$</td>
</tr>
<tr>
<td></td>
<td>$t_{p,\text{crit}} = \frac{5}{\pi} \cdot \frac{q R^2}{1-q R^2/3}$</td>
<td></td>
</tr>
<tr>
<td>(d) Puncture</td>
<td>$H_{\text{puncture}} = \frac{81}{4} \cdot \frac{E_{\text{cell}}}{\gamma_{\text{eff}}} \cdot \frac{1}{\alpha \cdot \psi \cdot \phi^{2/3}}$</td>
<td>$t_{p,\text{puncture}} &lt; t_p \approx t_{p,\text{crit}}$</td>
</tr>
<tr>
<td></td>
<td>$t_{p,\text{puncture}} \approx 125 \cdot \frac{E_{\text{cell}}}{\rho \gamma_{\text{eff}}} \cdot \alpha \cdot R - q R^2/2$</td>
<td></td>
</tr>
<tr>
<td>(e) Equivalent continuum</td>
<td>$H_{\text{max}} = B \cdot \left( \frac{2 \cdot \pi^2}{(2 - q R^2/3 + \frac{1}{2} \cdot q R^2/3)^2} - 1 \right)$</td>
<td>$t_p &lt; \left( \frac{4}{q R^2/3 - 2} \right) \cdot \xi$</td>
</tr>
<tr>
<td></td>
<td>$= \frac{E_{\text{cell}}}{\gamma_{\text{eff}}} \cdot \frac{9}{16 \cdot \pi} \cdot \frac{1}{\frac{1}{2} \cdot \phi} \cdot \left( \frac{q R^2}{\pi (1-q R^2/3)^2} \right)^2$</td>
<td>$t_p \leq t_{p,\text{max, min}}$</td>
</tr>
<tr>
<td></td>
<td>$B = \frac{R_{\text{pores}} \cdot T \cdot c_0}{2 \cdot \gamma_{\text{eff}}}$</td>
<td>$t_{p,\text{max, min}} = \sqrt{\frac{36 \cdot \eta \cdot v}{R \gamma_{\text{eff}} \cdot \mu \cdot \gamma_{\text{eff}}}}$</td>
</tr>
</tbody>
</table>

*Notation: $\alpha = \frac{1}{2}$, where $t$ is initial cell wall thickness and $R$ is initial cell radius; $\psi = \frac{1}{2}$, where $t_p$ is particle thickness and $R$ is initial cell radius; $\alpha = \frac{q R^2}{3}$, where $\gamma_{\text{eff}}$ is effective unit weight of sediment mass; $K_0$, lateral stress coefficient; $E_{\text{cell}}$, elastic modulus of sediment particle; $R$, radius of bacterial cell; $v$, velocity of bacterial cell; $n$, viscosity of pore fluid; $\mu$, friction coefficient; $t_p$, particle size. For Figure 3, $\gamma_{\text{eff}} = 10 \text{ kN/m}^2$, $K_0 = 0.2$, $E_{\text{cell}} = 5 \text{ GPa}$, $\eta = 1 \times 10^{-4} \text{ g/cm-s}$, and $\mu = 0.5$. 
Results

Results from the data synthesis exercise, the experimental study, and computed with analytical models are presented in the same two dimensional space defined by particle size and equivalent burial depth (which is a surrogate for effective overburden stress level), to identify boundaries for the mechanical limits of microbial activity in deep sediments.

Data Synthesis: Geometric Constraints

Habitable pore space and traversable pore-throat sizes for a 1 µm nominal bacteria size are shown in Figure 3.2. The data show that habitable pores and traversable pore throats are found in coarse sediments, and in some clayey sediments at shallow depth.

Silt and sand grains may crush at large burial depths and cause a reduction in pore and pore-throat sizes. The depth required for crushing is inversely proportional to the particle diameter and directly proportional to the tensile strength of the mineral that makes the grains [McDowell and Bolton, 1998]. The dotted line in Figure 3.1 captures the estimated grain crushing boundary.

Data in Figure 3.2 provides a geometric explanation for the generally observed decrease in microbial abundance with decreasing particle size [Fredrickson et al., 1991; Phelps et al., 1994; Sinclair et al., 1990; Zhang et al., 1998], and the comparatively low microbial diversity found in deep, fine-grained sediments [Marchesi et al., 2001; Newberry et al., 2004; Zhou et al., 2004]. Both can be linked to lack of habitable pore space and hindered mobility across pores.
Figure 3.2 Pore and pore-throat size. Habitable pore space (solid diamonds SEM), traversable pore throat (open diamonds MIP), nonhabitable pore space (asterisks SEM), and nontraversable pore throat (crosses MIP). Lines suggest estimated limits for each geometric configuration, and in the absence of data points, boundaries are extended to reflect expected behavior. Underlined data labels indicate natural samples; all other data points were obtained from artificially compacted specimens (PC: M. Santagata, 2005 - personal communication). Typical mineral sizes are indicated in the upper part of the plot [Mitchell, 1993; Santamarina et al., 2001].
Sources for Figure 3.2 MIP data from [Ahmed et al., 1974; AlMukhtar et al., 1996; Bolton et al., 2000; Cuisinier and Laloui, 2004; Delage and Lefebvre, 1984; Delage et al., 1996; Dewhurst et al., 1998; Dewhurst et al., 1999; Diamond, 1971; Garcia-Bengochea et al., 1979; Griffiths and Joshi, 1989; 1990; Heling, 1970; Horsrud et al., 1998; Juang and Holtz, 1986; Lapierre et al., 1990; Lohnes et al., 1976; Penumadu and Dean, 2000; Simms and Yanful, 2001; 2004; Sridharan and Altschaeffl, 1971; Tanaka et al., 2003; Vasseur et al., 1995; Yang and Aplin, 1998]. SEM pictures from [Delage and Lefebvre, 1984; Griffiths and Joshi, 1990; Hicher et al., 2000; Negre et al., 2004].

Data Synthesis: Presence of Bacteria in Sediments

The compiled data shown in Figure 3.3 emphasize the presence of bacteria in sediments with representative grain size $d_{10} > 1 \mu m$. Reduced biodiversity is reported in various cases that either involve sediments with $d_{10} < 1 \mu m$ or high burial depth. Positive reports are predominant for silts and sands. In contrast, there is limited data for finer sediments, and contamination is suspected in some cases (as reported by some of authors). It is important to note that bioactivity at depth may be restricted by other limiting factors such as lack of nutrients. Therefore published data (in the absence of contamination) should be considered as one-way indicators: documented bioactivity suggests that proper conditions exist; however, the absence of bioactivity does not necessarily imply geometric/mechanical limiting conditions.
Figure 3.3 Presence of bacteria in sediments. Detected bacteria (crosses +), reduced diversity–nondiving cells (open diamonds ◊), possible contamination (triangle ▲) (as reported by the authors). Lack of reported data in certain regions does not imply impossible living conditions. Experimental data gathered in this study: solid circles, alive; open circles, dead. Dashed curved arrow indicates negative plates in precipitated silica flour after grain crushing at high overburden stresses which causes a particle size reduction from ~20 µm to ~0.1 µm.
Sources for Figure 3.3 [Agnelli et al., 2004; Bird et al., 2001; Blume et al., 2002; Boivin-Jahns et al., 1996; Chen et al., 2003; Cragg et al., 1996; D’Hondt et al., 2004; Dodds et al., 1996; Fierer et al., 2003; Fredrickson et al., 1991; Phelps et al., 1994; Sinclair and Ghiorse, 1989; Sinclair et al., 1990; Wellsbury et al., 1996; Wellsbury et al., 2002; Zhang et al., 1998]. Underlined data labels correspond to unsaturated sediment specimens. Data from [Agnelli et al., 2004; Blume et al., 2002; Chen et al., 2003; Dodds et al., 1996; Fierer et al., 2003; Sinclair and Ghiorse, 1989] do not specify water saturation conditions; the remaining data correspond to presumably saturated sediments.

Experimental Results

The experimental study conducted to gather data for sediments and depths that are poorly constrained by the available field data was designed to provide either of two possible outcomes: ‘‘dead’’ when no colonies formed in culture plates after 24 hours, or ‘‘alive’’ when colonies were present in culture plates after 24 hours. Results are superimposed on Figure 3.3. Average plate counts for each sediment-stress pair are listed in Table 3.4. Note that some species may become non-culturable, yet be alive. This possibility is excluded from the analysis.

Table 3.4 Colony-Forming Units per mL of Sediment (CFU/mL-Sediment) in Specimens

<table>
<thead>
<tr>
<th>Equivalent depth (m)</th>
<th>Bentonite (Bent)</th>
<th>Illite (IMt-1)</th>
<th>Kaolinite (RP2)</th>
<th>Crushed silica flour (Sil-co-sil)</th>
<th>Precipitated silica flour (Zeo)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>&gt; 10^5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.0</td>
<td>&gt; 10^5</td>
<td>&gt; 10^5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55.2</td>
<td>&gt; 10^5</td>
<td>0</td>
<td>&gt; 10^5</td>
<td>12 x 10^3</td>
<td>&gt; 10^5</td>
</tr>
<tr>
<td>110.3</td>
<td>0</td>
<td>8 x 10^3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>220.6</td>
<td>5 x 10^3</td>
<td>0</td>
<td>0</td>
<td>6 x 10^3</td>
<td>&gt; 10^5</td>
</tr>
<tr>
<td>330.9</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>772.2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td>(crushing)</td>
</tr>
<tr>
<td>882.5</td>
<td>2 x 10^3</td>
<td>0</td>
<td>0</td>
<td>5 x 10^3</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 3.4 Sediment-bacteria mechanical interaction: predicted boundaries. Parameters and equations are listed in Tables 3.2 and 3.3. The position of the equivalent continuum boundary depends on lateral stress; the dashed line shows the shallowest case which corresponds to zero lateral stress.

Model Predictions

Bacteria-sediment interaction models are plotted in Figure 3.4 in the two dimensional space defined by effective overburden stress and particle size, in terms of depth and $d_{10}$. These boundaries define different regions for bacteria’s fate in sediments.
Puncture appears as the most critical mechanism affecting the survivability of bacteria in clayey sediments. Possible variations in cell size, wall thickness and tensile strength have a small effect on the position of the boundaries when they are plotted in the large variable range captured in Figure 3.4.

**Figure 3.5** Bacteria’s fate in sediments. Regions are defined by combining compiled evidence, new experimental data gathered in this study, pore and pore-throat data, and predicted bacteria-sediment mechanical interactions.
Discussion and Conclusions

Combined Effect of Geometric Constraints and Mechanical Interactions

Pore and pore-throat sizes correlate with grain size in silts and sands, where fabric formation is controlled by the particle self-weight and remain quite stable with stress changes. However, fabric formation is determined by electrostatic interactions in fine-grained clayey sediments, and the sediment structure experiences significant volumetric changes with increasing confinement [Bennett et al., 1991; Mitchell, 1993; Santamarina et al., 2001]. Note that pores in clayey sediments can be several times larger than the particles themselves, yet, relatively enclosed.

Regions for Bioactivity

Geometrical constraints and mechanical interactions suggest different regions for bacteria’s fate, identified in Figure 3.5. (a) ‘‘Active and motile’’ when pore and pore throats are large so that cells can move through the pore network and find sufficient space for growth and metabolic activity. (b) ‘‘Trapped inside pores’’ when pore throats hinder migration; this zone can be subdivided into three subzones depending on the bacteria’s ability to push particles and the size of the habitable pore space. (c) ‘‘Dead’’ when burial depths exceed the puncturing and/or squeezing thresholds; spore-forming species may remain dormant, as illustrated in Figure 3.5. Bacteria in the region that corresponds to very small particle sizes, beyond the buckling limit, may not be mechanically compromised, yet their survivability will be limited by nutrient and waste transport. The geometrical and mechanical constraints to microbial activity identified in Figure 3.5 apply to fracture-free sediments; the pore size distribution and inter-particle forces in the gauge material within fractures may deviate from those imposed by lithostatic stresses assumed in this study.
Summary

The extensive biological activity observed in the near-surface cannot be presumed a priori in deep sediments. Pore and pore-throat sizes restrict habitable pore space and traversable interconnected porosity. Furthermore, sediment-cell interaction may cause puncture or tensile failure of the cell membrane. These results restrict the range of grain size and burial depth where biomediated geochemical processes can be expected in sediments, affect the interpretation of geological processes and the development of engineering solutions such as bioremediation.
CHAPTER 4

MECHANICAL EFFECTS OF BIOGENIC GAS IN SOILS

Introduction

The undrained strength as well as the liquefaction resistance can be enhanced by reducing the contractive tendency of soils (i.e., through densification), increasing their threshold strain (e.g., by injecting foams or plastic fines [Gallagher and Mitchell, 2002]), increasing their small strain stiffness (i.e., light cementation to prevent early pore pressure generation [Ismail et al., 2002]), or by decreasing their pore fluid bulk stiffness [Yang et al., 2004; Yegian et al., 2007]. The field application of these alternatives can be restricted by the presence of nearby constructions, high cost, uncertainty of execution, or possible environmental implications.

The fluid bulk stiffness is very sensitive to the presence of gas, and a small volume of bubbles can significantly affect the pore pressure response to loading including the value of Skempton’s B parameter, P-wave velocity and liquefaction resistance [Chaney, 1978; Fourie et al., 2001; Ishihara et al., 1998; Kokusho, 2000; Tamura et al., 2002; Yegian et al., 2007; Yoshimi et al., 1989]. Pore fluid softening by gas injection is limited by the percolation of air bubbles along preferential paths formed by interconnected large pore throats, thus failing to create a homogeneous distribution of small bubbles. On the other hand, methods that cause a relatively homogeneous distribution of air bubbles in the pore fluid, such as gas generation by electrolysis [Yegian et al., 2007], appear effective in reducing the liquefaction potential of soils.

Gas bubbles may also accumulate in otherwise saturated soil matrices through gas dissolution and air trapping during infiltration and/or rapid water table rise [Constantz et al., 1988; Fayer and Hillel, 1986] or in-situ anaerobic microbial respiration [Buttler et al.,
Previous studies on biogenic gas bubbles in soils are mainly related to the effect of bubbles on compressibility and undrained strength of shallow sediments containing relatively large gas-filled cavities surrounded by a matrix of saturated soil [Sills et al., 1991; Sills and Gonzalez, 2001]. The influence of relatively small biogenic gas bubbles on the undrained response of sediments and their potential effects in liquefaction resistance and P-wave velocity requires further research.

The purposes of this study are to review known bacterial metabolisms that generate gas as a by-product, to conduct an experimental study to improve the understanding of the process of biogenic gas generation in soils, and to analyze the data using poroelastic models that capture the influence of gas bubbles on P-wave velocity and Skempton’s B parameter.

**Review on Biogenic Gas Bubbles**

**Biogenic Gas**

Biologically mediated processes can lead to the production of gases in porous media, as shown in Table 4.1 [Adams et al., 1990; Soares et al., 1988; Wheeler, 1988]. Table 4.1 summarizes the conditions and species involved in biogenic gas generation in previous studies reported in the literature. Gas production tends to mimic bacteria population growth rates, and therefore can be controlled by limiting bacterial activity through nutrient availability, and environmental conditions such as temperature, among other factors [Sills and Gonzalez, 2001]. Pore scale geometric limitations also apply [Rebata-Landa and Santamarina, 2006].
### Table 4.1 Previous studies on biogenic gas generation

<table>
<thead>
<tr>
<th>Species</th>
<th>Remarks</th>
<th>Gases</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indigenous bacteria from two mine soils in East Texas, USA</td>
<td>NO₃⁻ added</td>
<td>N₂O</td>
<td>[Johns et al., 2004]</td>
</tr>
<tr>
<td></td>
<td>No NO₃⁻ added</td>
<td>N₂</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NO₃⁻ + H₂O added</td>
<td>N₂O, N₂</td>
<td></td>
</tr>
<tr>
<td>Indigenous bacteria from interstitial waters of sulfate-depleted marine sediments</td>
<td>After sulfate depletion</td>
<td>CH₄</td>
<td>[Martens and Berner, 1974]</td>
</tr>
<tr>
<td></td>
<td>Rate of ~ 13 μmole/liter/day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indigenous bacteria from a Brookston loam</td>
<td>NO₃⁻ added</td>
<td>N₂O, N₂</td>
<td>[Firestone et al., 1980]</td>
</tr>
<tr>
<td>Methanobacterium thermoaototrophicum</td>
<td>Methane production started after 1 hour lag and ceased after 5 hours</td>
<td>CH₄, H₂</td>
<td>[Daniels et al., 1980]</td>
</tr>
<tr>
<td>Indigenous bacteria from soils used for tomato plants</td>
<td>After a lag phase of ~20 hours, gas was produced for 75 hours</td>
<td>H₂</td>
<td>[Logan et al., 2002]</td>
</tr>
<tr>
<td>Mixed anaerobic bacteria</td>
<td>Gas production inversely proportional to SRT. Total gas production ranged from 4 to 10 liter/day</td>
<td>CH₄, H₂</td>
<td>[Nakamura et al., 1993]</td>
</tr>
<tr>
<td>Clostridium acetobutylicum</td>
<td>Vigorous gas production</td>
<td>CO₂, H₂</td>
<td>[Behlulgil and Mehmetoglu, 2002]</td>
</tr>
<tr>
<td>Indigenous bacteria from soil at an experimental site</td>
<td>Maximum gas production started after 71 hours</td>
<td>N₂O, N₂</td>
<td>[Cardenas et al., 2003]</td>
</tr>
<tr>
<td>Mixed denitrifying bacteria</td>
<td>Nitrogen gas (N₂) was present almost entirely in the gas phase</td>
<td>N₂O, N₂, CO₂</td>
<td>[Chung and Chung, 2000]</td>
</tr>
<tr>
<td>Indigenous bacteria from an estuarine clayey silt</td>
<td>Gas produced after 21 days and held in the sediment bed for the next 17 days</td>
<td>CH₄, CO₂</td>
<td>[Sills and Gonzalez, 2001]</td>
</tr>
<tr>
<td>Indigenous bacteria from a wood compost bed medium</td>
<td>NO₃⁻ removal (and presumed N₂ production) was rapidly performed in batch studies</td>
<td>N₂, N₂O</td>
<td>[Barnes et al., 1995]</td>
</tr>
<tr>
<td>Indigenous bacteria from a fluvic hypercalcaric cambisol</td>
<td>Ratio N₂O/(N₂O+N₂) was around 0.54 in all cases</td>
<td>N₂O, N₂, CO₂</td>
<td>[Cannavo et al., 2004]</td>
</tr>
</tbody>
</table>
The most common biogenic gases found in near-surface soils are CO₂, H₂, CH₄ and N₂. Carbon dioxide CO₂ has high solubility in water causing low residency time; methane CH₄ is a green house gas; and both methane and hydrogen are combustible. On the other hand, nitrogen gas N₂ presents several advantages within the scope of this investigation: it is neither explosive nor a greenhouse gas and its solubility in water is very low (as indicated by Henry’s values in Table 4.2), therefore less gas is needed to produce bubbles and bubbles will remain undissolved for longer periods of time.

Table 4.2 Common metabolisms that generate gas as a byproduct

<table>
<thead>
<tr>
<th>Metabolism</th>
<th>Bio-mediated reaction</th>
<th>Generated gas</th>
<th>Henry’s constant ( k_h ) [m/atm]¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerobic respiration</td>
<td>( \text{CH}_2\text{O} + \text{O}_2 \rightarrow \text{CO}_2 + \text{H}_2\text{O} )</td>
<td>Carbon dioxide CO₂</td>
<td>3.4 \times 10⁻²</td>
</tr>
<tr>
<td>Fermentation</td>
<td>( \text{CH}_2\text{O} \rightarrow 0.333 \text{CH}_3\text{COOH} + 0.333 \text{CO}_2 + 0.667 \text{H}_2 )</td>
<td>*hydrogen H₂</td>
<td>7.8 \times 10⁻⁴</td>
</tr>
<tr>
<td>Denitrification</td>
<td>( \text{CH}_2\text{O} + 0.8 \text{NO}_3^- + 0.8 \text{H}^+ \rightarrow \text{CO}_2 + 0.4 \text{N}_2 + 0.35 \text{H}_2\text{O} )</td>
<td>*nitrogen N₂</td>
<td>6.5 \times 10⁻⁴</td>
</tr>
<tr>
<td>Methanogenesis</td>
<td>( \text{CH}_2\text{O} \rightarrow 0.5 \text{CH}_4 + 0.5 \text{CO}_2 )</td>
<td>*methane CH₄</td>
<td>1.4 \times 10⁻³</td>
</tr>
</tbody>
</table>

* besides CO₂.
¹ [Wilhelm et al., 1977]

Nitrate Reduction and Respiratory Denitrification in Soils

Nitrate can be reduced in the environment through the direct path of ammonification in which the product is ammonia, or take the indirect path of respiratory denitrification in which products can be nitric oxide, nitrous oxide and nitrogen gas; the two paths are shown in Figure 4.1. The relative contribution of denitrification and nitrate ammonification is a function of the carbon-to-nitrate ratio [Tiedje et al., 1982]. While denitrification dominates in environments rich in nitrate but relatively deficient in electron donors, ammonification is largely favorable in electron-rich environments where
only low concentrations of nitrate are available [Cole and Brown, 1980; Forsythe et al., 1988].

**Figure 4.1** Nitrate and nitrite reduction - Enzymes involved. Pathway NO$_3^-$ - NO$_2^-$ - NH$_4^+$ corresponds to nitrate/nitrite ammonification, while NO$_3^-$ - NO$_2^-$ - NO - N$_2$O - N$_2$ corresponds to respiratory denitrification [Mohan et al., 2004; Moura and Moura, 2001; Richardson et al., 2001; Simon, 2002].

In respiratory denitrification, nitrate is reduced to dinitrogen through a battery of reactions catalyzed by specific enzymes, as indicated in Figure 4.1 [Mohan et al., 2004; Moura and Moura, 2001; Richardson et al., 2001; Simon, 2002]. Denitrification not always reaches the last step of N$_2$ formation with 100% efficiency (lower branch in Figure 4.1); hence, the produced gas is a combination of N$_2$O and N$_2$ at variable ratios [Barnes et al., 1995; Chung and Chung, 2000; Davidson et al., 1993; Firestone et al., 1980; Johns et al., 2004]. The most relevant factors influencing the ratio N$_2$O/N$_2$ include: the presence of specific genes encoding the required enzymes in the bacterial species involved in the process, the ratio C/N [Chung and Chung, 2000], the soil acidity and aeration [Barnes et al., 1995; Firestone et al., 1980; Johns et al., 2004], the soil texture and nutrient status [Johns et al., 2004], and the soil moisture [Davidson et al., 1993]. The reduction of N$_2$O to N$_2$ is more effective under alkaline conditions since the activity of
denitrifiers is higher when the surroundings pH ranges from pH 6 to 8. In soils with very high moisture, N₂ can be a significant end-product of denitrification, while in relatively dry soils N₂ production by denitrification is generally rare and N₂O becomes the dominant end-product [Davidson et al., 1993]. It is important to highlight that this is a proof-of-concept study: nitrate and other by-products of denitrification are EPA regulated contaminants and no action to increase their concentration could be applied in the field.

Gas Bubble Nucleation

Biogenic gases dissolve in the pore fluid, i.e., gas molecules occupy cavities between water molecules, until the fluid reaches the supersaturation threshold that prompts bubble nucleation [Ronen et al., 1989]. Spontaneous bubble nucleation, can result from: (1) depressurization below the vapor pressure of the pure liquid, (2) temperature increase until the vapor becomes more stable than the pure liquid, or (3) by gas dissolution from a supersaturated liquid when the supersaturation exceeds certain threshold values [Hemmingsen, 1975; 1977; Lubetkin, 2003].

Supersaturation thresholds for homogeneous nucleation in the bulk liquid are a function of molecular interactions between the liquid and the dissolved gas, however, the presence of mineral surfaces tends to favor heterogeneous bubble nucleation at substantially lower supersaturations [Blander, 1979; Gerth and Hemmingsen, 1980; Pease and Blinks, 1947]. Nucleation centers in porous media, include microcavities, irregularities and impurities at mineral surfaces [Domínguez et al., 2000].

Once supersaturation is reached, the pore water pressure \( u \) approaches the pressure in the gas \( p_g \) (partial pressure when a single gas specie is taken into account), and bubbles form unless the pressure in the fluid increases. The concentration of gas in the aqueous phase \( c_a \) is related to the gas pressure through Henry’s constant \( k_H \) as captured in Henry’s Law:
Henry’s constant depends on the gas species (see Table 4.2 for typical values). The tiny bubbles or “embryos” that form at bubble nucleation sites are stable only after reaching a critical size [Finkelstein and Tamir, 1985; La-Mer, 1952; Ward et al., 1970]. The critical radius $r_{\text{critical}}$ is defined as [Lubetkin, 2003]:

$$ r_{\text{critical}} = \frac{2 \cdot T_S}{\sigma \cdot u} $$

(4.2)

where $T_S$ is the surface tension (~0.072 N/m for water at 20ºC), $\sigma$ is the supersaturation and $u$ is the pressure at which bubbles nucleate. Notice that surfactants are generated as a product of bacterial metabolism, and they can decrease the surface tension of water to a value as low as 0.027 N/m; the following calculations assume $T_S = 0.072$ N/m to compute lower-bound estimates of bubble impact on bulk stiffness. Bubbles smaller than $r_{\text{critical}}$ tend to re-dissolve into the pore fluid. On the other hand, stable bubbles $r > r_{\text{critical}}$ can migrate and/or coalesce to form larger bubbles that can eventually become trapped at pore throats defining Laplacian capillary surfaces (i.e. water-vapor interfaces that satisfy Laplace’s equation). When Henry’s Law applies, supersaturation is defined as:

$$ \sigma = \frac{c_{\text{gen}}}{c_{\text{eq}}} - 1 $$

(4.3)

where $c_{\text{gen}}$ is the gas concentration in the fluid, $c_{\text{eq}}$ is the gas concentration soluble in the liquid under the prevailing experimental conditions.

In most cases, theoretical arguments predict much higher supersaturations than experimentally found [Lubetkin, 2003]. These differences point to the use of macroscopic values for surface tension to analyze very small clusters representing subcritical and critical nuclei [Lubetkin, 2003], the reduction of free energy needed to create a critical bubble nucleus due to geometrical imperfections [Wilt, 1986], the existence of “active sites” on a heterogeneous surface that can be chemically, structurally or geometrically
inhomogeneous and therefore more catalytic than others \cite{Deutscher and Fletcher, 1990; Kozisek et al., 2000}, inhomogeneous supersaturation away from thermodynamic equilibrium \cite{Li and Yortsos, 1994}, and secondary nucleation, whereby pre-existing bubbles behave as nucleation centers for new bubbles \cite{Bergman and Mesler, 1981}.

A compilation of experimentally determined supersaturation values for different gases is presented in Table 4.3 \cite{Lubetkin, 2003}. These values, combined with Equation 4.2, can be used to estimate the range of critical size of bubble nuclei for a specific gas species. Figure 4.2 shows the range of critical size of bubble nuclei for nitrogen gas.

\textbf{Figure 4.2} Critical radius for \( N_2 \) bubble nucleation under different bubble nucleation pressures and supersaturation values, calculated using Equation 4.2. Supersaturation range corresponds to the one observed experimentally in the literature (Table 4.3). The bubble nucleation pressure for experiments in this study can be considered equal to atmospheric pressure (~100 kPa, thickest line in the plot).
Table 4.3 Measured values of supersaturation needed to cause bubble nucleation in aqueous solutions. Compiled from [Lubetkin, 2003]

<table>
<thead>
<tr>
<th>Gas</th>
<th>Measured supersaturation needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon dioxide CO₂</td>
<td>4.62 – 20</td>
</tr>
<tr>
<td>Hydrogen H₂</td>
<td>80 – 90</td>
</tr>
<tr>
<td>Nitrogen N₂</td>
<td>19 – 140</td>
</tr>
<tr>
<td>Methane CH₄</td>
<td>80</td>
</tr>
</tbody>
</table>

Note: Supersaturation is defined as: \( \sigma = \left( \frac{c_{\text{gen}}}{c_{\text{eq}}} \right) - 1 \), where \( c_{\text{gen}} \) is the gas concentration in the fluid, \( c_{\text{eq}} \) is the gas concentration soluble in the liquid under the experimental conditions used.

**Experimental Study**

This experimental study aimed to evaluate the ability of *Paracoccus denitrificans* to generate gas inside different soil types, to monitor gas bubble nucleation inside the soil matrix, and to assess the evolution of P-wave velocity in time. Additionally, the effects of nutrient availability and fines content on gas generation and P-wave velocity were also explored. As shown later, P-wave velocity was chosen due to the controlling effect of bulk stiffness on the behavior of materials near saturation. The study was limited to low-confinement, and most tests were conducted under no nutrient-recharge conditions.

**Materials and devices**

**Sediments**

Seven sediments were chosen for their particle size and compatible solution pH: Ottawa 20-30 sand (Ottawa, \( d_{10} = 0.5 \text{ mm}, d_{50} = 0.72 \text{ mm}, C_u = 1.15 \)), F110 sand (F110 \( d_{10} = 90 \mu\text{m}, d_{50} = 0.12 \text{ mm}, C_u = 1.62 \)), crushed silica flour (Sil-co-sil, \( d_{10} = 10 \mu\text{m}, S_a = 0.113 \text{ m}^2/\text{g} \)), precipitated silica flour (Zeo; \( d_{10} = 20 \mu\text{m}, S_a = 6 \text{ m}^2/\text{g} \)), RP2 kaolinite (RP2, \( d_{10} = 0.36 \mu\text{m}, S_a = 33 \text{ m}^2/\text{g} \) Wilkinson), SA1 kaolinite (SA1, \( d_{10} = 0.4 \mu\text{m}, S_a = 36 \text{ m}^2/\text{g} \) Wilkinson) and montmorillonite (Bent, \( d_{10} = 0.0034 \mu\text{m}, S_a = 200 \text{ m}^2/\text{g} \)). Grain-size information was obtained following ASTM D 422, and the specific surface \( S_a \) was
measured using methylene blue [Santamarina et al., 2002]. In addition, clayey-sand mixtures were prepared by combining these sediments.

**Bacterial Species**

The selected strain is *Paracoccus denitrificans* (ATCC 13543), a non-motile coccoid soil organism from the alpha subdivision of the proteobacteria. It is able to reduce nitrate to dinitrogen under anaerobic growth conditions (denitrification – Figure 4.1). The four oxido-reductases required for the denitrification pathway [Mohan et al., 2004; Moura and Moura, 2001; Richardson et al., 2001; Simon, 2002], along with their corresponding structural, accessory and regulatory genes, have been well characterized in *P. denitrificans* [Baker et al., 1998].

Cells were grown in solid agar plates (Nutrient agar, Defco - Fisher Scientific) and incubated at their optimum temperature. Culture broth (Nutrient broth, Defco - Fisher Scientific) vials were inoculated with fresh colonies, grown for several days until reaching the late exponential phase (as verified in a previous study by the authors - results not shown), harvested, washed in saline solution and resuspended in a different culture broth (Nitrate broth Defco - Fisher Scientific) to enhance their denitrification potential. Previous studies using *P. denitrificans* and nitrate-rich broth corroborate the generation of nitrogen gas (*P. Sobecky, 2007 - personal communication*). The resuspended mixture will be referred to as the “bacterial inoculum”. In all tests, cells were resuspended immediately before specimen assemblage to prevent cell aging and deterioration.

**Devices**

The system consists of a set of square Nalgene bottles sealed using rubber stoppers with two exit ports (Figure 4.3). A capillary tube fitted through one port was used to determine the volume of produced gas. The other port was used to expel excess
air during the specimen assemblage and it was closed after assemblage (except in tests when it was used to inject additional nutrient at different time intervals).

**Figure 4.3** Experimental device and peripheral electronics.

P-wave velocity measurements across the specimens were performed using a set of piezocrystals (50 mm in diameter, resonant frequency of 50 kHz), that were externally coupled to the Nalgene bottles. The standard peripheral electronics used involved a pulse generator, amplifier, analog filter and oscilloscope.

**Test Procedure**

**Specimen Preparation**

All materials and equipment in contact with the bacterial inoculum (broths, agar, soils, water, capillary tubes, rubber stoppers and bottles) were sterilized using a steam autoclave at 124°C and 125 kPa for 35 min prior to assemblage. All assemblage processes were conducted under aseptic conditions.
### Table 4.4 Tested Specimens - Preparation

<table>
<thead>
<tr>
<th>Study</th>
<th>Soil</th>
<th>Soil (g)</th>
<th>Inoculum (mL)</th>
<th>Nutrient (mL)</th>
<th>Water (mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bent</td>
<td>49.7</td>
<td>10</td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>SA1</td>
<td>227.08</td>
<td>10</td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>RP2</td>
<td>223.67</td>
<td>10</td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Zeo</td>
<td>66.01</td>
<td>10</td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Sil</td>
<td>575.67</td>
<td>10</td>
<td>200</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>F110 (1st trial)</td>
<td>637.21</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>F110 (2nd trial)</td>
<td>640</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Ottawa</td>
<td>728.58</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Sil (a)</td>
<td>576</td>
<td>10</td>
<td>200</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Sil (b)</td>
<td>576</td>
<td>10</td>
<td>200</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>F110 + 1% Bent</td>
<td>646.4</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>F110 + 3% Bent</td>
<td>618</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>F110 + 9% Bent</td>
<td>327</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>F110 + 10% Bent</td>
<td>363</td>
<td>10</td>
<td>200</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>F110 + 15% Bent</td>
<td>281.8</td>
<td>10</td>
<td>200</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>F110 + 3% RP2</td>
<td>618</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>F110 + 9% RP2</td>
<td>545</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>F110 + 15% RP2</td>
<td>575</td>
<td>10</td>
<td>200</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

*Total soil weight. Mixtures are reported in percentage by weight.

Soil slurries were prepared by mixing specific amounts of each soil (or mixtures), bacterial inoculum and fresh nitrate broth, as indicated in Table 4.4. Slurries were poured into individual Nalgene bottles, subjected to vacuum to ensure initial saturation and filled to the top with deionized, sterile and deaired water. Rubber stoppers were set in place
along with the water-displacement capillary tube. Initial assessments of P-wave velocity were made, when the initial P-wave velocity values were lower than ~1400 m/s, additional vacuum was applied to remove any remaining gas to ensure that the initial soil saturation was $S \approx 100\%$.

**Measurements**

The P-wave velocity and the volume of produced gas (water displaced in the capillary tube) were recorded daily for a period of one month for all specimens. On day 30, some of the specimens were subjected to a step increase in pore fluid pressure of 20 kPa for 12 to 24 hours to monitor the partial recovery of P-wave velocity.

**Study #1: Sterile Control**

A parallel set of all seven soils was tested during 30 days using heat-killed bacteria instead of vegetative cells to verify that gas bubbles did not form and that the P-wave velocity remained constant under abiotic conditions.

**Study #2: Single-grained Soils**

The selected soils were tested with nutrient added only at time zero. All seven specimens were used for the additional pore fluid pressure step increase after 30 days.

**Study #3: Nutrient Availability Effect**

Two additional bottles containing Sil-co-sil were used, to study the influence of nutrient availability on P-wave velocity and generated gas evolution. Initial conditions were identical to those in Study #2. After the first measurement, one bottle (A) was injected with 1 mL of fresh Nitrate broth daily, while the other bottle (B) was injected again 10 and 20 days after assemblage with 10 mL of fresh Nitrate broth each time.
Study #4: Mixed soils – Effects of fines content

Eight bottles containing F110 sand with different amounts and types of fines were tested to explore the role of mineral surfaces and gas entrapment. Bottle A contained only F110 sand, bottles B, C, D, and E contained 3%, 9%, 10% and 15% bentonite respectively, and bottles F, G and H contained 3%, 9% and 15% RP2 kaolinite respectively. Bottles C and G (containing 9% bentonite and 9% RP2 kaolinite respectively) were also used for the pore fluid pressure step test.

The complete data set and results for these studies can be found in Appendix B and C. Specific results and observations follow.

Results and Observations

Typical sets of P-wave signatures are presented in Figure 4.4 for F110 sand mixed with different percentages of RP2 kaolinite. Similar results were observed when F110 sand was mixed with bentonite. Figure 4.5 shows the evolution of P-wave velocity and generated gas volume versus time for F110 sand mixed with different percentages of bentonite. Analogous results were observed when F110 sand was mixed with RP2 kaolinite. Once again, parallel measurements were gathered for all specimens. These results suggest a strong correlation between biogas volume generation and P-wave velocity evolution.

The P-wave velocity remained unchanged and no gas was generated in all sterile controls (Study #1 - data not shown here); therefore we can assume that all changes observed in Figures 4.4 and 4.5 are due to the biogenic gas generation inside the sediment.
Figure 4.4 Evolution of P-wave signatures during biogenic gas formation. (i) F110 sand without fines. (ii) F110 + 3%RP2. (iii) F110 + 9%RP2. (iv) F110 + 15%RP2. The first signal in each sequence was gathered immediately after the initiation of the test. Successive signals were captured every day thereafter.
Figure 4.5 P-wave velocity and saturation for (i) pure F110 sand, (ii) F110 + 3% bentonite, (iii) F110 + 9% bentonite and (iv) F110 + 15% bentonite.
The initial (t=0) and final (t~30 days) values of P-wave velocity for all specimens are plotted versus specific surface in Figure 4.6. In all cases, P-wave velocity seems to stabilize around $V_P = 500-600$ m/s. Results summarized in Figure 4.6 also indicate that P-wave velocity can be further modified by consecutive nutrient injections (Study #3). This suggests that the minimum P-wave velocity is not necessarily a boundary imposed by the system but a limitation due to nutrient exhaustion, and thus, nutrient availability could be used as a tool to control the extent of biogas generation in the soil.

**Figure 4.6** Initial (t = 0) and final (t = 30 days) steady-state P-wave velocity for all specimens, both single-grained soils and mixtures, as a function of the specific surface. The arrow (data for Sil-co-sil) shows the effect of nutrient injections on final P-wave velocity. Original specimens appear as a solid diamond. The two specimens that received nutrient injections daily and every 10 days are shown as an asterisk and a dash respectively.
Figures 4.4 and 4.5 show that changes in P-wave velocity and gas generation are triggered earlier in specimens with higher fines content (Studies #2 and #4). When the percentage of fines is lower than 9% (both kaolinite and bentonite), abrupt changes in P-wave velocity and generated gas volume are followed by a partial recovery to finally reach a stable value. This transient is not observed in soils with higher fines content.

**Pore Fluid Pressure Step**

The time-dependent increase in P-wave velocity for the nine tested specimens is plotted in Figure 4.7. Note that while the 20 kPa increase in pore fluid pressure is applied almost instantaneously, it takes about 15 hours for the P-wave velocity to stabilize.

![Figure 4.7](image)

**Figure 4.7** P-wave velocity recovery as a function of time after the step increase in the pore fluid pressure. The pressure was increased from the initial value equal to the atmospheric pressure to a constant value of \( u = 20 \text{ kPa} \) above the atmospheric pressure.

**Dismantling Specimens**

All bottles were sealed and vigorously shaken by hand before disposal. Gas bubbles coalesced and formed larger bubbles that could be seen by the naked-eye and raised towards the surface. Specimens with high fines content required significantly more
shaking than those with low fines content to release the gas, clearly showing the role of fines in gas entrapment.

**Analysis and Discussion**

**Low Pore Fluid Pressure Effect**

These tests were performed at very low pore fluid pressures. In field conditions where higher pore fluid pressures are expected (10 – 100 kPa above atmospheric pressure), gas bubble generation would require production of higher amounts of gas due to higher solubility according to Henry’s Law (Equation 4.1) and to higher pressures (less volume of bubbles for the same mass of gas).

**Fines Content Effect**

No transient was observed in the P-wave velocity versus time data (Figure 4.4) for soils with some fines content. Apparently, fines hinder the motion of gas bubbles which remain trapped in the soil matrix. On the contrary, bubbles can escape in the absence of fines and the P-wave velocity partially recovers, causing the observed transient in the data.

The initial gas generation rate and the maximum volume of generated gas is plotted versus specific surface in Figure 4.8. The strong correlation observed for all tested sediments suggests that biogas bubble formation develops as heterogeneous nucleation and it is directly linked to the availability of nucleation sites on mineral surfaces, which in turn, also affects the degree of attainable supersaturation.
Figure 4.8 (a) Initial rate of gas generation and (b) maximum volume of generated gas versus specific surface. For clarity, the cases with additional nutrient are not included.

Gas Bubbles and Bulk Stiffness – Bubble Size

Bubbles much smaller than soil particles can fit within the pore space without distorting the soil structure; thus, the presence of gas bubbles only changes the compressibility of the pore fluid [Wheeler, 1988]. Even relatively small size bubbles are
sufficient to significantly change the pore fluid bulk stiffness [Sparks, 1963]. The pore fluid bulk stiffness $\kappa_f$ depends on the degree of saturation $S$, the bulk stiffness of water $\kappa_w$ (~2.2 GPa) and the bulk stiffness of gas bubbles $\kappa_b$. Relevant mixture formulas are summarized in Table 4.5.

**Table 4.5** Bulk stiffness, mass density and propagation velocity (extracted from [Santamarina et al., 2001]).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Fluid bulk stiffness</td>
<td>$\kappa_f = \frac{1}{S} + \frac{1-S}{\kappa_w + \kappa_b}$</td>
</tr>
<tr>
<td>(b) Bulk stiffness of a soil suspension</td>
<td>$\kappa_{sus} = \frac{1}{n + \frac{1-n}{\kappa_f + \kappa_g}}$</td>
</tr>
<tr>
<td>(c) Bulk stiffness of a fluid-filled soil*</td>
<td>$\kappa_{soil} = \kappa_{sk} + \kappa_{sus} = \kappa_{sk} + \frac{1}{\kappa_f + \frac{n}{\kappa_g}}$</td>
</tr>
<tr>
<td>(d) Mass density</td>
<td>$\rho_{soil} = (1-n) \cdot \rho_g + n \cdot S \cdot \rho_w$</td>
</tr>
<tr>
<td>(e) P-wave velocity</td>
<td>$V_p = \sqrt{\frac{\kappa_{soil} + \frac{4}{3} G_{soil}}{\rho_{soil}}}$</td>
</tr>
<tr>
<td>(f) S-wave velocity</td>
<td>$V_s = \sqrt{\frac{G_{soil}}{\rho_{soil}}}$</td>
</tr>
</tbody>
</table>

Where $n$ is the porosity, $S$ is the degree of saturation, $\kappa_{soil}$, $\kappa_{sk}$, $\kappa_{sus}$, $\kappa_f$, $\kappa_g$, $\kappa_w$ and $\kappa_b$ are the bulk stiffness of the mixture, the soil skeleton, the soil suspension, the soil particle (material that forms the grains ~ 37 GPa), the pore fluid, the water (~2.2 GPa) and the gas bubbles, respectively. $V_p$ and $V_s$ are the P-wave and S-wave velocity, respectively, $G_{soil}$ is the shear stiffness of the soil mass and $\rho_{soil}$ is the mass density of the soil mass.

*Applicable to near surface soils at low confinement, where $\kappa_g >> \kappa_{sk}$ otherwise the Gassmann equation must be used instead.
The bulk stiffness of bubbles can be estimated by defining bulk stiffness as:

\[
\kappa_b = \left| \frac{\partial P}{\partial V/V_0} \right| \quad (4.4)
\]

where the volume \( V \) of a bubble is a function of its radius \( r \):

\[
V = \frac{4}{3} \cdot \pi \cdot r^3 \quad (4.5)
\]

and the gas pressure inside the bubble \( P \), under the assumptions that: (a) the bubbles are isolated, (b) there is a continuous water phase and (c) the vapor-water interface is not in contact with the mineral surfaces, is related to the pressure in the surrounding water \( u_w \) and the surface tension \( T_s \) according to Laplace’s equation:

\[
P = u_w + \frac{2 \cdot T_s}{r} \quad (4.6)
\]

Therefore the bubble bulk stiffness is:

\[
\kappa_b = \frac{2 \cdot T_s}{3 \cdot r} \quad (4.7)
\]

Combining Equation (a) from Table 4.5 and Equation 4.7, the fluid bulk stiffness becomes:

\[
\kappa_f = \frac{1}{S \cdot \frac{1}{\kappa_w} + (1 - S) \cdot \frac{3 \cdot r}{2 \cdot T_s}} \quad (4.8)
\]

On the other hand, the bulk modulus of a suspension of mineral particles in a fluid \( \kappa_{sus} \) takes into account the volumetric changes in grains due to changes in pore fluid pressure, as indicated in Equation (b) in Table 4.5. In addition, when particles come into contact with each other, the granular skeleton shares the load with the fluid, resulting in Equation (c) in Table 4.5. These equations can be sequentially combined to obtain a general expression for the bulk stiffness of sediments in the presence of disseminated gas bubbles:
In laboratory and field applications, the global bulk stiffness of the soil $\kappa_{\text{soil}}$ and its skeletal stiffness $\kappa_{\text{sk}}$ can be inferred from P and S wave velocity measurements, as indicated in Table 4.5. Then, these expressions permit estimating the average bubble radius as a function of P and S-wave velocity and degree of saturation (for $S<1$):

$$r = \frac{2 \cdot T_s}{3 \cdot (1 - S)} \left[ \frac{1}{n} \left( \frac{1}{\rho_{\text{soil}} V_p^2 - \left(\frac{4}{3} + \alpha\right) V_s^2} \right) - \frac{1 - n}{\kappa_{\text{sk}}} - \frac{S}{\kappa_{w}} \right]$$

(4.10)

where $\alpha$ depends on the Poisson’s ratio of the skeleton $\nu_{sk}$ and varies between $\alpha = 0.92$ and $\alpha = 1.33$ for $\nu_{sk} = 0.1$ to $\nu_{sk} = 0.2$ respectively.

The evolution in average bubble radius was estimated for each experiment using this expression. Maximum values of average bubble radius ranged from 28 nm to 350 nm. These sizes are larger than the critical radius $r_{\text{critical}} = 10$ nm computed for the prevailing experimental conditions (atmospheric pressure, nitrogen gas - Figure 4.2) therefore, they are stable bubbles. No explicit correlation is found between the average bubble radius and the specific surface of the various sediments. In part this may reflect the combined effects of mean bubble size and variability. This is explored in Figure 4.9 where all experimental data are shown. Clearly, similar values of $V_P$ can be obtained for the same saturation for different mean-variability pairs. Another important feature is captured in this plot: very small bubbles do not cause an immediate drop in bulk stiffness as the saturation decreases from 100%.

Microbial surfactants can decrease surface tension of water from 0.072 N/m to about 0.027 N/m. For simplicity, all calculations in this study assumed $T_S = 0.072$ N/m. Lower values of $T_S$ imply even larger reductions in fluid bulk stiffness; therefore these calculations represent an upper-boundary for this process.
Figure 4.9 Saturation and P-wave velocity data for all tests (dots). Lines correspond to $V_p$ calculated from fluid bulk stiffness ($G = 0$) as a function of saturation, bubble mean size $\mu$, and variability $\sigma$ (log-normal distributions of bubble size).

**Skempton’s B-value and P-wave Velocity**

Skempton’s $B$-value is the ratio of the change in pore fluid pressure $\Delta u$ for a change in isotropic confinement $\Delta \sigma$ applied under undrained conditions [Skempton, 1954]:

$$B = \frac{\Delta u}{\Delta \sigma}$$  \hspace{1cm} (4.11)

From poroelasticity, the parameter $B$ can be expressed as a function of the bulk stiffness of the mineral that makes the grains $\kappa_g$, the granular skeleton $\kappa_{sk}$, and the whole soil mass $\kappa_{soil}$ [Ishihara, 1970]:

$$...$$
Replacing Equation 4.9 in 4.12, the asymptotic solution for $B$ when $\kappa_{sk}/\kappa_{g} \to 0$, is [Skempton, 1954]:

$$B = \frac{1}{1 + n \cdot \frac{\kappa_{sk}}{\kappa_{f}}}$$

(4.13)

A convenient expression for Skempton’s $B$ parameter can be derived by substituting equations in Table 4.5, Equation 4.8 and Equation 4.10 in Equation 14.3:

$$B = \frac{1}{1 + \alpha \cdot \rho_{soil} \cdot V_{S}^{2} \left[ \frac{1}{\rho_{soil} \cdot \left( \frac{4}{3} + \alpha \right) \cdot V_{S}^{2}} \right] \frac{1}{\kappa_{g}} - n}$$

(4.14)

While the S-wave velocity in granular media is determined by the skeletal stiffness and it remains practically unchanged during the early stages of unsaturation (i.e., $\kappa_{sk}$ is not affected at low suction [Cho and Santamarina, 2001]), the P-wave velocity is controlled by the bulk stiffness of the pore fluid and it rapidly decreases as soon as $S < 1$ [Ishihara et al., 1998; Tsukamoto et al., 2002]. Hence, $V_{P}$ is significantly larger than $V_{S}$ near saturation ($V_{S}^{2}/V_{P}^{2} \sim 0$). The validity of these expressions for $B$ as a function of $V_{P}$ is corroborated against experimental measurements in Figure 4.10.
Figure 4.10 Relationship between B-value and P-wave velocity. Experimental data collected from the literature. The lines correspond to Equation 4.12 for two different values of the skeleton bulk stiffness, in terms of shear wave velocity $V_S$.

Equation 4.14 was used to estimate the value of $B$ for all sediments at the beginning of the test and after 30 days. Calculations consider that $V_S$ is a power function of the mean effective stress $\sigma'_0$ [Santamarina et al., 2001]:

$$V_S = \delta \left( \frac{\sigma'_0}{1 \cdot kPa} \right)^\beta$$ (4.15)

$$\beta \approx 0.36 - \frac{\delta}{700 \cdot m/s}$$ (4.16)

For this particular experimental setup, the mean effective stress confinement is very low ($\sigma'_0 \sim 0.02 - 0.2$ kPa) and the emphasis is placed on the bulk stiffness of the pore fluid. Empirical values for the $\delta$-factor and the $\beta$-exponent range from $\delta = 25$ m/s and $\beta = 0.32$ for clays to $\delta = 75$ m/s and $\beta = 0.25$ for sands. Therefore, $V_S$ values are in the order of 10 to 50 m/s. Consequently, the skeleton bulk stiffness $k_{sk}$ is very low and the value of $B$ decreases slightly even in the presence of gas bubbles and low $V_P$ values, as shown by
experimental results in Figure 4.11. However, the same volume of gas and bubble size can have a pronounced effect on B values in field conditions where higher \( V_S \) values are expected. Computed \( B \)-values for soils with \( V_S = 200 \) m/s and \( V_S = 400 \) m/s are also included in Figure 4.11.

![Figure 4.11](image)

**Figure 4.11** Initial and final (steady-state) value of Skempton’s B parameter computed for all single-grained soils and mixtures as a function of specific surface. Compiled using Equation 4.14 and assuming \( V_S = 30 \) m/s and \( \alpha \sim 1 \). Additional results shown for higher shear-wave velocities assuming that gas bubbles are generated in the same proportions as in the experimental study.

As noted earlier, \( B \)-values can be further reduced by consecutive nutrient injections as gas generation is conditioned by nutrient availability in the medium.

**The Effect of Biogenic Gas on Liquefaction Resistance**

The number of cycles required to attain liquefaction considerably increases as the value of B decreases [Ishihara et al., 1998; Sherif et al., 1977; Tsukamoto et al., 2002;
Published results are summarized in Figure 4.12 (upper part). For this limited dataset, the liquefaction resistance experiences the most significant improvement when $B$ decreases below $B \sim 0.5$.

From the point of view of field applications, a correlation between $V_P$ and the cyclic stress ratio is particularly convenient. This correlation is supported by the causal link between saturation, and fluid bulk stiffness with both $B$-value and P-wave velocity, as shown above. This is explored in Figure 4.12 using published results. It can be concluded that the cyclic stress ratio increases by about 20% when the P-wave velocity decreases from $V_P = 1500$ m/s to $V_P = 600$ m/s and exhibits a dramatic improvement when the P-wave velocity drops below $V_P \sim 500$ m/s.

![Figure 4.12 Variation in Normalized cyclic stress ratio (NCSS) with respect to P-wave velocity (left) and B-value (right). NCSS = (CSR)_{actual}/(CSR)_{saturated}. Data collected from the literature.](image)

These observations, in combination with results shown in Figures 4.5 and 4.6, suggest the potential use of biogenic gas generation (nitrogen gas in this study) to increase the liquefaction resistance of soils subjected to cyclic loading. There are few trade-off: on one hand, presence of fines facilitate gas nucleation and also increase
liquefaction resistance by itself; on the other hand, presence of fines hinders bacterial transport and activity in the soil matrix.

**Effect of Pore Fluid Pressure Fluctuations in Bubble Dissolution.**

The results from the pore fluid pressure step tests (Figure 4.7) suggest time-dependent bubble dissolution. In other words, gas bubbles compress immediately as the fluid pressure is increased and latter experience diffusion-limited dissolution to reach the new equilibrium condition. This phenomenon may be relevant to tidal or water surge events.

**Conclusions**

Biogenic gas generation (nitrogen gas in this study) effectively reduces the bulk stiffness of the pore fluid and the P-wave velocity, suggesting potential effects in Skempton’s $B$ parameter and the susceptibility to liquefaction. Ultimately, the type, quantity and rate of biogenic gas production may be “designed” to address specific engineering needs.

Controlled nutrient injection can be used to regulate the process; otherwise, biogenic gas generation is expected to be temperature dependent due to the inherent nature of bacterial growth dynamics.

There is no response in any of the sterile controls. In contrast, consistent changes in P-wave velocity and gas volume were observed in inoculated sediments. Therefore, the generated gas is bio-mediated and cannot be explained by chemical effects associated to the addition of nutrients to the soil.

Biogenic gas appears to form sub-micron size bubbles which are disseminated throughout the soil mass in contrast to air injection which tends to concentrate along
percolation paths. Thus, the biogenic gas alternative may be more effective at preventing the local triggering of liquefaction. This hypothesis needs further evaluation.

Soil grain size affects the early evolution of bio-mediated gas generation by contributing nucleation sites as well as entrapment. Soils with small percentages of fines may fail to trap bubbles and show a transient decrease in P-wave velocity, followed by a partial recovery to the final stable value. When the fines content increases, the transient does not take place, and soils reach a stable P-wave velocity faster than in “clean” soils.

The effects of spatial variability have been explored for the case of cementation on Chapter 6. The conclusions are also valid for biogas generation in soils.

Bacteria and nutrients must be properly selected so that the generated gases are environmentally safe, have low solubility in water, facilitate bubble formation, and experience relatively long residency time. Although nitrogen gas appears to exhibit all these characteristics, possible by-products in an incomplete denitrification pathway are environmentally inadequate and should be further analyzed.

P-wave propagation provides insightful information that can be effectively used to monitor biogenic gas generation in laboratory applications. Furthermore, this geophysical method is readily applicable in the field. Pore fluid pressure step experiments and theoretical arguments suggest that biogas generation effects will require longer time under higher pore fluid pressure field conditions, and may be affected by rapid changes in pore fluid pressure.
CHAPTER 5

BIOLOGICAL CLOGGING OF SOILS UNDER RADIAL FLOW

Introduction

Microorganisms can reduce the hydraulic conductivity of soils and fractured rocks, alter fines migration, clog filters, enhance hydrodynamic dispersion, and increase chemical retardation in soils [Allison, 1947; Avnimelech and Nevo, 1964; Baveye et al., 1998; Chang et al., 1974; Daniel and Bouma, 1974; Frankenberger et al., 1979; Gupta and Swartzendruber, 1962; Kristiansen, 1981; McCalla, 1950; McCoy et al., 1981; Mitchell and Nevo, 1964; Nevo and Mitchell, 1967; Oberdorfer and Peterson, 1985; Raiders et al., 1986; Swartzendruber and Gupta, 1964; Taylor and Jaffe, 1990; van Beek and van der Kooij, 1982; van Beek, 1984; Vandevelle and Baveye, 1992a; b; c; Wood and Bassett, 1975].

The biological clogging of soils has been extensively studied, often in the context of detrimental effects such as plugging of sewage infiltration ponds [Mitchell and Nevo, 1964], unwanted plugging near the well bore in both injection and production wells [Cunningham et al., 1991; Kalish et al., 1964; van Beek, 1984], and diminished ground water recharge [Nevo and Mitchell, 1967]. However, controlled soil bioclogging can be applied for selective plugging in enhanced oil recovery [Cusack et al., 1992; Kim and Fogler, 2000; Lappin-Scott et al., 1988; MacLeod et al., 1988], bio-barrier formation and in situ bioremediation [Kim and Fogler, 2000], and rock fracture bio-healing [Ross et al., 2001]. In all these cases, the extensive literature on soil bioclogging is limited to one-dimensional fluid flow situations, in which the velocity is constant along the specimen. In these cases, the most common difficulty experienced is the development of clogging at the inlet, close to the source of nutrient [Chang et al., 1974; de Vries, 1972; Mitchell and
The main purposes of this chapter are to review the factors that affect biological clogging of soils, to examine biofilm-fluid flow interaction at the pore scale, and to explore the development of bioclogging in typical field-type radial flow conditions.

**Literature Review**

**Soil Clogging**

Clogging is the reduction in the capacity of a soil to conduct fluids due to a decrease in pore or pore-throat sizes or loss in interconnectivity. Underlying processes are of chemical, physical or biological origin [Baveye et al., 1998]. Physical clogging results from fines migration and entrapment [Oberdorfer and Peterson, 1985; Okubo and Matsumoto, 1983; Rice, 1974; Valdes and Santamarina, 2005], progressive nucleation of dissolved gas to form bubbles or segregation of immiscible liquids [Allison, 1947; Gupta and Swartzendruber, 1962; 1964; Shaw et al., 1985]. Chemical clogging combines pore geometry, the chemical properties of the percolating fluid (electrolyte concentration, organic compounds, pH and redox potential) and the mineralogical composition of the soil grains; these characteristics control dissolution and precipitation processes [Baveye et al., 1998; Oberdorfer and Peterson, 1985; Rice, 1974].

Biological clogging is the result of several interacting pore-level phenomena: bacterial transport and attachment, bacterial growth, biomass accumulation, the development of micro-colonies and biofilms on mineral surfaces, reduction in pore space, shear detachment of biomass from mineral surfaces, mechanical filtration at pore throats, excreted extracellular polymers, and entrapment of poorly soluble biogenic gas bubbles at pore throats [Allison, 1947; Baveye et al., 1998; Bonala and Reddi, 1998; Vandevivere...
The evolution of bioclogging can be controlled through the addition of growth substrate, carbon and energy sources, such as plant residues, monosaccharides, disaccharides, alcohols and minerals [Allison, 1947; Baveye et al., 1998; Frankenberger et al., 1979; McCalla, 1950]. Bioclogging self-regulates through mechanisms such as the balance between the rate of biomass generation and the rate of removal, which increases with the increase in hydraulic gradient across the clogging zone, as well as through the decrease in nutrient transport with increased clogging [Cunningham et al., 1991].

Physical, chemical and biological processes often co-participate in soil clogging. Pure biological clogging can be distinguished from non-biological clogging by applying treatments that suppress biological activity [Baveye et al., 1998], such as sterilization with phenol, ethylene oxide or steam [Allison, 1947; Frankenberger et al., 1979; Gupta and Swartzendruber, 1962], and/or low temperatures [Gupta and Swartzendruber, 1962; McCalla, 1950].

Factors that Affect the Biological Clogging of Soils

The main factors that affect the biological clogging of soils are the size distribution of soil particles [Baveye et al., 1998; Kalish et al., 1964; Raiders et al., 1986], the type of bacteria [Frankenberger et al., 1979; Gupta and Swartzendruber, 1962; Kalish et al., 1964; Vandeivere and Baveye, 1992a; b; c], soil moisture level, nutrient and energy sources [Frankenberger et al., 1979], fluid injection rate [Kalish et al., 1964] and depth of bacteria penetration [Kalish et al., 1964; Lappin-Scott et al., 1988; MacLeod et al., 1988].

Bacterial transport and retardation within the interconnected porous network of a soil mass is controlled by relative size (pore throat relative to a single bacteria or bacterial aggregations), electrical interactions, surface roughness and cell shape.
A major mechanism for bacterial attachment to surfaces is the development of biofilms, which starts with the attachment of microbial cells to soil particles [Donlan, 2002; Duddridge et al., 1982]. Controlling factors are reviewed next.

**Substratum**

The extent of microbial colonization increases with surface roughness [Characklis and Marshall, 1990], probably because rougher surfaces provide higher surface areas and hinder shear forces [Donlan, 2002]. Electrical interactions between bacteria and mineral surfaces reflect the pH and ionic concentration dependence of bacterial and mineral surface charges and the balance between repulsion and van der Waals attraction between them. Finally, preferential attachment takes place onto surfaces that are nutritionally advantageous [Mueller, 1996].

**Conditioning Films**

Soil particles are coated or conditioned by polymers present in the pore fluid as soon as they become in contact. This phenomenon modifies the surface chemistry and facilitates microbial attachment [Loeb and Neihof, 1975; Ofek and Doyle, 1994].

**Pore Fluid Hydrodynamics**

The hydrodynamic boundary layer is the zone of negligible flow immediately adjacent to the solid-liquid interface and acts as a limiting factor in cell-soil particle attachment [Characklis and Marshall, 1990; Donlan, 2002; Rijnaarts et al., 1993; Zheng et al., 1994]. Its thickness is inversely proportional to the fluid velocity so that biofilm development tends to decrease as velocity increases [Duddridge et al., 1982].
Pore Fluid Composition

Nutrient levels, ionic strength, pH, and temperature of the pore fluid affect microbial attachment to soil particles [Cowan et al., 1991; Donlan et al., 1994; Fera et al., 1989; Fletcher, 1988].

Cell Characteristics

Attached cells are linked to the surface by fine extracellular polymeric fibrils of anionic nature in most cases [Beech and Gaylarde, 1989; Fletcher et al., 1991; Zottola, 1991]. Cell fimbriae provide hydrophobic aminoacid residues while the cell hydrophobicity helps overcome the electrostatic repulsion barrier between the cell and the mineral surfaces.[Bullitt and Makowski, 1995; Corpe, 1980; Rosenberg et al., 1982; Rosenberg and Kjelleberg, 1986]. Motile cells adhere to surfaces during pore fluid flow conditions and form biofilms more effectively than non-motile strains [Korber et al., 1989].

There are two phases in bacterial attachment to surfaces: the “reversible” phase is related to the maximum “initial stickiness” of the bacterium, and the “irreversible” phase which is linked to the adhesive strength of the polymer-stabilized attachment [Duddridge et al., 1982].

Compilation and Analysis of Published Results

Hydraulic conductivity data was collected from the literature and plotted in a $k_{initial}$ versus $k_{final}$ space in Figure 5.1.

Most reported results correspond to with initial hydraulic conductivity in the range of $k_{initial} > 10^{-6}$ cm/s to $k_{initial} < 10^{-3}$ cm/s, i.e. silts and fine sands. A possible explanation for the “de facto” lower boundary is that biologically mediated hydraulic conductivity reduction can only be achieved when the environmental conditions favor
cell growth and reproduction. When pore sizes are smaller than ~1 µm, geometrical and mechanical conditions hinder microbial life [Rebata-Landa and Santamarina, 2006] and consequently prevent biofilm formation that leads to biological clogging of soils.

![Diagram showing biological clogging effectiveness versus soil type. Compilation of published hydraulic conductivity data.](image)

**Figure 5.1** Bioclogging effectiveness versus soil type. Compilation of published hydraulic conductivity data [Allison, 1947; Cerini et al., 1946; Chang et al., 1974; Cunningham et al., 1991; Cusack et al., 1992; Dennis and Turner, 1998; Frankenberger et al., 1979; Gupta and Swartzendruber, 1962; 1964; Kalish et al., 1964; Lappin-Scott et al., 1988; McCalla, 1950; Okubo and Matsumoto, 1983; Raiders et al., 1986; Rice, 1974; Sarkar et al., 1994; Shaw et al., 1985; Swartzendruber and Gupta, 1964; Taylor and Jaffe, 1990; Thomas et al., 1966; Vandevivere and Baveye, 1992a; b; c].
The upper boundary appears to reflect the inefficiency of bioclogging in large pores within coarse soils. A “tube” model is assumed to represent pores. The ratio between initial and final hydraulic conductivities for the “tube” model is estimated from the Hagen-Poiseuille equation:

\[
\frac{k_{\text{final}}}{k_{\text{initial}}} = \frac{(d_{\text{pore}} - 2 \cdot t)^2}{d_{\text{pore}}^2} = \left(1 - \frac{2 \cdot t}{d_{\text{pore}}}\right)^2
\]

(5.1)

where \(t\) is the thickness of the biofilm. This trend is superimposed in Figure 5.1 by relating pore size \(d_{\text{pore}}\) to particle size \(D_{\text{particle}}\) as \(d_{\text{pore}} = D_{\text{particle}}/6.4\) (dense packing).

The “tube” model predicts smaller reductions in hydraulic conductivity in the coarser sands than experimentally observed. This indicates that biological clogging is more complex than uniform coating of soil particles.

**Experimental Studies**

Complementary experimental studies are conducted to gain a better understanding of bioclogging phenomena in radial flow. First, a pore-scale study is conducted to identify fluid flow velocity effects on biofilm accumulation on pore wall surfaces in order to improve the current understanding of biofilm attachment to particle surfaces. Second, a radial flow study is implemented to identify the effects of velocity-dependent bioclogging to field applications such as injection or extraction from wells.

The selected strain for these studies is *Pseudomonas fluorescens*. This is a mesophilic, non-spore forming species naturally present in soils, grown in batch cultures at 25°C in Luria-Bertani (LB) broth (Fisher Scientific).

**Viscosity Evolution: Broth and Inocula**

The viscosity of a mixture of inocula and Luria-Bertani broth was measured at different time intervals and at different speeds using a Brookfield DV-E viscometer.
Inocula was a late exponential growth phase culture to provide about $10^8$ colony forming units per mL (previous study by the authors, data not shown). The mixture was stored at 20°C and the measurements were repeated at 15, 30, 60, 120, 240 and 1440 minutes.

**Results and Analysis**

Viscosity measurements presented in Figure 5.2 show that the mixture between inocula and LB broth used in these experiments behaves as a Newtonian fluid. Furthermore, the viscosity does not change over time. Therefore, any changes in hydraulic conductivity must be attributed to real changes in pore diameter or interconnectivity and not to changes in fluid viscosity.

![Figure 5.2 Viscosity measurements. Inocula and LB broth mixture (same mixture used in subsequent experiments reported here).](image)

The viscosity of a suspension $\eta_{\text{sus}}$ is related to the pure fluid $\eta_0$ and the volume fraction of suspended particles $c$ as predicted by Einstein’s equation [Ward and Whitmore, 1950]:

$$
\eta_{\text{sus}} = \eta_0 \cdot (1 + 2.5 \cdot c)
$$

(5.2)
For a late exponential phase, the cell concentration is around $10^8$ cells/mL; the cell volume is $\sim 5.2 \times 10^{-5}$ mL (1 µ in diameter sphere); so, the volume fraction is $c = 5.2 \times 10^{-5}$. For this volume fraction, the viscosity of the suspension is only 0.01% higher than the fluid viscosity. This calculation corroborates the small changes observed in experimental results.

**Pore-scale study**

Pore-scale test device and procedure

A sterile chemical-resistant clear PVC capillary tube 1 mm I.D., 100 cm length (Figure 5.3) was used to simulate flow conditions at the pore scale. Different flow rates inside the capillary tube are applied using a syringe pump BS-8000 with a 50 mL sterile syringe loaded with inocula and fresh LB broth. The inlet pore pressure evolution was monitored every minute for 2 weeks using a pore pressure transducer (Smartec), while the outlet was left at atmospheric pressure. Four different flow rates were used: 0.2, 0.3, 0.5 and 0.8 mL/h. A new piece of sterile tube and fresh inocula was used for each test.

![Figure 5.3](image)

**Figure 5.3** Experimental device – Pore-scale test.

**Results**

The evolution of the inlet fluid pressure with time is presented in Figure 5.4-a for all four flow rates (0.2, 0.3, 0.5 and 0.8 mL/h). While the initial pore fluid pressure increases with increasing flow rate, the asymptotic behavior at $t > \sim 10000$ min shows the
highest final inlet pressure for the lowest flow rate (0.2 mL/h), while the inlet pressure exhibits almost no change for the highest flow rate (0.8 mL/h).

Analysis

The pressure head loss \( h_{\text{loss}} \) for the fluid flow velocity \( v \) in a capillary tube is related to the tube length \( L \) and the internal diameter \( D \) as prescribed by the Darcy-Weisbach equation:

\[
h_{\text{loss}} = \lambda \cdot \frac{L}{2 \cdot g \cdot D} \cdot v^2
\]  (5.3)

where the Darcy-Weisbach friction coefficient is \( \lambda = 64/Re \) for laminar flow when \( Re < 2000 \). Reynolds number is:

\[
Re = \frac{v \cdot D \cdot \gamma_w}{\mu \cdot g}
\]  (5.4)

where \( g \) is the gravitational constant, \( \gamma_w \) is the fluid unit weight, and \( \mu \) is the dynamic fluid viscosity. The flow rate \( q \) is related to the mean flow velocity and the cross-section:

\[
q = v \cdot \frac{\pi \cdot D^2}{4}
\]  (5.5)

These equations can be combined to estimate the evolution of the internal diameter \( D(t) \) as a function of the head loss with time \( h_{\text{loss}}(t) \):

\[
D(t) = \sqrt[4]{\frac{128}{\pi} \cdot \frac{\mu}{\gamma_w} \cdot \frac{L \cdot q}{h_{\text{loss}}(t)}}
\]  (5.6)

and the evolution of the mean flow velocity \( v(t) \):

\[
v(t) = \sqrt{\frac{1}{8 \cdot \pi} \cdot \frac{\gamma_w}{\mu} \cdot \frac{h_{\text{loss}}(t) \cdot q}{L}}
\]  (5.7)

The evolution in flow velocity \( v(t) \) is plotted in Figure 5.4-b for the same four cases. The following observations can be made from these results:
Figure 5.4 Evolution of (a) pressure head in the pore-scale tube test, and (b) mean flow velocity calculated using Equation 5.7.
• Small flow rates facilitate biofilm accumulation and the reduction of the internal diameter. On the contrary, large flow rates hinder biofilm accumulation and may eventually prevent it all together.

• Biofilms accumulate until the flow velocity inside the tube reaches a certain asymptotic value, around \( v = 70 \text{ cm/h} \) in this experiment (Figure 5.4-b). Thereafter, the biofilm stops accumulating and the system enter in steady-state flow.

• When the internal flow velocity is above the asymptotic velocity, biofilms cannot accumulate, and all flow parameters remain constant throughout the experiment (pressure head, internal diameter and flow velocity).

Shear stress \( \tau \) against the wall can be computed from force equilibrium:

\[
 h \cdot \gamma_w \cdot \frac{\pi \cdot D^2}{4} = \tau \cdot (\pi \cdot D \cdot L)
\]

(5.8)

to obtain:

\[
 \tau = \frac{h \cdot \gamma_w \cdot D}{4 \cdot L}
\]

(5.9)

Experimental results show that biofilm growth can take place when the shear stress is less than \( \tau \approx 1 \text{ Pa} \).

**Bioclogging in Radial Flow**

**Radial Flow Test Device and Procedures**

The system consisted of a set of two Plexiglas disks \((D = 40 \text{ cm}, \ t = 1 \text{ cm})\) separated by a 3 mm rubber O-ring \((D = 30 \text{ cm})\) and pressed together around the perimeter using 18 fully threaded stainless steel bolts and wing nuts, so that the effective radial flow zone is 30 cm in diameter and approximately 2 mm thick. Radial drainage ports were carved in the top plate every 5° to allow water to escape and a filter placed over the drainage ports kept sand particles inside the plate (see Figure 5.5). Six pore
pressure transducers (Smartec) were attached to the bottom plate and one to the inlet. Device parts were rinsed thoroughly with Alconox prior to assemblage. Once the equipment was assembled, a perforation located in the bottom plate was used to fill the gap between plates with sterile Ottawa F110 sand selected for its grain size (mean grain size = 110 µm). Continuous in-flow was applied through a central port using a peristaltic pump. The test sequence follows:

1. Sterile and deaired water was pumped continuously for 4 days to attain saturation and constant inlet pressure.
2. Colored sterile water was injected to track the flow front and assess homogeneity using digital imaging at regular time intervals.
3. Bacteria and nutrient were incorporated by injecting 4 pore volumes of inoculum (thereafter, fresh nutrient was injected daily).
4. Deaired water was continuously pumped at a pre-fixed rate for 3 weeks. All seven pore pressure transducers were monitored every minute. The experiment was stopped when asymptotic values in all seven transducers were reached.

The same procedure was followed using three different flow rates $q$: 100 mL/h, 250 mL/h and 500 mL/h.

Results

Images at different stages of clogging are presented in Figure 5.5. Homogeneous radial flow conditions are preserved after clogging and there are no signs of fingering, local obstruction or desaturation. This indicates that the process is stable and self-homogenizing under the tested conditions.

Hydraulic heads for all seven transducers and all three tests are plotted as a function of time in Figure 5.6. All measurements show an initial “lag phase”, followed by an increase in hydraulic head until it eventually reaches an asymptotic value. The pressure evolution in different flow rate tests can be interpreted as follows:
Figure 5.5 Set of images at different stages of clogging, (a) saturated unclogged specimen \( (t = 0) \), (b) clogged specimen at the end of the test \( (t = 30000 \text{ min}) \). Sketch indicates the estimated clogging front.

- \( q = 100 \text{ mL/h} \). All measurements in Figure 5.6-a collapse onto three trends according to the radial distance suggesting homogeneous clogging.
- \( q = 250 \text{ mL/h} \). Steady-state measurements in Figure 5.6-b collapse onto two trends (pressure at the inlet and at 5 cm radius are very similar), which suggests that clogging is occurring at a radial distance larger than 5 cm but smaller than 10 cm.
- \( q = 500 \text{ mL/h} \). Steady-state measurements in Figure 5.6-c collapse onto a single trend, which indicates that clogging is taking place between the 10 cm radial distance and the border of the specimen.
Figure 5.6 Bioclogging in radial flow. Evolution of hydraulic head at three radii (inlet, 5 cm and 10 cm) for flow rate (a) $q = 100 \text{ mL/h}$, (b) $q = 250 \text{ mL/h}$ and (c) $q = 500 \text{ mL/h}$. 
These observations support the following hypothetical sequence of events: as the seepage velocity decreases away from the inlet, drag forces decrease, bacterial cells attach to soil particles, and biofilms grow. The development of biofilms affects the local fluid velocity which regulates further growth in the vicinity. Gradually, a thick ring-shaped bio-clogged region develops. These hypothetical steps define a highly non-linear process. The situation is aggravated by the complexity of microbial transport mechanisms in porous networks [Abu-Ashour et al., 1994; Fontes et al., 1991; Gannon et al., 1991a; Gannon et al., 1991b; Harvey et al., 1989; Kjelleberg et al., 1983; Rosenberg and Kjelleberg, 1986; Scholl et al., 1990; Stenstrom, 1989; Tim et al., 1988; Yates and Yates, 1987].

Analysis

The pressure field in radial flow for a disc of thickness $w$ satisfies the following differential equation:

$$\frac{\partial h}{\partial r} = \frac{q}{2 \cdot \pi \cdot w \cdot k} \cdot \frac{\partial r}{r}$$

(5.10)

If the hydraulic conductivity is constant between radii $r_i$ and $r_f$, Equation 5.10 leads to the following expression for the hydraulic conductivity as a function of pressure heads $h_f$ and $h_i$:

$$k = \frac{q}{2 \cdot \pi \cdot w \cdot (h_f - h_i)} \cdot \ln \left( \frac{r_f}{r_i} \right)$$

(5.11)

The goal of this analysis is to solve the inverse problem of inferring $k(r)$ from the measured heads $h(r)$. Given the limited amount of information available in this study, the solution to the inverse problem follows Ockham’s Razor Principle of favoring simplicity and is based on the minimum number of unknowns that properly covers the physical reality [Santamarina and Fratta, 1998].
Figure 5.7 Bioclogging in radial flow. Heads at \( t = 0 \) and at \( t = 30000 \) min for flow rates (a) \( q = 100 \) mL/h, (b) \( q = 250 \) mL/h and (c) \( q = 500 \) mL/h.
The following assumptions are made: (a) there are at most three “regions” in the specimen, the “unclogged high flow velocity region” near the well, the “clogged annulus”, and the “starved region” in the far field; (b) the transition between the “unclogged high flow velocity region” and the “clogged annulus” is considered to be located at a position linearly proportional to flow velocity and therefore linearly proportional to the flow rate; (c) the transition between the “clogged annulus” and the “starved region” is taken at the nearest transducer; and (d) the hydraulic conductivity in each region is homogeneous and satisfies Equation 5.11.

Figure 5.7 shows heads at time \( t = 0 \) and after 30000 min for the three cases (flow rates of 100, 250 and 500 mL/h). Clearly, clogging takes place between the inlet and the first set of sensors for \( q = 100 \) mL/h, between the second and the third set of sensors for \( q = 250 \) mL/h, and between the third sensor and the border of the specimen for \( q = 500 \) mL/h. The assumed position and width of the clogged annulus is shown in each case.

The evolution of the inverted hydraulic conductivity for the three regions within each specimen as a function of radial distance \( r \) is plotted in Figure 5.8 at four different times. Results indicate that the hydraulic conductivity in the “clogged annulus” can be more than 2 orders of magnitude smaller than the initial value, while the hydraulic conductivity in the “starved region” decreases by only an order of magnitude from the initial value. It is important to recognize that the different regions have been defined arbitrarily to avoid introducing more unknowns; in reality, the “starved region” could start at any point after the “clogged annulus”.

The evolution in inverted hydraulic conductivities for the “clogged annulus” is plotted high time resolution in Figure 5.9. Results show similar induction time and clogging time scale observed in the pore-scale study (Figure 5.4). Furthermore, the hydraulic conductivity in the clogged zone decreases by 2 or 3 orders of magnitude from the initial value, for the three flow rates, in agreement with the pore-scale observations.
Figure 5.8 Bioclogging in radial flow. Evolution of the hydraulic conductivity within each specimen as a function of radial distance $r$ and time, for flow rates (a) $q = 100$ mL/h, (b) $q = 250$ mL/h and (c) $q = 500$ mL/h.
Figure 5.9 Bioclogging in radial flow. Hydraulic conductivities in the “clogged annulus” as a function of time for the three specimens.

Discussion – Coupled Clogging Phenomena

Small mineral particles may not be trapped in the soil mass when pore throats are large. However, the development of biofilms may help stop migratory fines. The result becomes a coupled bio-mechanical clogging process.

An additional test was performed to explore this coupled process. The specimen was prepared as the others and flow rate was set to 100 mL/h. After initial saturation, but before bacterial cells were incorporated, slurry containing 1 g/L bentonite was flushed into the system and the flow pattern was recorded using digital imaging at 1–2 min intervals. Images are similar to those in Figure 5.5: there is a homogeneous flow, the bentonite was flushed away and no clogging developed. Then, the test proceeded as in earlier tests by injecting inocula at \( q = 100 \text{ mL/h} \). Three weeks later, a similar bentonite suspension was flushed and again the flow pattern was recorded using digital images. Selected snapshots are shown in Figure 5.10. The fine particles were no longer able to
cross the pore throats. As the injection pressure increased, the bio-mechanically clogged sand specimen experienced hydraulic fracture.

**Figure 5.10** Coupled clogging phenomena. Effect of biofilm in fines transport through sand

**Conclusions**

Biological clogging of soils presents two limiting boundaries related to the pore size. Biological clogging of soils is limited by space availability in the pores. It is presumed that when pore size is smaller than ~1 µm, bacterial ability to metabolize and generate biofilms is hindered by geometrical constraints and therefore their capacity to reduce the hydraulic conductivity is not as efficient as in coarser soils. On the other hand, when soil particles and pores are too large, biofilm accumulation is limited by pore flow velocity and ensuing shear forces.

The fluid viscosity and the Newtonian response do not change as bacterial counts increase. It is anticipated that viscosity changes for bacterial concentrations as high as
~$10^8$ cells/mL are less than ~1\%. Thus, any changes in hydraulic conductivity must be attributed to real changes in pore diameter or interconnectivity and not to changes in fluid viscosity.

Biological clogging of soils is a homogeneous and self-homogenizing process. No fingering, local obstruction or local desaturation was observed.

The effects of spatial variability have been explored for the case of biocementation in Chapter 6. The conclusions are also valid biological clogging of soils.

Clogging studies in radial flow eliminate the inlet clogging issue and provide a more realistic representation of most field applications, including fluid injection or extraction.

Radial flow studies show a characteristic radial distance where clogging starts. This radial distance is directly proportional to flow velocity and it is linked to the pore-scale flow velocity that matches the pore-scale experimental data gathered with the 1D tube.

The inversion technique used to estimate hydraulic conductivity values in radial flow appears to properly recover the physical processes in the soil. This suggests that the process is relatively homogeneous in each “zone”. Future work should include a more comprehensive distribution of sensors to verify hypotheses made in this inversion.

Coupling between biological and mechanical clogging could be used as a tool to create a long-term yet reversible solution where lower hydraulic conductivities are needed, or to engineer techniques to stop the unwanted migration of contaminants, including fines.
CHAPTER 6

BIOLOGICAL DEPOSITION OF CaCO$_3$ IN SOILS

**Introduction**

Advanced crystal engineering concepts can be identified in natural biological systems, such as bones, teeth and shells. In fact, organisms control mineral deposition to tailor mineral type, crystal nucleation, growth, morphology and assembly according to their needs [Heywood et al., 2000]. The interactions between the “bio-organic matrices” and the emerging inorganic solids play a crucial role in these mineral deposition processes [Addadi and Weiner, 1992; Heywood et al., 2000].

Precipitation of calcium carbonate by bacteria has been reported in diverse geological environments, from hot springs to marine environments and caves [Boquet et al., 1973]. Several metabolic pathways can lead to extracellular CaCO$_3$ precipitation, such as photosynthesis, denitrification, sulphate reduction, ammonification and anaerobic sulphide oxidation [Baskar et al., 2006; Castanier et al., 2000].

The purpose of this study is to gain further insight into bio-mediated CaCO$_3$ precipitation in soils. Emphasis is placed on precipitation patterns on different mineral substrates, rate effects, pore-grain size effects and the consequences of spatial variability through bio-hydro-chemical coupling.

**Literature Review**

**Biomineralization**

More than 60 types of minerals of biological origin have been identified [Lowenstam and Weiner, 1983]. Most of them involve Ca as the major cation; Fe is the
second most common metal [Simkiss and Wilbur, 1989]. Some microorganisms accumulate phosphorites, carbonates, silicates and either iron or manganese oxides; others produce glycocalyx on the cell wall which stays in the environment even after cell death [Stocks-Fischer et al., 1999].

Biogenic minerals may be amorphous, paracrystalline or crystalline [Lowenstam and Margulis, 1980], may occur as a single unit, numerous individual units or aggregates [Lowenstam, 1981], and can be formed intracellularly, intercellularly or extracellularly [Krampitz and Witt, 1979; Schultze-Lam et al., 1996]. The morphology of deposits depends on microecological conditions (e.g., pH, salinity, temperature, species present), therefore, a variety of growth rates and crystal morphologies can be found [Cacchio et al., 2003; Castanier et al., 1993; Cunningham et al., 1995; Ferris et al., 1994].

Once minerals form at a particular site, they may remain in place, be transferred to other sites, excreted, dissolved and replaced (continuously, periodically or occasionally) [Lowenstam, 1981]. Bacterial deposition of carbonates often starts at a single nucleus, which is further grown by the microbial colony, and eventually forms multiple layers [Cacchio et al., 2003].

Biogenic mineral formation can be the result of two fundamentally different processes. The first one is “organic matrix-mediated” or active biomineralization and it is characterized by the development of an organic mold into which ions are introduced and induced to crystallize and grow; in this process, mineral type, orientation of crystallographic axes as well as microarchitectures are genetically controlled. The second one is “biologically induced” also known as passive biomineralization, and consists of the creation of bulk extra- and/or intra-cellular mineral deposits that lack organic matrices; the resulting minerals are similar to those produced by inorganic precipitation.
Passive mineralization is usually the result of bacterial changes in the system chemistry [Teng and Dove, 1997].

Microorganisms are the center of a wide range of mineralization processes, due to their participation in various biochemical pathways and the consequent release of metabolic products to the environment [Gollapudi et al., 1995; Simkiss and Wilbur, 1989]. Photosynthetic processes remove carbon dioxide from a solution such as freshwater or seawater containing calcium and bicarbonate ions (carbon dioxide fixation) and cause the precipitation of calcium carbonate [Parraga et al., 1998; Simkiss and Wilbur, 1989]. Nitrate reduction by heterotrophs induces calcium carbonate deposition [Simkiss and Wilbur, 1989]. Finally, sulfate reduction causes carbonate precipitation in most pedogenic calcretes [Monger et al., 1991].

Several characteristics differentiate biogenic from non-biogenic carbonate deposits [Folk, 1993]: (a) the presence of crystal clusters which reflects the bacterial tendency to form colonies, (b) size variations on the deposits that are associated to mixed stages of nutrition, (c) relatively small upper size limit (around < 2 µm) and a narrow size range, (d) non-conventional mineral forms that are not observed in abiotically processes (e.g. rod-like or curved), and (e) the presence of Si, Ca, P and/or other minerals commonly found in biogenic minerals.

**CaCO₃ Precipitation by Bacteria**

Heterotrophic bacterial metabolisms can lead to either passive or active CaCO₃ precipitation [Castanier et al., 1999; 2000]. In passive precipitation, metabolic pathways such as amino acid ammonification, dissimilatory nitrate reduction, urea hydrolysis, and dissimilatory sulfate reduction increase the pH of the surrounding environment and produce both carbonate and bicarbonate ions, facilitating CaCO₃ precipitation [Castanier
et al., 1999; 2000]. In active precipitation, carbonates are produced by ion exchange through the cell membrane [Castanier et al., 1999; 2000; Greenfield, 1963; Rivadeneyra et al., 1994].

CaCO₃ precipitation is controlled by several factors, such as the concentrations of calcium and dissolved inorganic carbon, pH, and the availability of nucleation sites [Baskar et al., 2006; Kile et al., 2000; Sanchez-Moral et al., 1999].

There is a wide variety of calcium carbonate polymorphs which differ in their crystal structure and thermodynamic characteristics. Calcite shows hexagonal-rhombohedral crystal structure and is thermodynamically stable. Aragonite exhibits orthorhombic crystal structure, often like needles, and it is metastable. Vaterite displays hexagonal crystal structure, typically disc-like precipitates, and is it metastable as well. While most calcifying strains are able to produce calcite, the precipitation of other CaCO₃ minerals such as vaterite is not only specie-specific but also temperature-dependent [Chakraborty et al., 1994].

The biogenic precipitation of calcite involves the following steps [Castanier et al., 2000; Zavarzin, 2002]: (a) development of an alkaline geochemical barrier, (b) generation of a calcium carbonate supersaturated solution, (c) production of calcite colloids, (d) nucleation of calcium carbonate on bacterial slime containing immobilized Ca²⁺, (e) diagenesis and crystallization of calcium minerals, (6) cementation and consolidation leading to the transformation of sediments in rock.

Urea Hydrolysis and Biogenic CaCO₃ Precipitation

The production of urea in soils can be explained by the bacterial degradation of purines [Vogels and Drift, 1976] and arginine [Cunin et al., 1986]. Urea hydrolysis and the subsequent release of free ammonia (urea ammonification) has been widely studied
[Pettit et al., 1976; Reynolds et al., 1985; Zantua et al., 1977] and plays an important role in nitrogen cycling following urea fertilization in soils [Xu et al., 1993].

The hydrolysis of urea to form ammonia and carbon dioxide in the last step of nitrogen mineralization is catalyzed by the enzyme urease (urea amidohydrolase) which is a nickel-dependent metalloenzyme [Hausinger, 1993]. Nickel-dependent ureases have been isolated from different types of bacteria including Bacillus pasteurii species [Benini et al., 1996], fungi and higher plants [Hausinger, 1993].

Enzymatic effects on reactivity are commonly accepted but not well understood [Estiu and Merz, 2006]. The role of enzymatic catalysis by the reduction of the activation energy is generally recognized [Garcia-Viloca et al., 2004] but the origin of this reduction remains partially unknown [Zhang and Houk, 2005]. In the case of urea hydrolysis, the rate of the uncatalyzed reaction is about $10^{14}$ times slower than the catalyzed one [Jabri et al., 1995].

Ureases have several roles in the environment. They are utilized by organisms to exploit external and internally generated urea as nitrogen source [Mobley and Hausinger, 1989] and by higher plants as part of their systemic nitrogen transport pathway [Polacco and Holland, 1993]. Medically, they are implicated in the development of infection-induced urinary stones (15-20% of all urinary stones), catheter encrustation, pyelonephritis and hepatic encephalopathy [Mobley and Hausinger, 1989] as well as peptic ulceration and possibly stomach cancer formation [Lee et al., 1993]. This enzyme also catalyzes the hydrolysis of hydroxyurea to hydroxylamine and is used in sickle cell anemia treatment [Lockamy et al., 2003].
Two bacterial mechanisms related to urease may induce biomineralization. First, urea hydrolysis modifies the local geochemical conditions leading to pH increase [Parraga et al., 1998; Warren et al., 2001]:

\[
CO(NH_2)_2 + 2 \cdot H_2O + H^+ \Leftrightarrow 2 \cdot NH_4^+ + HCO_3^- \tag{6.1}
\]

Second, bacteria can selectively accumulate Ca\(^{2+}\) in their cell walls [Parraga et al., 1998]. Consequently, active urea degradation processes in the presence of calcium can significantly favor carbonate precipitation [Warren et al., 2001]:

\[
Ca^{2+} + CO_3^{2-} \Leftrightarrow CaCO_3^{(s)} \tag{6.2}
\]

The classical model for a heterotrophic bacterium can be expressed as:

\[
Ca^{2+} + 2 \cdot HCO_3^- \Leftrightarrow CaCO_3^{(s)} + CO_2^{↑} + H_2O \tag{6.3}
\]

For Equation 6.3, the CaCO\(_3\) dissolution/precipitation equilibrium constant is defined as:

\[
K = [Ca^{2+}] \cdot [CO_3^{2-}] \tag{6.4}
\]

where [Ca\(^{2+}\)] and [CO\(_3^{2-}\)] are the concentrations of Ca\(^{2+}\) and CO\(_3^{2-}\) in the local environment, respectively.

The solubility product constant in water \(K_{sp}\) at any given pressure, salinity and temperature conditions, permits tracking the reactions. When \(K = K_{sp}\), the solution is considered to be “exactly saturated”, when \(K > K_{sp}\) precipitation of CaCO\(_3\) takes place and when \(K < K_{sp}\), CaCO\(_3\) gets dissolved [Baskar et al., 2006].

The chemical precipitation of calcite requires supersaturation to overcome activation barriers for calcite nucleation and crystal growth. In the case of bio-mediated precipitation of calcite, locally enhanced interfacial calcium ion concentration (produced due to the tendency of bacterial cell walls to adsorb calcium ions) supports the formation of a diffuse bicarbonate/carbonate ions layer, creating \(K > K_{sp}\) at a submicron scale [Folk,
Experimental Studies

Complementary experimental studies are conducted to gain a better understanding of bacterially-induced mineral precipitation on mineral surfaces and within soils. First, a surface-level study is conducted to identify patterns in the evolution of biomineralization on mineral surfaces in order to improve models. Second, three mesoscale tests are implemented to analyze (1) the effects of nutrient and incubation time, (2) the relevance of mineral grain size, and (3) the role of diffusion versus advection of both nutrients and bacterial cells in the efficiency of the bio-cementation phenomenon. Third, a macroscale test is performed to study the coupling between hydraulic conduction and bio-cementation.

Materials and Procedures

The following steps are common to all tests. Sketches for general test setups are shown in Figure 6.1.

Bacterial Species

The selected strain is *Bacillus pasteurii* (*Sporosarcina pasteurii*, ATCC 11859). This bacterium is capable of synthesizing urease, and therefore able to hydrolyze urea to form ammonia and bicarbonate ions.

Solid Media

Cells were resuscitated in solid NH$_4$-YE agar: 1L of 0.13 M Tris Buffer (pH 9.0), 20 g yeast extract, 10 g (NH$_4$)$_2$SO$_4$ and 20 g powder agar; all reagents were analytical
grade from Fisher Scientific. Ingredients were sterilized separately and mixed under aseptic conditions. Then, Petri dishes containing cells and NH₄-YE agar were incubated at their optimum temperature (T = 30°C).

**Stock Liquid Media**

NH₄-YE liquid media was used to resuspend cell colonies for stock purposes. It was prepared in similar manner as NH₄-YE agar but omitting the powder agar.

**Test Liquid Media**

Five different Urea-CaCl₂ media were used for the calcium carbonate precipitation experiments. All of them contained 3 g Nutrient broth, 10 g NH₄Cl, and 2.12 g NaHCO₃ per liter of deionized water, but the amounts of urea varied as shown in Table 6.1. These mixtures were adjusted to pH 6.0 and sterilized by autoclaving; then, a filter sterilized solution containing the amount of CaCl₂ indicated in Table 6.1 was added to the previous preparation under aseptic conditions.

**Table 6.1** Amounts of Urea and CaCl₂ per liter of solution in the different nutrient combinations used.

<table>
<thead>
<tr>
<th>Nutrient combination</th>
<th>Urea (g)</th>
<th>CaCl₂ (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>20</td>
<td>1.4</td>
</tr>
<tr>
<td>#2</td>
<td>20</td>
<td>2.8</td>
</tr>
<tr>
<td>#3</td>
<td>20</td>
<td>5.6</td>
</tr>
<tr>
<td>#4</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>#5</td>
<td>15</td>
<td>37.5</td>
</tr>
</tbody>
</table>

**Inocula Preparation**

Cells grown in stock NH₄-YE liquid media were washed in saline solution, harvested and resuspended in Urea-CaCl₂ media or saline solution.
Study #1: Nucleation “Habits”

The purpose of this surface-scale study was to identify patterns in the evolution of biomineralization on mineral surfaces. It involved mica, calcite and quartz as crystal nucleation surfaces. Test liquid media #5 was used for this study (Table 6.1). The inocula was prepared by resuspending cells in Urea-CaCl$_2$ media.

Test Procedure

Small pieces of mica, calcite, and quartz were disinfected and rinsed thoroughly in warm sterile water. Three specimens of each material were placed in a sterile Petri dish and soaked with the resuspended cells in Urea-CaCl$_2$ media. All Petri dishes were incubated at the optimum temperature ($T = 30^\circ C$) for 1, 2 and 4 weeks. Sterile controls were assembled using the same procedure but using sterile Urea-CaCl$_2$ media.
Table 6.2 Crystal nucleation on mineral surfaces – Main observations

<table>
<thead>
<tr>
<th>Mineral surface</th>
<th>One week</th>
<th>Four weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mica</td>
<td>Some signs of nucleation.</td>
<td>About 90% of the surface is covered by crystals. No uniform coating is observed.</td>
</tr>
<tr>
<td></td>
<td><img src="image1" alt="Image" /> Bar = 100 µm</td>
<td><img src="image2" alt="Image" /> Bar = 100 µm</td>
</tr>
<tr>
<td>Calcite</td>
<td>About 10%-30% of the surface is covered with individual nucleation points. Some dendrites are observed.</td>
<td>100% of the surface is evenly coated by a thin crystal layer: the original calcite surface is transparent and the coating is opaque. Few sporadic crystals are observed, particularly near edges. The layer can be detached when pressed with a point indenter.</td>
</tr>
<tr>
<td></td>
<td><img src="image3" alt="Image" /> Bar = 100 µm</td>
<td><img src="image4" alt="Image" /> Bar = 100 µm</td>
</tr>
<tr>
<td>Quartz</td>
<td>About 1% of the surface contains individual nucleation points.</td>
<td>About 70% of the surface is covered by crystals. Edges are preferred. *</td>
</tr>
<tr>
<td></td>
<td><img src="image5" alt="Image" /> Bar = 200 µm</td>
<td><img src="image6" alt="Image" /></td>
</tr>
</tbody>
</table>

* Note water condensation after exposure to atmosphere.
At the end of each period (1, 2, 4 weeks), one mineral substrate from each series was removed from the Petri dishes, rinsed carefully in alkaline water (pH ~ 9.0) to eliminate excess nutrient without dissolving the crystals, air-dried and examined using optical microscopy.

**Results**

Table 6.2 shows observations on crystal nucleation evolution on mica, calcite and quartz. It can be observed that:

- Bio-mediated CaCO$_3$ precipitation starts as individual nucleation points.
- Precipitation evenly coats surfaces that are similar to the crystals (i.e. calcite in this study), however, individual crystal growth is preferred on other mineral surfaces (quartz and mica).

Observations a month after the completion of the test show relatively weak bond of the precipitation on the three different mineral substrates.

**Study #2: Effect of Nutrients and Time**

It is generally accepted that both nutrient concentration and time play a significant role in bacterial metabolic processes. Urea hydrolysis and consequently calcium carbonate precipitation is not an exemption. The purposes of this test are to analyze the performance of different combination of nutrients (including cases in which CaCl$_2$ acts as a limiting factor and urea is supplied in excess, and viceversa) and to study the influence of time in the biogenic cementation process.

Several combinations of Urea and CaCl$_2$ concentrations have been used in the literature to generate detectable biogenic CaCO$_3$ precipitation [Nemati et al., 2005; Stocks-Fischer et al., 1999]. In this analysis, the 5 combinations summarized in Table 6.1 were tested during 64 days to determine the effect of nutrient concentration, nutrient
volume and incubation time on CaCO$_3$ precipitation in sands and their influence in sand cementation.

Sand (Ottawa F110, $d_{10} = 90$ \(\mu\)m, $d_{50} = 110$ \(\mu\)m) was selected for this experiment. It was sterilized in autoclave and kept in an aseptic container. The inocula was prepared by resuspending cells in Urea-CaCl$_2$ media prepared according to Table 6.1.

**Test Procedure**

A total of 6 specimens were prepared for each of the 5 nutrient combinations listed in Table 6.1. One is the sterile control which was disassembled after 64 days (same nutrient but heat-killed cells instead of vegetative ones). The other 5 were terminated after 2, 8, 16, 32 and 64 days, respectively. For each specimen, inocula was mixed with sand and fresh Urea-CaCl$_2$ broth and packed in 60 mL plastic syringes connected to a tubing to allow nutrient circulation (sketch Figure 6.1-a). All specimens were incubated at room temperature $T = 20^\circ$C. A pore volume (PV) of nutrient was introduced in each syringe and the old nutrient was allowed to drain out of the soil every 4 days. The soil remained submerged in the nutrient between flushes. Therefore, specimens terminated after 2, 8, 16, 32 and 64 days had access to 1, 3, 5, 9 and 17 PV of nutrient respectively. The sterile control was fed with the same nutrient as the other specimens during the whole duration of the test (64 days, 17 PV).

The termination of each test involved (a) draining the nutrient, (b) washing with alkaline water pH ~ 9 to remove excess materials in the remaining nutrient (which could precipitate abiotically during drying) without causing dissolution of biological precipitates, and (c) oven drying to stop metabolism. Then, syringes were cut with a mechanical saw to extract the soil. Pictures were taken for qualitative analysis.

The quantitative analysis was designed to determine the percentage by weight of CaCO$_3$ precipitate as a function of time and nutrient concentration. Specimens were
crushed using a mortar and oven-dried, and the dry weight was recorded, \( w_{s+p} \). Next, the dry soil was washed in HCl solution (0.1 M) to dissolve precipitated carbonates, rinsed, drained and oven-dried. Again, the dry soil weight was recorded \( w_s \). The difference between the two weights is considered to be the weight of the carbonates that were present in the original specimen, \( \%CaCO_3 = \frac{w_{s+p} - w_s}{w_s} \). The amount of organic carbon was estimated to be less than 0.2 mg in total for these specimens (assuming the dry weight of a bacterial cell to be 0.2 pg and the carbon mass to be 50%). This corresponds to a contribution of less than 0.001% for this study; therefore, organic carbon content was neglected from the calculations.

**Results**

Pictures for all specimens are arranged in matrix form as a function of time and nutrient concentration in Figure 6.2. The first column corresponds to sterile controls. Each of the subsequent columns corresponds to specimens fed during 2, 8, 16, 32 and 64 days respectively. The first row corresponds to the weakest nutrient concentration (#1 in Table 6.1), and the last one to the strongest one (#5 in Table 6.1). A strong correlation between nutrient concentration, incubation time and apparent cementation of sand can be appreciated.

Carbonate concentration determined for each specimen are plotted in Figure 6.3. The three first nutrients (#1, #2 and #3 in Table 1) yield less than 0.1% carbonates after 64 days, the last two nutrients (#4 and #5 in Table 1) yield 2.4% and 4.0% carbonate.

The cementation efficiency of this experimental procedure is very low. Comparing the maximum amount of CaCO\(_3\) that could be generated if all the chemicals in the nutrient reacted and the actual amount generated in the specimens, efficiency ranges between 0% and 0.64% for Nutrients #1, #2 and #3 and between 0.34% and 2.6% for Nutrients #4 and #5. The low efficiency reflects the relatively short time the nutrient stays inside the specimen between flushes.
Figure 6.2 Effects of time and nutrient type on biogenic cementation as described in Study #2. Nutrient details in table 6.1.

Figure 6.3 CaCO$_3$ content for specimens in Study #2. For details see Table 6.1.
Study #3: Pore and Grain Size Effects

The objective of this study is to explore the influence of geometry in the effectiveness of biocementation. Several materials were selected to cover a broad spectrum of soil grain sizes. In increasing size: kaolinite (Wilkinson RP2, $d_{10} = 0.36 \mu m$, $S_a = 33 m^2/g$), silt (Sil-co-sil, crushed silica flour, $d_{10} = 10 \mu m$, $S_a = 0.113 m^2/g$), fine sand (Ottawa F110, $d_{10} = 90 \mu m$, $d_{50} = 120 \mu m$, $C_u = 1.62$), several sizes of glass beads (GB50, $d_{10} = 50 \mu m$, $d_{50} = 50 \mu m$, $C_u = 1$; GB75, $d_{10} = 75 \mu m$, $d_{50} = 75 \mu m$, $C_u = 1$; GB250, $d_{10} = 250 \mu m$, $d_{50} = 250 \mu m$, $C_u = 1$; GB700, $d_{10} = 700 \mu m$, $d_{50} = 700 \mu m$, $C_u = 1$; GB1000, $d_{10} = 1000 \mu m$, $d_{50} = 1000 \mu m$, $C_u = 1$; GB5000, $d_{10} = 5000 \mu m$, $d_{50} = 5000 \mu m$, $C_u = 1$), coarse sand (S#10, $d_{10} = 4000 \mu m$, $d_{50} = 5300 \mu m$, $C_u = 1.48$), and fine gravel (GV#4, $d_{10} = 9000 \mu m$, $d_{50} = 11500 \mu m$, $C_u = 1.67$). All materials were sterilized in autoclave and kept in an aseptic container until use. The test liquid media #5 was used for all tests in this study (Table 6.1). The inocula was prepared by resuspending cells in Urea-CaCl$_2$ media.

Test Procedure

The general assemblage procedure followed the sequence described for Study #2 including termination procedures and data gathering for qualitative and quantitative analyses. Only one syringe was used for each material and all specimens were terminated after 32 days.

Results

The content of CaCO$_3$ is shown as a function of grain size in Figure 6.4; pictures are superimposed on the figure. Maximum carbonate deposition is observed on grains ~100 microns in size. The kaolinite (specimen #1 in Figure 6.4) is uncedmented and coarse grains (specimens #9, #10 and #11 in Figure 6.4) readily de-bonded upon manipulation. All other intermediate cases exhibited a well-bonded fabric.
Figure 6.4 CaCO$_3$ content and models as a function of the grain size, as described in Study #3. Pictures correspond to each data point.

Analysis

The lack of cementation in very fine particles suggests a relationship between bacterial activity, nutrient percolation and mineral precipitation. Bacterial activity is hindered in very fine soils (Chapter 3), therefore their metabolism cannot produce enough calcium carbonate to cement the soil. In field applications the process may also be limited by the slow advection of nutrient throughout the soil mass. On the other hand, the lack of cementation in coarse soils indicate that a thin layer of mineral precipitation is not enough to cement particles together when grains are large or to increase the coordination number of the soil mass.

The mass fraction of carbonate CaCO$_3$(%) as a function of grain size $r$ depends on the thickness $t$ of the precipitate,

$$CaCO_3(\%) = \frac{3}{4} \cdot \pi \cdot r^2 \cdot \rho_{\text{CaCO}_3} \approx \frac{3}{4} \cdot \pi \cdot r^3 \cdot \rho_{\text{soil}} \frac{t}{r} \quad (6.5)$$
This equation properly fits the right portion of the experimental data for a thickness \( t \sim 1 \) \( \mu \text{m} \) as shown in Figure 6.4. Therefore, this portion of the curve is nutrient and/or time limited.

In view of experimental results, and in agreement with conclusions in Chapter 3, the left hand side of the data in Figure 6.4 is fitted with a log-model starting at \( d_{50} \sim 1 \) \( \mu \text{m} \):

\[
CaCO_3(\%) = 2\% \cdot \log \left( \frac{r}{1 \cdot \mu\text{m}} \right) \quad \text{for } r \geq 1 \mu\text{m} \quad (6.6)
\]

The exponential dependency on size observed for the finer materials suggests geometry-limited bioactivity.

Clearly, both trends in Equations 6.5 and 6.6 apply to the experimental conditions tested herein. However, they reveal the governing limiting effects of pore size, nutrient, and time. Results from this experiment do not deny the possibility of achieving biocementation in coarser soils, but they emphasize that sufficient nutrients and time will be required to create a cemented layer thick enough to overcome skeleton forces that are proportional to the square of the grain size and the effective stresses.

**Study #4: Diffusion of Nutrients and Cells**

The purpose of this study is to analyze how the diffusion of both bacterial cells and nutrients through the soil mass, affect the biocementation process. Sand (Ottawa F110, \( d_{10} = 90 \mu\text{m}, d_{50} = 110 \mu\text{m} \)) and silt (Sil-co-sil, crushed silica flour, \( d_{10} = 10 \mu\text{m}, d_{50} = 12 \mu\text{m} \)) were selected for this experiment. Soils were sterilized in autoclave and kept in an aseptic container. The test liquid media #5 was used (Table 6.1), and inocula was prepared with cells resuspended in saline solution or in Urea-CaCl\(_2\) media.
Test Procedure

Four 60 mL plastic syringes were packed with soil, two with sand and two with silt. For each soil, specimens differed in the saturation procedure: A-type specimens were saturated with sterile deionized water and a thin film of the water was left on top of the soil to ensure saturation. Then, a pore volume of Urea-CaCl\textsubscript{2} inocula was poured on top of the soil, minimizing mixing and preventing advective flow into the specimen. The B-type specimens were saturated with the saline solution inocula and only fresh Urea-CaCl\textsubscript{2} media was poured on top (see Figure 6.1-b for details). Syringes were incubated at room temperature for 4 weeks without nutrient replacement. At the end of the test, the excess liquid was removed and specimens were terminated as described in Study #2.

Results and Analysis

Both A-type and B-type specimens were cemented and no significant difference was observed among them. These results suggest that diffusion of both bacterial cells and nutrients occur quite efficiently in these two soils.

The chemical diffusion time $t_{chem}$ can be estimated as:

$$t_{chem} = \frac{L^2}{D_{chem}}$$  \hspace{1cm} (6.7)

The diffusion coefficient for bacteria $D_{bio}$ assuming unconstrained Brownian motion can be estimated from Einstein’s expression ($D_{bio} \propto 1/r_{bio}$). Thus, the time scale for bacterial diffusion is:

$$t_{bio} = \frac{L^2}{D_{bio}}$$  \hspace{1cm} (6.8)

Finally, a lower-boundary for bacterial self-transport $t_{min}$ can be estimated as the travel time of a bacterium swimming in straight line through the porous network:

$$t_{min} = \frac{L}{v}$$  \hspace{1cm} (6.9)
For $L = 50$ mm and $D_{chem} = 10^{-9}$ m$^2$/s, and $v = 10$ µm/s (Chapter 3), $t_{chem} \sim 29$ days, $t_{bio} \sim 800$ years and $t_{min} \sim 85$ min. Based on these expressions and experimental results, the following observations can be made:

- Chemical diffusion explains the transport of nutrients along the specimens within the length of this study.
- Bacterial diffusion through unconstrained Brownian motion cannot justify test results. If bacteria had been transported by bio-diffusion, the specimens would have been uncedmented at the end of the 30 day-long study.
- Published experimental results show the importance of chemotaxis for migration of bacteria towards high-nutrient concentration areas in porous media [Ford and Harvey, 2007; Olson et al., 2004; Sherwood et al., 2003]. Note, however, that in this case bacteria are migrating together with the nutrient front i.e., towards low-nutrient concentration areas and against the chemotaxis direction. Therefore the mechanism appears to be related to population growth and volume-exclusion controlled by nutrient availability. Clearly, bacteria does not advance ahead of the nutrient front in this study, hence the biomineralization process was nutrient diffusion controlled.

These analyses suggest the benefits of diffusion for biocementation in natural sands and silts that are not necessarily homogeneous.

**Study #5: Coupled Effects – Heterogeneity and Unsaturation**

While diffusion acts as a homogenizing process, some forms of spatial variability in natural soils may hinder the evolution of biogenic cementation. The case of imbibition in unsaturated media is explored next.

Sand (Ottawa F110, $d_{10} = 90$ µm, $d_{50} = 110$ µm) and silt (Sil-co-sil, crushed silica flour, $d_{10} = 10$ µm, $d_{50} = 12$ µm) were selected for this experiment. Soils were sterilized
in autoclave and kept in an aseptic container. Test liquid media #5 was used for this study (Table 6.1). Inocula was prepared by resuspending cells in saline solution.

Four 1 L plastic bottles were packed as follows: two with dry sand as a host with a cylindrical dry silt inclusion, and two with dry silt as a host with a cylindrical dry sand inclusion at the center (See Figure 6.1-c for details). A pore volume of the saline solution inocula was slowly poured on top of the specimens. Then, a pore volume of nutrient was added to the top of each bottle. This process was repeated every 3 days allowing the old nutrient to drain out of the soil every time. Specimens were fed approximately 5 PV by the end of the 2 week-long experiments and 10 PV by the end of the 4 week-long tests. At the end of the test, excess liquid was removed, and specimens were terminated as described in Study #2.

Results

Sketches presented in Figure 6.5 capture the degree of cementation observed in the disassembled specimens. The following observations can be made:

- Two weeks: the silt portion was strongly cemented in both specimens. The sand host was lightly cemented at the top, bottom and around the borders of the silt inclusion while the sand inclusion was clearly uncemented.

- Four weeks: no significant changes were observed; both the silt host and silt inclusion were strongly cemented. The top portion of the sand host was significantly more cemented after 4 weeks; however, no significant changes were appreciated in the bottom and sides of the sand host, or in the sand inclusion, compared to the 2 weeks specimens.

Results show that capillary driven fluid flow prevents the penetration of fluid in the sand (either the same inclusion or along the sides of the sand host) which remains
“dry” throughout the test. Instead, capillary driven imbibition prevails in the silt and it becomes rock-like at the end of the tests.

**Figure 6.5** Evolution of cementation in unsaturated heterogeneous specimens (Study #5). The darker the color, the higher the degree of cementation (white: no cementation, dark gray: rock-like material).
Discussion and Analysis

Cementation and Soil Stiffness and Strength

The particle-level deformation mechanisms vary with strain level. At small-strains ($\varepsilon < \sim 10^{-5}$), stresses and strains concentrate at contacts. In fact, the normal stiffness of the soil skeleton at small strains $E_{\tan}$ depends on the size of contacts $r_c$, for a particle size $r$ [Santamarina et al., 2001],

$$\frac{E_{\tan}}{E_m} = \frac{1}{2\left(1 - \nu_m^2\right)} \frac{r_c}{r}$$  \hspace{1cm} (6.9)

where $E_m$ and $\nu_m$ are the elastic modulus and Poisson’s ratio of the material that makes the grains. This equation highlights that a small change in contact area can significantly affect soil stiffness.

The cementation thickness, particle size and cement content can be geometrically related as follows:

$$t = \left((\alpha + 1)^{\frac{1}{3}} - 1\right) \cdot r$$  \hspace{1cm} (6.10)

where $t$ is the cementation thickness, $r$ is the particle size, and $\alpha$ is the relative cement content ($W_{cement}/W_{soil}$). Combining Equations 6.9 and 6.10 it can be anticipated that even a slight amount of cementation can significantly affect soil stiffness.

At large strains, bio-precipitated carbonates can add interparticle tensile resistance, increase rotational frustration, and partially fill voids. In turn, these particle level effects cause higher friction and dilative tendency at the macroscale. These particle level mechanisms are summarized in Figure 6.6.

The effects of biogenic cementation in soil stiffness and strength have been reported in recent publications. Soil stiffness evolution with biocementation has been
monitored in sands using shear-wave velocity $V_S$, and reported data indicates that $V_S$ increases from ~180 m/s to ~540 m/s due to this process [DeJong et al., 2006]. The soil strengthening effects of biocementation has been corroborated using drained triaxial tests: a maximum compressive strength of ~500 kPa was measured for a confining pressure of 50 kPa [Whiffin et al., 2007].

**Figure 6.6** Effects of biogenic cementation on soil properties.

### Metabolic By-Products

Environmentally undesirable metabolic by-products such as ammonia can be deposited into the soil when biocementation takes place through the pathway described in
this study. Further research is needed to adjust the process to attain the desired mechanical impact within an environmentally friendly methodology.

Reversibility

Biocementation is a reversible process. Since CaCO$_3$ dissolves in pH < 7, precipitates may dissolve as the pore fluid reverses to background conditions prevailing before treatment.

Conclusions

The morphology and timing of biogenic crystal nucleation on mineral surfaces is influenced by the nature of the substrate. Thus, it is expected that biocementation will vary in soils with different mineralogy even if their pore and grain sizes are similar.

The balance between Urea and CaCO$_3$ content, as well as the residency time of the nutrients must be adjusted to achieve optimal efficiency and minimize waste in the biocementation process.

Pore and grain sizes play a fundamental role in soil biocementation. On the one hand, bacterial activity cannot take place in very fine soils. On the other hand, when grains are large, a thin layer of cementation cannot overcome skeletal forces that are proportional to the square of the grain size and the effective stresses and fails to cement the soil mass. Therefore, longer time and larger amounts of nutrients are needed to increase the stiffness and strength in coarse soils.

Diffusion of nutrients and bacterial cells can be beneficial for biocementation in saturated natural sands and silts, where hydromechanical conditions may bias fluid transport.
Capillary-driven fluid flow in unsaturated soils can prevent penetration of nutrients and bacterial cells in the coarser soil regions and favor biocementation of finer zones within the soil mass.

At small strains, even a slight cementation can significantly increase soil stiffness. At large strains, cementation can add interparticle tensile resistance, increase surface roughness and rotational frustration and partially fill voids, increasing friction and dilative tendencies of the soil mass. In addition, void filling alters the hydraulic conductivity of soils.
CHAPTER 7
GENERAL CONCLUSIONS AND FUTURE WORK

General Conclusions

Mechanical and geometrical interactions between bacterial cells and soil particles play an important role in the design of bio-mediated soil improvement techniques. Grain size and burial depth restrict the range where biomediated geochemical processes can be expected in sediments, affect the interpretation of geological processes and the development of engineering solutions such as bioremediation (Chapter 3).

Geometrical constraints and mechanical interactions suggest different regions for bacteria’s fate. (a) “Active and motile” when pore and pore throats are large so that cells can move through the pore network and find sufficient space for growth and metabolic activity. (b) “Trapped inside pores” when pore throats hinder migration; this zone can be subdivided into three subzones depending on the bacteria’s ability to push particles and the size of the habitable pore space. (c) “Dead” when burial depths exceed the puncturing and/or squeezing thresholds; spore-forming species may remain dormant. Bacteria in the region that corresponds to very small particle sizes, beyond the buckling limit, may not be mechanically compromised, yet their survivability will be limited by nutrient and waste transport. The geometrical and mechanical constraints to microbial activity apply to fracture-free sediments; the pore size distribution and inter-particle forces in the gouge material within fractures may deviate from those imposed by lithostatic stresses assumed in this study.

Bacterial metabolic activity and by-products can have important effects in the mechanical properties of soils, including the bulk stiffness of the pore fluid hence pore
pressure generation during shear (Chapter 4), hydraulic conductivity (Chapter 5) and small-strain shear stiffness (Chapter 6).

Biogenic gas forms into sub-micron size bubbles which are disseminated throughout the soil mass in contrast to air injection which tends to concentrate along percolation paths. Thus, the biogenic gas alternative may be more effective at preventing the local triggering of liquefaction. Soil grain size affects the early evolution of bio-mediated gas generation by contributing nucleation sites as well as entrapment. Bacteria and nutrients must be properly selected so that the generated gases are environmentally safe, have low solubility in water, facilitate bubble formation, and experience relatively long residency time. Biogenic gas generation (nitrogen gas in this study) effectively reduces the bulk stiffness of the pore fluid and the P-wave velocity, suggesting potential effects in Skempton’s $B$ parameter and the susceptibility to liquefaction. P-wave propagation provides insightful information that can be effectively used to monitor biogenic gas generation in laboratory applications.

The effective biological clogging of soils presents two limiting boundaries related to the pore size. Bacterial ability to metabolize and generate biofilms is hindered by geometrical constraints when pore size is smaller than ~1 µm. On the other hand, when soil particles and pores are too large, biofilm accumulation is limited by pore flow velocity and ensuing shear forces. Radial flow studies show a characteristic radial distance where clogging starts. This radial distance is directly proportional to flow velocity and it is linked to the “pore-scale” flow velocity. Coupling between biological and mechanical clogging could be used as a tool to create a long-term yet reversible solution where lower hydraulic conductivities are needed, or to engineer techniques to stop unwanted contaminants including migratory fines.

Biogenic cementation is influenced by the pore and grain size and mineralogy of the soil particles where crystals nucleate, and the type of nutrient, residency time and flow processes that take place in the soil mass. At small strains, even a slight cementation
can significantly increase soil stiffness. At large strains, biomineralization can add interparticle tensile resistance, increase surface roughness and rotational frustration and partially fill voids, increasing friction and dilative tendencies of the soil mass. In addition, void filling alters the hydraulic conductivity of soils.

Bio-mediated changes of soil properties can be controlled/engineered to modify the mechanical and conduction properties of soils. However, the potential development of bio-mediated soil improvement methods needs to be further analyzed to prevent environmental issues related to the injection of bacterial cells and/or nutrients into the soil mass, and to assess the long-term stability and geochemical equilibrium of the treated soil.

**Future Work**

Results and conclusions gathered in this study can be augmented to extend the scope and impact of this research. Some suggestions follow.

*Chapter 3.* A Gram-positive bacterium could be used. Gram-positive bacteria are less common in soils but they have thicker cell wall that may protect them against bursting and puncture under high overburden conditions.

*Chapter 4.* Only the effects of nitrogen gas on the bulk stiffness of the pore fluid were analyzed. Other metabolisms could be explored to evaluate possible differences. A more detailed analysis of waste-products generated through denitrification, in particular when this metabolic pathway is incomplete is needed for field applications.

*Chapter 5.* Use a more comprehensive configuration of pore pressure transducers to gather more extensive information in a single test and improve the inversion process. Implement reverse flow and mixed-fluid flow to explore the effect of this common field condition.
Chapter 6. A large-scale test is needed to account for the possible effects of percolation and spatial variability in the efficiency of biocementation. X-Ray diffraction analysis can be used to corroborate the nature of the crystals.

General. Investigate long-term equilibrium conditions, and extend previous studies to explore the effects of mixed-microbial communities.
APPENDIX A

PARTICLE LEVEL ANALYTICAL MODELS

Cell Squeezed Between Two Particles (Table 3.3, Model c)

Since the critical particle size is considered to be the one generating the critical contact area:

- $t_p$: Particle size
- $R$: Cell radius
- $\gamma_{\text{eff}}$: Effective unit weight of the soil mass
- $\sigma_f$: Internal pressure in the cell at failure
- $\varepsilon$: Axial strain
- $\alpha$: Ratio initial thickness over initial radius $\frac{t_i}{R}$
- $\beta$: Ratio final over initial surface area
- $\nu$: Poisson's ratio of cell wall
- $E_{\text{cell}}$: Elastic modulus of cell wall
- $\varphi$: Ratio tensile strength over elastic modulus
- $H_{\text{crit}}$: Maximum depth the cell can survive

$$A_c = \left(\frac{t_{p,\text{crit}}}{2}\right)^2 \cdot \pi$$

Critical contact area (when cell wall fails)

$$A_{\text{inf}} = (2R)^2$$

Influence area

$$H_{\text{crit}} = \frac{\sigma_f \cdot A_c}{\gamma_{\text{eff}} \cdot A_{\text{inf}}}$$

Critical depth for cell wall straining (deeper than this, cell wall fails)
To obtain the internal pressure at failure, $\sigma_f$:

$$ b = R \left( 1 - \varepsilon \right) $$

Deformed radius

Assuming constant volume inside the cell, the deformed contact radius can be obtained:

$$ a = \frac{-\pi \cdot R \left( 1 - \varepsilon \right)^2 + \sqrt{\pi^4 \cdot R^2 \left( 1 - \varepsilon \right)^4 - \frac{32}{3} \pi^2 \cdot R^2 \left( 1 - \varepsilon \right)^3} - 1}{4 \pi \left( 1 - \varepsilon \right)} $$

This expression can be approximated by:

$$ a \approx \frac{3 \cdot R \left( \varepsilon \right)}{\pi \left( 1 - \varepsilon \right)} $$

The cell is assumed to deform following the shape of a filled torous

The initial and final surface areas are:

$$ A_i = 4 \pi \cdot R^2 $$

Initial surface area (sphere)

$$ A_f = 2 \pi \cdot a^2 + 2 \pi \cdot a \cdot b + 4 \pi \cdot b^2 $$

Final surface area (filled torous)

Assuming thin-walled geometry:

$$ \frac{A_f}{A_i} = \frac{\varepsilon}{t_f} = \frac{\alpha \cdot R}{t_f} = \beta $$

Then, the transversal strain can be defined in terms of $\beta$ as:

$$ \varepsilon_t = \frac{1 - \beta}{\beta} $$

Assuming constant volume in the membrane ($\nu = 0.5$) the tensile strain is:

$$ \varepsilon_t = \frac{\varepsilon_i}{2} = \frac{\beta - 1}{2 \beta} $$

Therefore the tensile stress is:

$$ \sigma_t = \varepsilon_t \cdot E_{cell} = \frac{E_{cell}}{2} \left( \frac{\beta - 1}{\beta} \right) $$

Thus, the maximum deformation the cell can sustain is related to $\beta$ as:

$$ \varphi = \frac{\beta_{max} - 1}{2 \cdot \beta_{max}} $$

And therefore, the maximum allowable $\beta$ is:

$$ \beta_{max} = \frac{1}{1 - 2 \cdot \varphi} $$
Which can be approximated as:

$$\varepsilon_{\text{max}} = \varphi^3$$

By force equilibrium:

$$\sigma_p = \frac{A_1}{A_p} \frac{E_{\text{cell}} \alpha R}{2} \left( \frac{\beta - 1}{\beta^2} \right) \frac{4a + 2 \pi b}{4a b + \pi b^2}$$

$$\sigma_f = \frac{E_{\text{cell}} \alpha R}{2} \left( \frac{\beta_{\text{max}} - 1}{\beta_{\text{max}}^2} \right) \frac{4a_{\text{max}} + 2 \pi b_{\text{min}}}{4a_{\text{max}} b_{\text{min}} + \pi b_{\text{min}}^2}$$

Replacing: $$\sigma_f = \frac{E_{\text{cell}} \alpha \varphi (1 - 2 \varphi)}{\pi} \frac{1}{12} \frac{1}{\varphi^3} + 2 \pi \frac{1}{1 - \varphi^3}$$

Which can be approximated as:

$$\sigma_f = \frac{E_{\text{cell}} \alpha \varphi (1 - 2 \varphi)}{\pi} \frac{1}{\pi} \frac{1}{\frac{1}{\frac{1}{2} - \varphi}}$$
Finally the critical depth will be:

\[
H_{\text{crit}} = \frac{E_{\text{cell}} \alpha \cdot \varphi \cdot (1 - 2 \cdot \varphi) \left( \frac{1}{\pi} - \frac{1}{2} \cdot \varphi \right)}{\gamma_{\text{eff}}} \left( \frac{t_{p,\text{crit}}}{2} \right)^2 \pi \frac{2}{(2R)^2}
\]

but the critical particle thickness is:

\[
\frac{t_{p,\text{crit}}}{2} = a_{\text{max}} = \frac{3R}{\pi} \left( \frac{\frac{1}{3} \varphi}{1 - \varphi} \right)
\]

\[
H_{\text{crit}} = \frac{E_{\text{cell}} \cdot 9 \alpha \cdot \varphi \cdot (1 - 2 \cdot \varphi)}{4 \pi \gamma_{\text{eff}}} \left( \frac{\frac{1}{3} \varphi}{\frac{1}{7} \cdot \varphi} \right) \left( \frac{1}{1 - \varphi} \right)^2
\]
**Cell Puncture (Table 3.3, Model d)**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_p )</td>
<td>Particle size</td>
</tr>
<tr>
<td>( R )</td>
<td>Cell radius</td>
</tr>
<tr>
<td>( \gamma_{\text{eff}} )</td>
<td>Effective unit weight of the soil mass</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>Axial strain</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Ratio initial thickness over initial radius ( \frac{t_i}{R} )</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Ratio particle radius over deformed contact area radius</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Poisson's ratio of cell wall (equal to 0.5)</td>
</tr>
<tr>
<td>( E_{\text{cell}} )</td>
<td>Elastic modulus of cell wall</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>Ratio tensile strength over elastic modulus</td>
</tr>
<tr>
<td>( H_{\text{crit}} )</td>
<td>Maximum depth the cell can survive</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Ratio particle thickness over cell radius</td>
</tr>
<tr>
<td>( w_d )</td>
<td>Indentation depth</td>
</tr>
<tr>
<td>( a )</td>
<td>Deformed radius of contact area</td>
</tr>
</tbody>
</table>
Following the expressions developed by Sun et al, 2003 for puncturing geometry:

\[
\sigma_l = -\frac{E_{\text{cell}} w d^2}{a^2} \left[ \frac{3 - 4 \lambda^2 + \lambda^4 + 2 \ln(\lambda^2)}{\left(1 - \lambda^2\right) \left(1 - \lambda^2 + \ln(\lambda^2)^2\right)} \right]
\]

This expression can be simplified as:

\[
\sigma_l = \frac{E_{\text{cell}} w d^2}{a^2} \left(\frac{\pi}{3\lambda}\right)^2
\]

But by definition:

\[
\lambda = \frac{\psi R}{2a}
\]

\[
\sigma_l = E_{\text{cell}} \left(\frac{2\pi}{3} \frac{w d}{\psi R}\right)^2
\]

At failure:

\[
w_{d,f} = \frac{3\psi R \phi}{2\pi}, \quad a_f = \frac{3\psi R \phi}{\pi}
\]

In addition, according to Sun et al, 2003 model:

\[
F_f = \pi E_{\text{cell}} \alpha R w_{d,f} \left[ \frac{3 - 4 \lambda^2 + \lambda^4 + 2 \ln(\lambda^2)}{\left(1 - \lambda^2\right) \left(1 - \lambda^2 + \ln(\lambda^2)^2\right)} \right]
\]

Simplifying:

\[
F_f = E_{\text{cell}} \alpha R w_{d,f} \left(\frac{32\pi}{3}\right) \left(\frac{1}{\psi R}\right)^4
\]

Replacing the indentation depth at failure, the critical depth is:

\[
H_{\text{crit}} = \frac{81}{4\pi} \frac{E_{\text{cell}}}{\gamma_{\text{eff}}} \alpha \psi \phi \left(\frac{5}{2}\right)
\]
**Cell Squeezed Within the Equivalent Continuum Sediment Skeleton (Table 3.3, Model e)**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_p )</td>
<td>Particle size</td>
</tr>
<tr>
<td>( R )</td>
<td>Cell radius</td>
</tr>
<tr>
<td>( \gamma_{\text{eff}} )</td>
<td>Effective unit weight of the soil mass</td>
</tr>
<tr>
<td>( \sigma_f )</td>
<td>Internal pressure in the cell at failure</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>Axial strain</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Ratio initial thickness over initial radius</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Ratio final over initial surface area</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Poisson's ratio of cell wall</td>
</tr>
<tr>
<td>( E_{\text{cell}} )</td>
<td>Elastic modulus of cell wall</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>Ratio tensile strenght over elastic modulus</td>
</tr>
<tr>
<td>( H_{\text{crit}} )</td>
<td>Maximum depth the cell can survive</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Ratio particle thickness over cell radius</td>
</tr>
<tr>
<td>( \sigma_s )</td>
<td>Stress acting in the soil skeleton</td>
</tr>
<tr>
<td>( \xi )</td>
<td>Diffuse double layer thickness</td>
</tr>
<tr>
<td>( \varepsilon_0 )</td>
<td>Permittivity of the free space</td>
</tr>
<tr>
<td>( R_{\text{gas}} )</td>
<td>Gas constant</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Real permittivity of water</td>
</tr>
<tr>
<td>( T )</td>
<td>Absolute temperature</td>
</tr>
<tr>
<td>( F_a )</td>
<td>Faraday's constant</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>Ionic concentration</td>
</tr>
<tr>
<td>( z )</td>
<td>Valence of cations</td>
</tr>
<tr>
<td>( A_h )</td>
<td>Hamaker constant</td>
</tr>
<tr>
<td>( K_0 )</td>
<td>Lateral stress coefficient</td>
</tr>
</tbody>
</table>

\[
\xi = \frac{\frac{\varepsilon_0 R_{\text{gas}} \cdot \kappa \cdot T}{2 F_a^2 c_0^2 z^2}}{1 - \frac{t_i}{R}}
\]
In this case, the critical depth includes a component due to the stress in the soil skeleton:

\[ A_c = a_{\text{max}}^2 \cdot \pi \]  
Critical contact area (when cell wall fails)

\[ A_{\text{inf}} = (4R)^2 \]  
Influence area

\[ A_{\text{soil}} = (2R)^2 \]  
Soil skeleton influence

\[ H_{\text{crit}} = \frac{\sigma_f}{\gamma_{\text{eff}}} \cdot \frac{A_c}{A_{\text{inf}}} + \frac{\sigma_s}{\gamma_{\text{eff}}} \cdot \frac{A_{\text{soil}}}{A_{\text{inf}}} \]  
Critical depth for cell wall straining (deeper than this, cell wall fails)

To obtain the internal pressure at failure, \( \sigma_f \):

\[ \varepsilon := 0.01, 0.02 \ldots 0.85 \]

\[ b = R(1 - \varepsilon) \]  
Deformed radius

Assuming constant volume inside the cell, the deformed contact radius can be obtained:

\[
a = \frac{-2^2 \cdot R \cdot (1 - \varepsilon)^2 + \sqrt{4 \cdot R^2 \cdot (1 - \varepsilon)^4 - \frac{32}{3} \cdot R^2 \cdot (1 - \varepsilon)^3 - 1}}{4 \cdot \pi (1 - \varepsilon)}
\]

This expression can be approximated by:

\[ a = \frac{3R}{\pi} \left( \frac{\varepsilon}{1 - \varepsilon} \right) \]

The cell is assumed to deform following the shape of a filled torus.

The initial and final surface areas are:

\[ A_i = 4 \cdot \pi \cdot R^2 \]  
Initial surface area (sphere)

\[ A_f = 2 \cdot \pi \cdot a^2 + 2 \cdot \pi \cdot a \cdot b + 4 \cdot \pi \cdot b^2 \]  
Final surface area (filled torus)

Assuming thin-walled geometry:

\[ \frac{A_f}{A_i} = \frac{t_i}{t_f} = \frac{\alpha \cdot R}{t_f} = \beta \]
Then, the transversal strain can be defined in terms of $\beta$ as:

$$\varepsilon_t = \frac{1 - \beta}{\beta}$$

Assuming constant volume in the membrane ($\nu = 0.5$) the tensile strain is:

$$\varepsilon_l = \frac{-\varepsilon_t}{2} = \frac{\beta - 1}{2\beta}$$

Therefore the tensile stress is:

$$\sigma_l = \varepsilon_l E_{cell} = \frac{E_{cell}}{2} \left( \frac{\beta - 1}{\beta} \right)$$

Thus, the maximum deformation the cell can sustain is related to $\beta$ as:

$$\varphi = \frac{\beta_{max} - 1}{2 \beta_{max}}$$

And therefore, the maximum allowable $\beta$ is:

$$\beta_{max} = \frac{1}{1 - 2 \varphi}$$

$\varphi := 0.1, 0.2, 0.5$

Which can be approximated as:

$$\varepsilon_{max} = \varphi^3$$

But considering the lateral support of the soil:

$$\varepsilon_{real} = \varepsilon - \varepsilon_{sup}$$

$$\varepsilon_{real} = \frac{\sigma_{ov}}{E} - K_0 \frac{\sigma_{ov}}{E}$$

$$\varepsilon_{real} = \varepsilon (1 - K_0)$$

And therefore:

$$\varepsilon_{max} = \frac{1}{1 - K_0}$$

By force equilibrium:

$$\sigma_p = \sigma_l A_l \frac{E_{cell} \alpha R}{2} \left( \frac{\beta - 1}{\beta^2} \right) \frac{4a + 2\pi b}{4a \pi b + \pi b^2}$$

$$\sigma_l = \frac{E_{cell} \alpha R}{2} \left( \frac{\beta_{max} - 1}{\beta_{max}^2} \right) \frac{4a_{max} + 2 \pi b_{min}}{4a_{max} b_{min} + \pi b_{min}^2}$$
Replacing: \[
\sigma_f = E_{\text{cell}} \alpha \cdot \varphi \cdot (1 - 2 \varphi) \cdot \left( \frac{1}{\pi} \cdot \frac{3}{1 - K_0} + 2 \pi \left( \frac{1}{1 - K_0} - \frac{1}{1 - K_0} \right) \right) \cdot \left( \frac{1}{\pi} \cdot \frac{3}{1 - K_0} + \pi \left( \frac{1}{1 - K_0} - \frac{1}{1 - K_0} \right) \right)^2
\]

Which can be approximated as: \[ \varphi \approx 0.1, 0.111, 0.5 \]

\[
\sigma_f = E_{\text{cell}} \alpha \cdot \varphi \cdot (1 - 2 \varphi) \left[ \frac{1}{\pi} \cdot \frac{3}{7 - \frac{2}{(1 - K_0)^3}} \right]
\]

To calculate the stress in the soil skeleton, deformation compatibility is used:

\[
n_p = \frac{2R}{\xi \left(2 + \frac{1}{\psi} \right)} \quad \text{Number of particles in one cell-height, assuming that each particle is surrounded by an amount of water equivalent to one double layer}
\]

\[
\delta_{\text{cell}} = R \varepsilon = \delta_{\text{soil}} = n_p \delta_p \quad \text{Deformation compatibility}
\]

\[
\delta_p = \frac{\varepsilon}{2} \xi \left(2 + \frac{1}{\psi} \right) \quad \text{Deformation in one soil particle}
\]

\[
r = 2 \xi - \delta_p = \xi \left[ 2 - \varepsilon + \frac{\varepsilon}{2} \left( \frac{1}{\psi} \right) \right] \quad \text{Distance the particles are going to be pushed together}
\]

By DLVO theory: \[ \sigma_s = R_{\text{DDL}} - A_{tt} \]
\[
R_{DDL} = 2R_{gas} \cdot T \cdot c_0 \left( \frac{2 \cdot \frac{\phi}{3}^3 \cdot \xi^3}{2} - 1 \right)
\]

Repulsion component assuming short interparticle distance

\[
A_{tt} = \frac{A_h}{6 \pi r^3}
\]

Attraction component for two parallel platy particles

Replacing and simplifying, including the maximum axial strain:

\[
\varepsilon_{\text{max}} = \frac{\phi^3}{1 - K_0}
\]

\[
R_{DDL} = 2R_{gas} \cdot T \cdot c_0 \left[ \frac{2 \pi^2}{2 - \frac{\phi}{3}^3 + \frac{\phi}{3}^3 \left( \frac{t_p}{\xi} \right)} \right]^2 - 1
\]

\[
A_{tt} = \frac{A_h}{6 \pi \xi^3 \left[ 2 - \frac{\phi}{3}^3 + \frac{\phi}{3}^3 \left( \frac{t_p}{\xi} \right) \right]^3}
\]

\[
\sigma_s = \frac{4 \pi^2 \cdot R_{gas} \cdot T \cdot c_0}{2 - \frac{\phi}{3}^3 + \frac{\phi}{3}^3 \left( \frac{t_p}{\xi} \right)} - 2R_{gas} \cdot T \cdot c_0 - \frac{A_h}{6 \pi \xi^3 \left[ 2 - \frac{\phi}{3}^3 + \frac{\phi}{3}^3 \left( \frac{t_p}{\xi} \right) \right]^3}
\]

Neglecting the attraction component, and calling

\[
B = \frac{R_{gas} \cdot T \cdot c_0}{2 \cdot \gamma_{eff}}
\]
Finally the critical depth will be:

\[ H_{\text{crit}} = B \left[ \frac{2 \pi^2}{\frac{1}{\varphi^3} + \frac{1}{\varphi^3}} \right]^2 - 1 + \frac{E_{\text{cell}}}{\gamma_{\text{eff}}} \cdot \frac{9}{16\pi} \cdot \frac{\alpha \cdot \varphi (1 - 2 \cdot \varphi)}{\frac{1}{1 - K_0} \cdot \frac{1}{\varphi^3}} \left( \frac{\frac{1}{\varphi^3}}{1 - \varphi^3} \right)^2 \]

When the lateral support is ignored, or \( K_0 = 0 \), the expression becomes:

\[ H_{\text{crit}} = B \left[ \frac{2 \pi^2}{\frac{1}{\varphi^3} + \frac{1}{\varphi^3}} \right]^2 - 1 + \frac{E_{\text{cell}}}{\gamma_{\text{eff}}} \cdot \frac{9}{16\pi} \cdot \frac{\alpha \cdot \varphi (1 - 2 \cdot \varphi)}{\frac{1}{1 - \varphi^3}} \left( \frac{\frac{1}{\varphi^3}}{1 - \varphi^3} \right)^2 \]
Cell Entrapment and Mobilization inside the Sediment Skeleton (Table 3.3, Model f)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>Viscosity of pore fluid</td>
</tr>
<tr>
<td>$t_p$</td>
<td>Particle size</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Skeletal stress in the soil mass</td>
</tr>
<tr>
<td>$\gamma_{\text{eff}}$</td>
<td>Effective unit weight of the soil mass</td>
</tr>
<tr>
<td>$\gamma_{\text{grains}}$</td>
<td>Unit weight of soil grains</td>
</tr>
<tr>
<td>$\gamma_w$</td>
<td>Unit weight of water</td>
</tr>
<tr>
<td>$W_{\text{particle}}$</td>
<td>Effective weight of a single soil particle</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Soil friction coefficient</td>
</tr>
<tr>
<td>$R$</td>
<td>Cell radius</td>
</tr>
<tr>
<td>$v$</td>
<td>Velocity of cell</td>
</tr>
<tr>
<td>$F_{\text{drag}}$</td>
<td>Drag force generated by a cell</td>
</tr>
<tr>
<td>$t_{p_{\text{maximum}}}$</td>
<td>Maximum particle size that can be displaced by a cell</td>
</tr>
<tr>
<td>$H_{\text{pushing}}$</td>
<td>Depth of analysis or maximum depth a cell can drag a soil particle</td>
</tr>
</tbody>
</table>
The displacement of a single particle must overcome the normal force associated to the skeleton $N$, the frictional component between soil grains $F_{\text{friction}}$ and the force that a motile cell can exert over a soil particle thanks to the drag it can mobilize $F_{\text{drag}}$.

Taking into account the viscosity of the pore fluid, the velocity that can be achieved by a cell and the typical cell diameters, the drag force a cell can mobilize can be estimated as follows:

$$F_{\text{drag}} = 6 \pi \eta \cdot v \cdot R$$

The skeletal component ($N$) can be obtained from the following expression:

$$N = t_p^2 \cdot \sigma$$

Finally, the frictional component can be calculated as:

$$F_{\text{friction}} = N \mu = \mu \cdot t_p^2 \cdot \sigma$$

Replacing the definition of $\sigma$ in the previous expression:

$$\sigma = \gamma_{\text{eff}} H_{\text{pushing}}$$

$$F_{\text{friction}} = \mu \cdot t_p^2 \cdot \gamma_{\text{eff}} H_{\text{pushing}}$$

By force equilibrium in the horizontal direction, the maximum depth can be calculated as follows:

$$H_{\text{pushing}} = \frac{6 \pi \eta \cdot v \cdot R}{\mu \cdot \gamma_{\text{eff}} t_p^2}$$

The upper limit of this model corresponds to the case in which the effective self-weight of the soil particle cannot be overcome by the cell drag, and this occurs when:

$$F_{\text{drag}} = W_{\text{particle}}$$

$$W_{\text{particle}} = \frac{4}{3} \pi \left( \frac{t_p}{2} \right)^3 \left( \gamma_{\text{grains}} - \gamma_w \right)$$

Therefore:

$$t_{p, \text{maximum}} = \sqrt[3]{\frac{36 \pi \cdot v \cdot R}{\sqrt[3]{\gamma_{\text{grains}} - \gamma_w}}}$$
APPENDIX B

P-WAVE SIGNATURES

Study #1: Sterile Control

Evolution of P-wave signatures in sterile controls. (a) Bentonite, (b) SA1, (c) RP2, (d) Zeofree, (e) Sil-co-sil, (f) F110 sand and (g) Ottawa sand. The first signal in each sequence was gathered immediately after the initiation of the test. Successive signals were captured every day thereafter.

No measurable changes were observed during the 30 day-long experiment.
Study #2: Single-grained Soils

Evolution of P-wave signatures during biogenic gas generation. (a) Bentonite, (b) SA1, (c) RP2, (d) Zeofree, (e) Sil-co-sil, (f) F110 and (g) Ottawa.
Study #3: Nutrient Availability Effect

Evolution of P-wave signatures in Sil-co-sil during biogenic gas generation. (a) No extra nutrient added, (b) Nutrient added every day, (c) Nutrient added every 10 days.
APPENDIX C

COMPLEMENTARY DATA

P-wave Signatures

Evolution of P-wave signatures during biogenic gas formation. (i) F110 sand without fines. (ii) F110 + 3% bentonite. (iii) F110 + 9% bentonite. (iv) F110 + 15% bentonite. The first signal in each sequence was gathered immediately after the initiation of the test. Successive signals were captured every day thereafter.
P-wave Velocity and Generated Gas

P-wave velocity and saturation for (i) pure F110 sand, (ii) F110 + 3% RP2, (iii) F110 + 9% RP2 and (iv) F110 + 15% RP2.
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