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Aperiodic tilings offer a rich mathematical diversity, from ergodic theory and dynamical system to algebraic topology and operator algebra, from algebraic geometry and number theory to noncommutative geometry. They also play an important role in the physics of aperiodic systems. A lot of progress has been made in recent years in describing topological properties of tilings. One approach is via the $K$-theory of their associated $C^*$-algebras.

The main part of this thesis is concerned with providing a tool to calculate the $K$-theory of a class of aperiodic tilings and relate it to its cohomology. We present in theorem 5.2.1 a spectral sequence that converges to the $K$-theory of the $C^*$-algebra of a tiling, and whose page-2 is given by a new tiling cohomology (defined in section 2.3.2), that we call PV cohomology in reference to the Pimsner–Voiculescu exact sequence [64]. It generalizes the cohomology of the base space of a fibration with local coefficients in the $K$-theory of its fiber (see sections 4.2.2 and 6.7). The spectral sequence can be seen as a generalization of the Serre spectral sequence to a class of spaces which are not fibered. We also prove in theorem 2.4.1 that the PV cohomology of a tiling is isomorphic to its integer Čech cohomology.

We present three secondary results as well: two formal ones related to the groupoid of a tiling, and an applied one about the physics of aperiodic solids. In section 3.4 we present a partial study of acoustic phonons in aperiodic solids and give an estimate on their energy spectrum. In chapter 6 we give a study of the groupoid of a tiling. We show in theorem 6.6 how it can be approximated by simpler ones associated with free categories generated by finite graphs. In section 6.7 we introduce the notion of a
PV category (definition 6.7.2) to give a general formalism for the PV local coefficient system that gives rise to the PV cohomology. We show in theorem 6.7.9 how to recover the groupoid of the tiling from its PV category.

The thesis is organized as follows.

**Chapter 1**: preliminary definitions and results about aperiodic tilings.

**Chapter 2**: review of topological invariants for tilings, definition of the PV cohomology (and an example of explicit calculation), and proof of the isomorphism with Čech cohomology.

**Chapter 3**: review of some applications of topological invariants of tilings, and study of acoustic phonons in an aperiodic solid.

**Chapter 4**: introduction and review of basics about spectral sequences (including examples), and some technical results about exact couples.

**Chapter 5**: historical background, presentation of our spectral sequence, and construction.

**Chapter 6**: study of the groupoid of a tiling, and formal properties of PV cohomology.
CHAPTER I

PRELIMINARIES ON THE THEORY OF APERIODIC TILINGS

We introduce here the preliminary definitions and results required for the work presented in this thesis. They are taken mostly from the references [7, 11] on tilings and Delone sets and the reader is referred to those papers for complete proofs. Let \( \mathbb{R}^d \) denote the usual Euclidean space of dimension \( d \) with Euclidean norm \( \| \cdot \| \). First of all we give the definition of a repetitive tiling of \( \mathbb{R}^d \) with finite local complexity, and then introduce the hull and transversal of such a tiling. The connection with Delone sets is briefly mentioned as well as the definition of the groupoid of the transversal of a Delone set. We then build prototile and patch spaces of a tiling and show how its hull can be approximated by those.

1.1 Tilings and their hulls

Definition 1.1.1

(i) A tile of \( \mathbb{R}^d \) is a compact subset of \( \mathbb{R}^d \) which is homeomorphic to the unit ball.

(ii) A punctured tile is an ordered pair consisting of a tile and one of its points.

(iii) A tiling of \( \mathbb{R}^d \) is a covering of \( \mathbb{R}^d \) by a family of tiles whose interiors are pairwise disjoint. A tiling is said to be punctured if its tiles are punctured.

(iv) A prototile of a tiling is a translational equivalence class of tiles (including the puncture).

(v) The first corona of a tile in a tiling \( T \) is the union of the tiles of \( T \) intersecting
(vi) A collared prototile of $T$ is the subclass of a prototile whose representatives have the same first corona up to translation.

A collared prototile is a prototile where a local configuration of its representatives has been specified: each representative has the same neighboring tiles.

In the sequel it is implicitly assumed that tiles and tilings are punctured. All tiles are assumed to be finite $\Delta$-complexes which are particular $CW$-complex structures (see section 2.3.2). They are also required to be compatible with the tiles of their first coronas, i.e. the intersection of any two tiles is itself a sub-$\Delta$-complex of both tiles. In other words, tilings considered here are assumed to be $\Delta$-complexes of $\mathbb{R}^d$.

**Definition 1.1.2** Let $T$ be a tiling of $\mathbb{R}^d$.

(i) A patch of $T$ is a finite union of neighboring tiles in $T$ that is homeomorphic to a ball. A patch is punctured by the puncture of one of the tiles that it contains.

The radius of a patch is the radius of the smallest ball that contains it.

(ii) A pattern of $T$ is a translational equivalence class of patches of $T$.

(iii) The first corona of a patch of $T$ is the union of the tiles of $T$ intersecting it.

(iv) A collared pattern of $T$ is the subclass of a pattern whose representatives have the same first corona up to translation.

The following notation will be used in the sequel: prototiles and patterns will be written with a hat, for instance $\hat{t}$ or $\hat{p}$, to distinguish them from their representatives. Often the following convention will be implicit: if $\hat{t}$ is a prototile and $\hat{p}$ a pattern, then $t$ and $p$ will denote their respective representatives that have their punctures at the origin $0_{\mathbb{R}^d}$.

The results in this paper are valid for the class of tilings that are repetitive with finite local complexity.
Definition 1.1.3 Let $T$ be a tiling of $\mathbb{R}^d$.

(i) $T$ has Finite Local Complexity (FLC) if for any $R > 0$ the set of patterns of $T$ whose representatives have radius less than $R$ is finite.

(ii) $T$ is repetitive if for any patch of $T$ and every $\epsilon > 0$, there is an $R > 0$ such that for every $x$ in $\mathbb{R}^d$ there exists modulo an error $\epsilon$ with respect to the Hausdorff distance, a translated copy of this patch belonging to $T$ and contained in the ball $B(x, R)$.

(iii) For any $x$ in $\mathbb{R}^d$, let $T + x = \{ t + x : t \in T \}$ denote its translation, then $T$ is aperiodic if there is no $x \neq 0$ in $\mathbb{R}^d$ such that $T + x = T$.

For tilings with FLC the repetitivity condition (ii) above can be stated more precisely: A tiling $T$ with FLC is repetitive if given any patch there is an $R > 0$ such that for every $x$ in $\mathbb{R}^d$ there exists an exact copy of this patch in $T$ contained in the ball $B(x, R)$.

The class of repetitive tilings satisfying the FLC property is very rich and has been investigated for decades. It started in the 70’s with the work of Penrose [63] and Meyer [60] and went on both from an abstract mathematical level and with a view towards applications, in particular to the physics of quasicrystals [52, 53]. It contains an important subclass of the class of substitution tilings that was reinvestigated in the 90’s by Anderson and Putnam in [1], and also the class of tilings obtained by the cut-and-projection method, for which a comprehensive study by Hunton, Kellendonk and Forrest can be found in [32], and more generally it contains the whole class of quasiperiodic tilings, which are models for quasicrystals.

The Ammann aperiodic tilings are examples of substitution tilings (see [37] chapter 10, Ammann’s original work does not appear in the literature). In addition other examples include the octagonal tiling as well as the famous Penrose “kite and darts”
[63] tilings which are both substitution and cut-and-projection tilings (see [37] chapter 10, and [68] chapter 4). However the so-called Pinwheel tiling (see [67] and [68] chapter 4) is a substitution tiling but does not satisfy the FLC property given here since prototiles are defined here as equivalence classes of tiles under only translations and not more general isometries of $\mathbb{R}^d$ like rotations.

A topology has been proposed in [7] that applies to a large class of tilings (for which there exist an $r_0 > 0$ such that all tiles contain a ball of radius $r_0$). In the case considered here, where tiles are assumed to be finite $CW$-complexes, this topology can be adapted as follows.

Let $\mathcal{F}$ be a family of tilings whose tiles contain a ball of a fixed radius $r_0 > 0$ and have compatible $CW$-complex structures (the intersection of any two tiles is a subcomplex of both). Given an open set $O$ in $\mathbb{R}^d$ with compact closure and an $\epsilon > 0$, a neighborhood of a tiling $T$ in $\mathcal{F}$ is given by

$$U_{O, \epsilon}(T) = \left\{ T' \in \mathcal{F} : \sup_{0 \leq k \leq d} h_k(O \cap T^k, O \cap T'^k) < \epsilon \right\},$$

where $T^k$ and $T'^k$ are the $k$-skeletons of $T$ and $T'$ respectively and $h_k$ is the $k$-dimensional Hausdorff distance.

Let $\mathcal{T}$ be a tiling of $\mathbb{R}^d$. The group $\mathbb{R}^d$ acts on the set of all translates of $\mathcal{T}$, the action (translation) is denoted $\mathcal{T}^a, a \in \mathbb{R}^d$: $\mathcal{T}^a = \{ t + a : t \in \mathcal{T} \}$.

**Definition 1.1.4**

(i) The hull of $\mathcal{T}$, denoted $\Omega$, is the closure of $\mathcal{T}^{\mathbb{R}^d}$. 

(ii) The canonical transversal, denoted $\Xi$, is the subset of $\Omega$ consisting of tilings that have the puncture of one of their tiles at the origin $0_{\mathbb{R}^d}$.

The hull of a tiling is seen as a dynamical system $(\Omega, \mathbb{R}^d, \mathcal{T})$ which, for the class of tilings considered here, has interesting properties that are now stated (see [11] section 2.3).
Theorem 1.1.5 [11, 52] Let $T$ be a tiling of $\mathbb{R}^d$.

(i) $T$ is repetitive if and only if the dynamical system of its hull $(\Omega, \mathbb{R}^d, \tau)$ is minimal.

(ii) If $T$ has FLC, then its canonical transversal $\Xi$ is totally disconnected.

(iii) If $T$ is aperiodic, repetitive and has FLC, then $\Xi$ is a Cantor set (perfect and totally disconnected).

The minimality of the hull allows one to see any of its points as just a translate of $T$.

Remark 1.1.6 A metric topology for tiling spaces has been used in the literature for historical reasons. Let $T$ be a repetitive tiling of $\mathbb{R}^d$ with FLC. The orbit space of $T$ under translation by vectors of $\mathbb{R}^d$, $\tau^{\mathbb{R}^d}T$, is endowed with a metric as follows (see [11] section 2.3). For $T$ and $T'$ in $\tau^{\mathbb{R}^d}T$, let $A$ denote the set of $\varepsilon$ in $(0, 1)$ such that there exist $x$ and $x'$ in $B(0, \varepsilon)$ for which $\tau^xT$ and $\tau^{x'}T'$ agree on $B(0, 1-\varepsilon)$, i.e. their tiles whose punctures lie in the ball are matching, then

$$
\delta(T, T') = \begin{cases} 
\inf A & \text{if } A \neq \emptyset, \\
1 & \text{if } A = \emptyset.
\end{cases}
$$

Hence the diameter of $\tau^{\mathbb{R}^d}T$ is bounded by 1 and the action of $\mathbb{R}^d$ is continuous.

For the class of repetitive tilings with FLC, the topology of the hull given in definition 1.1.4 is equivalent to this $\delta$-metric topology [11].

1.2 Delone sets and groupoid of the transversal

The notions for tilings given in the previous section can be translated for the set of their punctures in terms of Delone sets.

Definition 1.2.1 Let $\mathcal{L}$ be a discrete subset of $\mathbb{R}^d$. 
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(i) Given \( r > 0 \), \( \mathcal{L} \) is \( r \)-uniformly discrete if any open ball of radius \( r \) in \( \mathbb{R}^d \) meets \( \mathcal{L} \) in at most one point.

(ii) Given \( R > 0 \), \( \mathcal{L} \) is \( R \)-relatively dense if any open ball of radius \( R \) in \( \mathbb{R}^d \) meets \( \mathcal{L} \) in at least one point.

(iii) \( \mathcal{L} \) is an \((r,R)\)-Delone set if it is \( r \)-uniformly discrete and \( R \)-relatively dense.

(iv) \( \mathcal{L} \) is repetitive if given any finite subset \( p \subset \mathcal{L} \) and any \( \epsilon > 0 \), there is an \( R > 0 \) such that the intersection of \( \mathcal{L} \) with any closed ball of radius \( R \) contains a copy (translation) of \( p \) modulo an error of \( \epsilon \) (w.r.t. the Hausdorff distance).

(v) A patch of radius \( R > 0 \) of \( \mathcal{L} \) is a subset of \( \mathbb{R}^d \) of the form \( \mathcal{L} - x \cap B(0,R) \), for some \( x \in \mathcal{L} \). If for all \( R > 0 \) the set of its patches of radius \( R \) is finite then \( \mathcal{L} \) has finite local complexity.

(vi) \( \mathcal{L} \) is aperiodic if there is no \( x \neq 0 \) in \( \mathbb{R}^d \) such that \( \mathcal{L} - x = \mathcal{L} \).

Condition \((iv)\) above is equivalent to saying that \( \mathcal{L} - \mathcal{L} \), the set of vectors of \( \mathcal{L} \), is discrete.

Given a punctured tiling \( \mathcal{T} \) if there exists \( r,R > 0 \) such that each of its tiles contains a ball a radius \( r \) and is contained in a ball of radius \( R \), then its set of punctures \( \mathcal{L}_\mathcal{T} \) is an \((r,R)\)-Delone set, and it is repetitive and has FLC if and only if the tiling is repetitive and has FLC. Conversely, given a Delone set the Voronoi construction below gives a tiling, and they both share the same repetitivity or FLC properties.

**Definition 1.2.2** Let \( \mathcal{L} \) be an \((r,R)\)-Delone set of \( \mathbb{R}^d \). The Voronoi tile at \( x \in \mathcal{L} \), is defined by

\[
T_x = \{ y \in \mathbb{R}^d : \| y - x \| \leq \| y - x' \|, \forall x' \in \mathcal{L} \},
\]

with puncture the point \( x \). The Voronoi tiling \( \mathcal{V} \) associated with \( \mathcal{L} \) is the tiling of \( \mathbb{R}^d \) whose tiles are the Voronoi tiles of \( \mathcal{L} \).
The tiles of the Voronoi tiling of a Delone set are (closed) convex polytopes that touch on common faces.

The hull and transversal of a Delone set are defined as follows [7].

**Definition 1.2.3** Let \( \mathcal{L} \) be a Delone set of \( \mathbb{R}^d \). The hull \( \Omega \) of \( \mathcal{L} \) is the closure in the weak-\( * \) topology of the set of translations of the Radon measure that has a Dirac mass at each point of \( \mathcal{L} \)

\[
\Omega = \left\{ \mathbf{T}^\mu; \mathbf{a} \in \mathbb{R}^d \right\}^{w}, \quad \mu = \sum_{x \in \mathcal{L}} \delta_x,
\]

and the transversal \( \Xi \) of \( \mathcal{L} \) is the subset

\[
\Xi = \{ \omega \in \Omega; \omega(\{0\}) = 1 \}.
\]

Given a general Delone set this topology of its hull is strictly coarser than the \( \delta \)-metric topology for its Voronoi tiling given in remark 1.1.6, but if it is repetitive and has FLC then they are equivalent [11]. The weak-\( * \) topology is here also equivalent to the local Hausdorff topology on the set \( \mathbb{T}^d \mathcal{L} \) of translates of \( \mathcal{L} \): given an open set \( O \) in \( \mathbb{R}^d \) with compact closure and an \( \epsilon > 0 \), a neighborhood of \( \ell \) is given by

\[
U_{O,\epsilon}(\ell) = \left\{ \ell' \in \mathbb{T}^d \mathcal{L} : h_d(\ell \cap O, \ell' \cap O) < \epsilon \right\},
\]

where \( h_d \) is the \( d \)-dimensional Hausdorff distance.

The hull of a Delone set is also seen as a dynamical system under the homeomorphic action of \( \mathbb{R}^d \) by translation. Just as in proposition 1.1.5, the hull and transversal of repetitive Delone sets with FLC have similar interesting properties.

**Theorem 1.2.4** [7] Let \( \mathcal{L} \) be a Delone set of \( \mathbb{R}^d \).

(i) \( \mathcal{L} \) is repetitive if and only if the dynamical system of its hull \( (\Omega, \mathbb{R}^d, \mathbf{T}) \) is minimal.
(ii) If \( \mathcal{L} \) has FLC, then its transversal \( \Xi \) is totally disconnected.

(iii) If \( \mathcal{L} \) is aperiodic, repetitive and has FLC, then \( \Xi \) is a Cantor set (perfect and totally disconnected).

The two approaches of tilings or Delone sets which are repetitive and have FLC are thus equivalent. Such tilings give rise to Delone sets (their sets of punctures), and conversely such Delone sets give rise to tilings (their Voronoi tilings) and their respective hulls share the same properties.

Recall that a groupoid is a small category in which every morphism is invertible [26, 69].

**Definition 1.2.5** Let \( \mathcal{L} \) be a Delone set of \( \mathbb{R}^d \). The groupoid of the transversal is the groupoid \( \Gamma \) whose set of objects is the transversal: \( \Gamma^0 = \Xi \), and whose set of arrows is

\[
\Gamma^1 = \{ (\xi, x) \in \Xi \times \mathbb{R}^d : T^{-x} \xi \in \Xi \}.
\]

Given an arrow \( \gamma = (\xi, x) \) in \( \Gamma^1 \), its source is the object \( s(\gamma) = T^{-x} \xi \in \Xi \) and its range the object \( r(\gamma) = \xi \in \Xi \).

The Delone sets considered here are repetitive with FLC and the groupoids of their transversals are étale, i.e. given any arrow \( \gamma \) with range (or source) object \( x \), there exists an open neighborhood \( O_x \) of \( x \) in \( \Gamma^0 \) and a homeomorphism \( \varphi : O_x \rightarrow \Gamma^1 \) that maps \( x \) to \( \gamma \). This implies that the sets of arrows having any given object as a source or range are discrete. This follows because for such Delone sets their sets of vectors are discrete and given any fixed \( l > 0 \) their sets of vectors of length less than \( l \) are finite.

The groupoid of the transversal of a tiling is defined as the groupoid of the transversal of its Delone set of punctures. In chapter 6 we give a detailed study of some properties of such groupoids.
1.3 Prototile space of a tiling

Let $T$ be an aperiodic and repetitive tiling of $\mathbb{R}^d$ with FLC and assume its tiles are compatible finite CW-complexes (the intersection of two tiles is a subcomplex of both). A finite CW-complex $B_0$, called prototile space, is built out of its prototiles by glueing them along their boundaries according to all the local configurations of their representatives in $T$, as illustrated by the figure below.

\[ B_0 \]

**Figure 1:** Example of a prototile space

**Definition 1.3.1** Let $\hat{t}_j, j = 1, \cdots N_0$, be the prototiles of $T$. Let $t_j$ denote the representative of $\hat{t}_j$ that has its puncture at the origin. The prototile space of $T$, $B_0(T)$, is the quotient CW-complex

\[ B_0(T) = \prod_{j=1}^{N_0} t_j / \sim, \]

where two $n$-cells $e^n_i \in t^n_i$ and $e^n_j \in t^n_j$ are identified if there exists $u_i, u_j \in \mathbb{R}^d$ for which $t_i + u_i$ and $t_j + u_j$ are tiles of $T$ such that $e^n_i + u_i$ and $e^n_j + u_j$ coincide on the intersection of their $n$-skeletons.

The collared prototile space of $T$, $B^c_0(T)$, is built similarly from the collared prototiles of $T$: $t^c_i, i = 1, \cdots N^c_0$.  

The images in $B_0(T)$ or $B_0^c(T)$ of the tiles $t_j^{(c)}$’s will be denoted $\tau_j$ and still be called tiles.

Figure 2: Example of a prototile map $p_0$

**Proposition 1.3.2** There is a continuous map $p_0^{(c)} : \Omega \to B_0^{(c)}(T)$ from the hull onto the (collared) prototile space.

*Proof.* Let $\lambda_0^{(c)} : \bigsqcup_{j=1}^{N_0^{(c)}} t_j \to B_0^{(c)}(T)$ be the quotient map. And let $\rho_0^{(c)} : \Omega \times \mathbb{R}^d \to \bigsqcup_{j=1}^{N_0^{(c)}} t_j^{(c)}$ be defined as follows. If $x$ belongs to the intersection of $k$ tiles $t^{\alpha_1}, \cdots t^{\alpha_k}$, in $\omega$, with $t^{\alpha_l} = t_j^{(c)} + u_{\alpha_l}(\omega)$, $l = 1, \cdots k$, then $\rho_0^{(c)}(\omega, x) = \bigsqcup_{t=1}^k x - u_{\alpha_l}(\omega)$ and lies in the disjoint union of the $t_j^{(c)}$’s.

The map $p_0^{(c)}$ is defined as the composition: $\omega \mapsto \lambda_0^{(c)} \circ \rho_0^{(c)}(\omega, 0_{\mathbb{R}^d})$. The map $\rho_0^{(c)}(\cdot, 0_{\mathbb{R}^d})$ sends the origin of $\mathbb{R}^d$, that lies in some tiles of $\omega$, to the corresponding tiles $t_j^{(c)}$’s at the corresponding positions.

In $B_0^{(c)}(T)$, points on the boundaries of two tiles $\tau_j^{(c)}$ and $\tau_{j'}^{(c)}$ are identified if there are neighboring copies of the tiles $t_j^{(c)}$ and $t_{j'}^{(c)}$ somewhere in $T$ such that the two associated points match. This ensures that the map $p_0^{(c)}$ is well defined, for if in $\mathbb{R}^d$ tiled by $\omega$, the origin $0_{\mathbb{R}^d}$ belongs to the boundaries of some tiles, then the corresponding points in $\bigsqcup_{j=1}^{N_0^{(c)}} t_j^{(c)}$ given by $\rho_0^{(c)}(\omega, 0_{\mathbb{R}^d})$ are identified by $\lambda_0^{(c)}$. 
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Let \( x \) be a point in \( B_0^{(c)}(T) \), and \( O_x \) and open neighborhood of \( x \). Say \( x \) belongs to the intersection of some tiles \( \tau_j^{(c)}, \ldots \tau_k^{(c)} \). Let \( \omega \) be a preimage of \( x \): \( p_0^{(c)}(\omega) = x \). The preimage of \( O_x \) is the set of tilings \( \omega' \)'s for which the origin lies in some neighborhood of tiles that are translates of \( t_j^{(c)}, \ldots t_k^{(c)} \), and this defines a neighborhood of \( \omega \) in the hull. Therefore \( p_0^{(c)} \) is continuous. \( \square \)

For simplicity, the prototile space \( B_0(T) \) is written \( B_0 \), and the map \( p_{0,T} \) is written \( p_0 \).

The lift of the puncture of the tile \( \tau_j \) in \( B_0 \), denoted \( \Xi(\tau_j) \), is a subset of the transversal called the acceptance zone of the prototile \( \hat{t}_j \). It consists of all the tilings that have the puncture of a representative of \( \hat{t}_j \) at the origin. The \( \Xi(\tau_j) \)'s for \( j = 1, \ldots N_0 \), form a clopen partition of the transversal, because any element of \( \Xi \) has the puncture of a unique tile at the origin which corresponds to a unique prototile. The \( \Xi(\tau_j) \)'s are thus Cantor sets like \( \Xi \).

**Remark 1.3.3** Although those results will not be used here, it has been proven in [11] that the prototile space \( B_0 \) (as well as the patch spaces \( B_p \) defined similarly in the next section, definition 1.4.1) has the structure of a flat oriented Riemannian branched manifold. Also, the hull \( \Omega \) can be given a lamination structure as follows: the lifts of the interiors of the tiles \( B_{0j} = p_0^{-1}(\overset{\circ}{\tau}_j) \) are boxes of the lamination which are homeomorphic to \( \overset{\circ}{t}_j \times \Xi(\tau_j) \) via the maps \((x, \xi) \mapsto T^{-x}\xi \) which read as local charts. The leaves are homeomorphic to \( \mathbb{R}^d \) tiled by translates of \( T \), and \( \Xi \) is a transversal to the lamination.

### 1.4 The hull as an inverse limit of patch spaces

As in the previous section, let \( T \) be an aperiodic and repetitive tiling of \( \mathbb{R}^d \) with FLC, and assume its tiles are compatible finite CW-complexes (the intersection of two tiles is a subcomplex of both). Let \( L_T \) denote the Delone set of punctures of \( T \).
It is repetitive and has FLC. Let $\mathcal{P}_T$ denote the set of patterns of $T$. As $T$ has finite local complexity (hence finitely many prototiles), the set $\mathcal{P}_T$ is countable, and for any given $l > 0$ the set of patterns whose representatives have radius less than $l$ is finite. A finite CW-complex $B_p$, called a patch space, associated with a pattern $\hat{p}$ in $\mathcal{P}_T$ is built from the prototiles of an appropriate subtiling of $T$, written $T_p$ below, in the same way that $B_0$ was built from the prototiles of $T$ in definition 1.3.1. The construction goes as follows.

Let $\hat{p}$ in $\mathcal{P}_T$ be a pattern of $T$.

(i) Consider the sub-Delone set $L_p$ of $L_T$ consisting of punctures of all the representative patches in $T$ of $\hat{p}$. $L_p$ is repetitive and has FLC.

(ii) The Voronoi tiling $\mathcal{V}_p$ of $L_p$ is built and each point of $L_T$ is assigned to a unique tile of $\mathcal{V}_p$ as explained below.

(iii) Each tile $v$ of $\mathcal{V}_p$ is replaced by the patch $p_v$ of $T$ made up of the tiles whose punctures have been assigned to $v$. This gives a repetitive tiling with FLC, $T_p$, whose tiles are those patches $p_v$'s.

(iv) $B_p$ is built out of the collared prototiles of $T_p$, by gluing them along their boundaries according to the local configurations of their representatives in $T_p$.

The second point needs clarifications since the tiles of $\mathcal{V}_p$ are Voronoi tiles (convex polytopes, see definition 1.2.2) of $L_p$ and not patches of $T$. If a point of $L_T$ (a puncture of a tile of $T$) lies on the boundary of some (Voronoi) tiles of $\mathcal{V}_p$, a criterion for assigning it to a specific one is required. To do so, let $u$ be a vector of $\mathbb{R}^d$ that is not colinear to any of the faces of the tiles of $\mathcal{V}_p$ (such a vector exists since $\mathcal{V}_p$ has FLC, hence finitely many prototiles). A point $x$ is said to be $u$-interior to a subset $X$ of $\mathbb{R}^d$ if there exist an $\epsilon > 0$ such that $x + \epsilon u$ belongs to the interior of $X$. Since $u$ is not colinear to any of the faces of the tiles of $\mathcal{V}_p$, if a point $x$ belongs to the
intersection of the boundaries of several (Voronoi) tiles of $V_p$, it is $u$-interior to only one of them. This allows as claimed in (ii) to assign each point of $L_T$ to a unique tile of $V_T$. Now as explained in (iii), each Voronoi tile $v$ can then be replaced by the patch of $T$ which is the union of the tiles of $T$ whose punctures are $u$-interior to $v$.

Each patch $p_v$ is considered a tile of $T_p$ and punctured by the puncture of the Voronoi tile $v$ which is by construction the puncture of some representative patch of $\hat{p}$ in $T$. As patches of $T$, the $p_v$’s are also compatible finite CW-complexes as they are made up of tiles of $T$ which are.

The prototiles of $T_p$ are actually patterns of $T$, and thus $T_p$ is considered a subtiling of $T$. From this remark it can be proven that there is a homeomorphism between the hull of $T_p$ and $\Omega$, that conjugates the $\mathbb{R}^d$-action of their associated dynamical systems (see [11] section 2).

**Definition 1.4.1** The patch space $B_p$ is the collared prototile space of $T_p$ (definition 1.3.1): $B_p = B_0(T_p)$.

The images in $B_p$ of the patches $p_j$’s (tiles of $T_p$) will be denoted $\pi_j$ and still be called patches. The map $p_{0,T_p}^c : \Omega \to B_p$, built in proposition 1.3.2, is denoted $p_p$.

This construction of $B_p$ from $T_p$ is essentially the same as the construction of $B_0$ from $T$ given in definition 1.3.1, the only difference being that collared prototiles of $T_p$ (collared patches of $T$) are used here instead. Such patch spaces are said to force their borders. This condition was introduced by Kellendonk in [47] for substitution tilings and was required in order to be able to recover the hull as the inverse limit of such spaces. It was generalized in [11] for branched manifolds of repetitive tilings with FLC and coincides here with the above definition.

The map $f_p : B_p \to B_0$ defined by $f_p = p_0 \circ p_p^{-1}$ is surjective and continuous. It projects $B_p$ onto $B_0$ in the obvious way: a point $x$ in $B_p$ belongs to some patch $\pi_j$, hence to some tile, and $f_p$ sends $x$ to the corresponding point in the corresponding
tile $τ_{j'}$. More precisely, if $\tilde{x}$ in $p_j$ is the point of $\mathbb{R}^d$ corresponding to $x$ in $π_j$, then $\tilde{x}$ belongs to some tile, which is the translate of some $t_{j'}$ and $f_p(x)$ is the corresponding point in $τ_{j'}$ in $B_0$. If $x$ belongs to the boundaries of say $π_{j_1}, \cdots π_{j_k}$, in $B_p$, then there are corresponding points $\tilde{x}_{j_1}, \cdots \tilde{x}_{j_k}$, in $p_{j_1}, \cdots p_{j_k}$, which are then on the boundaries of the copies of some tiles $t_{j'_1}, \cdots t_{j'_k}$. The boundaries of those tiles are identified by the map $ρ_0$ in the definition 1.3.2 of $p_0$ and $f_p(x)$ is the corresponding point on the common boundaries of the $τ_{j'_1}, \cdots τ_{j'_k}$.

Recall the convention stated after definition 1.1.2: if $\hat{p}$ is a pattern, then $p$ denotes its representative that has its puncture at the origin. Given two patterns $\hat{p}$ and $\hat{q}$ with $q \subset p$, the map $f_{qp} : B_p \to B_q$ defined by $f_{qp} = f_q^{-1} \circ f_p = p_q \circ p_p^{-1}$ is continuous and surjective. Given three patterns $\hat{p}, \hat{q}$ and $\hat{r}$ with $r \subset q \subset p$ the following composition rule holds: $f_{rq} \circ f_{qp} = f_{rp}$. Moreover given two arbitrary patterns $\hat{q}$ and $\hat{r}$, there exists another pattern $\hat{p}$ such that $p$ contains $q$ and $r$ (since $L_q$ and $L_r$ are repetitive sub-Delone sets of $L_T$). Hence the index set of the maps $f_p$’s is a directed set and $(B_p, f_{qp})$ is a projective system.

As shown in [11], the hull $Ω$ can be recovered from the inverse limit $\lim_{←} (B_p, f_{qp})$ under some technical conditions that are for convenience taken here to be directly analogous to those given in [11] section 2.6. Namely: the patch spaces $B_p$ are required to force their borders, and only maps $f_{qp}$ between patch spaces that are zoomed out of each other are allowed (definition 1.4.2 below). The first condition, as mentioned above, is fulfilled here by the very definition of patch spaces given above, because they are built out of collared patterns as can be checked from the more general definition of a branched manifold that forces its border given in [11] definition 2.43. The second condition is stated as follows.

**Definition 1.4.2** Given two patterns $\hat{p}, \hat{q}$ in $P_T$, with $q \subset p$, $B_p$ is said to be zoomed out of $B_q$ if the following two conditions hold.
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(i) For all $i \in \{1, \cdots N_p\}$, the patch $p_i$ is the union of some copies of the patches $q_j$’s.

(ii) For all $i \in \{1, \cdots N_p\}$, the patch $p_i$ contains in its interior a copy of some patch $q_j$.

The first condition is equivalent to requiring that the tiles of $\mathcal{L}_p$ are patches of $\mathcal{L}_q$.

Given a patch space $\mathcal{B}_q$ it is always possible to build another patch space $\mathcal{B}_p$ that is zoomed out of $\mathcal{B}_q$: it suffices to choose a pattern $\hat{p}$ such that $p \supset q$ with a radius large enough. This can be done by induction for instance: building $\mathcal{B}_p$ from patches of $\mathcal{L}_q$ (which are patches of $\mathcal{T}$) the same way $\mathcal{B}_q$ was built from patches of $\mathcal{T}$; if the radius of $q$ is large enough, then each patch of $\mathcal{T}$ that $\mathcal{B}_q$ is composed of will contain a tile of $\mathcal{T}$ in its interior and so $\mathcal{B}_q$ will be zoomed out from $\mathcal{B}_0$.

**Definition 1.4.3** A proper sequence of patch spaces of $\mathcal{T}$ is a projective sequence $\{\mathcal{B}_l, f_l\}_{l \in \mathbb{N}}$ where, for all $l \geq 1$, $\mathcal{B}_l$ is a patch space associated with a pattern $\hat{p}_l$ of $\mathcal{T}$ and $f_l = f_{p_l-1p_l}$, such that $\mathcal{B}_l$ is zoomed out of $\mathcal{B}_{l-1}$, with the convention that $f_0 = f_{p_1}$ and $\mathcal{B}_0$ is the prototile space of $\mathcal{T}$.

Note that the first patch space in a proper sequence can be chosen to be the prototile space of the tiling (i.e. made of uncollared prototiles), all that matters for recovering the hull by inverse limit as shown in the next theorem, is that the next patch spaces are zoomed out of each other, and built out of collared patches (i.e. force their borders).

**Theorem 1.4.4** The inverse limit of a proper sequence $\{\mathcal{B}_l, f_l\}_{l \in \mathbb{N}}$ of patch spaces of $\mathcal{T}$ is homeomorphic to the hull of $\mathcal{T}$:

$$\Omega \simeq \lim_{\leftarrow} (\mathcal{B}_l, f_l).$$
**Proof.** The homeomorphism is given by the map $p : \Omega \to \lim_{\leftarrow} (B_l, f_l)$, defined by $p(\omega) = (p_0(\omega), p_1(\omega), \cdots)$, with inverse $p^{-1}(x_0, x_1, \cdots) = \cap\{p_l^{-1}(x_l), l \in \mathbb{N}\}$.

The map $p$ is surjective, because all the $p_l$'s are. For the proof of injectivity, consider $\omega, \omega' \in \Omega$ with $p(\omega) = p(\omega')$. For simplicity the metric $\delta$ defined in remark 1.1.6 is used in this proof. Fix $\epsilon > 0$. To prove that $\delta(\omega, \omega') < \epsilon$ it suffices to show that the two tilings agree on a ball of radius $\frac{1}{r \epsilon}$. For each $l$ in $\mathbb{N}$, $p_l(\omega) = p_l(\omega')$ in some patch $\pi_{l,j}$ in $B_l$. This means that the tilings agree on some translate of the patch $p_{l,j}$ that contains the origin. The definition of patch spaces made up from collared patterns (condition of *forcing the border* in [11]) implies that the tilings agree on the ball $B(0_{\mathbb{R}^d}, r_l)$, where $r_l$ is the parameter of uniform discretness of the Delone set $\mathcal{T}_{p_l}$.

The assumption that the patch spaces are zoomed out of each other (condition (ii) in definition 1.4.2) implies that $r_l > r_{l-1} + r$, where $r$ is the parameter of uniform discretness of $\mathcal{L}_T$. Hence $r_l > (l+1) r$, and choosing $l$ bigger than the integer part of $\frac{1}{r \epsilon}$ concludes the proof of the injectivity of $p$.

Condition (i) in definition 1.4.2 implies that for every $l \geq 1$, $p_l^{-1}(x_l) \subset p_{l-1}^{-1}(x_{l-1})$. The definition of $p^{-1}$ then makes sense by compactness of $\Omega$ because any finite intersection of some $p_l^{-1}(x_l)$’s is non empty and closed.

A neighborhood of $x = (x_0, x_1, \cdots)$ in $\lim_{\leftarrow} (B_l, f_l)$ is given by $U_n(x) = \{y = (y_0, y_1, \cdots) : y_i = x_i, i \leq n\}$ for some integer $n$. If $\omega$ is a preimage of $x$, $p(\omega) = x$, then the preimage of $U_n(x)$ is given by all tilings $\omega'$ such that $p_n(\omega') = p_n(\omega)$, i.e. those tilings agree with $\omega$ on some patch $p_n$ around the origin; they form then a neighborhood of $\omega$ in $\Omega$. This proves that that $p$ and $p^{-1}$ are continuous. \[\square\]

Another important construction which allows one to recover the hull by inverse limit has been given by Gähler in an unpublished work as a generalization of the construction of Anderson and Putnam in [1]. Instead of gluing together patches to form the patch spaces $B_p$’s, Gähler’s construction consists in considering “multicollared prototiles” and the graph that link them according to the local configurations of their
representatives in the tiling. This construction keeps track of the combinatorics of
the patches that those “multicollared tiles” represent and thus is enough to recover
the hull topologically, which is sufficient for topological concerns (for cohomology or
patch spaces are proven to be branched manifolds, takes more structure into account
and the homeomorphism between the hull and the inverse limit of such branched man-
ifolds which is built in [11] is not only a topological conjugacy but yields a conjugacy
of the dynamical systems’ actions.

1.5 The cut and projection method: a 1-dimensional example

We describe here the cut and projection method for 1-dimensional tilings obtained
by projection of a lattice in $\mathbb{R}^2$. We also show how the transversal can be seen as the
spectrum of a certain $C^*$-algebra associated with the tiling [7].

Let $\mathbb{R}^2$ be the usual Euclidean plane with basis vectors $e_1$ and $e_2$. Let $\mathbb{Z}^2$ be the lattice

Figure 3: A 1-dimensional cut and project construction
of points of integer coordinates of the plane. Let \( C = (0, 1] \times [0, 1) \) be the unit square “open on the top and left”. Fix an irrational number \( \alpha \in \mathbb{R}_+ \setminus \mathbb{Q} \). Let \( L_\alpha \) be line of slope \( \alpha \) (through the origin) and \( p_\alpha = \frac{1}{1 + \alpha^2} \begin{bmatrix} \alpha^2 & \alpha \\ \alpha & 1 \end{bmatrix} \) the projection onto \( L_\alpha \). Let \( L_\perp^\perp \) be the orthogonal complement of \( L_\alpha \) and \( p_\alpha = 1 - p_\alpha = \frac{1}{1 + \alpha^2} \begin{bmatrix} 1 & -\alpha \\ -\alpha & \alpha^2 \end{bmatrix} \). Let \( W_\alpha = p_\alpha^\perp(C) \) be the projection of \( C \) onto \( L_\perp^\perp \), and let \( \Sigma = \{ a \in \mathbb{Z}^2 : p_\alpha^\perp(a) \in W_\alpha \} \) be the set of points of \( \mathbb{Z}^2 \) that project to \( W_\alpha \). Therefore a lattice point \( a = (a_1, a_2) \) in \( \mathbb{Z}^2 \) belongs to \( \Sigma \) if and only if \( -\alpha \leq a_2 - a_1 \alpha < 1 \). The projection of \( \Sigma \) onto \( L_\alpha \) defines a quasiperiodic tiling \( T_\alpha \) whose tiles’ edges are the projections of points of \( \Sigma \). The tiling \( T_\alpha \) has two types of tiles that correspond to the projections of the vertical and horizontal of \( C \). In particular \( T_\alpha \) is repetitive with FLC [7, 52, 53, 54].

The tiling corresponds to the unique bi-infinite path in \( \Sigma \): \( (a_n)_{n \in \mathbb{Z}} \) with \( a_0 \) the origin and \( a_{n+1} = a_n + e_{i(n)} \) where \( i(n) \) is 1 or 2. If we choose the closed unit square instead of \( C \) to project to \( L_\perp^\perp \), then we have two more points in \( \Sigma \), the projections of \( \pm e_2 \), and thus four such paths (determined by the choices of \( a_1 \) and \( a_{-1} \) as the projections of \( \pm e_1 \) and \( \pm e_2 \)). Another choice for \( C \) that gives a unique path (therefore a unique tiling) is \( [0, 1) \times (0, 1] \).

We give \( L_\perp^\perp \) an orientation towards the “northwest”, and identify it with the real line. Let us recall it by \( \sqrt{1 + \alpha^2} \), and identify \( W_\alpha \) with the interval \([-\alpha, 1)\). Let \( Z_\alpha \) be the projection of \( \Sigma \) onto \( W_\alpha \) (with the recalling just mentioned, this is \( (1 + \alpha^2)p_\alpha^\perp(\Sigma) \)): it is a dense subset of \( W_\alpha \). Let \( A_\alpha \) be the \( C^* \)-algebra generated by the characteristic functions \( \chi_{[x_1, x_2]} \) for \( x_1 < x_2 \) in \( Z_\alpha \), i.e. the closure for the uniform norm of linear combinations of such \( \chi_{[x_1, x_2]} \) with coefficients in \( \mathbb{C} \). We define the transversal \( \Xi_\alpha \) as the spectrum of \( A_\alpha \): \( \Xi_\alpha = \mathrm{Sp}(A_\alpha) \). Therefore \( \Xi_\alpha \) is compact (by Gelfand theorem) and totally disconnected (since \( A_\alpha \) is generated by idempotents).

**Lemma 1.5.1** The \( C^* \)-algebra \( B = C_0([-\alpha, 1]) \) is a closed subalgebra of \( A_\alpha \).
Proof. Any continuous function \( f \) on \([-\alpha, 1)\) that vanishes at 1 can be expressed as a uniform limit of a sequence \((f_n)\) in \(A_\alpha\): choose for instance 
\[
    f_n = \sum_{i=1}^{n} f(x_i) \chi_{[x_{i-1}, x_i)}
\]
for \( x_0 = -\alpha < x_1 < \cdots x_n = 1 \) in \(Z_\alpha\). Hence \(B\) is a subalgebra of \(A_\alpha\).

If \(f \in A_\alpha\) is the limit of a sequence \((f_n)\) in \(B\) then \(f\) is continuous and 
\[
    \lim_{1-} f = \lim_{n} f_n = \lim_{1-} f_n = 1
\]
because the convergence is for the uniform norm. So \(f\) belongs to \(B\). Hence \(B\) is closed in \(A_\alpha\).

Note that \(B\) is non unital for \([-\alpha, 1)\) is not compact.

By the duality between a locally compact Hausdorff space \(X\) and its Banach algebra of continuous functions vanishing at infinity \(C_0(X)\), there is a continuous surjection \(\pi : \text{Sp}(A_\alpha) = \Xi_\alpha \to \text{Sp}(B) = [-\alpha, 1)\). We can therefore see the transversal as a completion of \([-\alpha, 1)\) for a finer topology than the usual one. Let us describe this topology in more details.

**Proposition 1.5.2** For \(x \in [-\alpha, 1) \setminus Z_\alpha\) let \(\delta_x\) be the character \(\delta_x(f) = f(x)\), and for \(x \in Z_\alpha\) let \(\delta_{x\pm}\) be the character \(\delta_{x\pm}(f) = \lim_{h \downarrow 0} f(x \pm h)\). The spectrum of \(A_\alpha\) is the set of characters \(\delta_x\) and \(\delta_{x\pm}\) (endowed with the weak-* topology).

**Proof.** First recall that the spectrum of a \(C^*\)-algebra is a subspace of the unit ball in its dual endowed with the weak-* topology. Hence it is compact by Banach-Alaoglu’s theorem.

Let \(\xi \in \text{Sp}(A_\alpha)\). Consider a point \(x_1 \in (-\alpha, 1)\) and define \(\chi_1 = \chi_{[-\alpha, x_1)}\), and \(\chi_2 = \chi_{[x_1, 1)}\). We have: \(\chi_1 + \chi_2 = 1\) the constant function equal to 1 on \([-\alpha, 1)\), and \(\xi(\chi_i), i = 1, 2\) is either 0 or 1. For all \(f \in A_\alpha\), we can write \(\xi(f) = \xi(\chi_1 f + \chi_2 f) = \xi(\chi_1)\xi(f) + \xi(\chi_2)\xi(f)\) and one of the last two terms is 0, so that \(\xi(f) = \xi(\chi_{i_1} f)\) where \(i_1\) is 1 or 2. We can now pick up a point \(x_2\) in the domain \([l_1, r_1)\) of \(\chi_{i_1}\) and write \(\chi_{i_1} = \chi_{[l_1, x_2]} + \chi_{[x_2, r_1)}\). Again \(\xi\) will be non zero on only one of those characteristic functions, that we call \(\chi_{i_2} = \chi_{[l_2, r_2]}\), and we can write \(\xi(f) = \xi(\chi_{i_2} f)\). We repeat this process inductively to get a sequence of points \(x_i \in [l_i, r_i)\) that converges to some \(x\).
If \( x \notin \mathbb{Z}_\alpha \) then \( \xi \) evaluates \( f \) at \( x \), and if \( x \in \mathbb{Z}_\alpha \) it computes the left or right limit of \( f \) at \( x \).

As a consequence, we can identify the transversal as the set \([-\alpha, 1)\) with a discontinuity at each \( x \in \mathbb{Z}_\alpha \). The completion consists in replacing each such \( x \) by two points \( x^- \) and \( x^+ \), its left and right limits. Now a weak-* open neighborhood of \( \xi \) in \( \text{Sp}(A_\alpha) \) is given by a set of the form \( U_{\xi,\varepsilon,f_1,\ldots,f_n} = \{ \eta : |\xi(f_i) - \eta(f_i)| < \varepsilon, i = 1, \ldots, n \} \), for some \( f_i \in A_\alpha \) and \( \varepsilon > 0 \). Let us choose only one function, and a generator of \( A_\alpha \), \( f = \chi_{[x_1,x_2]} \) for \( x_1 < x_2 \in \mathbb{Z}_\alpha \), take \( \varepsilon = 0 \), and consider the character \( \xi = \delta_x \) for \( x \in (x_1, x_2) \setminus \mathbb{Z}_\alpha \). The corresponding open neighborhood is easily seen to be the set of \( \eta \) such that \( 0 = |\eta(\chi_{[x_1,x_2]}) - \delta_x(\chi_{[x_1,x_2]})| = |\eta(\chi_{[x_1,x_2]}) - 1| \). And since \( \eta \) is some \( \delta_y \) or \( \delta_{y^\pm} \) the equality implies that \( y \) has to be in \([x_1, x_2)\). We thus see that the intervals \([x_1, x_2)\) of \([-\alpha, 1)\) with its usual topology, are open for the topology of the transversal (for which they read \([-x_1^+, x_2^-]\)). They are also closed since their complements, \([\alpha, x_1) \cup [x_2, 1)\), are the unions of two such sets. Those intervals form a countable basis of closed and open sets for the topology of the transversal. In addition, the transversal is perfect for this topology (every point is a point of accumulation). Hence it is a Cantor set (compact, perfect, and totally disconnected).

We identify the transversal with the unit circle endowed with a Cantor topology, \( S^1_{\alpha} \), by identifying \(-\alpha^\pm\) and \(1^\pm\) and rescaling the interval to one of length one. The Cantor circle \( S^1_{\alpha} \) can also be defined directly as the spectrum of the \( C^*\)-algebra generated by the set \( \{ \chi_{[0, \frac{\alpha}{1+\alpha}]} \circ T^\alpha_n : n \in \mathbb{Z} \} \) where \([0, \frac{\alpha}{1+\alpha}]\) is the arc in \( S^1 \) of length \( \frac{\alpha}{1+\alpha} \) and \( T^\alpha \) is the rotation by the angle \( \frac{\alpha}{1+\alpha} \). A countable basis for the topology of \( S^1_{\alpha} \) is given by the closed and open (clopen) intervals \( i_{lm} = [l \frac{\alpha}{1+\alpha}, m \frac{\alpha}{1+\alpha}] \mod 1 \) for integers \( l, m \).

In the special case when \( \alpha = \sigma = \frac{\sqrt{5}-1}{2} \) is the gold mean, \( T_\sigma \) is the Fibonacci tiling, and is also a substitution tiling with substitution rules \( a \to ab \) and \( b \to a \) [8, 82]. If \( \alpha \) is quadratic irrational (a root of a polynomial of degree 2 with integer coefficients) then \( T_\alpha \) is also a substitution tiling [82].
We orient $L_\alpha$ in the direction of the first quadrant (northeast), and puncture the tiles by their left vertices for convenience (not their barycenters). The prototile space $\mathcal{B}_0 = S^1 \vee S^1$ is the wedge sum of two circles corresponding to the two prototiles with their vertices identified. The difference with section 2.3.2 is that the $\Xi^a_\Delta$’s do not partition $\Xi_\Delta$ since there is only one vertex here, see definition 2.3.1. Consequently the canonical transversal and $\Delta$-transversal are identical here. As explained earlier, the transversal $\Xi_a$ is seen as the interval $[-\alpha, 1)$ on the line $L_\alpha^\perp$. The interval $[-\alpha, 0)$ is the acceptance zone $\Xi_a$ of the prototile $a$ whose representatives are the projections of horizontal intervals of $\Sigma$, and $[0, 1)$ is the acceptance zone $\Xi_b$ of the prototile whose representatives are the projections of vertical intervals of $\Sigma$. 
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CHAPTER II

TOPOLOGICAL INVARIANTS OF TILINGS

We describe here some topological invariants of interest for tilings, namely various cohomologies and K-theories. In particular we define a new tiling cohomology, the PV cohomology, and relate it to Čech cohomology. A link between cohomology and K-theory for tilings is given in chapter 5 where we present a spectral sequence which converges to the K-theory of a tiling with page-2 given by its PV cohomology.

2.1 Homotopy and homology of tiling spaces

Let $T$ be an aperiodic and repetitive tiling of $\mathbb{R}^d$ with FLC. Let $\Omega$ be its hull (definition 1.1.4).

Most homotopy and homology groups of $\Omega$ are of no interest for us. First the 0-th homology group $H_0(\Omega; \mathbb{Z})$ count the number of path components of $\Omega$. But a path component is an orbit and there are uncountably many of them. Hence

$$H_0(\Omega; \mathbb{Z}) \cong \mathbb{Z}^{\aleph_1}.$$ 

The homotopy groups $\pi_n(\Omega)$ and the homology groups $H_n(\Omega; \mathbb{Z})$, for $n > 0$ and $n \neq d$, probe a single path component. But each orbit is contractible so

$$\pi_n(\Omega) \cong H_n(\Omega; \mathbb{Z}) \cong 0.$$ 

The case $n = d$ is special, and we will discuss it briefly in section 3.2. Note that if $T$ is not FLC, then $\Omega$ might have some non contractible closed orbits, and therefore some non trivial homotopy groups.

On the other hand, for spaces such as $\Omega$, the Čech cohomology is much better suited. First the 0-th cohomology group $\check{H}_0(\Omega; \mathbb{Z})$ counts the number of connected
components. But $\Omega$ is connected so

$$H^0(\Omega; \mathbb{Z}) \cong \mathbb{Z}.$$  

Now the Čech cohomology is well-behaved under inverse limits: if $X = \varprojlim (X_n, g_n)$ then $\check{H}^*(X; \mathbb{Z}) \cong \varprojlim (\check{H}^*(X_n), g_n^*)$, see theorem 2.2.2, hence we have the following

**Theorem 2.1.1** Let $(B_n, f_n)$ be a proper sequence of patch spaces (definition 1.4.3). We have the isomorphism:

$$\check{H}^*(\Omega; \mathbb{Z}) \cong \varprojlim (\check{H}^*(B_n), f_n^*).$$

### 2.2 Introduction to Čech cohomology

We review here the basic definitions and properties of Čech cohomology with integer coefficients. The reader is refered for instance to the classical book of Bott and Tu [19] (section 10 and 15 in particular) for the general theory of Čech cohomology with values in a sheaf of Abelian groups. Let $X$ be a topological space and $U$ an open cover of $X$.

**Definition 2.2.1** The nerve of $U$ is the simplicial complex $N(U)$ defined as follows:

(i) $N(U)^0$ is the set of vertices $[\alpha]$ associated with each non empty $U_\alpha$ in $U$,

(ii) $N(U)^n$, for $n > 0$, is the set of $n$-simplices $[\alpha_0, \alpha_1, \cdots, \alpha_n]$ associated with each non empty intersection $U_{\alpha_0} \cap U_{\alpha_1} \cap \cdots \cap U_{\alpha_n}$, and attached by their faces $\partial_i[\alpha_0, \alpha_1, \cdots, \alpha_n]$, 0 ≤ $i$ ≤ $n$, to the corresponding $n-1$-simplices $[\alpha_0, \cdots, \hat{\alpha}_i, \cdots, \alpha_n]$, where the “hat” symbol over $\alpha_i$ indicates that this vertex is deleted from the sequence $\alpha_0, \cdots, \alpha_n$.

The link with the formal definition of a nerve for a small category and its classifying space (see section 6.2) is as follows. Consider the small category $\mathcal{C}_U$ obtained by
regarding the cover $\mathcal{U}$ as a partially ordered set with relation that of set inclusion: its objects are the open sets in $\mathcal{U}$ and its morphisms are given by inclusion: $i_{\alpha\beta} : U_\alpha \to U_\beta$ if $U_\alpha \subset U_\beta$. The nerve of the cover $\mathcal{U}$ is the geometric realization of the nerve of the category $\mathcal{C}_\mathcal{U}$, i.e. its classifying space.

The Čech cohomology of the covering $\mathcal{U}$ is defined as the simplicial cohomology of its nerve

$$\check{H}^*(\mathcal{U}; \mathbb{Z}) := H^*_{\text{simplicial}}(N(\mathcal{U}); \mathbb{Z}).$$

If $\mathcal{V}$ is a refinement of the covering $\mathcal{U}$, then there is a simplicial map $N(\mathcal{V}) \to N(\mathcal{U})$ and an induced canonical map on cohomology $\rho_{\mathcal{U}\mathcal{V}} : \check{H}^*(\mathcal{U}; \mathbb{Z}) \to \check{H}^*(\mathcal{V}; \mathbb{Z})$. The Čech cohomology of $X$ is defined as the direct limit

$$\check{H}^*(X; \mathbb{Z}) := \varinjlim \left( \check{H}^*(\mathcal{U}; \mathbb{Z}), \rho_{\mathcal{U}\mathcal{V}} \right).$$

Note: the Čech cohomology of an open cover is usually defined with values in a presheaf (see for instance [19] section 10), but we will stick to this simpler version here.

In practice $\check{H}^*(X; \mathbb{Z})$ is often computable from finite calculation. A good cover $\mathcal{U}$ of $X$ is a cover of $X$ such that every $U_\alpha$ and every non empty intersection $U_{\alpha_0} \cap U_{\alpha_1} \cap \cdots \cap U_{\alpha_n}$ are contractible. For instance, a good cover of the circle $\mathbb{S}^1$ requires at least three open sets intersecting two by two. If $\mathcal{U}$ is a good cover of $X$ then the Čech cohomology of $X$ is isomorphic to the Čech cohomology of $\mathcal{U}$:

$$\check{H}^*(X; \mathbb{Z}) \cong \check{H}^*(\mathcal{U}; \mathbb{Z}), \quad \text{for any good cover } \mathcal{U}.\]$$

If $X$ is a simplicial complex, there exist a good cover $\mathcal{U}$ whose nerve is homeomorphic to $X$: associated with each vertex $\alpha \in X^0$ let $U_\alpha$ be the union of $\alpha$ and the interior of all cells that have $\alpha$ as a vertex. The intersection $U_{\alpha_0} \cap U_{\alpha_1} \cap \cdots \cap U_{\alpha_n}$ is non empty if and only if the $U_{\alpha_i}$ share an $(n - 1)$-cell. Hence for a simplicial complex the Čech cohomology is isomorphic to the simplicial (hence singular and cellular) cohomology. This is also true for a $\Delta$-complex, since it can be refined as a simplicial complex.
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**Theorem 2.2.2** Assume that \( X = \lim_{←} (X_n, f_n) \) with each \( X_n \) a simplicial complex, and \( f_n : X_n \to X_{n-1} \). Then

\[
\check{H}^*(X; \mathbb{Z}) \cong \lim_{←} (\check{H}^*(X_n; \mathbb{Z}), f_n^*) .
\]

**Proof.** Let \( \pi_n : X \to X_n \) be the projection onto the \( n \)-th coordinate in the inverse limit. Since \( X \subset \prod_n X_n \) a basis for the open sets in \( X \) is given by preimages \( \pi_n^{-1}(U_n) \) of open sets \( U_n \) in \( X_n \). Let \( \mathcal{U}_0 \) be a good cover of \( X_0 \), and for \( n > 0 \), let \( \mathcal{U}_n \) be a good cover of \( X_n \) that is a refinement of \( f_n^{-1}(\mathcal{U}_{n-1}) \). The preimage \( \mathcal{V}_n = \pi_n^{-1}(\mathcal{U}_n) \) is a cover of \( X \) (although not a good cover), and one readily checks that \( N(\mathcal{V}_n) \cong N(\mathcal{U}_n) \). Now \( \check{H}^*(X) = \lim_{←} \check{H}^*(\mathcal{V}_n) \), and \( \check{H}^*(\mathcal{V}_n) = H_{\text{simpl}}(N(\mathcal{V}_n)) \cong H_{\text{simpl}}(N(\mathcal{U}_n)) = \check{H}^*(X_n) \), so that \( \check{H}^*(X) \cong \lim_{←} \check{H}^*(X_n) \). \( \square \)

## 2.3 Cohomology of tilings

We first review the various tiling cohomologies that have been used for tilings, and then introduce a new one: the PV cohomology. We give an explicit calculation of PV cohomology in section 2.3.3.

### 2.3.1 Tiling Cohomologies

Various cohomologies for tiling spaces have been used in the literature. For the class of tilings considered here (aperiodic and repetitive with FLC) they are all isomorphic.

First, the Čech cohomology of the hull was introduced for instance in [1] for substitution tilings (and in full generality for tilings on Riemanian manifolds in [71]). Hulls of such tilings are obtained by inverse limit of finite CW-complexes, and their Čech cohomology is obtained by direct limit.

For repetitive tilings with FLC, if a lamination structure is given to the hull as in [11], the cohomology of the hull is defined by direct limit of the simplicial cohomologies of branched manifolds that approximate the hull by inverse limit (a generalisation of
theorem 1.4.4). In terms of the lamination structure on the hull, this cohomology is isomorphic to the transverse cohomology defined by Moore and Schochet in [61] for foliated spaces. This cohomology is isomorphic the Čech cohomology of the hull, using the natural isomorphism between Čech and simplicial cohomologies that holds for such branched manifolds (which are CW-complexes) and passing to direct limit.

Another useful cohomology, the Pattern-Equivariant (PE) cohomology, has been proposed by Kellendonk and Putnam in [49, 50] for real coefficients and then generalized to integer coefficients by Sadun [73]. This cohomology has been used for proving that the Ruelle-Sullivan map (associated with an ergodic invariant probability measure on the hull) from the Čech cohomology of the hull to the exterior algebra of the dual of $\mathbb{R}^d$ is a ring homomorphism. Let $T$ be a repetitive tiling with FLC. Assume its tiles are compatible CW-complexes, so that it gives a CW-complex decomposition of $\mathbb{R}^d$. The group of PE $n$-cochains $C^n_{PE}$ is a subgroup of the group of integer singular $n$-cochains of $\mathbb{R}^d$ that satisfy the following property: an $n$-cochain $\varphi$ is said to be PE if there exists a patch $p$ of $T$ such that $\varphi(\sigma_1) = \varphi(\sigma_2)$, for 2 $n$-simplices $\sigma_1, \sigma_2$ with image cells $e_1, e_2$, whenever there exists $x \in e_1, y \in e_2$ such that $p_p(t^{-x}T) = p_p(t^{-y}T)$. The simplicial coboundary of a PE cochain is easily seen to be PE (possibly with respect to a patch of larger radius), and this defines the complex for integer PE cohomology.

A PE cochain is a cochain that agree on points which have the same local environments in $T$ or equivalently is the pull back of a cochain on some patch space $B_p$. Hence PE cohomology can be seen as the direct limit of the singular cohomologies of a proper sequence of patch spaces. Using the natural isomorphisms between cellular and Čech cohomologies that holds for those CW-complexes and taking direct limits, the integer PE cohomology turns out to be isomorphic to the Čech cohomology of the hull.

The PV cohomology described in the next section 2.3.2 is also isomorphic to the Čech cohomology of the hull (see theorem 2.4.1).
2.3.2 The PV cohomology

The definition of a $\Delta$-complex structure is first recalled, following the presentation of Hatcher in his book on Algebraic Topology [38] section 2.1.

Given $n + 1$ points $v_0, \ldots v_n$, in $\mathbb{R}^m$, $m > n$, that are not collinear, let $[v_0, \ldots, v_n]$ denote the $n$-simplex with vertices $v_0, \ldots v_n$. Let $\Delta^n$ denote the standard $n$-simplex

$$\Delta^n = \{(x_0, x_1, \ldots x_n) \in \mathbb{R}^{n+1} : \sum_{i=0}^{n} x_i = 1 \text{ and } x_i \geq 0 \text{ for all } i\},$$

whose vertices are the unit vectors along the coordinate axes. An ordering of those vertices is specified and this allows to define a canonical linear homeomorphism between $\Delta^n$ and any other $n$-simplex $[v_0, \ldots, v_n]$, that preserves the order of the vertices, namely, $(x_0, x_1, \ldots x_n) \mapsto \sum x_i v_i$.

If one of the $n + 1$ vertices of an $n$-simplex $[v_0, \ldots, v_n]$ is deleted, then the remaining $n$ vertices span an $(n - 1)$-simplex, called a face of $[v_0, \ldots, v_n]$. By convention the vertices of any subsimplex spanned by a subset of the vertices are ordered according to their order in the larger simplex.

The union of all the faces of $\Delta^n$ is the boundary of $\Delta$, written $\partial \Delta^n$. The open simplex $\overset{\circ}{\Delta^n}$ is $\Delta^n \setminus \partial \Delta^n$, the interior of $\Delta^n$.

A $\Delta$-complex structure on a space $X$ is a collection of maps $\sigma_\alpha : \Delta^n \to X$, with $n$ depending on the index $\alpha$, such that

(i) The restriction $\sigma_\alpha|_{\overset{\circ}{\Delta^n}}$ is injective, and each point of $X$ is in the image of exactly one such restriction.

(ii) Each restriction of $\sigma_\alpha$ to a face of $\Delta^n$ is one of the maps $\sigma_\beta : \Delta^{n-1} \to X$.

The face of $\Delta^n$ is identified with $\Delta^{n-1}$ by the canonical linear homeomorphism between them that preserves the ordering of the vertices.

(iii) A set $A \subset X$ is open iff $\sigma^{-1}_\alpha(A)$ is open in $\Delta^n$ for each $\sigma_\alpha$. 
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A $\Delta$-complex $X$ can be built as a quotient space of a collection of disjoint simplices by identifying various subsimplices spanned by subsets of the vertices, where the identifications are performed using the canonical linear homeomorphism that preserves orderings of the simplices. It can be shown that $X$ is a Hausdorff space. Then condition (iii) implies that each restriction $\sigma_\alpha|_{\Delta^n}$ is a homeomorphism onto its image, which is thus an open simplex in $X$. These open simplices $\sigma_\alpha(\Delta^n)$ are cells $e^n_\alpha$ of a CW-complex structure on $X$ with the $\sigma_\alpha$’s as characteristic maps.

It is now assumed that the tiles of $T$ are compatible finite $\Delta$-complexes: the intersection of two tiles is a sub-$\Delta$-complex of both. In addition each cell $e^n_\alpha = \sigma_\alpha(\Delta^n)$ of each tile is punctured, by say the image under $\sigma_\alpha$ of the barycenter of $\Delta^n$. Hence $T$ can be seen as a $\Delta$-complex decomposition of $\mathbb{R}^d$, and this $\Delta$-complex structure gives a “refinement” of the tiling (each tile being decomposed into the union of the closures of the cells it contains). If $T$ is the Voronoi tiling of a Delone set its tiles can be split into $d$-simplices since they are polytopes: this gives a $\Delta$-complex structures for which the maps $\sigma_\alpha$ are simply affine maps. The maps $\sigma_\alpha : \Delta^n \rightarrow B_0$ of the $\Delta$-complex structure of $B_0$, will be called the characteristic maps of the $n$-simplices on $B_0$ represented by their image.

By construction (definition 1.3.1) as a quotient $CW$-complex, the prototile space $B_0$ is a finite $\Delta$-complex.

**Definition 2.3.1** The $\Delta$-transversal, denoted $\Xi_\Delta$, is the subset of $\Omega$ consisting of tilings that have the puncture of one of their cells (of one of their tiles) at the origin $0_{\mathbb{R}^d}$.

Since $T$ has finitely many prototiles and they have finite $CW$-complex structures, the set of the punctures of the cells of the tiles of $T$ is a Delone set. This Delone set will be called the $\Delta$-Delone set of $T$, and denoted $L_\Delta$. The $\Delta$-transversal is thus the canonical transversal of $L_\Delta$.  
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The $\Delta$-transversal is not immediately related to the canonical transversal. Indeed the lift of the puncture of a cell does not belong to the canonical transversal in general, unless this puncture coincides with the puncture of the tile of $B_0$ that contains that cell.

The $\Delta$-transversal is the lift of the punctures of the cells in $B_0$. It is partitioned by the lift of the punctures of the $n$-cells, denoted $\Xi^n_\Delta$ which is the subset of $\Omega$ consisting of tilings that have the puncture of an $n$-cell at the origin. As for the canonical transversal, the $\Delta$-transversal is a Cantor set, and the $\Xi^n_\Delta$’s give a partition by clopen sets. The ring of continuous integer-valued functions on the $\Delta$-transversal, $C(\Xi_\Delta, \mathbb{Z})$, is thus the direct sum of the $C(\Xi^n_\Delta, \mathbb{Z})$’s for $n = 0, \cdots, d$.

Given the characteristic map $\sigma$ of an $n$-simplex $e$ of $B_0$, let $\Xi_\Delta(\sigma)$ denote the lift of the puncture of $e$, and $\chi_\sigma$ its characteristic function on $\Xi_\Delta$. The subset $\Xi_\Delta(\sigma)$ is called the acceptance zone of $\sigma$. Since continuous integer-valued functions on a totally disconnected space are generated by characteristic functions of clopen sets, $\chi_\sigma$ belongs to $C(\Xi_\Delta, \mathbb{Z})$.

Consider the characteristic map $\sigma : \Delta^n \rightarrow B_0$ of an $n$-simplex $e$ of $B_0$, and $\tau$ a face of $\sigma$ (i.e. the restriction of $\sigma$ to a face of $\Delta^n$) with associated simplex $f$ (a face of $e$). The simplices $e$ and $f$ in $B_0$ are contained in some tile $\tau_j$. Viewing $e$ and $f$ as subsets of the tile $t_j$ in $\mathbb{R}^d$, it is possible to define the vector $x_{\sigma \tau}$ that joins the puncture of $f$ to the puncture of $e$. Notice that since $B_0$ is a flat branched manifold (remark 1.3.3, and [11]), the vector $x_{\sigma \tau}$ is also well defined in $B_0$ as a vector in a region containing the simplex $e$.

**Definition 2.3.2** (i) Let $\sigma$ and $\tau$ be characteristic maps of simplices in $B_0$. The operator $\theta_{\sigma \tau}$, on $C(\Xi_\Delta, \mathbb{Z})$, is defined by

$$
\theta_{\sigma \tau} = \begin{cases} 
\chi_\sigma T^{x_{\sigma \tau}} \chi_\tau & \text{if } \tau \subset \partial \sigma, \\
0 & \text{otherwise}.
\end{cases}
$$
where $\tau \subset \partial \sigma$ means that $\tau$ is a face of $\sigma$. Here the translation acts by $T^{-\sigma}\tau f(\xi) = f(T^{-\sigma}\tau\xi)$ whenever $f \in C(\Xi_\Delta(\tau), \mathbb{Z})$.

(ii) The function ring of the transversal $\mathcal{A}_{\Xi_\Delta}$ is the ring (finitely) generated by the operators $\theta_{\sigma\tau}$ and their adjoints $\theta_{\sigma\tau}^* = \chi_{\tau}T^{-\sigma}\chi_{\sigma}$ for $\tau \subset \partial \sigma$ and 0 otherwise, over all characteristic maps $\sigma$ and $\tau$ of simplices in $\mathcal{B}_0$.

The operators $\theta_{\sigma\tau}$'s satisfy the following properties:

$$\theta_{\sigma\tau}\theta_{\sigma\tau}^* = \chi_{\sigma} \text{ if } \tau \subset \partial \sigma, \quad (2.3.1a)$$

$$\sum_{\sigma : \partial \sigma \supset \tau} \theta_{\sigma\tau}^*\theta_{\sigma\tau} = \chi_{\tau}. \quad (2.3.1b)$$

The $\theta_{\sigma\tau}$'s are thus partial isometries. The ring $\mathcal{A}_{\Xi_\Delta}$ is unital and its unit is the characteristic function of the $\Delta$-transversal $1_{\mathcal{A}_{\Xi_\Delta}} = \chi_{\Xi_\Delta}$. The ring of continuous integer-valued functions on the $\Delta$-transversal $C(\Xi_\Delta, \mathbb{Z})$ is a left $\mathcal{A}_{\Xi_\Delta}$-module.

**Remark 2.3.3** It is important to notice that the operators $\theta_{\sigma\partial \sigma}$’s are in one-to-one correspondence with a set of arrows that generate $\Gamma^1_{\Delta}$, the arrows of the groupoid $\Gamma_{\Delta}$ of the $\Delta$-transversal (groupoid of the transversal of the Delone set $\mathcal{L}_{\Delta}$, see definition 1.2.5). The set of arrows $\Gamma^1_{\Delta}$ is indeed in one-to-one correspondence with the set
of vectors joining points of \( L_\Delta \), and it is generated by the set of vectors joining a point of \( L_\Delta \) to a “nearest neighbour” (a puncture of a face of the simplex of \( T \) whose puncture is that point, or of a simplex containing it on its boundary). Each vector can be decomposed into a sum of such generating vectors, and each arrow can be decomposed into a composition of such generating arrows (corresponding to those generating vectors). This generating set is finite, since \( T \) has FLC (in particular there are finitely many prototiles), and each of its vectors is an \( x_{\sigma \partial \sigma} \) and thus corresponds to a unique operator \( \theta_{\sigma \partial \sigma} \).

A “representation by partial isometries” of the set of generators of \( \Gamma_\Delta^1 \) is given by

\[
\theta(\gamma) = \chi_{p_0 \circ p_0^{-1}(s(\gamma))} T(\gamma) \chi_{p_0 \circ p_0^{-1}(r(\gamma))},
\]

where, if \( \gamma = (\xi, x) \), then \( T(\gamma) \) is the translation operator \( T^x \).

Let \( S_0^n \) be the set of the characteristic maps \( \sigma : \Delta^n \to B_0 \) of the \( n \)-simplices of the \( \Delta \)-complex decomposition of \( B_0 \), and \( S_0 \) the (disjoint) union of the \( S_0^n \)'s. The group of simplicial \( n \)-chains on \( B_0 \), \( C_{0,n} \), is the free abelian group with basis \( S_0^n \).

**Definition 2.3.4** The PV cohomology of the hull of \( T \) is the homology of the complex \( \{ C_{PV}^n, d_{PV}^n \} \), where:

(i) the PV cochain groups are the groups of continuous integer valued functions on \( \Xi_\Delta^n : C_{PV}^n = C(\Xi_\Delta^n, \mathbb{Z}) \) for \( n = 0, \ldots, d \),

(ii) the PV differential, \( d_{PV} \), is the element of \( \mathcal{A}_{\Xi_\Delta} \) given by the sum over \( n = 1, \ldots, d \), of the operators

\[
d_{PV}^n : \left\{ \begin{array}{c}
C_{PV}^{n-1} \longrightarrow C_{PV}^n \\
d_{PV}^n = \sum_{\sigma \in S_0^n} \sum_{i=0}^{n} (-1)^i \theta_{\sigma \partial \sigma} \end{array} \right.. \tag{2.3.2}
\]

The “simplicial form” of \( d_{PV}^n \) makes it clear that \( d_{PV}^{n+1} \circ d_{PV}^n = 0 \) for \( n = 1, \ldots, d - 1 \). We shall call alternatively the PV cohomology of the hull of \( T \) simply the *PV cohomology of \( T \).*
Remark 2.3.5 Thanks to the lamination structure on $\Omega$ described in remark 1.3.3 the map $p_0$

$$\Xi_{\Delta} \rightarrow \Omega$$

$$B_0$$

looks very much like a fibration of $\Omega$ with base space $B_0$ and fiber $\Xi_{\Delta}$. However because of the branched structure there are paths in $B_0$ that cannot be lifted to any leaf of $\Omega$. For example, if we can lift a loop $\gamma$, it gives rise to a path $p_\gamma$ in some patch $q$ of $T$. Intuitively, the aperiodicity of $T$ prevents $p_0$ from being a fibration. Indeed it it were we could also lift $\gamma^n$ for any arbitrary $n \in \mathbb{N}$, so we could find a patch $q_n$ in $T$ that contains $n$ copies of $q$ put one after the other: this would force some form of periodicity for $T$. Hence $p_0$ is not a fibration. Nevertheless the result in the present paper (theorem 5.2.1 in section 5.2) gives a spectral sequence analogous to the Serre spectral sequence for a fibration (see section 4.2).

Remark 2.3.6 This PV cohomology of $T$ is formally analogous to a cohomology with local coefficients (see section 4.2.2) but in a more general setting. Let $G_x$ be the group $C(p_{0}^{-1}(x), \mathbb{Z})$ for $x$ in $B_0$. As $p_{0}^{-1}(x)$ is a Cantor set, $G_x$ is actually its $K^0$-group: $G_x = K^0(p_{0}^{-1}(x))$ while its $K^1$ group is trivial. The family of groups $(G_x)_{x \in B_0}$ is analogous to a local coefficient system, with the operators $\theta_{\sigma_\tau}$’s in the role of group isomorphisms between the fibers, but they are not isomorphisms here (as they come from a groupoid). If $\sigma$ in $C_0^n$ is an $n$-chain, and $\varphi$ in $C_{PV}^{n-1}$ is a PV $(n-1)$-cochain, then the differential

$$d^n_{PV} \varphi(\sigma) = \sum_{i=0}^{n} (-1)^i \theta_{\sigma_\partial i} \varphi(\partial_i \sigma),$$

takes the restrictions of $\varphi$ to the faces $\partial_i \sigma$, which are elements of the groups $G_{x_{\partial_i \sigma}}$ (where $x_{\partial_i \sigma}$ is the puncture of the image simplex of $\partial_i \sigma$), and pull them to $\sigma$ with the
operators $\theta_{\sigma \partial_\sigma}$’s to get an element of the group $G_{x_\sigma}$ (where $x_\sigma$ is the puncture of the image simplex of $\sigma$).

$$
\xymatrix{
C(\Xi_\Delta(\sigma), \mathbb{Z}) 
\ar[r]_{\theta_{\sigma \partial_\sigma}} & 
C(\Xi_\Delta(\partial_\sigma), \mathbb{Z})
}
$$

**Figure 5:** The PV local coefficient system

A rigorous formulation of the points in this remark as well as in the previous remark 2.3.3 will be given in section 6.7.

### 2.3.3 An example: PV cohomology in 1-dimension

This section presents the explicit calculation of PV cohomology of some 1-dimensional tilings obtained by “cut and projection”. This is to illustrate techniques that can be used to calculate PV cohomology, rather than showing its distinct features and differences compared to other cohomologies. Further examples in higher dimensions, and methods of calculation for PV cohomology will be investigated in a future work.

We consider the tiling $T_\alpha$ described in section 1.5. We recall that it is obtained by projecting a strip of the lattice points $\Sigma$ of $\mathbb{Z}^2$ parallel to a line $L_\alpha$ of irrational slope $\alpha \in \mathbb{R}_+ \setminus \mathbb{Q}$.

The intersection of the strip with the orthogonal complement $L^\perp_\alpha$ is the “window” $W_\alpha$, the projection of the unit cube “open on the top and left” $(0, 1] \times [0, 1)$ onto $L^\perp_\alpha$. We give $L^\perp_\alpha$ and orientation towards the “northwest”, and identify $W_\alpha$ with the interval
Figure 6: A 1-dimensional cut and project construction

\[ [-\alpha, 1) \]. The transversal $\Xi_\alpha$ to the hull of $T_\alpha$ is defined as the spectrum of a $C^*$-algebra associated with $T_\alpha$ and can be viewed as a completion of the interval $[-\alpha, 1)$ for a finer topology than the usual one, where the intervals $[x_1, x_2)$, for $x_1 < x_2$ in the projection of $\Sigma$, are declared both open and closed (see proposition 1.5.2). With this topology, $\Xi_\alpha$ is a Cantor set.

We further map the interval $[-\alpha, 1)$ to the unit circle, and with the topology induced by $\Xi_\alpha$, we get a Cantor circle $S^1_\alpha$. It admits a countable basis of closed and open (clopen) sets $i_{lm} = [l\frac{\alpha}{1+\alpha}, m\frac{\alpha}{1+\alpha}) \mod 1$ for integers $l, m$.

We orient $L_\alpha$ in the direction of the first quadrant (northeast), and puncture the tiles by their left vertices for convenience (not their barycenters). The prototile space $B_0 = S^1 \vee S^1$ is the wedge sum of two circles corresponding to the two prototiles with their vertices identified. The difference with section 2.3.2 is that the $\Xi_{\Delta}$’s do not partition $\Xi_\Delta$ since there is only one vertex here, see definition 2.3.1. Consequently the canonical transversal and $\Delta$-transversal are identical here. As explained earlier, the transversal $\Xi_\alpha$ is seen as the interval $[-\alpha, 1)$ on the line $L_\alpha^\perp$. The interval $[-\alpha, 0)$
is the acceptance zone \( \Xi_a \) of the prototile \( a \) whose representatives are the projections of horizontal intervals of \( \Sigma \), and \([0, 1) \) is the acceptance zone \( \Xi_b \) of the prototile whose representatives are the projections of vertical intervals of \( \Sigma \). The vectors \( x_{\sigma^r} \)'s in the definitions of the operators \( \theta_{\sigma^r} \)'s are here the projections of the canonical vectors of \( \mathbb{R}^2 \) onto \( L_\alpha^+ \) (in \( W_\alpha \)). Once rescaled to the unit circle \( S_\alpha^1 \), the operator \( T^x_a \) becomes the rotation by angle \( \frac{-\alpha}{1+\alpha} \), and \( T^y_b \) the rotation by angle \( \frac{1}{1+\alpha} \), and are thus equal. The PV complex reads here simply:

\[
0 \to C(S_\alpha^1, \mathbb{Z}) \xrightarrow{d_{PV}=id-\theta_\alpha} C(S_\alpha^1, \mathbb{Z}) \to 0,
\]

where \( \theta_\alpha \) is the rotation by \( \frac{\alpha}{1+\alpha} \) on \( S_\alpha^1 \), and is unitary.

**Proposition 2.3.7** The PV cohomology of (the hull \( \Omega_\alpha \) of) \( T_\alpha \) is given by

\[
\begin{cases}
H_{0, PV}(B_0; C(S_\alpha^1, \mathbb{Z})) &\cong \mathbb{Z} \\
H_{1, PV}(B_0; C(S_\alpha^1, \mathbb{Z})) &\cong \mathbb{Z} \oplus \mathbb{Z}
\end{cases}
\]

*Proof.* A function \( f \in C(S_\alpha^1, \mathbb{Z}) \) reads as a finite sum \( f = \sum n \chi_{I_n} \) where \( n \) is an integer and \( \chi_{I_n} \) is the characteristic function of the clopen set \( I_n = f^{-1}(n) \). The 0-th cohomology group is the set of invariant functions under \( \theta_\alpha \). Each \( I_n \) is a finite disjoint union of base clopen sets \( i_{lm} \)'s. Given two base clopens \( i_{lm} \subset I_n \) and \( i_{l'm'} \subset I_{n'} \),

\[
\theta_\alpha^{m-m'}i_{l'm'} = [(l'+m-m')\frac{\alpha}{1+\alpha}, m'-\frac{\alpha}{1+\alpha}) \mod 1,
\]

so that \( i_{lm} \cap \theta_\alpha^{m-m'}i_{l'm'} \neq \emptyset \). Hence if \( f \) is invariant under \( \theta_\alpha \), then \( n \) must equal \( n' \) and therefore \( f \) must be constant.

The calculation of the first cohomology group, the group of co invariants under \( \theta_\alpha \), relies upon the fact that any function \( f \in C(S_\alpha^1, \mathbb{Z}) \) can be written as \( n_f \chi_{i_{01}} + m_f \chi_{S_\alpha^1} \) modulo \((1-\theta_\alpha)C(S_\alpha^1, \mathbb{Z})\), for some integers \( n_f, m_f \), that are uniquely determined by the class of \( f \). This technical point is tedious but elementary (it uses an encoding of the real numbers from the partial fraction decomposition of \( \frac{\alpha}{1+\alpha} \)), see lemma 2.3.9.

**Remark 2.3.8** (i) Using integration (see lemma 2.3.10), \( \int_{S_\alpha^1} \), one gets a group isomorphism

\[
H_{1, PV}(B_0; C(S_\alpha^1, \mathbb{Z})) \cong \mathbb{Z} \oplus \frac{\alpha}{1+\alpha} \mathbb{Z},
\]
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but PV cohomology by itself cannot distinguish between different values of $\alpha$.

(ii) The above calculations yield also the $K$-groups of the tiling space:

$$
\begin{align*}
K^0(\Omega) &\cong \hat{H}^0(\Omega; \mathbb{Z}) \cong H^0_{PV}(\mathcal{B}_0; C(S^1_\alpha, \mathbb{Z})) \\
K^1(\Omega) &\cong \hat{H}^1(\Omega; \mathbb{Z}) \cong H^1_{PV}(\mathcal{B}_0; C(S^1_\alpha, \mathbb{Z}))
\end{align*}
$$

The isomorphism between Čech and PV cohomologies for hull of tilings is proven in theorem 2.4.1. The isomorphisms between $K$-theory and cohomology of the hull comes from the natural isomorphisms (Chern character) between $K$-theory and cohomology of CW-complexes of dimension less than 3 (a proof can be found in [1], proposition 6.2), and the fact that $\Omega_\alpha$ is the inverse limit of such space (theorem 1.4.4).

(iii) With the previous remark, the PV complex (2.3.3) can be viewed as the Pimsner-Voiculescu exact sequence [64] for the $K$-theory of the $C^*$-algebra $C(S^1_\alpha) \rtimes_{\theta_\alpha} \mathbb{Z}$:

$$
\begin{array}{ccccccccc}
K_0(C(S^1_\alpha)) & \xrightarrow{id-\theta_\alpha} & K_0(C(S^1_\alpha)) & \to & K_0(C(S^1_\alpha) \rtimes_{\theta_\alpha} \mathbb{Z}) \\
\uparrow & & & & \downarrow & & & & \downarrow & & \\
K_1(C(S^1_\alpha) \rtimes_{\theta_\alpha} \mathbb{Z}) & \leftarrow & K_1(C(S^1_\alpha)) & \xleftarrow{id-\theta_\alpha} & K_1(S^1_\alpha)
\end{array}
$$

Indeed $C(S^1_\alpha) \rtimes_{\theta_\alpha} \mathbb{Z}$ is the $C^*$-algebra of the groupoid of the transversal, which is Morita equivalent to the $C^*$-algebra of the hull of $\mathcal{T}_\alpha$ [9]. Also $K_0(C(S^1_\alpha)) \cong C(S^1_\alpha, \mathbb{Z})$ and $K_1(C(S^1_\alpha)) \cong 0$ [12].

We now give the technical details for the calculation of $H^1_{PV}(\mathcal{B}_0; C(S^1_\alpha, \mathbb{Z}))$. This group is the cokernel of $d_{PV} = id - \theta_\alpha$ in the complex (2.3.3). Let us denote it by $G_\alpha$:

$$
G_\alpha := \text{Coker } d_{PV} = C(S^1_\alpha, \mathbb{Z})/(id - \theta_\alpha)C(S^1_\alpha, \mathbb{Z}).
$$

Let $\beta = \frac{\alpha}{1+\alpha}$, and let us also denote by $\chi_\beta$ the characteristic function of the arc $i_{01} = [0, \beta]$ in $S^1_\alpha$, and by $1$ the constant function equal to 1 on $S^1_\alpha$. 
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Lemma 2.3.9 For each \( f \in G_\alpha \) there exists two integers \((n_f, m_f) \in \mathbb{Z}^2\) such that
\[
f = \lfloor n_f \chi_\beta + m_f \rfloor\]
(where \( \lfloor g \rfloor \) denotes the class in \( G_\alpha \) of an element \( g \in C(S^1, \mathbb{Z}) \)).

Proof. For \( x \in \mathbb{R} \) we denote by \([x]\) and \( \{x\}\) its integer and fractional parts respectively, and for \( k \in \mathbb{Z} \) let \( \chi_{k\beta} \) denote the characteristic function \( \chi_{[0,k\beta \mod 1]} \). Abusing notation we mean by \( x \mod 1 \) the representative of the class \( x + \mathbb{Z} \) that lies in the interval \([0,1]\). Let the continuous fraction decomposition of \( \beta \) be given by the sequence of integers \((b_n)\), and let \((\beta_n)\) be the sequence given by \( \beta_0 = \beta, \beta_j = \{\frac{1}{\beta_{j-1}}\}, j \geq 1 \), so that for all \( j \geq 1 \) we have \( \beta_{j-1} = \frac{1}{\beta_j} \). Let \( \chi_k \) be the characteristic function \( \chi_{[0,\beta_1\ldots\beta_{k-1}]} \).

The lemma will be proven using the following four claims.

Claim 1 Let \( I \) be a clopen set in \( S^1 \), then \( \chi_I \sim \chi_{k\beta} \) in \( G_\alpha \) for some integer \( k \in \mathbb{Z} \).

First notice that if \( f \in G_\alpha \) and \( f_1 \in C(S^1, \mathbb{Z}) \) is a representative of \( f \), then \( f_2 = \theta_\alpha f_1 \) and \( f_3 = \theta_\alpha^* f_1 \) are also representatives of \( f \). Now the clopen \( I \) is of the form \([n\beta \mod 1, m\beta \mod 1]\), and \( \chi_I \sim \theta_\alpha^{n} \chi_I = \chi_{\theta_\alpha^{n} I} \). And we have \( \theta_\alpha^{n} I = [0,(m-n)\beta \mod 1] \). Hence \( \chi_I \sim \chi_{k\beta} \) with \( k = m - n \).

Claim 2 For any integer \( k \in \mathbb{Z} \) there exists a unique encoding of \( k\beta \mod 1 \) as \( k\beta = \varepsilon_k \sum_{j=1}^{n(k)} (-1)^{j-1} c_j \beta_1 \cdots \beta_j \mod 1 \), where \( \varepsilon_k \) is the sign of \( k \) and with \( n(k) \in \mathbb{N} \) and \( c_j \in \{0,1,\ldots,b_{j+1}\}, j = 1,\ldots,n(k) \).

We can encode uniquely any real number \( x \in [0,1] \) as \( \sum_{j=1}^{\infty} (-1)^{j-1} c_j \beta_1 \cdots \beta_{j-1} \) with \( c_j \in \{1,2\cdots b_j, \frac{1}{b_j}\} \) and the rule \( c_j = \frac{1}{b_j} \Rightarrow c_{j+1} = 1 \). In the case of multiples of \( \beta \) the previous series can be taken to be finite as we now show. The rational approximants of \( \beta \) are given by the fractions \( \frac{p_j}{q_j} \) and the \( p_j \)'s and \( q_j \)'s are defined inductively as \( p_0 = 0, p_1 = 1, q_0 = 1, q_1 = b_1 \) and \( p_{j+1} = b_{j+1} p_j + p_{j-1}, q_{j+1} = b_{j+1} q_j + q_{j-1}, j \geq 2 \). Any \( 2 \times 2 \) matrix \( A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \) gives a linear action on \( \mathbb{C}^2 \) and induces a rational action \( \varphi_A \) on \( \mathbb{C}P^1 \) as follows
\[
A \begin{bmatrix} z \\ 1 \end{bmatrix} = \begin{bmatrix} a + bz \\ c + dz \end{bmatrix} \sim \begin{bmatrix} 1 \\ \varphi_A(z) \end{bmatrix}.
\]
We first show that for \( n \), we have \( \varphi_A(z) = \frac{1}{a_i + z} \) and therefore we can express \( \beta \) as follows \( \beta = \varphi_A(z) = \varphi_A \circ \varphi_A \circ \cdots \circ \varphi_A(z_j) \). Writing \( A_1A_2 \cdots A_j = \begin{bmatrix} q_j & q_{j-1} \\ p_j & p_{j-1} \end{bmatrix} \) we see directly the induction formulae for the \( p_j \)'s and \( q_j \)'s given above, and we have \( \beta = \frac{p_j + b_j p_{j-1}}{q_j + b_j q_{j-1}} \) so that \( \frac{p_j}{q_j} \) is the \( j \)-th rational approximant of \( \beta \). Note that since 

\[
\det(A_n) = -1, \quad \det(A_1A_2 \cdots A_j) = (-1)^j = q_j p_{j-1} - p_j q_{j-1}, \quad \text{and Bézout’s theorem implies that } p_j \text{ and } q_j \text{ are coprime. We have } \\
\beta - \frac{p_j}{q_j} = \frac{(-1)^j}{q_j(q_j + b_j q_{j-1})} = \frac{(-1)^j b_j}{q_j(q_j + b_j q_{j-1})}, \\
\text{therefore } q_j \beta - p_j = b_j \frac{(-1)^j}{q_j + b_j q_{j-1}} = -b_j(q_j-1 \beta - p_j-1) = \cdots = (-1)^j b_j \beta_{j-1} \cdots \beta_1(q_b - p_0), \text{ and so } q_j \beta = (-1)^j b_j \beta_1 \cdots \beta_j \mod 1. \]

Now given an integer \( k \in \mathbb{Z} \), there exists \( n \in \mathbb{N} \) such that \( q_n \leq |k| < q_{n+1} \), and we write the euclidean division of \( |k| \) by \( q_n \):

\[
|k| = d_n q_n + k_{n-1} \quad \text{with } k_{n-1} < q_n \quad \text{and } 1 \leq d_n \leq b_{n+1} \quad (\text{since } q_{n+1} = b_{n+1} q_n + q_{n-1}). 
\]

We now write the division of \( k_{n-1} \) by \( q_{n-1} \) and keep going on to get eventually \( |k| = d_n q_n + \cdots d_1 q_1 + d_0 q_0 \). Note that if \( d_n = b_{n+1} \) then \( k_{n-1} < q_{n-1} \) and so \( d_{n-1} = 0 \), and we set \( k_{n-1} = k_{n-2} \) and continue the process. We thus get that \( 0 \leq d_j \leq b_{j+1} \) and the rule \( d_j = b_{j+1} \Rightarrow d_{j-1} = 0 \). Eventually with the identity \( q_j \beta = (-1)^j b_j \beta_1 \cdots \beta_j \mod 1 \) we deduce that \( |k| \beta = \sum_{j=0}^{n}(-1)^j d_j \beta_1 \cdots \beta_j \mod 1 \). We now let \( c_j = d_{j+1} \) and \( n(k) = n + 1 \) to get the encoding \( k \beta = c_k \sum_{j=1}^{n(k)}(-1)^{i-1} c_j \beta_1 \cdots \beta_{i-1} \mod 1 \), with \( 0 \leq c_j \leq b_j \) and the rule \( c_j = b_j \Rightarrow c_{j-1} = 0 \).

**Claim 3** With the encoding of \( k \beta \) given in Claim 2 we have \( \chi_{k\beta} \sim \varepsilon_k \sum_{j=1}^{n(k)}(-1)^{j-1} c_j \beta \)

in \( G_\alpha \).

We first show that for \( i < j \) we have \( \chi_{[0, \beta \beta_1 \cdots \beta_{i-1} \pm \beta \beta_1 \cdots \beta_{j-1}]} \sim \chi \pm \chi_j \). Indeed, \( \chi_j \sim \chi_{[\beta \beta_1 \cdots \beta_{i-1}, \beta \beta_1 \cdots \beta_{i-1} \pm \beta \beta_1 \cdots \beta_{j-1}]} \) by applying \( \theta_\alpha \) (respectively \( \theta_\alpha^* \)) \( n_i \)-times if \( i \) is odd (respectively even) since \( \beta \beta_1 \cdots \beta_{i-1} = (-1)^{i-1} n_i \beta \mod 1 \) (see Claim 4), thus \( \chi_i + \chi_j \sim \chi_{[\beta \beta_1 \cdots \beta_{i-1} \pm \beta \beta_1 \cdots \beta_{j-1}]} \). Also \( \chi_j \sim \chi_{[-\beta \beta_1 \cdots \beta_{j-1}, 0]} \sim \chi_{[\beta \beta_1 \cdots \beta_{i-1} - \beta \beta_1 \cdots \beta_{j-1}]} \), and thus \( \chi_i - \chi_j \sim \chi_{[0, \beta \beta_1 \cdots \beta_{i-1} - \beta \beta_1 \cdots \beta_{j-1}]} \). We now prove the claim by induction on \( n(k) \). Assume the claim is true for all \( j \) for which \( n(j) \leq n - 1 \), and consider \( k \beta \mod 1 = \)
\[ \varepsilon_k \sum_{j=1}^{n} (-1)^{j-1} c_j \beta_1 \cdots \beta_{j-1} \] with \( c_n \neq 0 \). Let \( \xi_{n-1} = \varepsilon_k \sum_{j=1}^{n-1} (-1)^{j} c_j \beta_1 \cdots \beta_{j-1} \). By induction hypothesis we have \( \varepsilon_k \sum_{j=1}^{n} (-1)^{j} c_j \xi_j \sim \chi_{[0, \xi_{n-1}]} + \varepsilon_k (-1)^{n-1} c_n \xi_n \). If \( nk < 0 \), then with the identification \( c_n \chi_n \sim \chi_{[0, c_n \beta_1 \cdots \beta_{n-1}]} \sim \chi_{[\xi_{n-1} - c_n \beta_1 \cdots \beta_{n-1}, \xi_{n-1}]} \) we get that \( \chi_{[0, \xi_{n-1}]} - c_n \chi_n \sim \chi_{[\xi_{n-1} - c_n \beta_1 \cdots \beta_{n-1}, \xi_{n-1}]} = \chi_{k \beta} \), while if \( nk > 0 \) we use instead the identification \( c_n \chi_n \sim \chi_{[\xi_{n-1} - c_n \beta_1 \cdots \beta_{n-1}, \xi_{n-1}]} \) to get \( \chi_{[0, \xi_{n-1}]} + c_n \chi_n \sim \chi_{[0, \xi_{n-1} + c_n \beta_1 \cdots \beta_{n-1}]} = \chi_{k \beta} \).

**Claim 4** For \( j \in \mathbb{N} \), there exist \( n_j, m_j \in \mathbb{Z} \) such that \( \chi_j \sim n_j \chi_\beta + m_j 1 \) in \( G_\alpha \), where the \( n_j \)'s and \( m_j \)'s are defined inductively by \( n_1 = 1, n_2 = -b_1, m_1 = 0, m_2 = 1 \) and \( n_{j+1} = n_{j-1} + b_j n_j, m_{j+1} = m_{j-1} + b_j m_j \) for \( j \geq 2 \).

We first prove by induction that \( \beta \beta_1 \cdots \beta_{j-1} = n_j \beta + m_j \). For \( j = 1 \) this reads \( \beta = 1 \beta + 0 \) and for \( j = 2 \) we have \( \beta \beta_1 = -b_1 \beta + 1 \) (since \( \beta = \frac{1}{b_1 + \beta_1} \)) and this fixes the first two terms of the \( n_j \)'s and \( m_j \)'s. Now assume that for all \( k \leq j \) there exist \( n_k, m_k \in \mathbb{Z} \) such that \( \beta \beta_1 \cdots \beta_{k-1} = n_k \beta + m_k \). Since \( \beta_{j-1} = \frac{1}{b_j + \beta_j} \) we can write \( \beta \beta_1 \cdots \beta_j = \beta \beta_1 \cdots \beta_{j-2} - b_j \beta_1 \cdots \beta_{j-1} \) which is \((n_{j-1} - b_j n_j) \beta + (m_{j-1} - b_j m_j)\) by induction hypothesis, and this proves the identity. We now prove the claim similarly.

For \( j = 1 \) this reads: \( \chi_\beta = 1 \chi_\beta + 01 \), and for \( j = 2 \): \( \chi_2 = \chi_{[0, \beta \beta_1]} \sim \chi_{[b_1 \beta, 1]} = -\chi_{[0, b_1 \beta]} + \chi_{[0, 1]} \sim -b_1 \chi_\beta + 11 \). Now \( \chi_{j+1} = \chi_{[0, \beta \beta_1 \cdots \beta_j]} \) which is equivalent to \( \chi_{[b_j \beta \beta_1 \cdots \beta_{j-1}, \beta \beta_1 \cdots \beta_{j-2}]} \) and reads \( -\chi_{[0, b_j \beta \beta_1 \cdots \beta_{j-1}]} + \chi_{[0, \beta \beta_1 \cdots \beta_{j-2}]} \sim -b_j \chi_j + \chi_{j-1} \), and by induction hypothesis this is \((n_{j-1} - b_j n_j) \chi_\alpha + (m_{j-1} - b_j n_j) 1 = n_{j+1} \chi_\alpha + m_{j+1} 1 \).

We now finish the proof of the lemma. Let \( f \in G_\alpha \). We can write a representative \( f_1 \in C(S^1, \mathbb{Z}) \) of \( f \) as \( f_1 = \sum_{i=1}^{N} l_i \chi_{I_i} \) where the \( l_i \)'s are integers and the \( I_i \)'s are disjoint clopens in \( S^1 \). By Claim 1 there are integers \( k_i \)'s such that \( \chi_{I_i} \sim \chi_{k_i \beta} \) so that \( f_1 \sim f_2 = \sum_{i=1}^{N} l_i \chi_{k_i \beta} \). By Claim 2, for each \( k_i \) there exists \( n(k_i) \) and \( c_{ij} \)'s such that by Claim 3, \( f_2 \sim f_3 = \sum_{i=1}^{N} \varepsilon_{k_i} \sum_{j=1}^{n(k_i)} (-1)^{j-1} c_{ij} \chi_j \). And finally by Claim 4, \( f_3 \) is equivalent to \( f_4 = \sum_{i=1}^{N} \varepsilon_{k_i} \sum_{j=1}^{n(k_i)} (-1)^{j-1} c_{ij} (n_j \chi_\beta + m_j 1) \), so let \( n_f = \sum_{i=1}^{N} \varepsilon_{k_i} \sum_{j=1}^{n(k_i)} (-1)^{j-1} c_{ij} n_j \) and \( m_f = \sum_{i=1}^{N} \varepsilon_{k_i} \sum_{j=1}^{n(k_i)} (-1)^{j-1} c_{ij} m_j \) to get that \( f = [f_4] \) with \( f_4 = n_f \chi_\beta + m_f 1 \). \( \square \)
**Lemma 2.3.10** The map \( \varphi : G_\alpha \to \mathbb{Z} \oplus \beta \mathbb{Z} \) given by integration over \( S^1_\alpha \) \( \varphi(f) = \int_{S^1_\alpha} f = m_f + n_f \beta \) is a group isomorphism. So we have 

\[ G_\alpha \cong \mathbb{Z} \oplus \beta \mathbb{Z}. \]

**Proof.** The first expression for \( \varphi \) is well defined on \( G_\alpha \) because the integral of an invariant element \( g \in (\text{id} - \theta_\alpha)C(S^1_\alpha, \mathbb{Z}) \) is zero, so two representatives in \( C(S^1_\alpha, \mathbb{Z}) \) of an element of \( G_\alpha \) have the same integral. The second expression is well defined by lemma 2.3.9. The map \( \varphi \) is clearly a group homomorphism and it is easily seen to be an isomorphism. Assume that we have two elements \( f_1 = n_1 \chi_\beta + m_1 \mathbf{1} \) and \( f_2 = n_2 \chi_\beta + m_2 \mathbf{1} \) in \( G_\alpha \) with the same image under \( \varphi \). Then \( \int f_1 = \int f_2 \) reads \((m_2 - m_2) + (n_2 - n_1) \beta = 0 \) in the module \( \mathbb{Z} \oplus \beta \mathbb{Z} \) (which is finitely generated with basis \( \{1, \beta\} \) because \( \beta = \frac{\alpha}{1+\alpha} \) is irrational as \( \alpha \) is) therefore \( n_2 - n_1 = m_2 - m_1 = 0 \) so \( f_1 = f_2 \), which proves that \( \varphi \) is injective. Given \( m + n \beta \in \mathbb{Z} \oplus \beta \mathbb{Z} \) let \( f_{nm} = n \chi_\beta + m \mathbf{1} \) in \( G_\alpha \), we have \( \varphi(f_{nm}) = m + n \beta \), thus \( \varphi \) is surjective.

\[ \square \]

### 2.4 Isomorphism between Čech and PV cohomologies

We prove here that the PV cohomology of a tiling is isomorphic to the Čech cohomology of its hull:

**Theorem 2.4.1** Let \( T \) be an aperiodic and repetitive tiling of \( \mathbb{R}^d \) with FLC. Let \( \Omega \) denote its hull, and \( \Xi_\Delta \) its \( \Delta \)-transversal. The PV cohomology of \( T \) is isomorphic to the integer Čech cohomology of its hull:

\[ \check{H}^\ast(\Omega; \mathbb{Z}) \cong H_{PV}^\ast(B_0; C(\Xi_\Delta, \mathbb{Z})). \]

The proof of theorem 2.4.1 follows from propositions 2.4.5 and 2.4.7 below. We first define a PV cohomology of \( B_p \), written \( H_{PV}^\ast(B_0; C(\Sigma_p, \mathbb{Z})) \), and associated with the map \( f_p : B_p \to B_0 \) with “fiber” \( \Sigma_p \). We prove that it is isomorphic to the simplicial
cohomology of $B_p$ in proposition 2.4.5, and then we establish in proposition 2.4.7 that the PV cohomology of the hull is isomorphic to the direct limit of the PV cohomologies of a proper sequence of patch spaces.

Let $S^n_p$ be the set of the characteristic maps $\sigma_p : \Delta^n \to B_p$ of the $n$-simplices of the $\Delta$-complex decomposition of $B_p$, and $S_p$ the (disjoint) union of the $S^n_p$'s. The group of simplicial $n$-chains on $B_p$, $C_{p,n}$, is the free abelian group with basis $S^n_p$.

**Remark 2.4.2** The map $f_p : B_p \to B_0$ preserves the orientations of the simplices (the ordering of their vertices).

Given a simplex $\sigma_p$ on $B_p$, let $\Xi_{p,\Delta}(\sigma_p)$ denote the lift of the puncture of its image in $B_p$ and $\chi_{\sigma_p}$ its characteristic function. $\Xi_{p,\Delta}(\sigma_p)$ is called the acceptance zone of $\sigma_p$; it is a clopen set in $\Xi_{\Delta}$.

**Lemma 2.4.3** Given a simplex $\sigma$ on $B_0$, its acceptance zone is partitioned by the acceptance zones of its preimages $\sigma_p$’s on $B_p$

$$\Xi_{\Delta}(\sigma) = \coprod_{\sigma_p \in f_p^{-1}(\sigma)} \Xi_{p,\Delta}(\sigma_p),$$

where $f_p# : C_{p,n} \to C_{0,n}$ denotes the map induced by $f_p$ on the simplicial chain groups.

**Proof.** The union of the $\Xi_{p,\Delta}(\sigma_p)$’s is equal to $\Xi_{\Delta}(\sigma)$, because each lift of the image simplex of a $\sigma_p$ corresponds to the lift of the image simplex of $\sigma$ that has a given local configuration (it is contained in some patch of $T$ or some tile of $T_p$, see section 1.4).

If $\sigma_p$ and $\sigma'_p$ are distinct in $f_p^{-1}(\sigma)$, then $p_p(\Xi_{p,\Delta}(\sigma_p)) \cap p_p(\Xi_{p,\Delta}(\sigma'_p))$ is empty, and thus so is $\Xi_{p,\Delta}(\sigma_p) \cap \Xi_{p,\Delta}(\sigma'_p)$.

The maps in $f_p^{-1}(\sigma)$ are thus in one-to-one correspondence with the set of atoms of the partition of $\Xi_{\Delta}(\sigma)$ by the $\Xi_{p,\Delta}(\sigma_p)$'s, and the union over $\sigma$ in $S^n_0$ of the $f_p^{-1}(\sigma)$’s is just $S^n_p$.  
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The simplicial $n$-cochain group $C^n_p$ is $\text{Hom}(C_{p,n}, \mathbb{Z})$, the dual of the $n$-chain group $C_{p,n}$. It is represented faithfully on the group $C(\Xi_{\Delta}, \mathbb{Z})$ of continuous integer valued functions on the $\Delta$-transversal by

$$\rho_{p,n} : \begin{cases} C^n_p & \longrightarrow & C(\Xi^n_{\Delta}, \mathbb{Z}) \\ \psi & \longmapsto & \sum_{\sigma^p \in S^n_{\Delta}} \psi(\sigma^p) \chi_{\sigma^p} \end{cases}.$$  \hfill (2.4.1)

The image of $\rho_{p,n}$ will be written $C(\Sigma^n_{\Delta}, \mathbb{Z})$, to remind the reader that this consists of functions on the “discrete transversal” $\Sigma^n_{\Delta}$ which corresponds to the atoms of the partitions of the $\Xi_{\Delta}(\sigma)$’s by the $\Xi_{p,\Delta}(\sigma^p)$’s for $\sigma^p \in f^{-1}_{p #}(\sigma)$. The representation $\rho_{p,n}$ is a group isomorphism onto its image $C(\Sigma^n_{\Delta}, \mathbb{Z})$, its inverse is defined as follows: given $\varphi = \sum_{\sigma^p \in S^n_{\Delta}} \varphi_{\sigma^p} \chi_{\sigma^p}$, where $\varphi_{\sigma^p}$ is an integer, $\rho_{p,n}^{-1}(\varphi)$ is the group homomorphism from $C_{p,n}$ to $\mathbb{Z}$ whose value on the basis map $\sigma^p$ is $\varphi_{\sigma^p}$.

Consider the characteristic map $\sigma^p$ of an $n$-simplex $e^p$ in $B_p$. The simplex $e^p$ is contained in some patch $\pi_j$. Viewing $e^p$ as a subset of the patch $p_j$ in $\mathbb{R}^d$, it is possible to define the vector $x_{\sigma^p, \partial_i \sigma^p}$, for some $i$ in $1, \cdots, n$, that joins the puncture of the $i$-th face $\partial_i e^p$ (the simplex in $B_p$ whose characteristic map is $\partial_i \sigma^p$) to the puncture of $e^p$.

As a consequence of remark 2.4.2, those vectors $x_{\sigma^p, \partial_i \sigma^p}$’s are identical for all $\sigma^p$’s in the preimage of the characteristic map $\sigma$ of a simplex $e$ in $B_0$, and equal to the vector $x_{\sigma, \partial_i \sigma}$ which defines the operator $\theta_{\sigma, \partial_i \sigma}$ in definition 2.3.2. By analogy, let $\theta_{\sigma^p, \partial_i \sigma^p}$ be the operator $\chi_{\sigma^p} T^{\partial_i \sigma^p} \chi_{\partial_i \sigma^p}$. With the relation $T^a \chi_{\lambda} = \chi_{T^a \lambda}$ for $\Lambda \subset \Omega, a \in \mathbb{R}^d$, and lemma 2.4.3 it is easily seen that $\theta_{\sigma, \partial_i \sigma}$ is the sum of the $\theta_{\sigma^p, \partial_i \sigma^p}$’s over all $\sigma^p \in f^{-1}_{p #}(\sigma)$.

Hence PV differential given in equation (2.3.2) can be written

$$d^p_{PV} = \sum_{\sigma^p \in S^n_{\Delta}} \sum_{i=0}^n (-1)^i \theta_{\sigma^p, \partial_i \sigma^p}, \eqno (2.4.2)$$

and is then well defined as a differential from $C(\Sigma^n_{\Delta}, \mathbb{Z})$ to $C(\Sigma^n_{\Delta}, \mathbb{Z})$.  
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Definition 2.4.4 Let $C^n_{PV}(p) = C(\Sigma^n_p, \mathbb{Z})$, for $n = 0, \cdots d$. The PV cohomology of the patch space $B_p$, denoted $H^*_PV(B_0; C(\Sigma_p, \mathbb{Z}))$, is the homology of the complex\
$\{C^n_{PV}(p), d^n_{PV}\}$.

The notation $H^*_PV(B_0; C(\Sigma_p, \mathbb{Z}))$ requires some comments. The map $f_p : B_p \to B_0$ is a “branched covering” with discrete fibers, the $S^n_p$’s, that correspond to the “discrete transversals” $\Sigma^n_p$’s:

$$\Sigma_p \hookrightarrow B_p \xrightarrow{p_p} B_0$$

In analogy with remark 2.3.6, the PV cohomology of $B_p$ is analogous to a cohomology of the base space $B_0$ with local coefficients in the $K$-theory of the “fiber” $\Sigma_p$.

Proposition 2.4.5 The PV cohomology of the patch space $B_p$ is isomorphic to its integer simplicial cohomology: $H^*_PV(B_0; C(\Sigma_p, \mathbb{Z})) \cong H^*(B_p; \mathbb{Z})$.

Proof. We actually prove a stronger statement: the complexes $C^*_PV(p)$ and $C^*_p$ are chain-equivalent. As mentioned earlier, $\rho_{p,n}$ in equation (2.4.1) defines a group isomorphism between the simplicial cochain group $C^n_p$ and the PV cochain group $C^n_{PV}(p)$. Here they are both isomorphic to the direct sum $\mathbb{Z}^{S^n_p}$, where $|S^n_p|$ is the cardinality of $S^n_p$, i.e. the number of $n$ simplices on $B_p$.

The differential of $\varphi \in C^{n-1}_{PV}(p)$, evaluated on an $n$-simplex $\sigma_p$, reads using (2.4.2)

$$d^n_{PV}\varphi(\sigma_p) = \sum_{\sigma_p \in S^n_p} (d^n_{PV}\varphi)_{\sigma_p} \chi_{\sigma_p},$$

with $(d^n_{PV}\varphi)_{\sigma_p} = \sum_{i=1}^{n} (-1)^i \varphi_{\partial_i \sigma_p}$. On the other hand the simplicial differential of $\psi \in C^{n-1}_p$ reads $\delta^n\psi(\sigma_p) = \sum_{i=1}^{n} (-1)^i \psi(\partial_i \sigma_p)$, and therefore $d^n_{PV} \circ \rho_{p,n} = \rho_{p,n} \circ \delta^n$, $n = 1, \cdots d$. Hence the $\rho_{p,n}$’s give a chain map and conjugate the differentials, and thus yield isomorphisms $\rho^*_{p,n}$’s between the $n$-th cohomology groups. \hfill $\Box$
Lemma 2.4.6 Let $\{B_l, f_l\}_{l \in \mathbb{N}}$ be a proper sequence of patch spaces of $T$. The following holds: $\Xi_\Delta \cong \lim \rightarrow (S_l, f_l)$, and $C(\Xi_\Delta, \mathbb{Z}) \cong \lim \rightarrow (C(\Sigma_l, \mathbb{Z}), f^l)$, where $f^l$ is the dual map to $f_l$.

Proof. This is a straightforward consequence of theorem 1.4.4. \qed

Proposition 2.4.7 Let $\{B_l, f_l\}_{l \in \mathbb{N}}$ be a proper sequence of patch spaces of $T$. There is an isomorphism:

$$H^*_{PV}(B_0; C(\Xi_\Delta, \mathbb{Z})) \cong \lim \leftarrow (H^*_{PV}(B_0; C(\Sigma_l, \mathbb{Z})), f_l^*) .$$

Proof. By the previous lemma 2.4.6 the cochain groups $C^n_{PV}$ of the hull are the direct limits of the cochain groups $C^n_{PV}(l)$ of the patch spaces $B_l$. Let $f_l^\#: C^n_{PV}(l) \rightarrow C^n_{PV}(l)$ denote the map induced by $f_l$ on the PV cochain groups. Since the PV differential $d_{PV}$ is the same for the complexes of each patch space $B_l$, it suffices to check that the following diagram is commutative

$$\cdots \rightarrow C^{n-1}_{PV}(l) \xrightarrow{d^n_{PV}} C^n_{PV}(l) \rightarrow \cdots$$

$$\downarrow f_l^\# \quad \downarrow f_l^\#$$

$$\cdots \rightarrow C^{n-1}_{PV}(l + 1) \xrightarrow{d^n_{PV}} C^n_{PV}(l + 1) \rightarrow \cdots$$

which is straightforward using the relation $\left( f_l^\# \varphi \right)_{ij, \sigma_l} = \varphi_{f_l^\#(ij, \sigma_l)}$. \qed

Proof of theorem 2.4.1. By theorem 2.2.2 the Čech cohomology of the hull is isomorphic to the direct limit of the Čech cohomologies of the patch spaces $B_l$, $\check{H}^*(\Omega; \mathbb{Z}) \cong \lim \rightarrow (\check{H}^*(B_l; \mathbb{Z}), f_l^*)$. By the natural isomorphism between Čech and simplicial cohomologies for finite $CW$-complexes [79], $\check{H}^*(B_l; \mathbb{Z}) \cong H^*(B_l; \mathbb{Z})$, and by proposition 2.4.5, $H^*(B_l; \mathbb{Z}) \cong H^*_{PV}(B_0; C(\Sigma_l, \mathbb{Z}))$, so that $\check{H}^*(B_l; \mathbb{Z}) \cong H^*_{PV}(B_0; C(\Sigma_l, \mathbb{Z}))$. By proposition 2.4.7, the direct limit of the $H^*_{PV}(B_0; C(\Sigma_l, \mathbb{Z}))$’s is the PV cohomology of the hull. Therefore the integer Čech cohomology of the hull is isomorphic to the PV cohomology of the hull: $\check{H}^*(\Omega; \mathbb{Z}) \cong H^*_{PV}(B_0; C(\Xi_\Delta, \mathbb{Z}))$. \qed
2.5 $K$-theory of tilings

Given a tiling $T$ which is aperiodic, repetitive, and has FLC, we can define its $K$-theory in the three following ways. First by the topological $K$-theory of the hull $\Omega$ of $T$: $K^*(\Omega)$. Since $(\Omega, \mathbb{R}^d, T)$ is a dynamical system, i.e. we have a homeomorphism action of $\mathbb{R}^d$ on $\Omega$, we can consider the cross-product $C^*$-algebra $C(\Omega) \rtimes_T \mathbb{R}^d$ which is the $C^*$-algebra associated with the tiling. We can now define the $K$-theory of $T$ as the $K$-theory of the $C^*$-algebra $C(\Omega) \rtimes_T \mathbb{R}^d$: $K_*\left(C(\Omega) \rtimes_T \mathbb{R}^d\right)$.

Those two possible definitions are equivalent here since by the Thom-Connes isomorphism [24] the cross-product $C^*$-algebra $C(\Omega) \rtimes_T \mathbb{R}^d$ and the $C^*$-algebra $C(\Omega)$ of continuous functions on $\Omega$ have isomorphic $K$-groups (with a shift in dimension by $d$):

$$K_*\left(C(\Omega) \rtimes_T \mathbb{R}^d\right) \cong K_{*+d}(C(\Omega)),$$

and since $\Omega$ is compact and Hausdorff, the $K$-theory of $C(\Omega)$ is isomorphic to the topological $K$-theory of $\Omega$: $K_*\left(C(\Omega)\right) \cong K^*(\Omega)$. The third way is via the $C^*$-algebra of the groupoid $\mathcal{G}_\Xi$ of the transversal, which is Morita equivalent to the $C^*$-algebra of the tiling and thus has same $K$-theory.

Note however that those definitions would not be equivalent anymore if we change our definition of FLC for $T$ (definition 1.1.3) and allow a larger group $G$ of isometries of $\mathbb{R}^d$ to identify classes of tiles, and not just the group of translations. Indeed, the $C^*$-algebra associated with the tiling is in this case the cross product $C(\Omega) \rtimes G$ and there are no Thom-Connes isomorphism to relate its $K$-theory to the $K$-theory of $C(\Omega)$. Hence in this more general situation, the $K$-theory of the $C^*$-algebra of the tiling is not isomorphic to the topological $K$-theory of its hull.
CHAPTER III

APPLICATIONS

We present here some applications of topological invariants of tilings. The presentation of the first three sections is very informal: we explain the “physical ideas” and the heuristic behind results that have deeply motivated our study of topological invariants of tilings. In the last section we present a partial study of acoustic phonons in an aperiodic solid.

3.1 Cohomology and deformation of tilings

This section is an informal summary of the work of Clark and Sadun in [21]. Let $T$ be a repetitive tiling of $\mathbb{R}^d$ with FLC. A deformation $T_f$ of $T$ is obtained by changing the edges of each tile of $T$. Deforming a tile has to be done in a consistent way with its neighbors, hence each tile of $T_f$ is a deformation of a tile of $T$ that respects its local configuration. Since $T$ has FLC, it has finitely many prototile, and thus it suffices to define the deformation on the set of prototiles in a consistent way with all the local configurations of their representatives in $T$. The prototile space $B_0$ of $T$ (definition 1.3.1) is made from the prototiles by gluing them together according to the local configurations of their representatives in $T$. Therefore the deformation $T_f$ of $T$ can be defined as a function $c_f : B_0 \to \mathbb{R}^d$ which assigns to each edge $e$ in a tile in $B_0$ a vector $c_f(e) \in \mathbb{R}^d$ which is the deformation of the edge $e$.

There are compatibility conditions: i) $\sum c_f(e_i) = 0$ for the edges $e_i$ bounding a tile, ii) if the edges $e_i$ are $k$-coplanar then so must the deformed edges $c_f(e_i)$ be, and iii) we forbid the deformation vectors to “cross each others”. Those conditions imply that $c_f$ is a vector valued closed 1-cochain on $B_0$. 
Figure 7: Example of a tile’s deformation

The hull Ω of $T$ is homeomorphic to the inverse limit $\lim\limits_{\leftarrow} (B_n, f_n)$ of a proper sequence of patch spaces (see theorem 1.4.4). Let $\sigma$ be the projection from $\Omega \cong \lim\limits_{\leftarrow} (B_n, f_n)$ to $B_0$. There is an induced map on cohomology:

$$\sigma^*: H^1(B_0; \mathbb{R}^d) \longrightarrow \hat{H}^1(\Omega; \mathbb{R}^d),$$

and Clark and Sadun showed that the dynamical properties of $T_f$ only depends on $\sigma^*[c_f]$ in $\hat{H}^1(\Omega; \mathbb{R}^d)$. In particular, if $\sigma^*[c_f]$ is in an eigenspace of $\sigma^*$ corresponding to an eigenvalue $\lambda$ with $|\lambda| < 1$, then the dynamical systems of the hull $\Omega_f$ of $T_f$ and of $\Omega$ are conjugated.

### 3.2 Homology and invariant measures on the hull

We present here an informal summary of the work of Bellissard, Benedetti and Gambeau in [11] (sections 3, 4, and 5).

Let $T$ be an aperiodic and repetitive tiling of $\mathbb{R}^d$ with FLC. Let $\Omega$ be its hull and $\Xi$ its canonical transversal. Let $\mathcal{M}(\Omega)$ be the set of real finite invariant measures on $\Omega$: if $\mu \in \mathcal{M}(\Omega)$, $\mu(\Omega)$ is finite and for every measurable set $A$ of $\Omega$, we have $\mu(T^x A) = \mu(A)$ for all $x$ in $\mathbb{R}^d$. Let also $\mathcal{M}^m(\Omega)$, for $m > 0$, be the subset of $\mathcal{M}(\Omega)$ of measures $\mu$ such that $\mu(\Omega) = m$. The set $\mathcal{M}^m(\Omega)$ is a convex set with extremal points given by ergodic measures on $\Omega$.

Let $\{B_n, f_n\}$ be a proper sequence of patch spaces (definition 1.4.3), such that $\Omega \cong \lim\limits_{\leftarrow} (B_n, f_n)$.
\lim(B_n, f_n) (theorem 1.4.4), and let \( \pi_n : \Omega \to B_n \) be the projection onto the \( n \)-th component of the inverse limit. Let \( d_i, i = 1, \cdots, N_n \), be the domains of \( B_n \): the images in \( B_n \) of the interiors of the patches \( p_i \)'s that it is made of (definition 1.4.1). Let \( x_i \) be image in \( B_n \) of the puncture of \( p_i \), and \( \Xi_{n,i} = \pi_n^{-1}(x_i) \) the acceptance zone of the domain \( d_i \) (or patch \( p_i \)). As a consequence of lemma 2.4.3 the \( \Xi_{n,i}, i = 1, \cdots, N_n \), form a clopen partition \( P_n \) of \( \Xi \), and for \( m > n \), \( P_m \) is a refinement of \( P_n \).

Since \( \Xi \) is a Cantor set, a finite real transverse measure \( \mu^t \) on \( \Xi \) is characterized by the countable data of real positive numbers for each clopen partition of \( \Xi \), with obvious additive properties. Hence \( \mu^t \) is uniquely determined by its values \( \{ \mu^t(\Xi_{n,i}) : n \in \mathbb{N}, 1 \leq i \leq N_n \} \). There is a one-to-one correspondance between finite invariant measures on \( \Omega \) and transverse measures on \( \Xi \) that are invariant under the action of the groupoid \( \Gamma \) of the transversal (definition 1.2.5). We can express this correspondance as follows:

\[
\mu(\pi_{n}^{-1}(d_i)) = \lambda_d(d_i) \mu^t(\Xi_{n,i}),
\]

where \( \lambda_d(d_i) \) is the \( d \)-dimensional Lebesgue measure of \( d_i \) (identified with the interior of the patch \( p_i \) in \( \mathbb{R}^d \)).

The numbers \( \mu^t(\Xi_{n,i}), i = 1, \cdots, N_n \), can be interpreted as a positive weight on \( B_n \) which assigns a positive number to each domain \( d_i \) and respect the orientation of \( B_n \) inherited from the patches \( p_i \) in \( \mathbb{R}^d \). This defines a closed singular \( d \)-chain on \( B_n \) whose homology class lies in a canonical positive cone of \( H_d(B_n; \mathbb{R}) \).

Bellissard et al. proved that, by inverse limit \( H_d(\Omega; \mathbb{R}) \cong \lim( H_d(B_n; \mathbb{R}), f_n \ast ) \), one gets a canonical positive cone in \( H_d(\Omega; \mathbb{R}) \) which is in one-to-one correspondance with \( \mathcal{M}(\Omega) \), the set of finite invariant measures on \( \Omega \). Furthermore if \( \dim H_d(B_n; \mathbb{R}) = N \) for all \( n \), then there are no more than \( N \) invariant ergodic measures on \( \Omega \), and if the \( \| f_n \ast \| \)'s are uniformly bounded then \( \Omega \) has a unique invariant ergodic measure.
3.3 K-theory and the gap labeling theorem

Another important application of topological invariants of tilings is the gap labeling theorem, and I introduce its philosophy here. The problem was initiated in the early eighties by Bellissard in [44, 15] (see [9, 10, 11] for later developments). At that time the problem was to compute the spectrum of a Schrödinger operator $H$ in an aperiodic potential. In section 5.1 where we describe the historical background for the topics in this thesis, we tell in particular the origin and the development of the gap labeling theorem.

An aperiodic solid $S$ can be modelized by a Delone set $L$ of $\mathbb{R}^d$ whose points represent the atomic positions in $S$ at zero temperature. Equivalently, $S$ can be modeled by the Voronoi tiling $T$ of $L$. A physical quantity of interest for $S$ is the electronic density of states $N(E)$ of energy less than or equal to $E$. In order to calculate $N(E)$ one needs a theory, i.e. a Hamiltonian $H$ (Schrödinger operator) on $L^2(L)$, and to be able to solve its equations of motion. The art of the theoretical physicist is to find a theory which captures enough interesting physical properties of the system and yet is simple enough so that one can actually compute things with it! (in particular solve the equations of motion). The gap labeling theorem roughly speaking states that the choice of the theory (in a reasonable class) does not matter, only the topology of the hull of the tiling that modelizes the system is relevant.

Let $T$ be an aperiodic tiling of $\mathbb{R}^d$ whose set of punctures $L$ represents the atomic positions in an aperiodic solid $S$. Let $H$ be a Hamiltonian on $L^2(L)$ (an electronic theory for $S$). The hull of $\Omega_H$ of $H$ is a compactification of the set of translates of $H$ (as $H$ is typically an unbounded operator, the topology one chooses is the strong resolvant topology). There is an element $h$ (self-adjoint) affiliated to the $C^*$-algebra $C^*(\Gamma)$ of the groupoid $\Gamma$ of the transversal $\Xi$, and via the left regular representation $\pi_\omega$ of $\Gamma$, we have $\pi_\omega(h) = H_\omega$ for each element $H_\omega$ in $\Omega_H$. The gap labeling theorem states that for as class $C$ of Hamiltonian (satisfying the “tight-biding condition”)
(i) $\Omega_H$ is homeomorphic to $\Omega$,

(ii) the spectral properties of the system depend only on the $K$-theory class of the spectral projections of $h$: $P_{h \leq E}$ (projection on “states of energy less than $E$”),

(iii) there is a pairing $K_0(C^*(\Gamma)) \times H_d(\Omega; \mathbb{R}) \rightarrow \mathbb{R}_+$: given an invariant ergodic measure $\mu$ on $\Omega$, it induces a trace $\tau_{\mu}$ on $C^*(\Gamma)$ and we have:

$$\tau_{\mu}[P_{h \leq E}] = \mathcal{N}(E),$$

where the measure $\mu$ comes from a homology class in $H_d(\Omega; \mathbb{R})$ as discussed in the previous section 3.2.

### 3.4 Acoustic phonons in an aperiodic solid

We give here a partial study of scalar vibration of atoms in an aperiodic solid $\mathcal{S}$, under the approximation of classical and harmonic motions. The atomic positions (at zero temperature) in $\mathcal{S}$ are represented by points of a $(r, R)$-Delone set $\mathcal{L}$ of $\mathbb{R}^d$ (definition 1.2.1) which are the puncture of its Voronoi tiling $\mathcal{T}$ (definition 1.2.2). Since $\mathcal{L}$ is repetitive we can define its density $\rho$, which is the average number of points of $\mathcal{L}$ per unit volume.

Let $u_x$ denote the displacement of the atom at position $x \in \mathcal{L}$, and $K_{xy}$ the spring constant between atoms at $x$ and $y$ in $\mathcal{L}$. Let us assume that $K$ is symmetric and exponentially bounded:

$$K_{yx} = K_{xy}, \quad 0 \leq K_{xy} \leq Ke^{-\|x-y\|}.$$  \hfill (3.4.1)

The equation of motion reads:

$$m_x \frac{d^2u_x}{dt^2} = \sum_{y \in \mathcal{L}} K_{xy}(u_y - u_x)$$

where $m_x$ is the mass of the atom at position $x \in \mathcal{L}$. The equation of the eigenmode of frequency $\nu$ reads:

$$(2\pi\nu)^2v_x = \sum_{y \in \mathcal{L}} \frac{K_{xy}}{m_x}(v_x - v_y).$$  \hfill (3.4.2)
Let $\Omega$ be the hull of $T$ (definition 1.2.3). Let $\mathcal{L}_\omega$ denote the Delone set of punctures of $\omega \in \Omega$; Recall from sections 1.1 and 1.2 that $\Omega$ is compact, and that the group $\mathbb{R}^d$ acts on $\Omega$ by homeomorphisms so that $(\Omega, \mathbb{R}^d, T)$ is a dynamical system. We now make the essential Assumption: $(\Omega, \mathbb{R}^d, T)$ has a unique $T$-invariant ergodic probability measure $\mu$.

Recall from section 3.2 that $\mu$ is encoded by a homology class in a positive cone of the homology group $H_d(\Omega; \mathbb{R})$.

Let $\Xi$ be the canonical transversal to $\Omega$ (definition 1.1.4) In terms of Delone sets, $\Xi$ can be seen as the set of tilings whose Delone sets of punctures have a point at the origin. Let $\Gamma$ be the groupoid of the transversal (definition 1.2.5). We recall that it is defined as

$$\Gamma = \{ (\omega, x) \in \Xi \times \mathbb{R}^d : T^{-x} \omega \in \Xi \}.$$ 

The set of objects $\Gamma^{(0)}$ is $\Xi$ and given an arrow $\gamma = (\omega, x) \in \Gamma^{(1)}$ $\omega$ is its range and $T^{-x}\omega$ its source. Recall from section 3.2 that the invariant ergodic measure $\mu$ has an associated transverse measure $\mu^t$ which is ergodic and invariant under $\Gamma$. We have an induced ergodic theorem on the transversal.

**Theorem 3.4.1** Let $f$ be a continuous function of $\Xi$. For $\mu^t$-almost every $\xi \in \Xi$ we have

$$\frac{1}{\rho|\Lambda|} \sum_{x \in \mathcal{L}_\xi \cap \Lambda} f(T^{-x}\xi) \xrightarrow{\Lambda \in \mathbb{R}^d} \int_\Xi f(\omega) d\mu^t(\omega)$$

and the convergence is uniform with respect to the choice of the sets $\Lambda \subset \mathbb{R}^d$.

The function which assign to each element $\omega \in \Gamma^{(0)}$ the counting measure on the set of arrow whose range is $\omega$ (range fiber) defines a transverse function on $\Gamma$. One can then build the groupoid $C^*$-algebra $C^*(\Gamma)$ [26, 69] of $\Gamma$ by completion of its convolution algebra through the left regular representation $\pi_\omega$ of $\Gamma$ on the countinous field of
Hilbert spaces $\mathcal{H}_\omega = \ell^2(\mathcal{L}_\omega)$. For $a \in C^*(\Gamma)$ and $v \in \mathcal{H}_\omega$ the representation reads:

$$\left(\pi_\omega(a)v\right)_x = \sum_{y \in \mathcal{L}_\omega} a(T^{-x}\omega, y - x)v_y.$$

We can now rewrite the eigenmode equation (3.4.2) in $\mathcal{H}_\omega$ as

$$(2\pi \nu)^2 v = \pi_\omega(h)v,$$  \hspace{1cm} \text{(3.4.3)}

where $h(\omega, x) = \delta_{x,0} \sum_{y \in \mathcal{L}} K(\omega, y) - (1 - \delta_{x,0})K(\omega, x)$ in $C^*(\Gamma)$, with $K(\omega, x) = K_{0x}/m_x$ in $C^*(\Gamma)$. The spring constant matrix $K$ is a positive element of $C^*(\Gamma)$ that satisfies

$$0 \leq K(\omega, x) \leq K_+ e^{-\frac{|x|}{\lambda}}, \forall (\omega, x) \in \Gamma.$$

as one can easily see from (3.4.1). The spring constant matrix is rewritten on $\mathcal{H}_\omega$ as

$$K(\omega) = \sum_{x \in \mathcal{L}_\omega} K(\omega, x)\langle x|\rangle |x|,$$

where we have used the “bra-ket” notation of Dirac. If $\alpha$ and $\beta$ belong to a Hilbert space $V$, then $|\alpha\rangle = \alpha$ and $\langle \beta| = \beta^*$ is the dual vector in $V^*$. If $\{e_i, i \in I\}$ is an orthonormal basis of $V$, let us write $|i\rangle = e_i$, and $\langle i| = e_i^*$ the dual vector defined by $e_i^*(e_j) = \delta_{ij}$, or in braket notation $\langle i|j\rangle = \delta_{ij}$. If we write $\beta$ in this basis as $|\beta\rangle = \sum_{i \in I} \beta_i|i\rangle$, then its dual reads $\langle \beta| = \sum_{i \in I} \bar{\beta}_i\langle i|$. The inner product of $\alpha$ and $\beta$ is written $\langle \alpha|\beta\rangle$ and reads $\sum_{i \in I} \bar{\beta}_i \alpha_i$. Now $|\alpha\rangle\langle \beta|$ stands for the tensor product $\alpha^* \otimes \beta$ in $V^* \otimes V$ and reads $\sum_{i \in I} \bar{\alpha}_i \beta_i |i\rangle\langle j|$. Let $H_\omega = \pi_\omega(h)$ be the positive and self-adjoint Hamiltonian on $\mathcal{H}_\omega$ given in matrix elements by

$$\langle \varphi, H_\omega \psi \rangle = \sum_{x,y \in \mathcal{L}_\omega} K(T^{-x}\omega, y - x) (\varphi_y - \varphi_x)(\psi_y - \psi_x).$$  \hspace{1cm} \text{(3.4.4)}

We define the homogeneized spring tensor by

$$K = \int_{\Xi} K(\omega) d\mu^I(\omega).$$
By theorem 3.4.1 we can write $K$ as the uniform limit of $\frac{1}{\rho(A)} \sum_{x \in L \cap \Lambda} K(t^{-x} \omega)$ as $\Lambda \uparrow \mathbb{R}^d$. We define the homogeneized operator as

$$H = \nabla^* K \nabla,$$  \hspace{2cm} (3.4.5)

on $H^1(\mathbb{R}^d)$. It is positive, self-adjoint, densely defined and unbounded on $L^2(\mathbb{R}^d)$. We see it as a “Laplacian”, as it is given in matrix form by

$$\langle \psi, H \psi \rangle = K^{ij} \int_{\mathbb{R}^d} \partial_i \bar{\psi} \partial_j \psi$$

where we have used Einstein’s convention of summation over repeated indices.

We want to compare the spectra of $H_\omega$ and $H$ (equations (3.4.4) and (3.4.5)). To do so, we map $H_\omega$ to $L^2(\mathbb{R}^d)$ and “renormalize” it. For a given $M > 0$, let $L_M$ be the lattice $\sqrt{d} M \mathbb{Z}^d$, of cells $C^M_x = x + (-\sqrt{d} M, \sqrt{d} M)^d$, $x \in \sqrt{d} M \mathbb{Z}^d$. Let us denote by $B = B(0, r)$ and $B_x = B(x, r)$ for $x \in L_\omega$ (open balls), by $Cv(x, y)$ the convex hull of $B_x \cup B_y$, and by $B^M_x = B(x, M + r)$ for $x \in L_M$.

Let $e \in C^\infty_c(B)$ be real positive, with $\|e\|_2 = 1$. We think of $e$ as a smooth approximation of $\chi_B$. For $x \in L_\omega$ and $N \in \mathbb{N}_*$ we define

$$e_x(z) = e(z - x) \quad \text{and} \quad e^N_x(z) = N^{d/2} e_x(Nz) = N^{d/2} e(Nz - x).$$

The family $\left\{ e^N_x \right\}_{x \in L_\omega}$ is orthonormal in $L^2(\mathbb{R}^d)$.

Let $J_N : L_\omega \to L^2(\mathbb{R}^d)$ be given by

$$J_N = \sum_{x \in L_\omega} |e^N_x\rangle \langle x| \quad \text{and} \quad J^*_N = \sum_{x \in L_\omega} |x\rangle \langle e^N_x|.$$

Notice that

$$J^*_N J_N = 1_{H_\omega} \quad \text{and} \quad J_N J^*_N = \sum_{x \in L_\omega} |e^N_x\rangle \langle e^N_x|$$

which is a projection of $L^2(\mathbb{R}^d)$. Hence $J_N$ is a partial isometry from $H_\omega$ to $L^2(\mathbb{R}^d)$ with the following property (which can be deduced easily from the proof of theorem 3.4.3 below).
Proposition 3.4.2 The projection \( \frac{1}{\rho ||\epsilon||_1} J_N \mathcal{J}_N^* \) converges strongly to the identity on \( L^2(\mathbb{R}^d) \) as \( N \to \infty \).

With the injection \( J_N \) we now perform an averaging of \( H_\omega \) on a cube of side length \( N \). We define the scaling renormalization \( H_\omega^N \) of \( H_\omega \) as
\[
H_\omega^N = \frac{N^2}{\rho ||\epsilon||_1^2} J_N H_\omega J_N^* ,
\]
which is a positive, self-adjoint, and bounded operator on \( L^2(\mathbb{R}^d) \).

Theorem 3.4.3 (Estimation of \( H_\omega^N - H \)). There exist a constant \( C > 0 \) (depending only on \( e, K \) and \( \mathcal{L}_\omega \)), and for every \( \delta \in (0, 1) \) a constant \( \epsilon_\delta^N \geq 0 \) (depending only on \( K, \mathcal{L}_\omega, N \) and \( \delta \)) such that
\[
|H_\omega^N - H| \leq \epsilon_\delta^N (-\Delta) + \frac{C}{N^{1-\delta}} (-\Delta + \Delta^2)
\]
with \( \lim_{N \to \infty} \epsilon_\delta^N = 0 \).

The conclusion is that when averaged over a large domain (\( N \) large) and at low energy (with respect to the Laplacian spectrum) the energy functional of atomic vibrations behaves like the homogenized operator \( H = \nabla^* \mathcal{K} \nabla \).

We need two results for proving theorem 3.4.3: the transverse ergodic theorem 3.4.1 and Poincaré’s inequalities for a ball. We recall Poincaré’s inequalities for an open ball \( B(x, r) \subset \mathbb{R}^d \) (see [30] section 5.8.1). Let \( (f)_{B(x, r)} = \frac{1}{|B(x, r)|} \int_{B(x, r)} f \) denote the average of the function \( f \) over the ball \( B(x, r) \) of Lebesgue measure \( |B(x, r)| \).

Lemma 3.4.4 (Poincaré’s inequalities for a ball). Assume \( 1 \leq p \leq \infty \). Then there exists a constant \( C_{d, p} \) depending only on \( d \) and \( p \), such that
\[
\|f - (f)_{B(x, r)}\|_{L^p(B(x, r))} \leq C_{d, p} \ r \ \|\nabla f\|_{L^p(B(x, r))}
\]
for each ball \( B(x, r) \subset \mathbb{R}^d \) and each function \( f \in W^{1,p}(B(x, r)) \).
Proof of theorem 3.4.3. Unless otherwise stated, \( \|f\| \) will denote the \( L^2(\mathbb{R}^d) \) norm of \( f \). Let \( \varphi, \psi \in W^{2,2}(\mathbb{R}^d) \).

1. We define intermediate (self-adjoint and positive) operators on \( W^{2,2}(\mathbb{R}^d) \)

\[
\langle \varphi, H_1^N \psi \rangle = \frac{1}{\rho \| e \|_1^2} \sum_{x \in \mathcal{L}_\omega} K^{ij}(T^{-x} \omega) \int \partial_i \overline{\psi} e_N \int e_N \partial_j \psi ,
\]

\[
\langle \varphi, H_2^N \psi \rangle = \frac{1}{\rho \| e \|_1^2} \sum_{x \in \mathcal{L}_\omega} K^{ij}(T^{-x} \omega) \int e_N \partial_i \overline{\psi} \partial_j \psi \int e_N ,
\]

\[
\langle \varphi, H_3^N \psi \rangle = \sum_{x \in \mathcal{L}_M} \left\{ \frac{1}{|C_x|^M} \sum_{a \in C_x^M \cap \mathcal{L}_\omega} K^{ij}(T^{-a} \omega) \right\} \int \frac{C_x^M}{N} \partial_i \overline{\psi} \partial_j \psi .
\]

We have

\[
|H_\omega^N - H| \leq |H_\omega - H_1^N| + |H_1^N - H_2^N| + |H_2^N - H_3^N| + |H_3^N - H| . \tag{3.4.8}
\]

2. Claim: \( |H_\omega^N - H_1^N| \leq \frac{C}{N} (-\Delta + \Delta^2) \).

First

\[
\langle \psi, H_\omega^N \psi \rangle = \frac{1}{\rho \| e \|_1^2} \sum_{x,y \in \mathcal{L}_\omega} K(T^{-x} \omega, y-x) N^2 |J_x^\psi x - J_x^\psi y|^2 ,
\]

with

\[
J_x^\psi x - J_x^\psi y = \int d^d z \ e_N(z) \left( \psi \left( z + \frac{y-x}{N} \right) - \psi(z) \right) = \alpha_{xy} + \beta_{xy} ,
\]

where \( \alpha_{xy}, \beta_{xy} \) are obtained by the second order Taylor formula for \( \psi(z + \frac{y-x}{N}) - \psi(z) \), namely:

\[
|\alpha_{xy}| = \left| \int e_N \frac{y-x}{N} \cdot \nabla \psi \right| \leq \frac{|y-x|}{N} \| \nabla \psi \|_{C_b} ,
\]

and

\[
|\beta_{xy}| = \left| \left( \frac{y-x}{N} \right)^i \left( \frac{y-x}{N} \right)^j \int_0^1 dt (1-t) \int d^d z e_N(z) \partial_i \partial_j \psi \left( z + t \frac{y-x}{N} \right) \right| 
\]

\[
\leq \left\| e \right\|_{\infty} \| C \|_{x,y} \frac{3}{2} |y-x|^2 \| \nabla^2 \psi \|_{C_b(x,y)} .
\]

Now using that \( \|a|^2 - |b|^2 \leq |a-b|^2 + 2|b||a-b| \) we get

\[
\frac{N^2}{\rho \| e \|_1^2} \left| J_x^\psi x - J_x^\psi y \right|^2 - \left| \langle \psi_N, \frac{y-x}{N} \cdot \nabla \psi \rangle \right|^2 \leq \frac{C'(x,y)}{N^2} \| \nabla^2 \psi \|_{C_b(x,y)}^2 + \frac{C''(x,y)}{N} \| \nabla \psi \|_{C_b} \| \nabla^2 \psi \|_{C_b(x,y)} .
\]
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Since $K(\omega, a) \leq K_+ e^{-|a|}$, the sums over $x, y \in \mathcal{L}_\omega$ of the constants $C'(x, y)$ and $C''(x, y)$ converge. Note also that $\|\nabla^2 f\| \leq C\|\Delta f\|$, \forall f \in W^{1,2}(\mathbb{R}^d)$ (as one can see using Fourier transform). We get

$$|\langle \psi, (H_N^1 - H_N^3) \psi \rangle| \leq C \frac{1}{N} \langle \psi, (-\Delta + \Delta^2) \psi \rangle,$$

which proves the claim.

3. **Claim:** $|H_N^1 - H_N^3| \leq \frac{C}{N} (-\Delta + \Delta^2)$.

Set

$$\delta_{ij}^N = \int e^N \partial_i \bar{\psi} \int e^N \partial_j \psi - \int e^N \partial_i \bar{\psi} \partial_j \psi \int e^N \partial_j \psi .$$

We have

$$|K^{ij}(T^{-x}\omega)\delta_{ij}^N| \leq K^{ij}(T^{-x}\omega) N^d e_\infty \int d^d z \int d^d z' |\partial_i \bar{\psi}(z)| |\partial_j \psi(z) - \partial_j \psi(z')|$$

$$\leq K_+ e_\infty |B| 2C a \frac{r}{N} \|\nabla \psi\|_B \|\nabla^2 \psi\|_B$$

by inserting the average of $\partial_j \psi$ over the ball $B_N \omega$ in the second term of the integral of the first inequality, and then applying Cauchy-Schwarz and Poincaré’s inequalities (lemma 3.4.4) and using the symmetry of the tensor $K$: $K^{ij}(\omega, a) = K^{ji}(\omega, a)$. We then sum over $x \in \mathcal{L}_\omega$ to finish the proof of the claim.

4. **Claim:** For any $\delta \in (0, 1)$, $|H_N^2 - H_N^3| \leq \frac{C}{N} \delta (-\Delta + \Delta^2)$.

We write

$$\langle \varphi, H_N^2 \psi \rangle = \sum_{x \in \mathcal{L}_M} \frac{1}{\rho} \sum_{a \in C_M \cap \mathcal{L}_\omega} K^{ij}(T^{-a}\omega) N^{-d} \int \partial_i \bar{\psi} \partial_j \psi \frac{e_a(Nz)d^d(Nz)}{\|e\|_1},$$

and

$$\langle \varphi, H_N^3 \psi \rangle = \sum_{x \in \mathcal{L}_M} \left\{ \frac{1}{\rho} \sum_{a \in C_M \cap \mathcal{L}_\omega} K^{ij}(T^{-a}\omega) \right\} N^{-d} \frac{1}{C_M N} \int C_M \partial_i \bar{\psi} \partial_j \psi .$$

Notice that the two integrals in the above sums are normalized, and call $\delta_{ij}^N$ they difference. We insert the product $\left( \partial_i \psi \right)_{BM} \left( \partial_j \psi \right)_{BM}$ of the averages of $\partial_i \psi$ and $\partial_j \psi$ over the ball $B_N \omega$ in $\delta_{ij}^N$, to get that $|\delta_{ij}^N| \leq \mu_{ij}(a) + \nu_{ij}(x)$ where

$$\mu_{ij}(a) = \int \left( \partial_i \bar{\psi} \partial_j \psi - \left( \partial_i \bar{\psi} \right)_{BM} \left( \partial_j \psi \right)_{BM} \right) \frac{e_a(Nz)d^d(Nz)}{\|e\|_1},$$

and

$$\nu_{ij}(x) = \frac{1}{C_M N} \int C_M \left( \partial_i \bar{\psi} \partial_j \psi - \left( \partial_i \bar{\psi} \right)_{BM} \left( \partial_j \psi \right)_{BM} \right).$$
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We use the inequality

\[ |fg - f_0g_0| \leq |f| |g - g_0| + |f - f_0| |g| + |f - f_0| |g - g_0| \]

and Cauchy-Schwartz and Poincaré’s inequalities (lemma 3.4.4) to have

\[ |µ_{ij}(a)| \leq C'' N^d \frac{M}{N} \left( \|∂_i ψ\|_{B_N} \| \nabla ∂_j ψ\|_{B_M} + \frac{M}{N} \| \nabla ∂_i ψ\|_{B_N^d} \| \nabla ∂_j ψ\|_{B_M^d} \right), \]

\[ |ν_{ij}(x)| \leq C'' \frac{N^d}{N} \left( \|∂_i ψ\|_{B_M} \| \nabla ∂_j ψ\|_{B_M} + \frac{M}{N} \| \nabla ∂_i ψ\|_{B_N^d} \| \nabla ∂_j ψ\|_{B_M^d} \right). \]

(We have symmetrized the indices \(i\) and \(j\) for simplicity in the above equations, but this does not matter because we will eventually contract \(µ\) and \(ν\) with the symmetric tensor \(K\)). Now

\[ \left| \langle ψ, (H_2^N - H_3^N) ψ \rangle \right| \leq \frac{C}{N} \sum_{x \in L_M} \sum_{a \in C_{Mx}^M \cap L_ω} N^{-d} K^{ij}(T^{-a_ω})(|µ_{ij}(a)| + |ν_{ij}(x)|) \]

\[ = E_µ + E_ν. \]

The term \(E_ν\) is easy: first note that

\[ N^{-d} K^{ij}(T^{-a_ω}) |ν_{ij}(x)| \leq \frac{C}{ρ|C_{Mx}^M|} \frac{M}{N} \left( \| \nabla ψ\|_{B_M} \| \nabla^2 ψ\|_{B_M} + \frac{M}{N} \| \nabla^2 ψ\|_{B_M^d} \right), \]

and the term \(\frac{1}{ρ|C^2_x|}\) balances the sum \(\sum_{a \in C_{Mx}^M \cap L_ω}\) to give a term of order one, so that we get

\[ E_ν \leq C \frac{M}{N} \langle ψ, (-Δ + Δ^2) ψ \rangle. \]

For \(E_µ\) notice first that

\[ N^{-d} K^{ij}(T^{-a_ω}) |µ_{ij}(a)| \leq C \frac{M}{N} \left( \| \nabla ψ\|_{B_M} \| \nabla^2 ψ\|_{B_M} + \frac{M}{N} \| \nabla^2 ψ\|_{B_M^d} \right), \]

and in \(\sum_{a \in C_{Mx}^M \cap L_ω}\) there is at most \(\frac{M^d}{r}\) terms, so after summing over \(x \in L_M\) we have

\[ E_µ \leq C \frac{M}{N} \left( \sum_{x \in L_M} \| \nabla^2 ψ\|_{B_M^d}^2 \right)^{\frac{1}{2}} \left( \sum_{x \in L_M} \left( \sum_{a \in C_{Mx}^M \cap L_ω} \| ψ\|_{B_N} \right)^2 \right)^{\frac{1}{2}} + C \frac{M^{d+2}}{N^2} \| \nabla^2 ψ\|_{B_M^d}^2 \]

\[ \leq C \frac{M^{d+1}}{N} \langle ψ, (-Δ + Δ^2) ψ \rangle. \]
We have used Cauchy-Schwartz inequality in the first line, and (convexity)

\[
\left( \sum_{a \in C_x^M \cap \mathcal{L}_x} \| \nabla \psi \| b_a \right)^2 \leq |C_x^M \cap \mathcal{L}_x| \sum_{a \in C_x^M \cap \mathcal{L}_x} \| \nabla \psi \| b_a \leq CM^d \| \nabla \psi \|_{C_x^M}^2
\]

Now fix \( \delta \in (0, 1) \), and let \( M = N^\delta \) to complete the proof of the claim.

5. **Claim:** For any \( \delta \in (0, 1) \), \(|H_3^N - H| \leq \epsilon^N_\delta (\omega)(-\Delta)\), and \( \lim_{N \to \infty} \epsilon^N_\delta = 0 \).

We fix \( \delta \in (0, 1) \) and let \( M = N^\delta \). We have

\[
|\langle \psi, (H_3^N - H) \psi \rangle| \leq \sum_{x \in L_M} K^{ij} - \frac{1}{\rho |C_x^M|} \sum_{a \in C_x^M \cap \mathcal{L}_x} K^{ij}(T^{-a}\omega) \int_{CM^M} \partial_i \bar{\psi} \partial_j \psi
\]

\[
= \sup_{x \in L_M} K^{ij} - \frac{1}{\rho |C_x^M|} \sum_{a \in C_x^M \cap \mathcal{L}_x} K^{ij}(T^{-a}\omega) \int_{R^d} \partial_i \bar{\psi} \partial_j \psi
\]

\[
= \sup_{\omega \in \Xi} K^{ij} - \frac{1}{\rho |C_0^M|} \sum_{a \in C_0^M \cap \mathcal{L}_x} K^{ij}(T^{-a}\omega) \int_{R^d} \partial_i \bar{\psi} \partial_j \psi
\]

The above sup is well defined as a function of \( M \), i.e. of \( N \) and \( \delta \), since the hull \( \Omega \) is uniquely ergodic. Let \( \epsilon^N_\delta \) be this sup, by theorem 3.4.1 we have

\[
\lim_{N \to \infty} \epsilon^N_\delta = 0.
\]

6. We put together the four claims in (3.4.8) eventually to complete the proof.
CHAPTER IV

SPECTRAL SEQUENCES

We introduce here the notion of spectral sequences. We first give an informal explanation of how the algebraic mechanism of a spectral sequence works. We give further details in the case of homology–, and cohomology–type spectral sequences associated with a bounded filtration. We next present the Serre spectral sequence for a fibration. We then give formal definitions and important properties of exact couples that will be needed in chapter 5. Finally we show some detailed applications to the $K$-theory of $C^*$-algebras, in particular we present the spectral sequence which generalizes the Pimsner–Voiculescu exact sequence in $K$-theory.

4.1 Informal introduction to Spectral Sequences

“There are many situations in algebraic topology where the relationship between certain homotopy, homology, or cohomology groups is expressed perfectly by an exact sequence. In other cases, however, the relationship may be more complicated and a more powerful algebraic tool is needed. In a wide variety of situations spectral sequences provide such a tool.” Allan Hatcher [39].

For example, the long exact sequences in homology or cohomology for a pair $(X, Y)$ or a triple $(X, Y, Z)$ generalize to a spectral sequence for an arbitrary increasing sequence of subspace $X_0 \subset X_1 \subset \cdots \subset X$ as we will show in section 4.1.2. Also, the Meyer-Vietoris long exact sequences for a decomposition $X = A \cup B$ generalize to spectral sequences for a cover of $X$ by an arbitrary number of subsets.

A spectral sequence can be thought of as a book made of a sequence of pages (possibly infinitely many). Each page is an array of algebraic objects of an Abelian category:
groups, rings, modules, algebras, vector spaces... and is equipped with a differential: a morphism $d$ between those objects, such that $d \circ d = 0$, so that they fit into complexes. The homology of those complexes are precisely the objects in the next page, and there is a new differential between them. We say that the spectral sequence converges if the iterated homologies become eventually trivial and the pages are eventually isomorphic (or surject onto the next ones). In the case of the spectral sequence generalizing the long exact sequence for a pair, or the Meyer-Vietoris long exact sequence, if it converges, then there is a procedure to recover the homology or cohomology of the space $X$ from the last pages.

We first present the general idea of a spectral sequence and explain how the mechanics of the sequence works. We then restricts to the cases of homology and cohomology.

4.1.1 The general idea of a spectral sequence

This presentation is inspired by a talk given by J. Hunton [43].

Let $\mathcal{C}$ and $\mathcal{D}$ be two categories, $F : \mathcal{C} \to \mathcal{D}$ a functor, and $X$ an object in $\mathcal{C}$. We wish to calculate $F(X)$. For monomorphisms $Y \hookrightarrow Z$ we assume that there exists objects $(Y, Z)$ in $\mathcal{C}$ and associated short exact sequences $0 \to Y \to Z \to (Z, Y) \to 0$, and a good notion of passage to long exact sequences in $\mathcal{D}$: $\cdots \to F(Y) \to F(Z) \to F(Z, Y) \to F(Y) \to \cdots$ (and the arrows are reversed if $F$ is contravariant). We are thinking of functors graded over the integers. So the morphisms are changing degrees in the previous sequence. All this requires $\mathcal{D}$ to be a Abelian category (in particular direct sums of objects, and kernels and cokernels of morphisms are well defined).

Example 4.1.1 (i) Let $\mathcal{C}$ be the category of $C^*$-algebras, $\mathcal{D}$ the category of groups, and $F = K_*$ the $K$-theory functor. If $I$ is a closed two sided ideal in $A$: $I \hookrightarrow A$, there is a short exact sequence $0 \to I \to A \to A/I \to 0$, and an induced long exact sequence in $K$-theory that we can write as the following exact triangle,
called an exact couple:

\[
\begin{array}{c}
K_*(I) \rightarrow K_*(A) \\
\downarrow \\
\downarrow \\
K_*(A/I)
\end{array}
\]

(ii) Let \( C \) be the category of \( CW \)-complexes, \( D \) the category of groups, and \( F = H_* \) the reduced homology functor. If \( Y \) is a subcomplex of \( Z: Y \hookrightarrow Z \), there is a short exact sequence \( 0 \rightarrow Y \rightarrow Z \rightarrow Z/Y \rightarrow 0 \), and an induced long exact sequence in homology written as the exact couple:

\[
\begin{array}{c}
H_*(Y) \rightarrow H_*(Z) \\
\downarrow \\
\downarrow \\
H_*(Z/Y)
\end{array}
\]

The goal is to calculate \( F(X) \) from a filtration of \( X \): we assume that there is a sequence of objects:

\[
X_0 \hookrightarrow \cdots \hookrightarrow X_{p-1} \hookrightarrow X_p \hookrightarrow X_{p+1} \hookrightarrow \cdots \hookrightarrow X.
\]  

(4.1.1)

For example: \( X \) is a \( CW \)-complex and \( X_p \) is its \( p \)-skeleton. Let us also assume that \( F(X_{p+1}, X_p) \) is known for all \( p \), as well as \( F(X_0) \) (supposed simple enough) and its image in \( F(X) \): \( F_0 = \text{Im} \left( F(X_0) \rightarrow F(X) \right) \) (for the contravariant case, see section 4.1.2). Given this setup we have diagrams (induced filtration of \( F(X) \)):

\[
\begin{array}{c}
F(X_0) \rightarrow \cdots \rightarrow F(X_{p-1}) \overset{i_{p-1}}{\rightarrow} F(X_p) \overset{i_p}{\rightarrow} F(X_{p+1}) \rightarrow \cdots \rightarrow F(X).
\end{array}
\]

If the functor \( F \) is contravariant the arrows are reversed in the above induced filtration of \( F(X) \).
But each of these arrows fit into long exact sequences that we can write together as

\[ \cdots \rightarrow F(X_{p-1}) \xrightarrow{i_{p-1}} F(X_p) \xrightarrow{i_p} F(X_{p+1}) \rightarrow \cdots \]

where all the triangles are exact (and typically the maps \(k_p\)'s change degree). A short hand notation for the above diagram is the exact couple

\[ \oplus_p F(X_p) \xrightarrow{i} \oplus_p F(X_p) \]

Let us first assume that all the \(i_p\)'s are inclusions. By exactness, this implies that \(k_p = 0\), and \(j_p\) is onto for all \(p\). Diagram (4.1.2) then reads:

\[ \cdots \rightarrow F(X_{p-1}) \xrightarrow{i_{p-1}} F(X_p) \xrightarrow{i_p} F(X_{p+1}) \rightarrow \cdots \]  

and we are left with solving inductively the extension problems given by the short exact sequences:

\[ 0 \rightarrow F(X_0) \rightarrow F(X_1) \rightarrow F(X_1, X_0) \rightarrow 0 \]

\[ \vdots \rightarrow \vdots \rightarrow \vdots \rightarrow \vdots \]

\[ 0 \rightarrow F(X_{p-1}) \rightarrow F(X_p) \rightarrow F(X_p, X_{p-1}) \rightarrow 0 \]

\[ \vdots \rightarrow \vdots \rightarrow \vdots \rightarrow \vdots \]
Indeed, since we know \( F(X_0) \) and \( F(X_1, X_0) \), if we can solve the first exact sequence then it gives us \( F(X_1) \). Next, since we know now \( F(X_1) \) and \( F(X_2, X_1) \), we can tackle the second exact sequence to deduce \( F(X_2) \), and then use it to take the third exact sequence.... and so on and so forth.

The solutions to those extensions yields \( \lim \leftarrow F(X_p) \), and provided we can identify this inverse limit with \( F(X) \), we have solved our initial problem.

Note however that those extension problems might not have a unique solution, as one can see with the following example:

\[
\begin{array}{cccccc}
0 & \rightarrow & \mathbb{Z} & \xrightarrow{\times 2} & \mathbb{Z} & \rightarrow & \mathbb{Z}_2 & \rightarrow & 0.
\end{array}
\]

where the two exact sequences provide different extensions of \( \mathbb{Z}_2 \) by \( \mathbb{Z} \).

Of course, in practice the \( i_p \)'s are not injective. The spectral sequence associated with the filtration (4.1.1) of \( X \) will process the data of all the long exact sequences written in diagram (4.1.2) step by step or page by page. If the spectral sequence converges then this process terminates eventually and yields the naive situation of diagram (4.1.3) where the \( i_p \)'s are injective so that one is left with a sequence of extensions.

Let us describe now how this process works.

This process consists in “making” the \( i_p \)'s injective by killing elements of their kernels and transforming the groups to preserve exactness of the diagrams.

Let us look at diagram (4.1.2) and first consider an \( x^1 \) that belongs to the kernel of \( i_p \) in \( F(X_p) \) but not to the image of \( i_{p-1} \): \( x^1 \in \text{Ker} \ i_p \ \setminus \text{Im} \ i_{p-1} \). By exactness there is a \( y^1 \) in \( F(X_{p+1}, X_p) \) whose image is \( x^1 \): \( k_p(y) = x \). Since \( x^1 \) does not belong to the image of \( i_{p-1} \) then by exactness again there is a \( z^1 \) in \( F(X_{p+1}, X_p) \) that is its image: \( j_{p-1}(x^1) = y^1 \). Let \( d^1_p = j_{p-1} \circ k_p \), it is a differential: \( d^1_{p-1} \circ d^1_p = 0 \) since \( k_{p-1} \circ j_{p-1} = 0 \).
by exactness.

\[
\begin{align*}
F(X_p) \ni x^1 & \xrightarrow{i_p} 0 \in F(X_{p+1}) \\
F(X_p, X_{p-1}) \ni y^1 & \xrightarrow{d_p} z^1 \in F(X_{p+1}, X_p)
\end{align*}
\]

The first page of the spectral sequence is given by the groups \( E^1_p = F(X_p, X_{p-1}) \) and the differential \( d^1 \).

We now eradicate such elements as \( x^1, y^1, z^1 \) by replacing (i) \( F(X_p) \) by \( i_{p-1}F(X_{p-1}) \) and (ii) \( F(X_{p+1}, X_p) \) by the homology group \( H(F(X_{p+1}, X_p)) = \text{Ker} d^1_p / \text{Im} d^1_{p+1} \). The replacements (i) kill elements like \( x^1 \) (in the kernel of \( i_p \)), while (ii) kill elements like \( y^1 \) (by moding out by the image of \( d^1 \)) and \( z^1 \) (in the kernel of \( d^1 \)). We get then derived triangles:

\[
\begin{align*}
\cdots & \xrightarrow{i_{p-1}^2} i_{p-1}(F(X_{p-1})) & \xrightarrow{i_p^2} i_p(F(X_p)) & \cdots \\
& \xrightarrow{j_{p-1}^2} & \xrightarrow{k_p^2} & \xrightarrow{j_p^2} \\
H(F(X_p, X_{p-1})) & \xrightarrow{d_p^2} H(F(X_{p+1}, X_p)) & \xrightarrow{d_{p+1}^2} & \cdots
\end{align*}
\]

(4.1.4)

where \( i_p^2 \) is the restriction of \( i_p \) to \( \text{Im} i_{p-1} \), \( j_p^2 \) the restriction of \( j_p \) to \( \text{Im} i_p \), and \( k_p^2 = k_{p,*} \) is the induced map on homology. A very nice thing happens: the above triangles (4.1.4) are still exact! (see theorem 4.3.1). In particular we can define a differential \( d^2 = j_2 \circ k_2 \) \((d^2 \circ d^2 = 0 \text{ by exactness})\). We define the second page of the spectral sequence by the groups \( E^2_p = \text{Ker} d^1_{p-1} / \text{Im} d^1_p \) with the differential \( d^2 \).

Looking at diagram (4.1.2), let us now consider an element \( x^2 \) in the kernel of \( i_p \) that belongs to the image of \( i_{p-1} \) but not to the image of \( i_{p-1} \circ i_{p-2} \). This element is in the derived triangles (4.1.4) in the exact same situation as \( x^1 \) in the triangles (4.1.2), and gives rise to elements \( y^2 \) and \( z^2 \) similarly. Hence it suffices to take their derived
triangles to eradicate such elements as $x^2, y^2, z^2$. And the derived triangles will give the third page of the spectral sequence: the groups $E_p^3 = \text{Ker} d_{p-1}^2 / \text{Im} d_p^2$ with the differential $d^3$.

Inductively we see on diagram (4.1.2) that an element $x^n$ in the kernel of $i_p$ that belongs to the image of $i_{p-1} \circ \cdots \circ i_{p-n+1}$ but not to the image of $i_{p-1} \circ \cdots \circ i_{p-n+1} \circ i_{p-n}$ will be in the $n$-th derived triangles in the same situation as $x^1$ in the triangles (4.1.2), and therefore will be eradicated (as well as its associated elements $y^n, z^n$) in the $(n + 1)$-th derived triangles. And these triangles give the $(n + 1)$-th page of the spectral sequence $\{E^{n+1}, d^{n+1}\}$.

If this process terminates then we see that no $x$’s in the iterated images of the $F(X_p)$’s lie in the kernels of the $i_p$’s and thus we are left with the naive situation of (4.1.3) (where the $i_p$’s are inclusions) and a sequence of extension problems. Since the filtration (4.1.1) is bounded below, we see that when the process has converged, $F(X_p)$ has been replaced by $F_p = \text{Im} (F(X_p) \to F(X))$, its image in $F(X)$, and the groups $F(X_p, X_{p-1})$ have been replaced by the iterated homology groups which by exactness are the quotients $F_p/F_{p-1}$. (If the functor $F$ is contravariant, then $F(X_p)$ has been replaced by $F^p = \text{Ker} (F(X) \to F(X_{p-1}))$, and $F(X_p, X_{p-1})$ by $F/F^{p+1}$, see section 4.1.2). Those quotients are the groups of the last page of the spectral sequence, denoted $E^\infty$. Hence the extension problems left to solve now are:

\[
0 \longrightarrow F_0 \longrightarrow F_1 \longrightarrow F_1/F_0 \longrightarrow 0
\]

\[
\vdots \quad \vdots \quad \vdots
\]

\[
0 \longrightarrow F_{p-1} \longrightarrow F_p \longrightarrow F_p/F_{p-1} \longrightarrow 0
\]

\[
\vdots \quad \vdots \quad \vdots
\]

where $F_0$ is assumed to be known, and the quotients $F_p/F_{p-1}$ have been calculated.
Therefore we can recover $F(X)$ upon solving those extensions inductively. In fact, if the filtration (4.1.1) is not finite, we recover only the inverse limit $\lim_{\leftarrow} F(X_p)$. We say that $F(X)$ has been approximated by the associated filtered object $FX = \bigoplus_p F_p/F_{p-1}$ for the filtration of $F(X)$ induced by (4.1.1).

### 4.1.2 The graded case, example of homology and cohomology.

In the discussion of the previous paragraph we have explained the general mechanism of a spectral sequence. We now show how the grading of the functor $F$ comes into the play.

Let us restrict for simplicity of the exposition to the case of homology and cohomology of topological spaces. Let $X$ be a topological space, and assume it has a filtration by arbitrary subspaces:

\[ X_0 \hookrightarrow \cdots \hookrightarrow X_{p-1} \hookrightarrow X_p \hookrightarrow X_{p+1} \hookrightarrow \cdots \hookrightarrow X. \tag{4.1.5} \]

Like in (4.1.1) the filtration is assumed to be bounded below: $X_p = \emptyset$ for $p < 0$. We further assume that the pairs $(X, X_p)$ and $(X_{p+1}, X_p)$ are $p$-connected for all $p \geq 0$.

**The homology spectral sequence.**

Like in example 4.1.1 (ii), let $F = H_*$ be the (say singular) homology functor on the category of topological spaces (with coefficients in a group $G$ implicitly understood).

**Remark 4.1.2** The assumptions that the pairs $(X, X_p)$ and $(X_{p+1}, X_p)$ are $p$-connected for all $p \geq 0$ imply that (see [38], lemma 2.34, section 2.2 p.137):

(i) $H_n(X_p, X_{p-1}) = 0$, for $p > n$, and

(ii) the inclusion $X_p \hookrightarrow X$ induces an isomorphism on homology: $H_n(X_p) \cong H_n(X)$ for $p > n$.

We replace $n$ by $p+q$, and define the first page by $E_{p,q}^1 = H_{p+q}(X_p, X_{p-1})$ which is non zero for $p, q \geq 0$. Compared to the previous section where we only labeled elements
of a page by the degree (p) of the filtration (4.1.1), we now have another index (q) accounting for the degree of H. We write the first page on a two dimensional lattice with the group $E^1_{p,q}$ at coordinate $(p,q)$.

Set $D^1_{p,q} = H_{p+q}(X_p)$, and let $D^1$ and $E^1$ be the direct sums of the $D^1_{p,q}$ and $E^1_{p,q}$ over $p, q \geq 0$ respectively. The long exact sequences in homology:

\[ \cdots \to H_{p+q}(X_{p-1}) \xrightarrow{i} H_{p+q}(X_p) \xrightarrow{j} H_{p+q}(X_p, X_{p-1}) \xrightarrow{k} H_{p+q-1}(X_{p-1}) \to \cdots \]

fit into the exact couple that gives rise to the first page of the spectral sequence:

\[ D^1 \xrightarrow{i^{(1,-1)}} D^1 \]

\[ E^1 \]

where the superscripts on the maps denote their bidegrees. Indeed, $i_1 : H_{p+q}(X_{p-1}) = D^1_{p-1,q+1} \to H_{p+q}(X_p) = D^1_{p,q}$, $j_1 : H_{p+q}(X_p) = D^1_{p,q} \to H_{p+q}(X_p, X_{p-1}) = E^1_{p,q}$, and $k_1 : H_{p+q}(X_p, X_{p-1}) = E^1_{p,q} \to H_{p+q-1}(X_{p-1}) = D^1_{p-1,q}$. The differential $d_1 = j_1 \circ k_1$ therefore has bidegree $(0,0) + (-1,0) = (-1,0)$, and goes horizontally 1 unit to the left on the first page:

\[ E^1_{p-1,q} \xrightarrow{d_1^{(-1,0)}} E^1_{p,q} \]

We now set $D^2_{p,q} = i_1(D^1_{p-1,q+1})$, and $E^2_{p,q} = H(E^1_{p,q}, d^1) = \text{Ker}(d_1 : E^1_{p,q} \to E^1_{p-1,q})/\text{Im}(d_1 : E^1_{p+1,q} \to E^1_{p,q})$, and denote by $D^2$ and $E^2$ their direct sums over $p, q \geq 0$ respectively. The derived exact couple giving rise to the second page now reads:

\[ D^1 \xrightarrow{i^{(1,-1)}} D^2 \]

\[ E^2 \]
where $i_2 = i_1|_{\text{Im}i_1}$ is the restriction of $i_1$ to the image of $i_1$, $j_2 = j_1|_{\text{Im}i_1}$ is the restriction of $j_1$ to the image of $i_1$ defined as $j_2(i_1(x)) = j_1(x) + d_1 E^1$, and $k_2 = (k_1)_*$ is the induced map on homology: $k_2(e + d_1 E^1) = k_1(e)$. As $i_2$ is the restriction of $i_1: i_2 : D^2_{p,q} = i_1(D^1_{p-1,q+1}) \rightarrow i_1 \circ i_1(D^1_{p-1,q+1}) = i_1(D^1_{p,q}) = D^2_{p+1,q-1}$. By definition $j_2(i_1(x)) = j_1(x) + d_1 E^1$, and if $i_1(a) \in D^2_{p,q} = i_1(D^1_{p-1,q+1})$ then $a \in D^3_{p-1,q+1}$ so that $j_1(a) \in E^1_{p-1,q+1}$ and therefore its homology class $j_1(x) + d_1 E^1$ belongs to $E^2_{p-1,q+1}$.

Finally if $e^2 = e^1 + d^1 E^1 \in E^2_{p,q}$ with $e^1 \in E^1_{p,q}$, then $k_2(e^2) = k_1(e^1) \in D^1_{p-1,q}$ and since $d_1 e^1 = j_1 \circ k_1(e^1) = 0$ we have $k_1(e^1) \in \text{Ker} j_1 = \text{Im} i_1$ and thus $k_1(e^1) \in i_1(D^1_{p-2,q+1}) = D^2_{p-1,q+1} \supset D^1_{p-1,q}$. The differential $d_2 = j_2 \circ k_2$ therefore has bidegree $(-2, 1)$, and goes diagonaly 2 units to the left and 1 unit upward on the second page:

$$
\begin{array}{ccc}
E^2_{p-2,q+1} & \cdots & \cdots \\
\downarrow d_2^{(-2,1)} & & \\
E^2_{p,q} & & \\
\end{array}
$$

We define inductively $D^r_{p,q} = i_{r-1}(D^{r-1}_{p-1,q+1})$, and $E^r_{p,q} = H(E^{r-1}_{p,q}, d_{r-1})$, and denote by $D^r$ and $E^r$ their direct sums over $p, q \geq 0$ respectively. The $r$-th derived exact couple giving rise to the $r$-th page is the derived pair of the $(r - 1)$-th derived pair and reads:

$$
\begin{array}{ccc}
D^r & \xrightarrow{i_r^{(1,-1)}} & D^r \\
\downarrow k_r^{[1,-1,0]} & & \downarrow j_r^{[1,-r,1]} \\
E^r & & \\
\end{array}
$$

The differential $d_r = j_r \circ k_r$ therefore has bidegree $(-r, r - 1)$, and goes diagonaly $r$ units to the left and $r - 1$ units upward on the $r$-th page:

$$
\begin{array}{ccc}
E^r_{p-r,q+r-1} & \cdots & \cdots \\
\downarrow d_r^{(-r,r-1)} & & \\
\cdots & \cdots & \\
\cdots & \cdots & E^2_{p,q} \\
\end{array}
$$
Remark 4.1.3 (i) This spectral sequence is called a **first quadrant spectral sequence** because it has non trivial groups only at point of positive coordinates. Indeed for $p, q < 0$ the groups $E^1_{p,q}$ are trivial and thus all the groups $E^r_{p,q}$, $r \geq 2$ on further pages are trivial too since they are quotient subgroups of $E^1_{p,q}$.

(ii) $D^r_{p,q} = 0$ for $r > p - 1$. Indeed the filtration (4.1.5) is bounded below: $X_p = \emptyset$ for $p < 0$. And $D^r_{p,q} = i_{r-1}(D^{r-1}_{p-1,q+1}) = i_{r-1} \circ_{r-2} (D^{r-2}_{p-2,q+2}) = \cdots = i_1^r(D^1_{p-r+1,q+r-1})$ but $D^1_{p-r+1,q+r-1} = H_{p+q}(X_{p-r+1})$ and $X_{p-r+1} = \emptyset$ for $p - r + 1 < 0$.

(iii) For $r > p + q$, $E^r_{p,q} \cong E^\infty_{p,q}$. Indeed the groups $E^r_{p,q}$ that lie below the line $q = -p + r - 1$ remain unchanged on all further pages because they cannot be reached by any differential $d_s$, $s \geq r$ ($d_s$ goes diagonaly $s$ units to the left and $s - 1$ units upward on the $s$-th page and therefore can only link those groups to $0$ outside the first quadrant).

The long exact sequences on the above $r$-th derived pair read:

\[ \cdots \rightarrow j^r_{E^r_{p-1+r,q+2-r}} \rightarrow k^r_{E^r_{p-2+r,q+2-r}} \rightarrow i^r_{D^r_{p-2+r,q+2-r}} \rightarrow i^r_{D^r_{p-1+r,q+1-r}} \rightarrow j^r_{E^r_{p,q}} \rightarrow k^r_{E^r_{p-1,q}} \rightarrow \cdots \]

By remark 4.1.3 above, we have that if $r > q$ the left $E^r$-term is 0 by (i), if $r > p - 2$ the right $E^r$-term is 0 by (ii), and if $r > p + q$ the middle $E^r$-term is isomorphic to $E^\infty_{p,q}$. For $r > \max(p - 2, q, p + q)$ we therefore get the short exact sequence

\[ 0 \rightarrow D^r_{p-2+r,q+2-r} \rightarrow D^r_{p-1+r,q+1-r} \rightarrow E^\infty_{p,q} \rightarrow 0 \]

and thus an isomorphism $E^\infty_{p,q} \cong D^r_{p-2+r,q+2-r}/i_r(D^r_{p-1+r,q+1-r})$. Now $D^r_{p-2+r,q+2-r}$ is the iterated image $i_1^{-1}(D^1_{p-1,q+1})$ of $H_{p+q}(X_{p-1})$ in $H_{p+q}(X_{p+r-2})$. Similarly $i_r(D^r_{p-1+r,q+1-r})$ is the iterated image $i^r_1(D^1_{p,q})$ of $H_{p+q}(X_p)$ in $H_{p+q}(X_{p+r-1})$. Finally, by remark 4.1.2 (ii), for $r > q + 2$ the inclusions of $X_{p+r-2}$ and $X_{p+r-1}$ in $X$ induce isomorphisms on...
The induced filtration is indeed finite since \( F_n^{m+1} \) is the image of \( H_n(X_{n+1}) \) in \( H_n(X) \) which by remark 4.1.2 (ii) is isomorphic to \( H_n(X) \).

The direct sum of the quotients \( F^pH_n := F^p_n / F^{p-1}_n \) forms the associated graded group \( FH \) to the graded group \( H(X) = \bigoplus_n H_n(X) \). We say that the spectral sequence \( \{ E^r, d_r \} \) converges to the homology of \( X \), and write

\[
E^1_{p,q} \Rightarrow H_{p+q}(X_p),
\]

and this means that the \( E \)-infinity page is isomorphic to the associated graded group \( HF \) as in the above equation (4.1.7).

If we know the associated graded group \( FH \) on the \( E \)-infinity page, then we can recover \( H(X) \) by solving the \( n + 1 \) extension problems inductively

\[
\begin{array}{ccccccc}
0 & \longrightarrow & F^0_n & \longrightarrow & F^1_n & \longrightarrow & F^1H_n & \longrightarrow & 0 \\
& & & & & & & \\
& & \vdots & & \vdots & & \vdots & & \\
& & 0 & \longrightarrow & F^{p-1}_n & \longrightarrow & F^p_n & \longrightarrow & F^pH_n & \longrightarrow & 0 \\
& & & & & & & & & & & \\
& & \vdots & & \vdots & & \vdots & & & & & \\
& & 0 & \longrightarrow & F^m_n & \longrightarrow & F^{n+1}_n & \longrightarrow & F^{n+1}H_n & \longrightarrow & 0 \\
\end{array}
\]

where \( F^0_n \) is assumed to be known (supposed simple enough).
The cohomology spectral sequence.

Let now \( F = H^* \) be the (say singular) cohomology functor on the category of topological spaces. The spectral sequence is easy to write down now that we have treated its homology version in some details.

The assumptions that the pairs \((X, X_p)\) and \((X_{p+1}, X_p)\) are \(p\)-connected for all \( p \geq 0 \) imply here as well, like in remark 4.1.2, that:

(i) \( H^n(X_p, X_{p-1}) = 0 \), for \( p > n \), and

(ii) the inclusion \( X_p \hookrightarrow X \) induces an isomorphism on cohomology: \( H^n(X) \cong H^n(X_p) \) for \( p > n \).

We replace \( n \) by \( p + q \), and define the first page by \( E_{1}^{p,q} = H^{p+q}(X_{p}, X_{p-1}) \) which is non zero for \( p, q \geq 0 \). Set \( D_1^{p,q} = H^{p+q}(X_p) \), and let \( D_1 \) and \( E_1 \) be the direct sums of the \( D_1^{p,q} \) and \( E_1^{p,q} \) over \( p, q \geq 0 \) respectively. The long exact sequences in cohomology:

\[
\cdots \rightarrow H^{p+q-1}(X_{p-1}) \xrightarrow{k_1} H^{p+q}(X_p, X_{p-1}) \xrightarrow{j_1} H^{p+q}(X_p) \xrightarrow{i_1} H^{p+q}(X_{p-1}) \rightarrow \cdots
\]

fit into the exact couple that gives rise to the first page of the spectral sequence:

\[
D_1 \xrightarrow{i_1^{(-1,1)}} E_1 \xrightarrow{j_1^{(0,0)}} D_1 \xrightarrow{k_1^{(1,0)}} E_1
\]

where the upperscripts on the maps denote their bidegrees. Indeed, \( i_1 : H^{p+q}(X_p) = D_1^{p,q} \twoheadrightarrow H^{p+q}(X_{p-1}) = D_1^{p-1,q+1} \), \( j_1 : H^{p+q}(X_p, X_{p-1}) = E_1^{p,q} \twoheadrightarrow H^{p+q}(X_p) = D_1^{p,q} \), and \( k_1 : H_{p+q-1}(X_{p-1}) = D_1^{p-1,q} \twoheadrightarrow H_{p+q}(X_p, X_{p-1}) = E_1^{p,q} \). The differential \( d_1 = k_1 \circ j_1 \) therefore has bidegree \((1,0)\), and goes horizontally 1 unit to the right on the first page:

\[
E_1^{p-1,q} \xrightarrow{d_1^{(1,0)}} E_1^{p,q}
\]

We define inductively \( D_r^{p,q} = i_{r-1} \left( D_{r-1}^{p+1,q-1} \right) \subset D_r^{p,q} \), and \( E_r^{p,q} = H(d_r^{p,q}) \), and the map \( i_r = i_{r-1}|_{\text{Im} i_{r-1}} \) as the restriction of \( i_{r-1} \) to the image of \( i_{r-1} \), the map
\[ j_r = (j_r) \text{ as the induced map on homology: } j_r(e + d_{r-1}E_{r-1}) = j_{r-1}(e), \text{ and the map } \]
\[ k_r = k_{r-1}\mid_{\text{Im}i_{r-1}} \text{ as the restriction of } k_{r-1} \text{ to the image of } i_{r-1} \text{ defined as } k_r(i_{r-1}(x)) = k_{r-1}(x) + d_{r-1}E_{r-1}. \]
Let us denote by \( D_r \) and \( E_r \) the direct sums over \( p, q \geq 0 \) of \( D_r^{p,q} \) and \( E_r^{p,q} \) respectively. The \( r \)-th derived exact couple giving rise to the \( r \)-th page reads:

\[
\begin{array}{ccc}
D_r & \xrightarrow{j_r(-1,1)} & D_r \\
\downarrow{j_r(0,0)} & & \downarrow{k(-r,r-1)} \\
E_r & & \\
\end{array}
\]

The differential \( d_r = j_r \circ k_r \) therefore has bidegree \((-r, r-1)\), and goes diagonally \( r \) units to the right and \( r-1 \) units downward on the \( r \)-th page:

\[
\begin{array}{ccc}
E_r^{2, p+q} & \xrightarrow{d_r^{r+1}} & \cdots \\
& & \vdots \\
& & \vdots \\
& & E_r^{p+q, q-r+1} \\
\end{array}
\]

Just like in remark 4.1.3 the spectral sequence has the following properties:

(i) It is a first quadrant spectral sequence: For all \( r \), \( E_r^{p,q} = 0 \) if \( p, q < 0 \).

(ii) \( D_r^{p,q} \cong H^{p+q}(X) \) for \( r > q + 1 \), and for all \( r \), \( D_r^{p,q} = 0 \) if \( p, q < 0 \).

(iii) For \( r > p + q \), \( E_r^{p,q} \cong E_r^{\infty} \).

The long exact sequences on the above \( r \)-th derived pair read:

\[
\begin{array}{ccc}
\cdots & \xrightarrow{i_r} & D_{r-r+q+1} E_r^{p,q} & \xrightarrow{k_r} & D_r^{p,q} & \xrightarrow{i_r} & D_{r-1}^{p,q+1} & \xrightarrow{k_r} & E_r^{p+q-r+2} \xrightarrow{k_r} & \cdots \\
\end{array}
\]

(4.1.8)

By the above remarks, we have that if \( r > q + 2 \) the right \( E_r \)-term is 0 by (i), if \( r > p \) the left \( D_r \)-term is 0 by (ii), and if \( r > p+q \) the middle \( E_r \)-term is isomorphic to \( E_r^{\infty} \).
by (iii). For \( r > \max(p, q + 2, p + q) \) we therefore get the short exact sequence

\[
0 \rightarrow E_{p,q}^\infty \xrightarrow{j_r} D_{p,q}^r \xrightarrow{i_r} D_{p-1,q+1}^r \rightarrow 0
\]

and thus an isomorphism \( E_{p,q}^\infty \cong \text{Im}(j_r) \cong \text{Ker}(i_r : D_{p,q}^r \rightarrow D_{p-1,q+1}^r) \). Now \( D_{p,q}^r \)

is the iterated image \( i_{r-1}^{-1}(D_{p+r-1,q-r+1}^1) \) of \( H_{p+q}(X_{p+r-1}) \) in \( H_{p+q}(X_p) \). Similarly

\( i_r(D_{p-1,q+1}^r) \) is the iterated image \( i_1^{-1}(D_{p+r-2,q-r+2}^1) \) of \( H_{p+q}(X_{p+r-2}) \) in \( H_{p+q}(X_{p-1}) \).

Finally, by (ii), for \( r > q + 2 \) the inclusions of \( X_{p+r-2} \) and \( X_{p+r-1} \) in \( X \) induce isomorphisms on cohomology. Hence the kernel of \( i_r \) can be rewritten as the quotient of the kernel of \( H^n(X) \rightarrow H^n(X_{p-1}) \) by the kernel of \( H^n(X) \rightarrow H^n(X_p) \):

\[
E_{p,q}^r \cong F^{p+q}_p/F^{p+q}_{p+1}, \quad \text{where} \quad F^n_p = \text{Ker}(H^n(X) \rightarrow H^n(X_{p-1}))
\]

and \( E_{p,q}^r \) is also isomorphic to the above quotient for \( r > \max(p, q + 2, p + q) \).

The groups \( F^n_p \) give a filtration of \( H^n(X) \) induced by the filtration (4.1.5) of \( X \):

\[
F^n_{n+1} \cdots \xrightarrow{\cdot} F^n_{p+1} \xrightarrow{\cdot} F^n_p \xrightarrow{\cdot} F^n_{p-1} \cdots \xrightarrow{\cdot} F^n_0 = H_n(X).
\]

The induced filtration is finite here as well, since by (ii) \( H^n(X_p) \cong H^n(X) \) for \( p > n \) so that \( F^n_p = 0, p > n + 1 \).

The direct sum of the quotients \( F_pH^n := F^n_p/F^n_{p+1} \) forms the associated graded group \( FH \) to the graded group \( H(X) = \oplus_n H^n(X) \). We say that the spectral sequence \( \{E_r, d_r\} \) converges to the cohomology of \( X \), and write

\[
E_{p,q}^1 \Rightarrow H^{p+q}(X_p),
\]

and this means that the \( E \)-infinity page is isomorphic to the associated graded group \( HF \) as in the above equation (4.1.9).

If we know the associated graded group \( FH \) on the \( E \)-infinity page, then we can
recover $H(X)$ by solving the $n + 1$ extension problems inductively

\[ 0 \longrightarrow F_{n+1}^n \longrightarrow F_n^n \longrightarrow F_n^H^n \longrightarrow 0 \]

\[ \vdots \quad \vdots \]

\[ 0 \longrightarrow F_{p+1}^n \longrightarrow F_p^n \longrightarrow F_p^H^n \longrightarrow 0 \]

\[ \vdots \quad \vdots \]

\[ 0 \longrightarrow F_1^n \longrightarrow F_0^n \longrightarrow F_0^H^n \longrightarrow 0 \]

where $F_{n+1}^n$ is assumed to be known (supposed simple enough).

### 4.2 The Serre spectral sequence

We describe briefly in this section the Serre spectral sequences for the homology and cohomology for a fibration $F \longrightarrow X \overset{p}{\longrightarrow} B$. It was built by Serre in his PhD thesis [76], where he also developed the notion of fibration. A detailed construction of the spectral sequence can be found in [39].

The main purpose of this section is to make the analogy with our spectral sequence given in theorem 5.2.1 and the PV–cohomology transparent. We will not give any proofs here, but the interested reader will find precise references, mainly to [38, 39]. We also mention the Atiyah-Hirzebruch spectral sequence that we will use in the proof of theorem 5.2.1.

We first recall the basic definitions and properties of fibrations, and introduce local coefficient systems.
4.2.1 Fibrations

A map \( X \xrightarrow{p} B \) is a said to have the homotopy lifting property with respect to a space \( Y \) if, given a homotopy \( f : Y \times [0, 1] \to B \) and a map \( g : Y \to X \) such that \( pg(y) = f(y, 0) \), there exists a homotopy \( \tilde{f} : Y \times [0, 1] \to X \) such that \( \tilde{f}(y, 0) = g(y) \) and \( p\tilde{f} = f \).

\[
\begin{array}{ccc}
Y \times \{0\} & \xrightarrow{g} & X \\
\downarrow \downarrow \downarrow \downarrow \downarrow \downarrow & & \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
Y \times [0, 1] & \xrightarrow{f} & B \\
\end{array}
\]

A map \( X \xrightarrow{p} B \) that satisfies the homotopy lifting properties with respect to any space is called a fibration. It is called a Serre fibration if it satisfies the homotopy lifting properties with respect to any CW-complex.

We have the following important property (a proof of which can be found in [38] proposition 4.61 p. 405).

**Proposition 4.2.1** Let \( X \xrightarrow{p} B \) be a fibration. The fibers \( F_b = p^{-1}(b) \) over each path components of \( B \) are homotopy equivalent.

It is customary to talk about “the fiber” \( F \) and to denote the fibration by \( F \xleftarrow{p} X \xrightarrow{p} B \). If \( \gamma : a \to b \) is a path in \( B \), then it determines a homotopy equivalence \( L_\gamma \) between the fibers \( F_a \) and \( F_b \).

4.2.2 Local coefficients systems

A local system of groups \( \mathcal{G} = (G_b) \) over a space \( B \) is given by the data of: 1) a group \( G_b \) for each element \( b \in B \) and 2) a group isomorphism \( \theta_\gamma : G_a \to G_b \), for each path \( \gamma : a \to b \) in \( B \), which depends only on the homotopy class of \( \gamma \) and which satisfies an obvious transitivity condition: \( \theta_{\gamma\gamma'} = \theta_\gamma \theta_{\gamma'} \). This notion was introduced by Steenrod in [80]. If \( B \) is path connected, then all the groups \( G_b \) are isomorphic.
and the local system of group is uniquely determined by one of them, \( G_a \), and the automorphisms defined in \( G_a \) by the fundamental group of \( B \) based at \( a, \pi_1(B, a) \).

**Remark 4.2.2** If \( B \) is path connected and its fundamental group acts trivially on the groups \( G_b \) then the \( G_b \) are canonically isomorphic to one of them, \( G_a \), and one can see the local system of group as just the data of the group \( G_a \) over each point of \( B \).

**Example 4.2.3** If \( F \xrightarrow{p} X \xrightarrow{\phi} B \) is a fibration over a path connected space \( B \), then applying the homology functor to the fibers gives a local system of groups \( H_*(F) = (H_*(F_b)) \). Indeed, as homotopy classes of paths in \( B \) give homotopy equivalences between the fibers over their end points, they therefore give isomorphisms between their homology groups. Similarly, cohomology and \( K \)-theory give local systems of groups \( H^*(F) = (H^*(F_b)) \) and \( K^*(F) = (K^*(F_b)) \).

Let \( B \) be a \( \Delta \)-complex (see section 2.3.2) and \( \mathcal{G} = (G_b) \) a local system of Abelian groups over \( B \). If \( \sigma : \Delta^n \to B \) is an \( n \)-simplex of \( B \), let us denote by \( G_\sigma \) the group fiber over its barycenter (the image in \( B \) of the barycenter of \( \Delta^n \)). We define the group \( C_n(B; \mathcal{G}) \) of \( n \)-chains with coefficients in \( \mathcal{G} \) as the group of formal linear combinations of \( n \)-simplices with coefficients in the groups over their barycenters: an \( n \)-chain is a finite formal sum \( \sum g_i \sigma_i \) where \( \sigma_i \) is an \( n \)-simplex and \( g_i \in G_{\sigma_i} \). The differential of an \( n \)-chain \( g \sigma \) is given by

\[
\partial(g \sigma) = \sum_{i=0}^{n} (-1)^i \theta_{\sigma, \partial_i \sigma}(g) \partial_i \sigma ,
\]

where \( \partial_i \sigma \) denotes the \((n-1)\)-simplex that is the \( i \)-th face of \( \sigma \), and \( \theta_{\sigma, \partial_i \sigma} : G_{\sigma} \to G_{\partial_i \sigma} \) is the group isomorphism between their fibers. We define now for \( B \) its homology with local coefficients in the local system of groups \( \mathcal{G} \) as the homology of the complex of \( n \)-chain groups with local coefficients in \( \mathcal{G} \) and differential (4.2.1). We denote this homology by \( H_*(B; \mathcal{G}) \).
The cohomology with local coefficients in $G$, $H^*(B; G)$, is defined as follows. The $n$-cochain group, $C^n(B; G)$, is the group of “local group homomorphisms” from $C_n(B; G)$ to $G$: if $\varphi$ is an $n$-cochain, and $\sigma$ and $n$-simplex of $B$, then $\varphi(\sigma) \in G_\sigma$, and for an $n$-chain $\sum g_i \sigma_i$ we have $\varphi(\sum g_i \sigma_i) = \sum g_i \varphi(\sigma_i)$. The differential is defined by:

$$
\delta \varphi(g \sigma) = \varphi(\partial (g \sigma)) = \sum_{i=0}^{n} (-1)^i \theta_{\sigma, \partial_i \sigma}(g) \varphi(\partial_i \sigma),
$$

(4.2.2)

for an $n$-cochain $\varphi$ and an $(n+1)$-chain $g\sigma$.

By remark 4.2.2, if the fundamental group of $B$ acts trivially on $F$, the local system of groups $G$ is trivial, i.e. the groups $G_b$ are canonically isomorphic to one of them, $G$, and hence the homology and cohomology with local coefficients in $G$ are just the ordinary theories for $B$ with coefficient in the group $G$.

As noted in remark 2.3.6 the PV cohomology of a tiling $T$, can be seen as a generalization of a cohomology of the prototile space of $T$, with local coefficients in the $K$-theory of the transversal to the hull of $T$. The operators $\theta_{\sigma, \partial_i \sigma}$ are in this case only partial isometries and not isomorphisms. See section 6.7 for a general formulation of this point.

### 4.2.3 The spectral sequence

We give here a version of Serre spectral sequence for a fibration $F \hookrightarrow X \twoheadrightarrow B$ over a path connected $\Delta$-complex $B$. Let $X_p$ denote the lift of the $p$-skeleton $B_p$ of $B$. The pairs $(X, X_p)$ and $(X_{p+1}, X_p)$ are $p$-connected as lifts of the pairs $(B, B_p)$ and $(B_{p+1}, B_p)$ by the homotopy lifting property. We get a filtration of $X$: $X_0 \hookrightarrow X_1 \hookrightarrow \cdots X_p \hookrightarrow \cdots \twoheadrightarrow X$, and the induced filtrations of $H_*(X)$ and $H^*(X)$ give rise to spectral sequences converging to the homology and cohomology of $X$ according to the construction shown in section 4.1.2.

**Theorem 4.2.4** Let $F \hookrightarrow X \twoheadrightarrow B$ be a fibration over a path connected $\Delta$-complex $B$. There is a spectral sequence $\{E^r_{p,q}, d_r\}$ with:

---
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(i) \(d_r : E^r_{p,q} \rightarrow E^r_{p-r,q+r-1}\) and \(E^{r+1}_{p,q} = \text{Ker} d_r / \text{Im} d_r\) the homology group at \(E^r_{p,q}\),

(ii) stable terms \(E^\infty_{p,q}\) isomorphic to the successive quotients \(F^p_{p+q}/F^{p-1}_{p+q}\) in a filtration

\[
0 \subset F^0_{p+q} \subset F^1_{p+q} \cdots \subset F^p_{p+q} = H_{p+q}(X) \text{ of } H_{p+q}(X),
\]

(iii) \(E^2_{p,q} \cong H_p(B; \mathcal{H}_q(F))\).

The cohomology version reads:

**Theorem 4.2.5** Let \(F \hookrightarrow X \twoheadrightarrow B\) be a fibration over a path connected \(\Delta\)-complex \(B\). There is a spectral sequence \(\{E^p_{r,q}, d^r\}\) with:

(i) \(d_r : E^p_{r,q} \rightarrow E^{p+r,q+r-1}_r\) and \(E^{p+q}_{r+1} = \text{Ker} d_r / \text{Im} d_r\) the homology group at \(E^p_{r,q}\),

(ii) stable terms \(E^\infty_{p,q}\) isomorphic to the successive quotients \(F^p_{p+q}/F^{p+q}_{p+q+1}\) in a filtration

\[
0 \subset F^p_{p+q} \subset F^{p+1}_{p+q} \cdots \subset F^p_{0} = H^p(X) \text{ of } H^p(X),
\]

(iii) \(E^2_{p,q} \cong H^p(B; \mathcal{H}_q(F))\).

As noted as the end of section 4.2.2, by remark 4.2.2, if \(\pi_1(B)\) acts trivially on \(F\), then the second pages of the above spectral sequences are given by the ordinary homology or cohomology.

The above theorems are true in general for Serre fibrations over spaces of the homotopy type of a \(CW\)-complex, and for generalized homology or cohomology functors, like topological \(K\)-theory for instance (see [29] section 9.2 for instance). In the case of \(K\)-theory, and if we consider the trivial fibration \(\cdot \hookrightarrow X \twoheadrightarrow X\) of a space \(X\) over itself with fiber a point \(\cdot\), then the corresponding spectral sequence for coefficients in \(\mathbb{Z}\) is known as the Atiyah–Hirzebruch spectral sequence [2].

An interesting property of the Atiyah–Hirzebruch spectral sequence is the following: the differential \(d_r, r \geq 2\) is *torsion-valued* as we now show.
Proposition 4.2.6 Let $X$ be a space of the homotopy type of a finite CW complex. If $H^*(X; \mathbb{Z})$ is torsion free, then the Atiyah–Hirzebruch spectral sequence for the topological $K$-theory of $X$, $\{E^{p,q}_r, d_r\}$, collapses on page-2: $E^{p,q}_2 = E^{p,q}_\infty$.

Proof. Consider the version of the Atiyah–Hirzebruch spectral sequence over the rationals: it starts on page-2 with $\tilde{E}^{p,q}_2 \cong H^*(X; \mathbb{Z}) \otimes \mathbb{Q}$ and converges to $K^*(X) \otimes \mathbb{Q}$. The ring $H^*(X; \mathbb{Z}) \otimes \mathbb{Q}$ is a finite dimensional vector space over $\mathbb{Q}$, since $X$ has the homotopy type of a finite CW-complex. Let $N$ be its total rank. The differentials $\tilde{d}_r$ can be seen as linear maps on $H^*(X) \otimes \mathbb{Q}$ (since the groups $\tilde{E}_r$ are subquotients of the $H^n(X) \otimes \mathbb{Q}$). If there are some non zero differentials in the spectral sequence, let $d_r, r \geq 2$ be the first one and $s$ its rank. Then the total rank of $\tilde{E}_r$ is $N$, and the total rank of $\tilde{E}_{r+1} = \text{Ker} \tilde{d}_r/\text{Im} \tilde{d}_r$ is $N - 2s$. Hence the total rank of $\tilde{E}_\infty$ has to be less than or equal to $N - 2s$. But the chern character gives an isomorphism between $H^*(X; \mathbb{Z}) \otimes \mathbb{Q}$ and $K^*(X) \otimes \mathbb{Q}$, and therefore the total rank of $\tilde{E}_\infty$ has to be $N$, a contradiction. This proves that the rational spectral sequence collapses on page-2.

Now if $H^*(X; \mathbb{Z})$ is torsion free, the map $i = (\otimes \mathbb{Q})^*$ induced in cohomology by the tensor product by $\mathbb{Q}$ gives an inclusion $H^*(X; \mathbb{Z}) \xrightarrow{i} H^*(X; \mathbb{Z}) \otimes \mathbb{Q}$, and then an injective morphism between $\{E^{p,q}_r, d_r\}$ and its rational version $\{\tilde{E}^{p,q}_r, \tilde{d}_r\}$. Assume that there are non zero differentials $d_r, r \geq 2$: for some $x \in H^n(X; \mathbb{Z})$ we have $d_r(x) = y \neq 0$ in some $H^m(X; \mathbb{Z})$. But $\tilde{d}_ri(x) = id_r(x) = i(y) \neq 0$, a contradiction. □

4.3 Exact couples

We give here the basic definitions and properties of exact couples and their associated spectral sequences.

We also derived some technical results about exact couples. The formalism allows to state corollary 4.3.7 which leads to the isomorphism between the Schochet spectral sequence associated with the filtration of a $C^*$-algebra and the Schochet spectral
sequence associated with its corresponding cofiltration in theorem 4.3.11. The construction of a direct limit of spectral sequences is also recalled.

The original reference on exact couples is the work of Massey [56, 57]. The reader is also referred to [29, 59, 39] for further details.

### 4.3.1 Exact couples for filtrations and cofiltrations

An *exact couple* is a family $T = (D, E, i, j, k)$ where $D$ and $E$ are abelian groups and $i, j, k$ are group homomorphisms making the following triangle exact.

\[
\begin{array}{ccc}
D & \xrightarrow{i} & D \\
\downarrow & & \downarrow \\
E & \xleftarrow{j} & E \\
\end{array}
\]

(4.3.1)

In more generality we could take elements in an Abelian category. Typically $D$ and $E$ are graded modules over a ring, and $i, j, k$ module maps of various degrees. A morphism $\alpha$ between two exact couples $T$ and $T'$ is a pair of group homomorphisms $(\alpha_D, \alpha_E)$ making the following diagram commutative

\[
\begin{array}{ccc}
D & \xrightarrow{i} & D \\
\downarrow_{\alpha_D} & & \downarrow_{\alpha_D} \\
D' & \xrightarrow{i'} & D' \\
\downarrow_{\alpha_E} & & \downarrow_{\alpha_E} \\
E & \xrightarrow{j'} & E' \\
\end{array}
\]

(4.3.2)

The composition map $d = j \circ k : E \to E$ is called the *differential* of the exact couple. Since (4.3.1) is exact, it follows that $d^2 = j \circ (k \circ j) \circ k = 0$. Let then $H_d(E)$ be the homology of the complex $E \xrightarrow{d} E$. Then the following fundamental results holds.
Theorem 4.3.1  

(i) There is a derived exact couple

\[ D^{(1)} = i(D) \xrightarrow{j^{(1)}} D^{(1)} = i(D) \]  

\[ \xrightarrow{k^{(1)}} E^{(1)} = H_d(E) \]

defined by \( i^{(1)} = i|_{i(D)} \), \( j^{(1)}(i(x)) = j(x) + \text{Im} (d) \) and \( k^{(1)}(e + \text{Im} (d)) = k(e) \).

(ii) The derivation \( T \to T^{(1)} \) is a functor on the category of exact couples with morphisms of exact couples.

Proof. The map \( j^{(1)} \) is well defined: if \( i(x) = i(x') \) then \( x - x' \in \text{Ker} i = \text{Im} k \) so \( x - x' = k(y) \) for some \( y \in E \), and \( j \circ k(e) = d(e) = j(x) - j(x') \) so that \( j(x) + dE = j(x') + dE \). The map \( k^{(1)} \) is well defined: if \( e + dE = e' + dE \), then \( e - e' = d(x) \) for some \( x \in E \) and \( k(e') = k(e) + k \circ d(x) = k(e) + k \circ j \circ k(x) = k(e) \) by exactness. Also, since \( d(e) = 0 \), \( k(e) \in \text{Ker} j = \text{Im} i = D^{(1)} \).

We now prove the exactness of \( T^{(1)} \). First:

\[ \text{Ker} i^{(1)} = \text{Im} i \cap \text{Ker} i = \text{Ker} j \cap \text{Im} k \]

\[ = k(k^{-1}(\text{Ker} j)) = k(\text{Ker} d) = k^{(1)}(\text{Ker} d/\text{Im} d) \]

\[ = \text{Im} k^{(1)} . \]

Next, notice that \( D^{(1)} = i(D) = D/\text{Ker} i \) so that

\[ \text{Ker} j^{(1)} = j^{-1}(\text{Im} d)/\text{Ker} i = j^{-1}(j(\text{Im} k))/\text{Ker} i \]

\[ = (\text{Im} k + \text{Ker} j)/\text{Ker} i = (\text{Ker} i + \text{Ker} j)/\text{Ker} i \]

\[ = i(\text{Ker} j) = i(\text{Im} i) = \text{Im} i^{(1)} . \]

Finally, \( \text{Ker} k^{(1)} = \text{Ker} k/\text{Im} d = \text{Im} j/\text{Im} d = j(D)/\text{Im} d = \text{Im} j^{(1)} \) since \( j \circ i = 0 \) by exactness.

The \( n \)-th iterated derived couple of \( T \) is denoted \( T^{(n)} = (D^{(n)}, E^{(n)}, i^{(n)}, j^{(n)}, k^{(n)}) \).
Remark 4.3.2 Point (ii) in theorem 4.3.3 implies that a morphism of exact couples \( \alpha : T \to T' \) induces derived morphisms \( \alpha^{(n)} \) between the derived couples: \( \alpha^{(n)}_D = \alpha^{(n-1)}_D|_{D^{(n)}} \) is the restriction of \( \alpha^{(n-1)}_D \) to \( D^{(n)} = i^{(n-1)}(D^{(n-1)}) \), and \( \alpha^{(n)}_E = (\alpha^{(n-1)}_E)_* \) is the induced map of \( \alpha^{(n-1)}_E \) on homology. Also \( \alpha_E \) conjugates the differentials, namely \( \alpha^{(n)}_E \circ d^{(n)} = d'^{(n)} \circ \alpha^{(n)}_E \) for all \( n \).

The spectral sequences considered here come from exact couples. Given an exact couple \( (E, D, i, j, k) \), its associated spectral sequence is the family \( (E_l, d_l)_{l \in \mathbb{N}} \) where \( E_1 = E \) and \( d_1 = d \), and for \( l \geq 2 \), \( E_l = E^{(l-1)} \) is the derived \( E \)-term, and called the \( E_l \)-page or simply page-\( l \) of the spectral sequence, and \( d_l = d^{(l-1)} \) is its differential. As noted above those \( E \)-terms are generally (bi)graded modules. A morphism of spectral sequence \( \beta : (E_l, d_l)_{l \in \mathbb{N}} \to (E'_l, d'_l)_{l \in \mathbb{N}} \) is given by the \( \alpha_E \)-morphism of the exact couples, and can be seen as a sequence of chain maps \( \beta_l : E_l \to E'_l \) for each \( l \), i.e. commute with the differentials: \( d_l \beta_l = \beta_l d'_l \).

Definition 4.3.3 (i) An exact couple \( T = (D, E, i, j, k) \) is said to be trivial if \( E = 0 \).

(ii) Two exact couples \( T \) and \( T' \) are said to be equivalent if there is a morphism \( \alpha : T \to T' \) such that \( \alpha_E \) is an isomorphism.

Remark 4.3.4 (i) If an exact couple is trivial, then it is of the form \( (D, 0, \text{id}, 0, 0) \).

(ii) A trivial exact couple is identical to its derived couple.

(iii) An equivalence between two exact couples is equivalent to an isomorphism between their associated spectral sequences.

Definition 4.3.5 (i) An exact couple is said to converge whenever there is an \( L \in \mathbb{N} \) such that for \( l \geq L \) the \( l \)-th derived couples are trivial.

(ii) A spectral sequence is said to converge if its associated exact couple converges.
Given a morphism of exact couples \( \alpha : T \to T' \), its kernel \( \text{Ker} \alpha = (\text{Ker} \alpha_D, \text{Ker} \alpha_E, i, j, k) \) and image \( \text{Im} \alpha = (\text{Im} \alpha_D, \text{Im} \alpha_D, i', j', k') \) are 3-periodic complexes (by commutativity of diagram (4.3.2)), but no longer exact couples in general.

**Lemma 4.3.6** Given an exact sequence of exact couples

\[
\cdots \to T_{m-1} \xrightarrow{\alpha_{m-1}} T_m \xrightarrow{\alpha_m} T_{m+1} \xrightarrow{\alpha_{m+1}} T_{m+2} \to \cdots ,
\]

that is \( \text{Im} \alpha_{m-1} = \text{Ker} \alpha_m \) for all \( m \), the following holds: if \( T_{m-1} \) and \( T_{m+2} \) are trivial, then \( T_m \) and \( T_{m+1} \) are equivalent.

**Proof.** Using Remark 4.3.4 the couples can be rewritten \( T_{m-1} = (D_{m-1}, 0, \text{id}, 0, 0) \) and \( T_{m+2} = (D_{m+2}, 0, \text{id}, 0, 0) \), and therefore \( \alpha_{m-1} = (\alpha_{D_{m-1}}, 0) \), and \( \alpha_{m+1} = (\alpha_{D_{m+1}}, 0) \).

The exact sequence for the \( E \) terms then reads \( \cdots \to 0 \to E_m \xrightarrow{\alpha_{Em}} E_{m+1} \to 0 \to \cdots \),

and therefore \( \alpha_{Em} \) is an isomorphism and gives an equivalence between \( T_m \) and \( T_{m+1} \).

\( \square \)

**Corollary 4.3.7** Given an exact triangle of exact couples, one of which is trivial, then the two others are equivalent.

### 4.3.2 Direct limit of exact couples

**Definition 4.3.8** A direct system of exact couples \( \{T_l, \alpha_{lm}\}_{l} \), is given by a directed set \( I \), and a family of exact couples \( T_i \)'s and morphisms of exact couples \( \alpha_{lm} : T_l \to T_m \) for \( l \leq m \) (with \( \alpha_{ll} \) the identity), such that given \( l, m \in I \) there exists \( n \in I \), \( n \geq l, m \) with \( \alpha_{ln} = \alpha_{mn} \circ \alpha_{lm} \).

If \( T_l \) is written \( (D_l, E_l, i_l, j_l, k_l) \), the definition of a direct system of associated spectral sequences is given similarly by keeping only the data of the \( E_l \)-terms, their differentials \( j_l \circ k_l \) and the morphisms \( \alpha_{E_l} \).

Let \( R \) be a commutative ring. Recall that the direct limit of a directed system of \( R \)-modules, \( \{M_l, \sigma_{lm}\}_{l} \), is given by the quotient of the direct product \( \bigoplus_I M_l \) by the
$R$-module generated by all elements of the form $a_l - \sigma_{lm}(a_l)$ for $a_l \in M_l$, where each $R$-module $M_l$ is viewed as a submodule of $\bigoplus_I A_l$.

**Lemma 4.3.9** Let $\{T_l, \alpha_{lm}\}_I$ be a direct system of exact couples, and write the couples as $T_l = (D_l, E_l, i_l, j_l, k_l)$, and the morphisms as $\alpha_{lm} = (\alpha_{D_{lm}}, \alpha_{E_{lm}})$. There is a direct limit exact couple $T = \lim\rightarrow \{T_l, \alpha_{lm}\}$, given by $T = (D, E, i, j, l)$ with $D = \lim\rightarrow \{D_l, \alpha_{D_{lm}}\}$, $E = \lim\rightarrow \{E_l, \alpha_{E_{lm}}\}$, and $i, j, k$ the maps induced by the $i_l, j_l, k_l$'s.

**Proof.** The direct limits $D$ and $E$ are well-defined and it suffices to give the expressions of the module homomorphisms $i, j, k$ and show that $T$ is exact. Let $d$ be in $D$, i.e. it is the class $[d_l]$ for some $d_l \in D_l$, then $i(d) = [i_l(d_l)]$. If $d = [d_m]$ for some $m \geq l$ then $d_m = \alpha_{D_{lm}}(d_l)$ and $[i_m(d_m)] = [i_l \circ \alpha_{D_{lm}}(d_l)] = [\alpha_{D_{lm}} \circ i_l(d_l)]$ because $\alpha_{D_{lm}}$ is a morphism of exact couple (commutativity of diagram (4.3.2)), and therefore $[i_m(d_m)] = [i_l(d_l)]$ and $i$ is well-defined. Similarly for $d = [d_l]$ in $D$, $j(d) = [j_l(d_l)]$ in $E$, and for $e = [e_l]$ in $E$, $k(e) = [k_l(e_l)]$ in $D$, and are well-defined.

This proves also that $T$ is a 3-periodic complex since the compositions $j \circ i$, $k \circ j$ and $i \circ k$ involves the compositions of the $i_l, j_l, k_l$, and are thus zero. Let $d \in \text{Ker } j$ and $d = [d_l]$, then $j(d) = [j_l(d_l)] = 0$ and by exactness of $T_l$ there exists $d'_l \in D_l$ such that $d_l = i_l(d'_l)$, let then $d' = [d'_l]$ in $D$ to have $d = [i_l(d'_l)] = i(d')$ and therefore $\text{Ker } j = \text{Im } i$. The other two relations $\text{Ker } i = \text{Im } k$ and $\text{Ker } k = \text{Im } j$ are proven similarly, and this shows that $T$ is exact. 

**Corollary 4.3.10** The result of lemma 4.3.9 for direct limit of exact couples also holds for direct limit of associated spectral sequences.

**4.3.3 Exact couples for the $K$-theory of a $C^*$-algebra**

Let $A$ be a $C^*$-algebra, and assume there is a finite filtration by closed two-sided ideals:

$$
\{0\} = I_d \xrightarrow{i_d} I_{d-1} \xrightarrow{i_{d-1}} \cdots I_0 \xrightarrow{i_0} I_{-1} = A.
$$

(4.3.4)
There is an associated cofiltration of $A$ by the quotient $C^*$-algebras $F_p = A/I_p$:

$$A = F_d \xrightarrow{\rho_d} F_{d-1} \xrightarrow{\rho_{d-1}} \cdots F_0 \xrightarrow{\rho_0} F_{-1} = \{0\} . \quad (4.3.5)$$

Let $Q_p = I_{p-1}/I_p$ be the quotient $C^*$-algebra. There are short exact sequences:

$$0 \longrightarrow I_p \xrightarrow{i_p} I_{p-1} \xrightarrow{\pi_p} Q_p \longrightarrow 0 \quad (4.3.6a)$$
$$0 \longrightarrow Q_p \xrightarrow{j_p} F_p \xrightarrow{\rho_p} F_{p-1} \longrightarrow 0 \quad (4.3.6b)$$
$$0 \longrightarrow I_p \xrightarrow{l_p} A \xrightarrow{\sigma_p} F_p \longrightarrow 0 \quad (4.3.6c)$$

In (4.3.6a) $i_p$ is the canonical inclusion, and $\pi_p$ the quotient map $\pi_p(x) = x + I_p$.

In (4.3.6c) $l_p = i_p \circ i_{p-1} \circ \cdots \circ i_0$ is the canonical inclusion, and $\sigma_p$ the quotient map $\sigma_p(x) = x + I_p$. And in (4.3.6b) $j_p$ is the canonical inclusion $j_p(x + I_p) = l_{p-1}(x) + I_p$, and $\rho_p$ the quotient map $\rho_p(x + I_p) = x + I_{p-1}$.

Associated with the short exact sequences of $C^*$-algebras (4.3.6a) and (4.3.6b) there are a long (6-term periodic) exact sequences in $K$-theory that can be written in exact couples:

$$T_I : K(I) \xrightarrow{i} K(I)$$

with $K(I) = \bigoplus_{p=-1}^d \bigoplus_{\varepsilon=0,1} K_\varepsilon(I_p)$

$$K(Q)$$

$$T_F : K(F) \xrightarrow{\rho} K(F)$$

with $K(F) = \bigoplus_{p=-1}^d \bigoplus_{\varepsilon=0,1} K_\varepsilon(F_p)$

$$K(Q)$$

with $K(Q) = \bigoplus_{p=-1}^d \bigoplus_{\varepsilon=0,1} K_\varepsilon(Q_p)$, and $i$, $\pi$, $j$ and $\rho$ the induced maps on $K$-theory.

Since the filtration (4.3.4) and the cofiltration (4.3.5) are finite, both exact couple converge to the $K$-theory of $A$. 85
Theorem 4.3.11 The spectral sequence for the $K$-theory of a $C^*$-algebra $A$, associated with a filtration of $A$ by ideals $I_p$ as in (4.3.4), and the spectral sequence associated with its corresponding cofiltration by quotients $F_p = A/I_p$ as in (4.3.5), are isomorphic.

Proof. By remark 4.3.4 (iii) it is sufficient to prove that the exact couples $T_I$ (4.3.7a) and $T_F$ (4.3.7b) are equivalent. By corollary 4.3.7 it is also sufficient to prove that $T_I$ and $T_F$ fit into an exact triangle with a trivial exact couple.

Let $T_A$ be the trivial exact couple $T_A = (K(A), 0, \text{id}, 0, 0)$. We prove that the short exact sequences (4.3.6c) induce the following exact triangle

$$
\begin{array}{ccc}
T_I & \overset{l}{\longrightarrow} & T_A \\
\partial & \searrow & \sigma \\
& T_F & \nearrow
\end{array}
$$

The exactness of the triangle comes from the exactness of the K-theory functor (the short exact sequences (4.3.6c) induce long exact sequences in K-theory). We now verify that the applications $l$, $\sigma$ and $\partial$ define morphisms between the exact couples $T_I$, $T_A$ and $T_F$.

The commutativity of the following diagrams will be useful

$$
\begin{array}{ccc}
Q_p & \overset{j_p}{\longrightarrow} & F_p \\
\uparrow \pi_p & & \uparrow \sigma_p \\
I_{p-1} & \overset{i_{p-1}}{\longrightarrow} & A
\end{array}
\quad
\begin{array}{ccc}
F_p & \overset{\rho_p}{\longrightarrow} & F_{p-1} \\
\uparrow \sigma_p & & \uparrow \sigma_{p-1} \\
A & \overset{\text{id}}{\longrightarrow} & A
\end{array}
$$

which express the two identities

$$
\begin{align*}
\tag{4.3.9a}
\sigma_{p-1} &= \rho_p \circ \sigma_p . \\
\tag{4.3.9b}
\end{align*}
$$

Indeed, for $x \in I_{p-1}$, $j_p \circ \pi_p(x) = j_p(x + I_p) = i_{p-1}(x) + I_p$ which is equal to $\sigma_p \circ i_{p-1}(x)$, while for $x \in A$, $\rho_p \circ \sigma_p(x) = \rho_p(x + I_p) = x + I_{p-1}$ which is equal to $\sigma_{p-1}(x)$. 

86
1. Proof that \((l, 0) : T_I \rightarrow T_A\) is a morphism of exact couples, where the application 0 is the induced quotient map of the trivial short exact sequence

\[
0 \longrightarrow Q_p \overset{id}{\longrightarrow} Q_p \overset{0}{\longrightarrow} 0 \longrightarrow 0,
\]

i.e. we prove that the following diagram is commutative (\(\varepsilon\) is 0 or 1):

\[
\begin{array}{cccccccc}
K_\varepsilon(I_p) & \overset{i_p*}{\longrightarrow} & K_\varepsilon(I_{p-1}) & \overset{\pi_p*}{\longrightarrow} & K_\varepsilon(Q_p) & \overset{\partial}{\longrightarrow} & K_{\varepsilon+1}(I_p) \\
\downarrow l_{ps} & & \downarrow l_{p-1*} & & \downarrow 0 & & \downarrow l_{ps} \\
K_\varepsilon(A) & \overset{id_*}{\longrightarrow} & K_\varepsilon(A) & \overset{0}{\longrightarrow} & 0 & \overset{\partial}{\longrightarrow} & K_{\varepsilon+1}(A)
\end{array}
\]

The middle square is commutative since the maps lead to 0. The commutativity of the left square comes from the functoriality of K-theory: since \(l_p = l_{p-1} \circ i_p\), it follows that \(id_* l_{ps} = l_{ps} = l_{p-1*i_{ps}}\). For the right square \(l_{ps} = id_* l_{ps} = l_{p-1*i_{ps}}\) by commutativity of the left square, and thus \(l_{ps} \partial = l_{p-1*i_{ps}} \partial = 0\) because \(i_{ps} \partial = 0\) by exactness of the long exact sequence in K-theory induced by (4.3.6a).

2. Proof that \((\sigma, \partial) : T_I \rightarrow T_A\) is a morphism of exact couples, where the application \(\partial\) is the K-theory boundary map in the long exact sequence induced by (4.3.10), i.e. we prove that the following diagram is commutative (\(\varepsilon\) is 0 or 1):

\[
\begin{array}{cccccccc}
K_\varepsilon(A) & \overset{id}{\longrightarrow} & K_\varepsilon(A) & \overset{0}{\longrightarrow} & 0 & \overset{\partial}{\longrightarrow} & K_{\varepsilon+1}(A) \\
\downarrow \sigma_{ps} & & \downarrow \sigma_{p-1*} & & \downarrow \partial & & \downarrow \sigma_{ps} \\
K_\varepsilon(F_p) & \overset{\rho_{ps}}{\longrightarrow} & K_\varepsilon(F_{p-1}) & \overset{\partial}{\longrightarrow} & K_{\varepsilon+1}(Q_p) & \overset{j_{ps}}{\longrightarrow} & K_{\varepsilon+1}(F_p)
\end{array}
\]

The right square is commutative since the maps start from 0. The commutativity of the left square holds by (4.3.9b) and functoriality of K-theory: \(\sigma_{p-1*} id_* = \sigma_{p-1*} = \rho_{ps} \sigma_{ps}\). For the middle square we have by commutativity of the left square \(\sigma_{p-1*} = \sigma_{p-1*} id_* = \rho_{ps} \sigma_{ps}\), and thus \(\partial \sigma_{p-1*} = \partial \rho_{ps} \sigma_{ps} = 0\) because \(\partial \rho_{ps} = 0\) by exactness of the long exact sequence in K-theory induced by (4.3.6b).

3. Proof that \((\partial, id) : T_F \rightarrow T_I\) is a morphism of exact couples, where the application id is the induced map in K-theory of the identity map in (4.3.10), i.e. we prove that
the following diagram is commutative ($\varepsilon$ is 0 or 1):

$$
\begin{array}{cccccc}
K_\varepsilon(F_p) & \xrightarrow{\rho_p^*} & K_\varepsilon(F_{p-1}) & \xrightarrow{\partial} & K_{\varepsilon+1}(Q_p) & \xrightarrow{j_p^*} & K_{\varepsilon+1}(F_p) \\
\downarrow \partial & & \downarrow \partial & & \downarrow \text{id}_* & & \downarrow \partial \\
K_{\varepsilon+1}(I_p) & \xrightarrow{i_p^*} & K_{\varepsilon+1}(I_{p-1}) & \xrightarrow{\pi_{p-1}^*} & K_{\varepsilon+1}(Q_p) & \xrightarrow{\partial} & K_\varepsilon(I_p)
\end{array}
$$

(4.3.13)

The proofs of the commutativity of each square go along the same lines: the images of the boundary operator $\partial$ can be taken to be the “same”. Given a short exact sequence $0 \to I \to A \to A/J \to 0$ where $A$ is a $C^*$-algebra and $J$ a closed two-sided ideal, the boundary map of an element $[x] \in K_\varepsilon(A/J)$ is computed via a lift $z \in A \otimes K$ of $x$, i.e. $\sigma_{ps}(z) = x$. But by (4.3.9b), $\sigma_{p-1s}(z) = \rho_{ps}\sigma_{ps}(z) = \rho_{ps}(x)$, thus $z$ is also a lift of $\rho_{ps}(x)$, and thus $\partial\rho_{ps}[x]$ can be taken to be $i_p,\partial[x]$ - the image of $\partial[x]$ in $K_{\varepsilon+1}(I_{p-1})$, which proves that the left square commutes. For the middle square, given $[x] \in K_\varepsilon(F_{p-1})$ if $z$ is a lift of $x$ to $A \otimes K$, then $\sigma_{ps}(z)$ is a lift of $x$ to $F_p \otimes K$ because $\rho_{ps}\sigma_{ps}(z) = \sigma_{p-1s}(z) = x$ by (4.3.9b). And the induced projection $\pi_{ps}$ commutes with the boundary operator, and therefore the diagram commutes. Finally, for the right square, given $[x] \in K_{\varepsilon+1}(Q_p)$, if $z$ is a lift of $x$ to $I_{p-1} \otimes K$, then $l_{p-1s}(z)$ is a lift of $j_{ps}(x)$ to $A \otimes K$ because by (4.3.9a) $\sigma_{ps}l_{p-1s}(z) = j_{ps}\pi_{ps}(z) = j_{ps}(x)$. Hence the right square commutes.

\section{The Pimsner–Voiculescu spectral sequence}

This spectral sequence was used and described already in \cite{14} and is a special case of the Kasparov spectral sequence \cite{46} for $KK$-theory.

\textbf{Theorem 4.4.1} Let $A$ be a $C^*$-algebra endowed with a $\mathbb{Z}^d$ action $\alpha$ by $*$-automorphisms. The PV complex is defined as $K_\varepsilon(A) \otimes \Lambda^*\mathbb{Z}^d \xrightarrow{dp} K_\varepsilon(A) \otimes \Lambda^*\mathbb{Z}^d$ with

$$
d_p = \sum_{i=1}^d (\alpha_{i*} - 1) \otimes e_i \wedge,
$$
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where \( \{ e_1, \ldots, e_d \} \) is the canonical basis of \( \mathbb{Z}^d \), \( \alpha_i = \alpha_{e_i} \) is the restriction of \( \alpha \) to the \( i \)-th component of \( \mathbb{Z}^d \), whereas \( x \wedge \) is the exterior multiplication by \( x \in \mathbb{Z}^d \).

There is a spectral sequence converging to the \( K \)-theory of \( \mathcal{A} \)

\[
E_2^{rs} \Rightarrow K_{r+s+d}(\mathcal{A} \rtimes_\alpha \mathbb{Z}^d),
\]

with page-2 isomorphic to the cohomology of the Pimsner complex.

Let \( \mathcal{A} \) be a \( C^* \)-algebra endowed with a \( \mathbb{Z}^d \) action \( \alpha \) by \( * \)-automorphisms. The Pimsner-Voiculescu spectral sequence of theorem 4.4.1 is built here. Its page-1 is identified with the PV complex \( K^* \mathcal{A} \otimes \Lambda^* \mathbb{Z}^d \) with differential \( d = \sum_{i=1}^d (\alpha_i \cdot 1) \otimes e_i \wedge \), where \( \{ e_1, \ldots, e_d \} \) is the canonical basis of \( \mathbb{Z}^d \), \( \alpha_i = \alpha_{e_i} \) is the restriction of \( \alpha \) to the \( i \)-th component of \( \mathbb{Z}^d \), whereas \( x \wedge \) is the exterior multiplication by \( x \in \mathbb{Z}^d \).

Let \( M_\alpha(\mathcal{A}) \) denote the mapping torus of \( \mathcal{A} \), namely the set of functions \( f : [0,1]^d \to \mathcal{A} \) such that \( f(t_1, \ldots, t_{i-1}, 1, t_{i+1}, \ldots, t_d) = \alpha_i f(t_1, \ldots, t_{i-1}, 0, t_{i+1}, \ldots, t_d) \). The \( C^* \)-algebras \( \mathcal{A} \rtimes_\alpha \mathbb{Z}^d \) and \( M_\alpha(\mathcal{A}) \rtimes \mathbb{R}^d \) are Morita equivalent [70], thus have the same \( K \)-theory, and by Thom-Connes isomorphism [24] \( K^*(M_\alpha(\mathcal{A}) \rtimes \mathbb{R}^d) \cong K_{*-d}(M_\alpha(\mathcal{A})) \). Hence it suffices to build a spectral sequence for the \( K \)-theory of the mapping torus: \( E_2^{rs} \Rightarrow K_{r+s}(M_\alpha(\mathcal{A})) \).

The mapping torus is filtered by the ideals \( I_s \), \( s = 0, \ldots, d \) (with \( I_{-1} = M_\alpha(\mathcal{A}) \)) of functions that vanish on the faces of dimension \( s \) (or \( s \)-faces) of the cube \( [0,1]^d \). Let \( Q_s = I_{s-1}/I_s \) be the quotient \( C^* \)-algebra, which is isomorphic to \( C^0((0,1)^s) \otimes \mathcal{A} \otimes \Lambda^s \mathbb{C}^d \), or \( S^s \mathcal{A} \otimes \Lambda^s \mathbb{C}^d \), where \( S^s \mathcal{A} \) is the \( s \)-th suspension of \( \mathcal{A} \). The quotient \( Q_s \) can be viewed as the set of continuous \( \mathcal{A} \)-valued functions on the \( s \)-faces and vanishing on the \( (s-1) \)-faces of the cube. Indeed, thanks to the identifications by \( \alpha \) in \( M_\alpha(\mathcal{A}) \), a function on the \( s \)-faces of the cube is uniquely determined by its values on the \( s \)-faces that contain the origin. The subsets of \( \{ 1, \cdots, d \} \) of the form \( I = \{ i_1, \cdots, i_s \} \) with \( i_1 < \cdots < i_s \) allow to label the \( s \)-faces that contain the origin as the subsets.
of the cube \( \{ t \in [0,1]^d : t_i = 0, \forall i \notin I \} \), or equivalently by their normal vectors 
\[ e_I = e_{i_1} \wedge \cdots \wedge e_{i_s} \in \Lambda^s \mathbb{C}^d. \]

The Pimsner-Voiculescu spectral sequence is the spectral sequence associated with 
the cofiltration of \( M_\alpha(A) \) by the quotients \( F_s = M_\alpha(A)/I_s \) which are isomorphic to 
the direct sums \( \bigoplus (M_{\alpha_I}(A) \otimes e_I) \) over all subsets \( I = \{i_1, \ldots, i_s\} \) of \( \{1, \ldots, d\} \) with 
\( i_1 < \cdots < i_s \), where \( \alpha_I \) is the restriction of \( \alpha \) to its components in \( I \) and \( M_{\alpha_I}(A) \) the 
corresponding mapping torus. The quotient \( F_s \) can be viewed as the set of continuous 
\( A \)-valued function on the faces of dimension \( s \) of the cube. Using the method of 
section \ref{sec:method}, an exact couple is built out of the short exact sequences 
\[ 0 \to Q_s \xrightarrow{j_s} F_s \xrightarrow{\rho_s} F_{s-1} \to 0, \]
where \( j_s \) is the inclusion, and the map \( \rho_s \) is given by 
\[ \rho_s(f_I \otimes e_I) = \sum_{i=1}^d \chi_I(i) ev_i(f_I) \otimes e_{I \setminus \{i\}} \] 
with \( \chi_I \) the characteristic function of \( I \) and \( ev_i \) the 
evaluation at \( t_i = 0 \). The complex on page-1 of the associated spectral sequence then 
reads:

\[
\begin{array}{ccc}
K_{\varepsilon+s}(Q_s) & \xrightarrow{j_s} & K_{\varepsilon+s}(F_s) \\
\downarrow \cong & & \downarrow \cong \\
K_{\varepsilon}(A) \otimes \Lambda^s \mathbb{Z}^d & \xrightarrow{d_{\rho}} & K_{\varepsilon}(A) \otimes \Lambda^{s+1} \mathbb{Z}^d \\
\end{array}
\]

(4.4.1)

where \( \varepsilon = 0 \) or \( 1 \). The above boundary map \( \partial \) is calculated by taking a lift to \( F_{s+1} \otimes \mathcal{K} \) 
of an element in \( K_{\varepsilon+s}(F_s) \). In particular, functions on the \( s \)-faces, the \( f_I \) for \( |I| = s \), 
have to be extended to faces of dimension \( s+1 \), the \( f_{I \cup \{i\}} \) for \( i \notin I \). Those extensions 
can be done separately for each \( i \notin I \). Also, since the functions in the quotients \( Q_s \) 
and \( F_s \) are uniquely determined by their values on the \( s \)-faces containing the origin, 
\( f_I \otimes e_I \) and its extension \( f_{I \cup \{i\}} \otimes e_{I \cup \{i\}} \) have the same sign (inserting \( e_i \) at position 
\( i \) in \( e_I = e_{i_1} \wedge \cdots \wedge e_{i_s} \)). Hence it suffices to show that the differential corresponds 
to \( (\alpha_{i_s} - 1) \otimes e_i \wedge \) for each \( i \notin I \), which is a one dimensional problem. It therefore 
suffices to express the differential in the case of dimension 1.
In the case $d = 1$, the ideals $I_s$ are $I_{-1} = M_\alpha(A)$, $I_0 = C_0((0,1)) \otimes A \cong S_A$ and $I_1 = \{0\}$, the quotients $F_s$ are $F_{-1} = \{0\}$, $F_0 = A$ and $F_1 = M_\alpha(A)$, and the quotients $Q_s$ are $Q_0 = F_0 = A$, $Q_1 = S_A$. The exact couple is built from the two exact sequences $0 \rightarrow Q_s \xrightarrow{j_s} F_s \xrightarrow{\rho_s} F_{s-1} \rightarrow 0$, for $s = 0$ and $s = 1$, namely $0 \rightarrow A \xrightarrow{j_0=\text{id}} A \rightarrow 0 \rightarrow 0$ and $0 \rightarrow S_A \xrightarrow{j_1} M_\alpha(A) \xrightarrow{\rho_1} A \rightarrow 0$. The differential on page-1 then reads:

$$\begin{align*}
K_\varepsilon(A) \xrightarrow{\text{id}} K_\varepsilon(A) \xrightarrow{\partial} K_{\varepsilon+1}(S_A) \\
\mathrel{\uparrow=} \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \mathrel{\uparrow \beta} \\
K_\varepsilon(A) \xrightarrow{d_p} K_\varepsilon(A)
\end{align*}$$

where $\beta$ is the Bott map, and $\varepsilon = 0$ or 1. The reader is referred to [17] for the definition of the $K$-theory maps (Bott maps and boundary maps), and in particular to proposition 10.4.1 where this problem is treated briefly.

Consider the case $\varepsilon = 0$. Let $x = [p] - [p_l]$ in $K_0(A)$, where $p$ is a projection in $M_n(A^+)$, $p_l = \text{diag}(1_k,0)$ is a projection of rank $l \leq n$ and $p - p_l \in M_n(A)$. The map $h(s) = \text{diag}((1-s)p, s\alpha(p))$ is a lift of $p$ to $M_{4n}(M_\alpha(A))$, and $e^{2\pi i h(s)} = \text{diag}(e^{-2\pi sp}, e^{2\pi i \alpha(p)})$ which is homotope to $e^{2\pi i ((\alpha(p)) - p)} = \beta((\alpha - 1)p)$. The boundary of $x$: $\partial x = [e^{2\pi i h(s)}]$ is thus $\beta((\alpha - 1)p)$, and therefore $d_p = \alpha - 1$. The case $\varepsilon = 1$ is obtained immediately by suspension.
CHAPTER V

A SPECTRAL SEQUENCE FOR THE K-THEORY OF
TILINGS

Let $T$ be an aperiodic and repetitive tiling of $\mathbb{R}^d$ with finite local complexity. We present a spectral sequence that converges to the $K$-theory of $T$ with page-2 given the PV cohomology of $T$. As the PV cohomology of $T$ generalizes the cohomology of the base space of a fibration with local coefficients in the $K$-theory of its fiber, this spectral sequence is a generalization of the Serre spectral sequence (see section 4.2).

5.1 Historic background

Spectral sequences were introduced by Leray [55] during WWII, as a way to compute the cohomology of a sheaf. It was later put in the framework used today by Koszul [51]. One of the first applications of this method was performed by Borel and Serre [18]. Later, Serre, in his Ph. D. Thesis [76] defined the notion of (Serre) fibration and built a spectral sequence to compute their singular homology or cohomology. This more or less led him to calculate the rational homotopy of spheres.

In the early fifties, Hirzebruch made an important step in computing the Euler characteristic of various complex algebraic varieties and complex vector bundles over them [41]. He showed that this characteristic can be computed from the Chern classes of the tangent bundle and of the vector bundle through universal polynomials [40] which coincides with the Todd genus in the case of varieties. It allowed him to show that the Euler characteristic is additive for extensions namely if $E, E', E''$ are complex vector bundles and if $0 \to E' \to E \to E'' \to 0$ is an exact sequence, then
\[ \chi(E) = \chi(E') + \chi(E''). \] This additivity property led Grothendieck to define axiomatically an additive group characterizing this additivity relation, which he called the K-group [36]. It was soon realized by Atiyah and Hirzebruch [2] that the theory could be extended to topological spaces \( X \) and they defined the topological K-theory as a cohomology theory without the axiom of dimension. The \( K^0 \)-group is the set of stable equivalence classes of complex vector bundles over \( X \), while \( K^1 \) (and more generally \( K^n \)) is the set of stable equivalence classes of complex vector bundles over the suspension (respectively the \( n \)-th suspension) of \( X \). The Bott periodicity theorem reduces the number of groups to two only. Moreover, the Chern character was shown to define a natural map between the \( K \)-group and the integer Čech cohomology of \( X \), and that it becomes an isomorphism when both groups are rationalized. In this seminal paper [2] Atiyah and Hirzebruch define a spectral sequence that will be used in the present work. It is a particular case of Serre spectral sequence for the trivial fibration of \( X \) by itself with fiber a point: it converges to the K-theory of \( X \) and its page-2 is isomorphic to the cohomology of \( X \).

Almost immediately after this step, Atiyah and Singer extended the work of Hirzebruch to the Index theorem [4, 5, ?, 3, 6] for elliptic operators. Such an operator is defined between two vector bundles, it is unbounded, in general and, with the correct domains of definition defines a Fredholm operator. The index can be interpreted as an element of the \( K \)-group and is calculated through a formula which generalizes the results of Hirzebruch for algebraic varieties. Eventually, Atiyah and Singer extended the theory to the equivariant \( K \)-theory valid if a compact Lie group \( G \) acts on the vector bundle. If \( P \) is an elliptic operator commuting with \( G \) its index gives an element of the covariant \( K \)-theory. In a programmatic paper [78], Singer proposed various extensions to elliptic operators with coefficients depending on parameters. As an illustration of such a program, Coburn, Moyer and Singer [23] gave an index theorem for elliptic operators with almost periodic coefficients (see also [81]). Eventually the
index theorem became the cornerstone of Connes’ program to build a *Noncommutative Geometry*. In a seminal paper [26] he defined the theory of *noncommutative integration* and showed that its first application was an index theorem for elliptic operators on a foliation (see also [25, 28]).

In the seventies, it was realized that the Atiyah-Hirzebruch $K$-theory could be expressed in algebraic terms through the $C^*$-algebra $\mathcal{C}(X)$ of continuous functions on the compact space $X$. The definition of the $K$-group requires then to consider matrix valued continuous functions $M_n(\mathcal{C}(X))$ instead for all $n$. The smallest $C^*$-algebra containing all of them is $\mathcal{C}(X) \otimes K$, where $K$ denotes the $C^*$-algebra of compact operators on a separable Hilbert space. Therefore, since this later algebra is non commutative, all the construction could be used for any $C^*$-algebra. Then Kasparov [45, 46] defined the notion of $KK$-theory generalizing even more the $K$ groups to correspondences between two $C^*$-algebras.

The problem investigated in this chapter is the latest development of a program that was initiated in the early eighties [44, 15] when the first version of the *gap labeling theorem* was proved (see [9, 10, 11] for later developments). At that time the problem was to compute the spectrum of a Schrödinger operator $H$ in an aperiodic potential. Several examples where discovered of Schrödinger operators with a Cantor-like spectrum [42, 62]. Labeling the infinite number of gaps per unit length interval, was a challenge. It was realized that the $K$-theory class of the spectral projection on the spectrum below the gap was a proper way of doing so [15]. The first calculation was made on the Harper equation and gave an explanation for a result already obtained by Claro and Wannier [22], a result eventually used in the theory of the quantum Hall effect [83]. This problem was motivated by the need for a theory of aperiodic solids, in particular their electronic and transport properties. With the discovery of *quasicrystals* in 1984 [77], this question became crucial in Solid State Physics. The construction of the corresponding $C^*$-algebra became then the main issue and led to
the definition of the *hull* [9]. It was proved that the hull is a compact metrizable space $\Omega$ endowed with an action of $\mathbb{R}^d$ via homeomorphisms. Then it was proved in [9, 10], that the resolvent of the Schrödinger operator $H$ belongs to the $C^*$-algebra $\mathcal{A} = \mathcal{C}(\Omega) \rtimes \mathbb{R}^d$. With each $\mathbb{R}^d$-invariant probability measure $\mu$ on $\Omega$ is associated a trace $\tau_\mu$ on this algebra. Following an argument described in [15], it was proved that a gap could be labeled by the value of the density of state, and that this value belongs to the image by the trace $\tau_\mu$ of the group $K_0(\mathcal{A})$ (see section 3.3). During the eighties several results went on to compute the set of gap labels [65, 9]. In one dimension, detailed results could be proved (see [10] for a review). The most spectacular result was given in the case of a discretized Laplacian with a potential taking on finitely many values (called *letters*): in such a case the set of gap labels is the $\mathbb{Z}$-module generated by the occurrence probability of all possible finite words found in the sequence defined by the potential. If this sequence is given by a *substitution*, these occurrence probabilities can be computed explicitly in terms of the incidence matrix of the substitution and of the associated substitution induced on the set of words with two letters [66, 10]. The key property in proving such results was the use of the Pimsner-Voiculescu exact sequence [64]. Soon after, A. van Elst [84] extended these results to the case of 2D-potentials, using the same method.

In the French version [27] of his book on *Noncommutative geometry* [28], Connes showed how the general formalism he had developed could be illustrated with the special case of the Penrose tiling. Using the substitution rules for its construction, he introduced a $C^*$-algebra, which turns out to be AF, and computed its ordered $K_0$-group, using the classification of AF-algebras obtained by Bratelli in 1972 [20]. This result was an inspiration for Kellendonk, who realized that, instead of looking at the inflation rule as a source of noncommutativity, it was actually better to consider the space translations of the tiling [47], in the spirit of the formalism developed in [15, 9, 10] for aperiodic solids. He extended this latter construction of the hull
to tilings and called this hull a *tiling space*. In this important paper, Kellendonk introduced the notion of *forcing the border* for a general tiling, which appears today as an important property for the calculation of the K-groups and cohomology of a tiling space. This work gave a strong motivation to prove the *Gap Labeling Theorem in higher dimension* and to compute the $K$-group of the hull. It was clear that the method used in one dimension, through the Pimsner-Voiculescu exact sequence could only be generalized through a spectral sequence. The first use of spectral sequences in computing the set of gap labels on the case of the 2D-octagonal tiling [13] was followed by a proof of the Gap Labeling Theorem for 3D-quasicrystals [14]. Finally, the work by Forrest and Hunton [31] used a classical spectral sequence to compute the full $K$-theory of the $C^*$-algebra for an action of $\mathbb{Z}^d$ on the Cantor set. It made possible the computation of the K-theory and the cohomology of the hull for quasicrystals in two and three dimensions [32, 33]. Other examples of tilings followed later [72].

In addition to Kellendonk’s work, several important contributions helped to build tools to prove the higher dimensional version of the Gap Labeling Theorem. Among the major contributions was the work of Lagarias [52, 53, 54], who introduced a geometric and combinatoric aspect of tiling through the notion of a Delone set. This concept was shown to be conceptually crucial in describing aperiodic solids [7]. Through the construction of Voronoi, Delone sets and tilings become equivalent concepts, allowing for various intuitive point of views to study such problems.

Another important step was performed in 1998 by Anderson and Putnam [1], who proposed to build the tiling space of a substitution tiling through a CW-complex built from the prototiles of a tiling (called prototile space here, see definition 1.3.1). The substitution induces a map from this CW-complex into itself and they showed that the inverse limit of such system becomes homeomorphic to the tiling space. A similar construction was proposed independently by Gambaudo and Martens in 1999 to describe dynamical systems. This latter case corresponds to 1D repetitive tilings.
with finite local complexity, so that this latter construction goes beyond the substitution tilings. One interesting outcome of this work was a systematic construction of minimal dynamical systems, uniquely ergodic or not, and with positive entropy\(^1\) (see [34]). Eventually, the Gambaudo-Martens construction led to the construction of the hull as an inverse limit of compact oriented branched flat Riemannian manifolds \([11]\)^2 used in this thesis (although only their topological \(CW\)-complex structure is needed here). Equivalently, the hull can be seen as a \textit{lamination} \([35]\) of a \textit{foliated space} \([61]\).

The extension of this construction to include tilings without finite local complexity, such as the pinwheel model \([68]\), was performed by Gambaudo and Benedetti \([16]\) using the notion of solenoids (reintroduced by Williams in the seventies \([85]\)).

### 5.2 The main theorem

Let \(T\) be an aperiodic and repetitive tiling of \(\mathbb{R}^d\) with finite local complexity (definition 1.1.3). The hull \(\Omega\) is a compactification, with respect to an appropriate topology, of the family of translates of \(T\) by vectors of \(\mathbb{R}^d\) (definition 1.1.4). The tiles of \(T\) are given compatible \(\Delta\)-complex decompositions (section 2.3.2), with each simplex punctured, and the \(\Delta\)-transversal \(\Xi_\Delta\) (definition 2.3.1) is the subset of \(\Omega\) corresponding to translates of \(T\) having the puncture of one of those simplices at the origin \(0_{\mathbb{R}^d}\).

The prototile space \(B_0\) (definition 1.3.1) is built out of the prototiles of \(T\) (translational equivalence classes of tiles) by gluing them together according to the local configurations of their representatives in the tiling.

The hull is given a dynamical system structure via the natural action of the group \(\mathbb{R}^d\) on itself by translation \([11]\). The \(C^*\)-algebra of the hull is isomorphic to the crossed-product \(C^*\)-algebra \(C(\Omega) \rtimes \mathbb{R}^d\).

---

\(^1\)This result circulated as a preprint in 1999 but was published only in 2006

\(^2\)This paper was posted on arXiv.com math.DS/0109062 in its earlier version in 2001 but was eventually published in a final form in 2006 only.
There is a map $p_0$ from the hull onto the prototile space (proposition 1.3.2)

\[
\Xi_\Delta \hookrightarrow \Omega
\]

\[
\downarrow p_0
\]

\[
\mathcal{B}_0
\]

which, thanks to a lamination structure on $\Omega$ (remark 1.3.3), resembles (although is not) a fibration with base space $\mathcal{B}_0$ and fiber $\Xi_\Delta$ (remark 2.3.5). The Pimsner–Voiculescu (PV) cohomology $H^*_PV$ of the tiling (definition 2.3.4) is a cohomology of the base space $\mathcal{B}_0$ with “local coefficients” in the $K$-theory of the fiber $\Xi_\Delta$ (remark 2.3.6).

**Theorem 5.2.1** There is a spectral sequence that converges to the $K$-theory of the $C^*$-algebra of the hull

\[
E_2^{r,s} \Rightarrow K_{r+s+d}(C(\Omega) \rtimes \mathbb{R}^d),
\]

and whose page-2 is given by

\[
E_2^{r,s} \cong H^r_{PV}(\mathcal{B}_0; K^s(\Xi_\Delta)).
\]

By an argument using the Thom-Connes isomorphism [24] the $K$-theory of $C(\Omega) \rtimes \mathbb{R}^d$ is isomorphic to the topological $K$-theory of $\Omega$ (with a shift in dimension by $d$), and the above theorem can thus be seen formally as a generalization of the Serre spectral sequence [76] for a certain class of laminations $\Xi_\Delta \hookrightarrow \Omega \twoheadrightarrow \mathcal{B}_0$, which are foliated spaces [61] but not fibrations.

This result brings a different point of view on a problem solved earlier by Hunton and Forrest in [31]. They built a spectral sequence for the $K$-theory of a crossed product $C^*$-algebra of a $\mathbb{Z}^d$-action on a Cantor set. Such an action exists always for tilings of finite local complexity, but it is by no means canonical. Indeed, thanks to a result of Sadun and Williams [74], the hull of a repetitive tiling with finite local complexity is homeomorphic to a fiber bundle over a torus with fiber the Cantor set.
These two results are sufficient to get the $K$-theory of the hull which, thanks to the Thom–Connes theorem [24], gives also the $K$-theory of the $C^*$-algebra of the tiling $C(\Omega) \rtimes \mathbb{R}^d$. However, the construction of the hull through an inverse limit of branched manifolds, initiated by Anderson and Putnam [1] for the case of substitution tilings and generalized in [11] to all repetitive tilings with finite local complexity, suggests a different and more canonical construction. So far however, it is not yet efficient for practical calculations.

One dimensional repetitive tilings with finite local complexity are all Morita equivalent to a $\mathbb{Z}$-action on a Cantor set. The Pimsner–Voiculescu exact sequence [64] is then sufficient to compute the $K$-theory of the hull [10]. In the late nineties, before the paper by Forrest and Hunton was written, Mihai Pimsner suggested to Prof. Bellissard a method to generalize the theorem to $\mathbb{Z}^d$-actions. This spectral sequence was used and described already in [14] and is a special case of the Kasparov spectral sequence [46] for $KK$-theory. We recall it here for completeness and to justify naming $H^*_\text{PV}$ after Pimsner and Voiculescu. Its construction is given in section 4.4.

**Theorem 5.2.2** Let $\mathcal{A}$ be a $C^*$-algebra endowed with a $\mathbb{Z}^d$ action $\alpha$ by *-automorphisms. The PV complex is defined as $K_*(\mathcal{A}) \otimes \Lambda^* \mathbb{Z}^d \xrightarrow{d_{\text{PV}}} K_*(\mathcal{A}) \otimes \Lambda^* \mathbb{Z}^d$ with

$$d_{\text{PV}} = \sum_{i=1}^{d} (\alpha_i - 1) \otimes e_i \wedge,$$

where $\{e_1, \cdots, e_d\}$ is the canonical basis of $\mathbb{Z}^d$, $\alpha_i = \alpha_{e_i}$ is the restriction of $\alpha$ to the $i$-th component of $\mathbb{Z}^d$, whereas $x \wedge$ is the exterior multiplication by $x \in \mathbb{Z}^d$.

There is a spectral sequence converging to the $K$-theory of $\mathcal{A}$

$$E^r_2 \Rightarrow K_{r+s+d}(\mathcal{A} \rtimes_\alpha \mathbb{Z}^d),$$

with page-2 isomorphic to the cohomology of the PV complex.

A more topological expression of this theorem consists in replacing $\mathbb{Z}^d$ by its classifying
space, the torus \( T^d \), with a \( CW \)-complex decomposition given by an oriented (open) \( d \)-cube and all of its (open) faces in any dimension. Then the PV complex can be proved to be isomorphic to the following complex: the cochains are given by covariant maps \( \varphi(e) \in K_\ast(\mathcal{A}) \), where \( e \) is a cell of \( T^d \) and \( \varphi(\tau) = -\varphi(e) \) if \( \tau \) is the face \( e \) with opposite orientation. The covariance means that if two cells \( e, e' \) differ by a translation \( a \in \mathbb{Z}^d \) then \( \varphi(e') = \alpha^a \varphi(e) \). The differential is the usual one, namely \( d\varphi(e) = \sum_{e' \in \partial e} \varphi(e') \).

If \( H_{PV}^\ast(T^d; K_\ast(\mathcal{A})) \) denotes the corresponding cohomology this gives

**Corollary 5.2.3** The PV cohomology group for the crossed product \( \mathcal{A} \rtimes_\alpha \mathbb{Z}^d \) is isomorphic to \( H_{PV}^\ast(T^d; K_\ast(\mathcal{A})) \).

The spectral sequence used by Forrest and Hunton in [31] in the case \( \mathcal{A} = \mathcal{C}(X) \) where \( X \) is the Cantor set coincides with the PV spectral sequence. In this chapter we generalize this construction for tilings by replacing the classifying space \( T^d \), by the prototile space \( B_0 \).

The hull can also be built out of a *box decomposition* [11]. Namely a box is a local product of the transversal (which is a Cantor set) by a polyhedron in \( \mathbb{R}^d \) called the *base* of the box (see remark 1.3.3). Then the hull can be shown to be given by a finite number of such boxes together with identifications on the boundary of the bases. This is an extension of the mapping torus, for which there is only one box with base given by a *cube* [76]. Since \( \mathcal{A} \) in the present case is the space of continuous functions on the Cantor set \( X \), \( K_0(\mathcal{A}) \) is isomorphic to \( \mathcal{C}(X, \mathbb{Z}) \) whereas \( K_1(\mathcal{A}) = 0 \) [12], leading to the present result. In Section 2.3.3 an example of an explicit calculation of the PV cohomology is proposed illustrating the way it can be used. Further examples, and methods of calculation of PV cohomology will be investigated in future research. However, as we showed in section 2.3.1, the PV cohomology is isomorphic to other cohomologies used so far on the hull, such as the Čech cohomology [1, 71], the group cohomology [31] or the pattern equivariant cohomology [49, 50, 73].
5.3 Construction of the spectral sequence

The proof of theorem 5.2.1 follows from the following theorem 5.3.1 and theorem 2.4.1 (isomorphism between PV and Čech cohomologies) that has been proven separately on section 2.4 for convenience.

It is important to notice that the first page of the spectral sequence of theorem 5.2.1 is the PV complex (definition 2.3.4) and therefore its second page is given by the PV cohomology. However the direct identification of the PV differential on the first page is highly technical and will not be presented here. The proof will use instead an approximation of the hull (theorem 1.4.4) as an inverse limit of patch spaces (definition 1.4.1), and a direct limit spectral sequence for the $K$-theory of the hull (theorem 5.3.1), with page-2 isomorphic to its Čech cohomology. Some abstract results on exact couples and spectral sequences are also needed, in particular some properties of the Atiyah–Hirzebruch spectral sequence [2]. For the convenience of the reader, those known results are grouped together and proven in a separate section, section 4.3.

Let $T$ be an aperiodic and repetitive tiling of $\mathbb{R}^d$ with FLC (definition 1.1.3), and assume its tiles are finite compatible $\Delta$-complexes. Let $\Omega$ be its hull (definition 1.1.4) and $\Xi_\Delta$ its $\Delta$-transversal (definition 2.3.1).

**Theorem 5.3.1** There is a spectral sequence that converges to the $K$-theory of the $C^*$-algebra of the hull

$$E_2^{rs} \Rightarrow K_{r+s+d}(C(\Omega) \rtimes \mathbb{R}^d),$$

and whose page-2 is isomorphic to the integer Čech cohomology of the hull

$$E_2^{rs} \cong \begin{cases} \hat{H}^r(\Omega; \mathbb{Z}) & s \text{ even}, \\ 0 & s \text{ odd}. \end{cases}$$

The proof of theorem 5.3.1 follows from propositions 5.3.2 and 5.3.3 below. First by Thom-Connes isomorphism [24], $K_{*+d}(C(\Omega) \rtimes \mathbb{R}^d) \cong K_*(C(\Omega))$, and therefore
it suffices to build a spectral sequence that converges to the $K$-theory of the $C^*$-algebra $C(\Omega)$. This is done by constructing a Schochet spectral sequence [75], $\{E^r_{s} \}$, associated with an appropriate filtration of $C(\Omega)$. It is shown in proposition 5.3.2 that this spectral sequence is the direct limit of spectral sequences, $\{E^r_{s}(l)\}$, for the $K$-theory of the $C^*$-algebras $C(B_l)$ of continuous functions on the patch spaces of a proper sequence. Then $\{E^r_{s}(l)\}$ is shown to be isomorphic to the Atiyah-Hirzebruch spectral sequence [2] for the topological $K$-theory of $B_l$ in proposition 5.3.3.

For basic definitions, terminology and results on spectral sequences, the reader is referred to [59]. In chapter 4 we present an informal introduction to spectral sequences, as well as provide some technical results for exact couples (in section 4.3) that we will use here.

For $s = 0, \ldots, d$, let $\Omega^s = p^{-1}_0(B^s_0)$ be the lift of the $s$-skeleton of the prototile space, and let $I_s = C_0(\Omega \setminus \Omega^s)$. $I_s$ is a closed two-sided ideal of $C(\Omega)$, it consists of functions that vanish on the faces of dimension $s$ of the boxes of the hull (see remark 1.3.3). This gives a filtration of $C(\Omega)$:

$$\{0\} = I_d \hookrightarrow I_{d-1} \hookrightarrow \cdots I_0 \hookrightarrow I_{-1} = C(\Omega). \quad (5.3.1)$$

Let $Q_s = I_{s-1}/I_s$, which is isomorphic to $C_0(\Omega^s \setminus \Omega^{s-1})$. Let $K(I)$ and $K(Q)$ be the respective direct sums of the $K_\epsilon(I_s)$ and $K_\epsilon(Q_s)$ over $\epsilon = 0, 1$, and $s = 0, \ldots, d$. The short exact sequences $0 \rightarrow I_s \xrightarrow{i_s} I_{s-1} \xrightarrow{\pi_s} Q_s \rightarrow 0$, lead, through long exact sequences in $K$-theory, to the exact couple $\mathfrak{F} = (K(I), K(Q), i, \pi, \partial)$, where $i$ and $\pi$ are the induced maps and $\partial$ the boundary map in $K$-theory. Its associated Schochet spectral sequence [75], $\{E^r_{s} \}$, converges to the $K$-theory of $C(\Omega)$:

$$\begin{cases} E^r_{1} \Rightarrow K_{r+s}(C(\Omega)) \\ E^r_{1} = K_{r+s}(Q_s) \end{cases} \quad (5.3.2)$$

Let $B_\hat{p}$ be a patch space associated with a pattern $\hat{p}$ of $T$. Consider the filtration of
the $C^*$-algebra $C(B_p)$ by the closed two sided-ideals $I_s(p) = C_0(B_p \setminus B_p^s)$:

$$\{0\} = I_d(p) \hookrightarrow I_{d-1}(p) \hookrightarrow \cdots \hookrightarrow I_0(p) \hookrightarrow I_{-1}(p) = C(B_p). \quad (5.3.3)$$

Let $Q_s(p) = I_{s-1}(p)/I_s(p)$, which is isomorphic to $C_0(B_p^s \setminus B_p^{s-1})$. Let $K(I(p))$ and $K(Q(p))$ be the respective direct sums of the $K_\epsilon(I_s(p))$ and $K_\epsilon(Q_s(p))$ over $\epsilon = 0, 1$, and $s = 0, \cdots, d$. The short sequences $0 \to I_s(p) \xrightarrow{i_{p,s}} I_{s-1}(p) \xrightarrow{\pi_{p,s}} Q_s(p) \to 0$, lead to the exact couple $\mathfrak{P}(p) = (K(I(p)), K(Q(p)), i_p, \pi_p, \partial)$, and its associated Schochet spectral sequence [75], $\{E_\epsilon^{r,s}(p)\}$, converges to the $K$-theory of $C(B_p)$:

$$\begin{cases}
E_1^{r,s}(p) & \Rightarrow K_{r+s}(C(B_p)) \\
E_1^{r,s}(p) & = K_{r+s}(Q_s(p))
\end{cases} \quad (5.3.4)$$

**Proposition 5.3.2** Given a proper sequence $\{B_l, f_l\}_{l \in \mathbb{N}}$ of patch spaces of $\mathcal{T}$, the following holds:

$$\{E_\epsilon^{r,s}\} \cong \lim \left( \{E_\epsilon^{r,s}(l)\}, f_{l*} \right),$$

where $\{E_\epsilon^{r,s}(l)\}$ is the Schochet spectral sequence (5.3.4) for $B_l$ corresponding to the patch $p = p_l$.

**Proof.** The map $f_l : B_l \to B_{l+1}$ induces a morphism of exact couples from $f_{l*} : \mathfrak{P}(l) \to \mathfrak{P}(l+1)$. Indeed, consider the following diagram:

$$\begin{array}{ccccccc}
K_\epsilon(I_s(l)) & \xrightarrow{i_{l,s}} & K_\epsilon(I_{s-1}(l)) & \xrightarrow{\pi_{l,s}} & K_\epsilon(Q_s(l)) & \xrightarrow{\partial} & K_\epsilon(I_{s-1}(l)) \\
\downarrow f_{l*} & & \downarrow f_{l*} & & \downarrow f_{l*} & & \downarrow f_{l*} \\
K_\epsilon(I_s(l+1)) & \xrightarrow{i_{l+1,s}} & K_\epsilon(I_{s-1}(l+1)) & \xrightarrow{\pi_{l+1,s}} & K_\epsilon(Q_s(l+1)) & \xrightarrow{\partial} & K_\epsilon(I_{s-1}(l+1))
\end{array}$$

The left and middle squares are easily seen to be commutative. To check the commutativity of the right square, recall that given a short exact sequence $0 \to I \to A \to A/J \to 0$ where $A$ is a $C^*$-algebra and $J$ a closed two-sided ideal, the boundary map of an element $[x] \in K_\epsilon(A/J)$ is computed via a lift $z \in A \otimes K$ of $x$. Let
If \( z \in I_{s-1}(l) \otimes K \) is a lift of \( x \), then \( f_{ls}z \in I_{s-1}(l+1) \otimes K \) is a lift of \( f_{ls}x \) and the commutativity of the right square follows.

As a consequence of theorem 1.4.4, \( I \cong \lim\{I(l), f^\#_l\} \) and \( Q \cong \lim\{Q(l), f^*_l\} \), therefore \( K(I) \cong \lim\{K(I(l)), f^*_l\} \) and \( K(Q) \cong \lim\{K(Q(l)), f^*_l\} \). Hence \( \{P(l), f^*_l\} \) is a direct system of exact couples and by lemma 4.3.9, \( P \cong \lim\{P(l), f^*_l\} \), and the same result on their associated spectral sequences follows by corollary 4.3.10.

Given a finite CW-complex \( X \), the Atiyah-Hirzebruch spectral sequence [2] for the topological \( K \)-theory of \( X \) is a particular case of Serre spectral sequence [29, 59] for the trivial fibration of \( X \) by itself with fiber a point (see section 4.2.3):

\[
\begin{align*}
E^{r,s}_{d+2} & \Rightarrow K^{r+s}(X) \\
E^{r,s}_{d+2}(p) & \cong H^r(X; K^s(\cdot))
\end{align*}
\]

where \( \cdot \) denotes a point, so \( K^s(\cdot) \cong \mathbb{Z} \) if \( s \) is even, and 0 if \( s \) is odd.

It is defined on page-1 by \( E^{r,s}_{d+2} = K^r(X^s, X^{s-1}) \) in [2], and then proven that the page-2 is isomorphic to the cellular cohomology of \( X \). If \( X \) is a locally compact Hausdorff space, the spectral sequence can be rewritten algebraically, using the isomorphisms \( K^s(Y) \cong K_*\left(C_0(Y)\right) \) and \( K^*(Y, Z) \cong K_*\left(C_0(Y)/C_0(Z)\right) \) for locally compact Hausdorff spaces \( Y, Z \). Consider the Schochet spectral sequence [75] for the \( K \)-theory of the \( C^* \)-algebra \( C_0(X) \) associated with its filtration by the ideals \( I_s = C_0(X, X^s) \) of functions vanishing on the \( s \)-skeleton. Then the spectral sequence associated with the cofiltration of \( C_0(X) \) by the ideals \( F_s = C_0(X)/I_s \cong C_0(X^s) \) turns out to be this algebraic form of Atiyah-Hirzebruch spectral sequence.

**Proposition 5.3.3** The Schochet spectral sequence \( \{E^{r,s}_{*}(p)\} \) for the \( K \)-theory of the \( C^* \)-algebra \( C(B_p) \) is isomorphic to the Atiyah-Hirzebruch spectral sequence for the topological \( K \)-theory of \( B_p \).

**Proof.** By theorem 4.3.11 (section 4.3) the Schochet spectral sequences built from the filtration of \( A(p) = C(B_p) \) by the ideals \( I_{s}(p) \), namely \( \{E^{r,s}_{*}(p)\} \), and from the
cofiltration of $A(p)$ by the quotients $F_s(p) = A(p)/I_s(p) \cong C_0(B^s_p)$, are isomorphic. As remarked above this last spectral sequence is nothing but the Atiyah-Hirzebruch spectral sequence.

**Proof of theorem 5.3.1.** Let $\{B_i, f_i\}_{i \in \mathbb{N}}$ be a proper sequence of patch spaces of $T$. By proposition 5.3.3, the page-2 of Schochet spectral sequence $\{E_{r,s}^l\}$ is isomorphic to the simplicial cohomology of $B_i$: $E_{r,s}^2(l) \cong \check{H}^r(B_i; \mathbb{Z})$ for $s$ even and 0 for $s$ odd. By the natural isomorphism between simplicial and Čech cohomologies for CW-complexes [79], it follows that $E_{r,s}^2(l) \cong \check{H}^r(B_i; \mathbb{Z})$ for $s$ even and 0 for $s$ odd. By theorem 2.2.2, $\check{H}^*(\Omega; \mathbb{Z}) \cong \lim_{\longrightarrow} (\check{H}^*(B_i; \mathbb{Z}), f_i^*)$, and therefore by proposition 5.3.2 the page-2 of Schochet spectral sequence for the $K$-theory of $C(\Omega)$ is isomorphic to the integer Čech cohomology of the hull: $E_{r,s}^2 \cong \check{H}^r(\Omega; \mathbb{Z})$ for $s$ even and 0 for $s$ odd. 

$\square$
We study here the groupoid of the transversal to the hull of a tiling (definition 1.2.5). We show how it can be approximated by simpler groupoids associated with free categories generated by finite graphs (theorems 6.6.3 and 6.6.5). Using this language from category theory we also give a general formalism for PV cohomology.

We first recall the construction of the classifying space for a small category. It is a simplicial complex and allows to define its (co)homology. We next recall the notion of inverse limit of groupoids. Then we build an approximation of the groupoid of the transversal and its cohomology groups. Finally we give a general framework for PV cohomology in terms of PV categories (definition 6.7.2).

6.1 The simplicial category and simplicial objects

The references for the first two sections are [28] (Appendix III.A) and [58] (chapter 16).

Recall that a small category $\mathcal{C}$ is a category whose collections of objects $\text{Obj}(\mathcal{C})$ and morphisms $\text{Mor}(\mathcal{C})$ are sets.

**Definition 6.1.1** The simplicial category $\mathcal{S}$ is the small category whose objects are the totally ordered finite sets

$$\text{Obj}(\mathcal{S}) = \left\{ [n] = \{0 < 1 < 2 \cdots < n\} : n \in \mathbb{N} \right\}$$

and morphisms are the non decreasing maps.

The morphisms $\delta^n_i : [n - 1] \to [n]$ and $\sigma^n_j : [n + 1] \to [n]$ for $0 \leq i \leq n$ are given by
\[
\delta^n_i(k) = \begin{cases} 
  k & k < i \\
  k+1 & k \geq i 
\end{cases} \quad (6.1.1a)
\]

\[
\sigma^n_j(k) = \begin{cases} 
  k & k \leq j \\
  k-1 & k > j 
\end{cases} \quad (6.1.1b)
\]

and \( \delta_i \) is the injection that misses \( i \) and \( \sigma_j \) the surjection such that \( \sigma_j(j) = \sigma_j(j+1) = j \).

**Proposition 6.1.2** The morphisms \( \delta^n_i \) and \( \delta^n_j \) generate \( \text{Mor}(S) \), which admits the following presentation

\[
\delta_j \delta_i = \delta_i \delta_{j-1} \quad \text{for} \quad i < j
\]

\[
\sigma_j \sigma_i = \sigma_i \sigma_{j+1} \quad \text{for} \quad i \leq j
\]

\[
\sigma_j \delta_i = \begin{cases} 
  \delta_i \sigma_{j-1} & \text{if} \quad i < j, \\
  1_n & \text{if} \quad i = j \text{ or } i = j+1, \\
  \delta_{i-1} \sigma_j & \text{for} \quad i > j+1.
\end{cases}
\]

Given a category \( C \), a *simplicial object* in \( C \) is a contravariant functor \( X : S \to C \). Such a functor \( X \) is uniquely specified by the objects \( X_n = X([n]) \) and the morphisms \( d^n_i = X(\delta^n_i) : X_n \to X_{n-1} \) (degeneracy maps) and \( s^n_j = X(\sigma^n_j) : X_n \to X_{n+1} \) (face maps).

In the case where \( C = \text{Set} \) is the category of sets \( X \) is called a *simplicial set*, and if \( C = \text{Top} \) is the category of topological spaces \( X \) is called a *topological simplicial set*.

Let us consider the covariant functor \( \Delta : S \to \text{Top} \), with

\[
\Delta([n]) = \Delta^n = \{(t_0, t_1 \cdots t_n) \in \mathbb{R}^n : t_i \geq 0, \sum t_i = 1\}
\]

the standard \( n \)-simplex of \( \mathbb{R}^n \) and

\[
\Delta(\delta_i^n) : \Delta^{n-1} \to \Delta^n \\
(t_0, t_1 \cdots t_{n-1}) \mapsto (t_0, t_1, \cdots, t_{i-1}, 0, t_{i+1}, \cdots, t_{n-1})
\]
the inclusion of $\Delta^{n-1}$ as the face opposite to vertex number $i$ in $\Delta^n$, and

$$
\Delta(\sigma^n_j) : \begin{cases}
\Delta^{n+1} & \to \Delta^n \\
(t_0, t_1 \cdots t_{n+1}) & \mapsto (t_0, \cdots t_{j-1}, t_j + t_{j+1}, t_{j+2}, \cdots t_{n+1})
\end{cases}
$$

the restriction of $\Delta^{n+1}$ to its face opposite to vertex $j$.

Abusing notation the morphisms $\Delta(\delta^n_i)$ and $\Delta(\sigma^n_j)$ will respectively be written $\delta^n_i$ and $\sigma^n_j$ for simplicity in the rest of these notes.

**Definition 6.1.3** Let $X$ be a topological simplicial set, or a simplicial set with each $X_n$ endowed with the discrete topology. The geometric realization $|X|$ of $X$ is the quotient of the topological space $X \times_S \Delta = \bigcup_{n \geq 0} X_n \times \Delta^n$ by the equivalence relation $(x, \alpha^* y) \sim (\alpha x, y)$ for all $\alpha$ in $\text{Mor}(S)$, where $\alpha^* = \Delta(\alpha)$ and $\alpha^* = X(\alpha)$.

### 6.2 Nerve and classifying space of a small category

The nerve $N(C)$ of a small category $C$ is a simplicial set in $C$ that provides a combinatorial way of organizing the data of isomorphism classes of objects in $C$. If $A \in \text{Obj}(C)$, $N(C)$ somehow encodes all objects isomorphic to $A$ and keeps track of the various isomorphisms between all of these objects. This can become rather complicated, especially if the objects have many non-identity automorphisms. We define homotopy (and (co)homology) for simplicial sets, via their geometric realizations, and we can ask questions about the meaning of those various algebraic topology invariants. One hopes that the answers to such questions provide interesting information about the original category $C$, or about related categories.

The notion of nerve is a direct generalization of the classical notion of classifying space of a discrete group; see section 6.3.
Definition 6.2.1 Let $\mathcal{C}$ be a small category. The nerve $N(\mathcal{C})$ of $\mathcal{C}$ is the simplicial set, i.e. the contravariant functor $N(\mathcal{C}) : S \to \text{Set}$, defined by

\[
\begin{align*}
N(\mathcal{C})_0 &= \text{Obj}(\mathcal{C}) \\
N(\mathcal{C})_1 &= \text{Mor}(\mathcal{C}) \\
N(\mathcal{C})_n &= \text{set of } n\text{-tuples } (f_1, \cdots, f_n) \text{ of compatibles morphisms in } \mathcal{C} \ (n \geq 2)
\end{align*}
\]

and with face maps $d^n_i = N(\mathcal{C})(\delta^n_i)$ and degeneracy maps $s_j = N(\mathcal{C})(\sigma^n_j)$ given by

\[
\begin{align*}
d^n_i (f_1, \cdots, f_n) &= \begin{cases} 
(f_2, \cdots, f_n) & \text{for } i = 0 \\
(f_1, \cdots, f_{i-1}, f_i f_{i+1}, \cdots, f_n) & \text{for } 1 \leq i \leq n - 1 \\
(f_1, \cdots, f_{n-1}) & \text{for } i = n
\end{cases} \\
s^n_j (f_1, \cdots, f_n) &= (f_1, \cdots, f_i, 1, f_{i+1}, \cdots, f_n)
\end{align*}
\]

This description of the nerve makes functoriality quite transparent; for example, a functor between small categories $\mathcal{C}$ and $\mathcal{D}$ induces a map of simplicial sets $N(\mathcal{C}) \to N(\mathcal{D})$. Moreover a natural transformation between two such functors induces a homotopy between the induced maps.

Definition 6.2.2 The classifying space of a small category $\mathcal{C}$ is the geometric realization of its nerve.

We can now define the (co)homology or a small category via the simplicial (co)homology of its classifying space.

### 6.3 Classifying space of a group

The main reference for this section is Hatcher’s book on Algebraic Topology [38], section 1.B.

Let $G$ be a discrete group (i.e a group endowed with the discrete topology). The classifying space of $G$ is a topological space $BG$ whose fundamental group is $G$ and whose higher homotopy groups are trivial: $\pi_1(BG) = G$ and $\pi_n(BG) = 0$, $n \geq 2$. 

Let $EG$ be the $\Delta$-complex whose $n$-simplices are the ordered $(n+1)$-tuples $[g_0, \cdots, g_n]$ of elements of $G$. Such an $n$-simplex attaches to the $(n-1)$-simplex $[g_0, \cdots, \hat{g}_i, \cdots, g_n]$ in the obvious way, just as a standard simplex attaches to its faces. (The notation $\hat{g}_i$ means that this vertex is deleted.) The complex $EG$ is contractible by the homotopy that slides a point $x \in [g_0, \cdots, g_n]$ along the line segment in $[e, g_0, \cdots, g_n]$ from $x$ to the vertex $[e]$, where $e$ is the identity element of $G$.

The group $G$ acts on $EG$ by left multiplication, an element $g \in G$ taking the simplex $[g_0, \cdots, g_n]$ linearly onto the simplex $[gg_0, \cdots, gg_n]$. Only the identity $e$ takes any simplex to itself, so the action of $G$ on $EG$ is free and it is a covering space action. Hence the quotient map $EG \to EG/G$ is the universal cover of the orbit space $BG = EG/G$, and $BG$ is a $K(G, 1)$ space.

Since $G$ acts on $EG$ by freely permuting simplices, $BG$ inherits a $\Delta$-complex structure from $EG$. The action of $G$ on $EG$ identifies all the vertices of $EG$, so $BG$ has just one vertex. To describe the $\Delta$-complex structure on $BG$ explicitly, note first that every $n$-simplex of $EG$ can be written uniquely in the following form

$$[g_0, g_0g_1, g_0g_1g_2, \cdots, g_0g_1 \cdots g_n] = g_0[e, g_1, g_1g_2, \cdots, g_1 \cdots g_n].$$

The image of the above simplex in $BG$ may be denoted unambiguously by the symbol $[g_1 \mid g_2 \mid \cdots \mid g_n]$. In this notation the $g_i$'s and their ordered products can be used to label edges, viewing an edge label as the ratio between the two labels on the vertices at the endpoints of the edge, as indicated on the figure.

With this notation, the boundary of a simplex $[g_1 \mid \cdots \mid g_n]$ of $BG$ consists of the simplices $[g_2 \mid \cdots \mid g_n]$, $[g_1 \mid \cdots \mid g_{n-1}]$, and $[g_1 \mid \cdots \mid g_i g_{i+1} \mid \cdots \mid g_n]$ for $i = 1, \cdots, n-1$.

As noted in the previous section, we can define the (co)homology of a group as the simplicial (co)homology of its classifying space.
6.4 Example: classifying space of $\mathbb{Z}_2$

We consider the multiplicative group with two elements $\mathbb{Z}_2 = \{-1, 1\}$. We use the definition 6.2.2, and view $\mathbb{Z}_2$ as a small category with one object $\cdot$ (which can be seen as the group itself $\{\mathbb{Z}_2\}$) and with morphisms the set of elements of the group.

**Proposition 6.4.1** The classifying space of the group $\mathbb{Z}_2$ is the infinite dimensional real projective space:

$$B\mathbb{Z}_2 \simeq \mathbb{R}P^\infty.$$ 

**Proof.** The nerve $N(\mathbb{Z}_2)$ consists of sets of $n$-tuples of elements of $\mathbb{Z}_2$, that is

$$N(\mathbb{Z}_2)_0 = \cdot, \quad \text{and} \quad N(\mathbb{Z}_2)_n = \{ (\epsilon_1, \cdots, \epsilon_n) : \epsilon_i = \pm 1 \} \quad \text{for} \quad n \geq 1.$$ 

The 0-skeleton of $B\mathbb{Z}_2 = |N(\mathbb{Z}_2)|$ consists in just one vertex: $v = \cdot \times \Delta^0$.

The 1-skeleton has two 1-simplices: $|\epsilon| = \epsilon \times \Delta^1$ for $\epsilon = \pm 1$. The 1-simplex $|1|$ is degenerate, indeed

$$|1| = 1 \times \Delta^1 = s_0^0(\cdot) \times \Delta^1 \sim_\Delta \cdot \times \sigma_0^0(\Delta^1) = \cdot \times \Delta^0 = v.$$ 

We now look at how the 1-simplex $|-1|$ is attached to the vertex $v$. The two end points of $|-1|$ are the two 0-simplices given by $-1 \times \delta^1_\epsilon(\Delta^0)$, for $\epsilon = \pm 1$, the face map

---

Figure 8: A 3-simplex in the classifying space of $G$
$\delta^1_\epsilon$ sending the vertex $\Delta^0$ to one of the two endpoints of the 1-simplex $\Delta^1$. We have

$$-1 \times \delta^1_\epsilon(\Delta^0) \sim_{\Delta} d^1_\epsilon(-1) \times \Delta^0 = \cdot \times \Delta^0 = v,$$

and hence $|_{-1}$ is attached by both of its end points to $v$, and the 1-skeleton of $B\mathbb{Z}_2$ is just the circle $S^1$ (it is not $\mathbb{R}P^1$).

The 2-skeleton has four 2-simplices $\triangle_{\epsilon_1\epsilon_2} = (\epsilon_1, \epsilon_2) \times \Delta^2$ for $\epsilon_1, \epsilon_2 = \pm 1$. But whenever one of the $\epsilon$’s equals 1 the 2-simplex $\triangle_{\epsilon_1\epsilon_2}$ is degenerate. Indeed, we have

$$\triangle_{-1 1} = (-1, 1) \times \Delta^2 = s^1_1(-1) \times \Delta^2 \sim_{\Delta} -1 \times \sigma^1_1(\Delta^2) = -1 \times \Delta^1 = |_{-1}$$
$$\triangle_{1 -1} = (1, -1) \times \Delta^2 = s^1_0(-1) \times \Delta^2 \sim_{\Delta} -1 \times \sigma^0_0(\Delta^2) = -1 \times \Delta^1 = |_{-1}$$
$$\triangle_{11} = (1, 1) \times \Delta^2 = s^1_{0 or 1}(1) \times \Delta^2 \sim_{\Delta} 1 \times \Delta^1 = s^0_0(\cdot) \times \Delta^1 \sim_{\Delta} \cdot \times \Delta^0 = v.$$

We now look at how the 2-simplex $\triangle_{-1 1}$ is glued to the 1-skeleton. The three faces of $\triangle_{-1 1}$ are given by $(-1, -1) \times \delta^2_i(\Delta^1)$ for $i = 0, 1, 2$, the face map $\delta^2_i$ sending the 1-simplex $\Delta^1$ to the face of the 2-simplex $\Delta^2$ opposite to the $i$-th vertex. We have

$$(-1, -1) \times \delta^2_i(\Delta^1) = d^2_i((-1, -1)) \times \Delta^1 \sim_{\Delta} -1 \times \Delta^1 = |_{-1} \quad \text{for} \quad i = 0, 2$$
$$(-1, -1) \times \delta^2_i(\Delta^1) = d^2_i((-1, -1)) \times \Delta^1 \sim_{\Delta} 1 \times \Delta^1 = s^0_0(\cdot) \times \Delta^1 \sim_{\Delta} v,$$

and hence the face opposite to vertex $i = 1$ is contracted to the vertex $v$ while the two faces opposite to vertices $i = 0$ and $i = 2$ are glued along $|_{-1}$ with opposite orientation. The 2-skeleton is therefore a 2-disk with diametrically opposite boundary points identified, i.e. $\mathbb{R}P^2$.

In general, the $n$-th skeleton has $2^n$ $n$-simplices but only a single non degenerate one, namely $\Delta^n = (-1, \cdots, -1)_n \times \Delta^n$ (where the subscript in $(\cdots)_n$ denotes the number of elements in the parenthesis) when all the $\epsilon$’s are equal to $-1$, and corresponds to the single $n$-simplex in the usual $CW$-complex decomposition of $\mathbb{R}P^\infty$. The $(n+1)$-faces of $\Delta^n$ are given by $(-1, \cdots, -1)_n \times \delta^n_i(\Delta^{n-1})$, the face map $\delta^n_i$ sending the
$(n-1)$-simplex $\Delta^{n-1}$ to the face of $\Delta^n$ opposite to the $i$-th vertex. We have

$$(-1, \cdots, -1)_n \times \delta_i^n(\Delta^{n-1}) = d^n_i((-1, \cdots, -1)_n) \times \Delta^{n-1}$$

\[\sim_{\Delta} \begin{cases} 
(-1, \cdots, -1)_{n-1} \times \Delta^{n-1} = \Delta^{n-1} & \text{for } i = 0 \text{ or } n, \\
(-1, \cdots -1, +1, -1 \cdots, -1)_{n-1} \times \Delta^{n-1} & \text{for } 1 \leq i \leq n,
\end{cases}\]  

where $+1$ is at position $i$ in $(-1, \cdots-1, +1, -1 \cdots, -1)_{n-1}$. Hence only the faces opposite to the vertices $i = 0$ and $i = n$ are non degenerate, and since they have opposite orientation, $\Delta^n$ is glued on $\Delta^{n-1}$ as an $n$-sphere by its two hemispheres (corresponding to those two faces) and its diametrically opposite boundary points are identified. By induction the $n$-th skeleton is therefore $\mathbb{R}P^n$. This proves that the classifying space of $\mathbb{Z}_2$ is the infinite dimensional projective space. \hfill \Box

### 6.5 Inverse limit of groupoids

A groupoid $\Gamma$ is a small category for which every morphism is an isomorphism. The standard notation and terminology are the following. The set of objects of $\Gamma$ is denoted $\Gamma^0$ and the set of morphisms $\Gamma^1$. Morphisms are usually called arrows of the groupoid. An object $x$ in $\Gamma^0$ can be viewed as the identity morphism on $1_x$ on $x$.

There are maps $r, s : \Gamma^1 \to \Gamma^0$, called the range and source maps that assign to each morphism its range and domain objects respectively. One says that two arrows $\gamma$ and $\gamma'$ are composable if the range of one equals the source of the other, for instance if $r(\gamma) = s(\gamma')$ then one can form the composition arrow $\gamma \circ \gamma'$ whose source is $s(\gamma)$ and range $r(\gamma')$. A groupoid homomorphism $\phi : \Gamma \to \Gamma'$ is a covariant functor, more precisely a map such that $\phi(1_x) = 1_{\phi(x)}$ and $\phi(\gamma_1 \circ \gamma_2) = \phi(\gamma_1) \circ \phi(\gamma_2)$. The class of groupoids together with groupoid homomorphisms forms the category $\textbf{Gpd}$ of groupoids.

**Lemma 6.5.1** Product exists in the category $\textbf{Gpd}$ of groupoids.
Let $I$ be an index set and $(\Gamma_i)_{i \in I}$ a family of groupoids. The product groupoid $\prod_{i \in I} \Gamma_i$ is the groupoid whose set of objects is the cartesian product $\prod_{i \in I} \Gamma_i^0$ and whose set of morphisms is the cartesian product $\prod_{i \in I} \Gamma_i^1$. Two arrows $(\gamma_i)_{i \in I}$ and $(\gamma'_i)_{i \in I}$ are composable in the product if and only if $\gamma_i$ and $\gamma'_i$ are composable for each $i \in I$.

**Proof.** I suffices to show that the product of two groupoid exists in $\mathbf{Gpd}$. Let $\Gamma_1$ and $\Gamma_2$ be two groupoids. Let $\pi_{i,j}$ denote the canonical projection from $\Gamma_1 \times \Gamma_2$ to $\Gamma_i$. We show that $\Gamma_1 \times \Gamma_2$ is universally attracting in $\mathbf{Gpd}$. Let $\Lambda$ be a groupoid and suppose we are given a groupoid homomorphism $\rho_i : \Lambda \to \Gamma_i$ for each $i = 1, 2$. We have to show that there exists a unique groupoid homomorphism $f : \Lambda \to \Gamma_1 \times \Gamma_2$ such that $\rho_i = \pi_{i} \circ f$ for $i = 1, 2$, i.e. that the following diagram commutes.

$$
\begin{array}{ccc}
\Lambda & \xrightarrow{f} & \Gamma_1 \times \Gamma_2 \\
\downarrow^{\rho_1} & & \downarrow^{\pi_1} \pi_2 \\
\Gamma_1 & \xrightarrow{f} & \Gamma_2
\end{array}
$$

One readily checks that $f$ is given by $f(\lambda) = (\rho_1(\lambda), \rho_2(\lambda))$. \hfill $\square$

**Corollary 6.5.2** Inverse limit exists in the category $\mathbf{Gpd}$ of groupoids.

Let $(\Gamma_i, f_{ij})$ be an inverse system of objects and morphisms in $\mathbf{Gpd}$, namely $I$ is a directed partially ordered set, $(\Gamma_i)_{i \in I}$ is a family of groupoids and there is a family of groupoid homomorphisms $f_{ij} : \Gamma_j \to \Gamma_i$ for all $i \leq j$ such that $f_{ii}$ is the identity on $\Gamma_i$ and $f_{ik} = f_{ij} \circ f_{jk}$ for all $i \leq j \leq k$. The inverse limit of the system $(\Gamma_i, f_{ij})$ is the subgroupoid of the product of the $\Gamma_i$’s given by

$$
\lim_{\longleftarrow} \Gamma_i = \left\{ (\gamma_i) \in \prod_{i \in I} \Gamma_i : \gamma_i = f_{ij}(\gamma_j) \text{ for all } i \leq j \right\}
$$

with the canonical projections morphisms $\pi_i : \lim_{\longleftarrow} \Gamma_i \to \Gamma_i$ on the $i$-th coordinate.

**Proof.** We prove that $\lim_{\longleftarrow} \Gamma_i$ is universally attracting in $\mathbf{Gpd}$. Let $\Lambda$ be a groupoid and assume that we are given a groupoid homomorphism $\rho_i : \Lambda \to \Gamma_i$ for each $i \in I$ such
that $\rho_j = f_{ij} \rho_i$ for all $i \leq j$. We have to show that there exists a unique groupoid homomorphism $f: \Lambda \to \lim \Gamma_k$ that makes the following diagram commute.

One readily checks that $f$ is given by $f(\lambda) = (\rho_i(\lambda))_{i \in I}$.

\[ 
\begin{array}{c}
\Lambda \\
\downarrow f \\
\lim \Gamma_k \\
\downarrow \pi_j \\
\Gamma_j \\
\end{array} \\
\begin{array}{c}
\downarrow f_{ij} \\
\pi_j \\
\end{array} \\
\begin{array}{c}
\downarrow \\
\Gamma_j \\
\end{array}
\]

6.6 Application to the groupoid of the transversal

Let $\mathcal{T}$ be an aperiodic and repetitive tiling of $\mathbb{R}^d$ with FLC. Every tile of $\mathcal{T}$ is assumed to be a finite $\Delta$-complex which is a particular (simplicial) CW-complex structure (see section 2.3.2). Every tile is also required to be compatible with the tiles that intersect it, i.e. the intersection of any two tiles is itself a sub-$\Delta$-complex of both tiles. In other words, the tiling $\mathcal{T}$ is assumed to be a $\Delta$-complex of $\mathbb{R}^d$. In addition, every cell is punctured (by the image of the barycenter of the standard simplex that the cell is the image of).

Let $\Omega$ be the hull of $\mathcal{T}$ (definition 1.1.4), and $\Xi_\Delta$ its $\Delta$-transversal (the set of translates of $\mathcal{T}$ which have the puncture of a cell at the origin $0_{\mathbb{R}^d}$, see definition 2.3.1). Let $\mathcal{L}_\Delta$ be the Delone set of $\mathbb{R}^d$ of the punctures of the cells of $\mathcal{T}$ (remark 2.3.3). We consider the groupoid $\Gamma_\Delta$ of the $\Delta$-transversal, defined as follows (remark 2.3.3). The set of objects is the $\Delta$-transversal: $\Gamma_\Delta^0 = \Xi_\Delta$, and the set of arrows is

$$
\Gamma_\Delta^1 = \left\{ (\xi, x) \in \Xi_\Delta \times \mathbb{R}^d : T^{-x}\xi \in \Xi_\Delta \right\}.
$$
Given an arrow $\gamma = (\xi, x)$ in $\Gamma^1_\Delta$, its source is the object $s(\gamma) = T^{-x} \xi \in \Xi_\Delta$ and its range the object $r(\gamma) = \xi \in \Xi_\Delta$.

Let $\{B_l, f_l\}_{l \in \mathbb{N}}$ be a proper sequence of patch spaces of $T$ (definition 1.4.3), that is a projective system where, for all $l \geq 1$, $B_l$ is a patch space associated with a pattern $\hat{p}_l$ of $T$ and $f_l = f_{p_{l-1}p_l} : B_l \to B_{l-1}$, such that $B_l$ is zoomed out of $B_{l-1}$, with the convention that $f_0 = f_{p_1}$ and $B_0$ is the prototile space of $T$. We recall from section 1.4 theorem 1.4.4, that the hull $\Omega$ is homeomorphic to the inverse limit of a proper sequence of patch spaces (theorem 1.4.4):

$$\Omega \cong \lim\leftarrow (B_l, f_l) .$$

The two key ingredients used for constructing this homeomorphism are that in a proper sequence the patch spaces are zoomed out of each others (definition 1.4.2), and that the patch spaces force their borders (namely are built from collared patches of $T$, as in definition 1.4.1).

The graph of a patch space $B_l$ is the graph whose vertices are the punctures of the cells of $B_l$ and whose edges are the line segments joining the puncture of an $n$-cell to those of its boundary $(n-1)$-cells. Note that $B_l$ is a finite complex, and hence its graph is a finite graph. Let $G_{\Delta l}$ be the free category generated by the graph of $B_l$, namely the objects are the vertices of the graph, and the morphisms the paths in the graph (composition of morphisms is given by concatenation of paths). A path between two vertices can be traced both ways from one vertex to another, hence the morphisms are all invertible and thus $G_{\Delta l}$ is a groupoid.

As $B_l$ is a flat oriented branched manifolds [11] its domains can be identified with subsets of $\mathbb{R}^d$ and one can associate to each path $p$ a vector $u_p$ of $\mathbb{R}^d$ by adding up the vectors corresponding to each edge line segments that $p$ is made of. We consider a congruence relation $R$ on the category $G_{\Delta l}$: two paths $p_1, p_2 \in Mor(x, y)$ are $R_{x,y}$-equivalent if $u_{p_1} = u_{p_2}$. This clearly defines an equivalence relation on
Mor(x, y), and R is also a congruence for indeed if \( p_1, p_2 \in Mor(x, y) \) are equivalent and \( p'_1, p'_2 \in Mor(y, z) \) are equivalent then \( p_1p'_1 \) and \( p_2p'_2 \) are equivalent in \( Mor(x, z) \) because \( u_{p_1} = u_{p_2} \) and \( u_{p'_1} = u_{p'_2} \) and thus \( u_{p_1p'_1} = u_{p_2} + u_{p'_1} = u_{p'_2} \).

**Definition 6.6.1** The \( \Delta \)-groupoid of a patch space \( B_l \), denoted \( \Gamma_{\Delta l} \), is the quotient of \( G_{\Delta l} \) by the congruence relation \( R \):

\[
\Gamma_{\Delta l} = G_{\Delta l}/R.
\]

Namely the objects are the vertices of the graph, and the morphisms the equivalence classes of paths in the graph. As for \( G_{\Delta l} \), every morphism is invertible and therefore \( \Gamma_{\Delta l} \) is a groupoid. Indeed every path \( p \) between two vertices \( x \) and \( y \) gives rise to a backward path \( \bar{p} \) from \( y \) to \( x \) and one has \( u_{\bar{p}} = -u_p \), hence if \( \gamma_l = [p] \in Mor_{G_{\Delta l}/R}(x, y) \) then \( \gamma_l^{-1} = [\bar{p}] \in Mor_{G_{\Delta l}/R}(y, x) \). To summarize, given an arrow \( \gamma_l = [p] \) in \( \Gamma_{\Delta l}^1 \) its range and source objects are given by \( r(\gamma_l) = r(p) \) and \( s(\gamma_l) = s(p) \) respectively while its associated vector is \( u_{\gamma_l} = u_p \) (and this does not depend on the choice of the representative path \( p \)).

We can also view the arrows of \( \Gamma_{\Delta l}^1 \) as homotopy classes of path in \( B_l \), and thus \( \Gamma_{\Delta l}^1 \) is a subgroupoid of the fundamental groupoid of \( B_l \). Hence we have

**Proposition 6.6.2** The groups of units of \( \Gamma_{\Delta l} \), \( \Gamma_{\Delta l}(x) \) for \( x \in \Gamma_{\Delta l}^0 \), are isomorphic to the fundamental groups of \( B_l \), \( \pi_1(B_l, x) \):

\[
\Gamma_{\Delta l}(x) \cong \pi_1(B_l, x),
\]

Consider the map \( f_l : B_l \to B_{l-1} \) between two successive patch spaces in a proper sequence. As both patch spaces are flat branched manifolds, a path \( p \) in \( B_l \) has the same associated vector than its image path \( f_l(p) \) in \( B_{l-1} \): \( u_p = u_{f_l(p)} \). It is easily seen from this that \( f_l \) induces a groupoid homomorphism \( \Gamma_{\Delta l} \to \Gamma_{\Delta l-1} \), that we will still denote by \( f_l \). We now state the main result of this chapter that gives an approximation of \( \Gamma_{\Delta} \) by inverse limit of the \( \Gamma_{\Delta l} \).
Theorem 6.6.3 Let \( \{B_l,f_l\}_{l \in \mathbb{N}} \) be a proper sequence of patch spaces of \( \mathcal{T} \). The groupoid \( \Gamma_\Delta \) of the \( \Delta \)-transversal \( \Xi_\Delta \) is isomorphic to the inverse limit of the \( \Delta \)-groupoids \( \Gamma_{\Delta l} \) of the patch spaces \( B_l \):

\[
\Gamma_\Delta \cong \lim_{\leftarrow} \Gamma_{\Delta l}.
\]

Proof. We recalled that the hull \( \Omega \) is homeomorphic to the inverse limit of the patch spaces \( B_l \) (theorem 1.4.4). An easy corollary is that the \( \Delta \)-transversal \( \Xi_\Delta \) is homeomorphic to the inverse limit of the set of punctures of the patch spaces \( B_l \)'s. This implies immediately that the set of objects of the inverse limit of the \( \Gamma_{\Delta l} \)'s is isomorphic to the \( \Delta \)-transversal and thus to the set of objects \( \Gamma^0_\Delta \) of \( \Gamma_\Delta \). The image in \( \Gamma^0_\Delta \) of an object \( x \) of the inverse limit groupoid will be denotes \( \xi_x \). We are left with checking that the set of arrows of the inverse limit groupoid is isomorphic to the set of arrows of \( \Gamma_\Delta \). An arrow \( \gamma \) in the inverse limit groupoid is a sequence \( (\gamma_l)_{l \in \mathbb{N}} \) of arrows \( \gamma_l \) in \( \Gamma^{1}_{\Delta l} \) such that \( \gamma_{l-1} = f_l(\gamma_l) \) for all \( l \geq 1 \). We first characterize the arrows in the inverse limit groupoid \( \lim_{\leftarrow} \mathcal{G}_{\Delta l} \).

1. **Claim:** If \( p = (p_l)_{l \in \mathbb{N}} \) is an arrow in \( \lim_{\leftarrow} \mathcal{G}_{\Delta l} \) then there exists an integer \( n_p \) for which \( p_l \) is a path entirely contained in a domain of \( B_l \) for all \( l \geq n_p \).

Note first that if \( p_n \) is contained in a domain of \( B_n \), then for all \( l \geq n \), \( p_l \) is contained in a domain of \( B_l \). For indeed, the sequence of patch spaces is proper, so \( B_l \) is zoomed out of \( B_{l-1} \) and thus the domains of \( B_{l-1} \) embed into those of \( B_l \). Now if \( p_l \) is not contained in a domain of \( B_l \) it must cross some branching points, but only finitely many as it is a finite path. Say \( p_l \) crosses a branching point connecting two patches \( \pi_i^l \) and \( \pi_j^l \). Now \( \pi_i^l \) and \( \pi_j^l \) must correspond to patches which have translates that intersect in \( \mathcal{T} \), otherwise the preimages of \( \pi_i^l \) and \( \pi_j^l \) would not touch in \( B_m \) for \( m > l \) large enough, and this would break the paths \( p_m \). Hence as one looks further back in the inverse limit sequence \( (p_l)_{l \in \mathbb{N}} \), the paths \( p_l \) cross less and less branching points, and there exist an integer \( n_p \) for which \( p_{n_p} \) is entirely contained in a domain of \( B_{n_p} \).
This proves Claim 1.

We can now easily characterize the arrows in the inverse limit groupoid \( \lim \Gamma_{\Delta l} \).

2. **Claim:** If \( \gamma = (\gamma_l)_{l \in \mathbb{N}} \) is an arrow in \( \lim \Gamma_{\Delta l} \) then there exists an integer \( n_\gamma \) for which \( \gamma_l \) can be represented as a couple \( \gamma_l = (r(\gamma_l), u_\gamma) \) in \( \Gamma^0_{\Delta l} \times \mathbb{R}^d \) for all \( l \geq n_\gamma \).

The induced quotient map \( q : \lim G_{\Delta l} \rightarrow \lim \Gamma_{\Delta l} \) which sends \( p = (p_l)_{l \in \mathbb{N}} \) to \( \gamma = ([p_l])_{l \in \mathbb{N}} \) is surjective because each coordinate map \( p_l \mapsto [p_l] \) is onto. Let \( \gamma \) be an arrow in \( \lim \Gamma_{\Delta l} \), and \( p \) an arrow in \( \lim G_{\Delta l} \) with \( q(p) = \gamma \). By Claim 1, there exists an integer \( n_p \) such that the paths \( p_l \) are entirely contained in domains of \( \mathcal{B}_l \) for \( l \geq n_p \).

For \( l \geq n_p \), the arrow \( \gamma_l \) can thus be represented by the couple \( \gamma_l = (r(\gamma_l), u_{p_l}) \) in \( \Gamma^0_{\Delta l} \times \mathbb{R}^d \), with inverse \( \gamma_l^{-1} = (s(\gamma_l), -u_{p_l}) \). This representation of \( \gamma_l \) for \( l \geq n_p \) depends on the choice of \( p \) only through the integer \( n_p \), but the vector \( u_{p_l} \) is the same for all preimages of \( \gamma_l \) in \( G_{\Delta l}^1 \), and for all \( l \geq n_p \), and therefore only depends on \( \gamma \).

This proves Claim 2.

Now given an arrow \( \gamma \) in the inverse limit groupoid, let \( u_\gamma \) be the vector of \( \mathbb{R}^d \) joining the end points of \( \gamma_l \) for \( l \geq n_\gamma \) as given by Claim 2. We now map the arrow \( \gamma \) in \( \lim \Gamma_l \) to the arrow \( (\xi_{r(\gamma)}, u_\gamma) \) in \( \Gamma_\Delta \) and this provides us with the desired groupoid isomorphism. \( \square \)

An immediate consequence on the cohomology of \( \Gamma_\Delta \) (as the simplicial cohomology of its classifying space) follows by direct limit:

**Corollary 6.6.4** Let \( \{ \mathcal{B}_l, f_l \}_{l \in \mathbb{N}} \) be a proper sequence of patch spaces of \( \mathcal{T} \). The cohomology of the groupoid \( \Gamma_{\Delta} \) of the transversal \( \Xi_{\Delta} \) is isomorphic to the direct limit of the cohomology of the \( \Delta \)-groupoids \( \Gamma_{\Delta l} \):

\[
H^*(\Gamma_{\Delta}; M) \cong \lim \Gamma_{\Delta l}; M) ,
\]

where \( M \) is a free module over a unital ring.

We now present a similar result for the groupoid \( \Gamma \) of the canonical transversal \( \Xi \)
We endow every tile of $\mathcal{T}$ with a canonical $CW$-complex structure consisting of a single $d$-dimensional cell which is its interior, and in a compatible way with its neighboring tiles: i.e. the intersection of any two tiles is a subcomplex of both. Each tile is assumed to be punctured (by an interior point). We recall that the canonical transversal $\Xi$ is the set of translates of $\mathcal{T}$ which have the puncture of a tile at the origin $0_{\mathbb{R}^d}$. If $\mathcal{L}$ denote the Delone set of $\mathbb{R}^d$ of the punctures of the tiles of $\mathcal{T}$, then the groupoid $\Gamma$ of the canonical transversal, is the groupoid of the transversal to the hull of $\mathcal{L}$. Its set of objects is the canonical transversal: $\Gamma^0 = \Xi$, and its set of arrows is

$$\Gamma^1 = \{ (\xi, x) \in \Xi \times \mathbb{R}^d : \tau^{-x} \xi \in \Xi \}.$$ 

Given an arrow $\gamma = (\xi, x)$ in $\Gamma^1$, its source is the object $s(\gamma) = \tau^{-x} \xi \in \Xi$ and its range the object $r(\gamma) = \xi \in \Xi$.

The $CW$-complex structure of the tiles of $\mathcal{T}$ allow to define the Voronoi graph of a patch space $\mathcal{B}_i$ as follows: the vertices are the punctures of the tiles that $\mathcal{B}_i$ is made of, and the edges are the line segments between the punctures of two tiles which share a face a codimension 1. One can now consider the free category $\mathcal{G}_i$ generated by the Voronoi graph of $\mathcal{B}_i$, which as for $\mathcal{G}_{\Delta, i}$ is a groupoid, and then the quotient category $\Gamma_i$ where two paths are identified if they have the same end points and correspond to the same vector in $\mathbb{R}^d$. This quotient category, just like $\Gamma_{\Delta, i}$ is a groupoid, and we call it the canonical groupoid of the patch space $\mathcal{B}_i$. Just as for theorem 6.6.3 and Corollary 6.6.4 we can prove similarly the following.

**Theorem 6.6.5** Let $\{ \mathcal{B}_i, f_i \}_{i \in \mathbb{N}}$ be a proper sequence of patch spaces of $\mathcal{T}$. The groupoid $\Gamma$ of the canonical transversal $\Xi$ is isomorphic to the inverse limit of the canonical groupoids $\Gamma_i$ of the patch spaces $\mathcal{B}_i$:

$$\Gamma \cong \varprojlim \Gamma_i.$$
The cohomology of the groupoid $\Gamma$ of the canonical transversal $\Xi$ is isomorphic to the direct limit of the cohomology of the groupoids $\Gamma_i$:

$$H^*(\Gamma; M) \cong \lim_{\rightarrow} H^*(\Gamma_i; M),$$

where $M$ is a free module over a unital ring.

### 6.7 The PV category of a tiling

We mentioned earlier (remark 2.3.6) that the PV cohomology of $T$, $H^*_{PV}(B_0; K^0(\Xi_\Delta))$, is a generalization of the cohomology of the base space of a fibration, with local coefficients in the $K$-theory of its fiber (see section 4.2.2). We show here that the structure of this “local coefficient system” can be formulated in terms of what we call the PV category of $T$. We also show how the groupoid of the transversal can be recovered from this category.

Now let $B_l$ be a patch space of $T$, and $p_l : \Omega \to B_l$ the “projection” of the hull onto $B_l$ (see definition 1.4.1). For each $b \in B_l$ the set $p_l^{-1}(b)$ is a Cantor set. Let $C_{l,b} = C(p_l^{-1}(b), \mathbb{Z})$ be the ring of continuous integer valued functions on $p_l^{-1}(b)$.

Recall that the set of punctures of the patch space $B_l$ is identified with the set of objects of its canonical groupoid $\Gamma_l$, and the set of punctures of its $\Delta$-structure is identified with the set of objects of its $\Delta$-groupoid $\Gamma_{\Delta,l}$ (definition 6.6.1).

Recall from theorem 6.6.3 that for every arrow $\gamma$ in $\Gamma_{\Delta,l}^1$ there is a vector $u_\gamma$ on $\mathbb{R}^d$ joining its source to its range punctures along its associated path in the branched manifold $B_l$. We consider the ring $C(\Xi_\Delta, \mathbb{Z}) = \bigoplus_x C_{l,x}$ of continuous integer valued functions on the $\Delta$-transversal, on which, for $\gamma$ in $\Gamma_{\Delta,l}^1$, we define the partial isometry

$$\theta_l(\gamma) = \chi_{p_l^{-1}s(\gamma)} T^{u_\gamma} \chi_{p_l^{-1}r(\gamma)};$$

where $\chi_\Lambda$ denotes the characteristic function of a subset $\Lambda$ of $\Xi_\Delta$ and $T$ the translation operator. Such an operator acts as a partial isometry: $\theta_l(\gamma) : C_{l,s(\gamma)} \to C_{l,r(\gamma)}$. The
adjoint operator $\theta_l(\gamma)^*$ is given by $\theta_l(\gamma^{-1})$. And $\theta_l(\gamma)\theta_l(\gamma)^*$ is the characteristic function of the set $T^u p_l^{-1}s(\gamma) \cap p_l^{-1}r(\gamma)$ and thus a projection in $C_{l,r(\gamma)}$, while $\theta_l(\gamma)^*\theta_l(\gamma)$ is the characteristic function of the set $p_l^{-1}s(\gamma) \cap T^{-u}p_l^{-1}r(\gamma)$ and thus a projection in $C_{l,s(\gamma)}$.

**Remark 6.7.1** The partial isometries $\theta_l(\gamma)$ give an immediate criteria for $\gamma$ to have a lift in the inverse limit groupoid $\Gamma_{\Delta}$. Indeed $\gamma$ in $\Gamma_{\Delta l}$ lifts to an arrow in $\Gamma_{\Delta}$ if and only if $\theta_l(\gamma) \neq 0$. This allows to express the $\Delta$-groupoid as a lift of $\Gamma_{\Delta l}$ with relations

$$\Gamma_{\Delta} = \{(\xi, u_\gamma) \in \Xi_{\Delta} \times \mathbb{R}^d : \gamma \in \Gamma^1_{\Delta l}, \xi \in p_l^{-1}s(\gamma), \theta_l(\gamma) \neq 0\}.$$ 

We now define the PV category $C_{PV}$ of the tiling $T$. The objects of $C_{PV}$ are the rings $K^0(p_0^{-1}(x)) = C(p_0^{-1}(x), \mathbb{Z})$ for $x \in \Gamma^0_{\Delta 0}$ (*i.e.* the puncture of a simplex in $B_0$). The morphisms of $C_{PV}$ are generated by the partial isometries $\theta_0(\gamma)$ in equation (6.7.1) and their (unique) adjoints $\theta_0^*(\gamma) = \theta_0(\gamma^{-1})$ for $\gamma \in \Gamma^1_{\Delta 0}$. We now give the formal properties of $C_{PV}$, as a generalization of a system of local coefficients (see section 4.2.2).

**Definition 6.7.2** Let $B$ be a CW-complex. A PV local coefficient system, or PV category, $C$ on $B$ is a small inverse category, whose objects are unital rings indexed by elements of $B$, and whose morphisms are partial isometries indexed by homotopy classes of paths in $B$:

(i) $\text{Obj}(C) = (A_b)_{b \in B}$ where $A_b$ is a unital ring,

(ii) $\text{Mor}(C) = \langle \theta(\gamma), \theta^*(\gamma) \rangle$ has a (noncommutative) ring structure and is generated by partial isometries $A_a \xrightarrow{\theta(\gamma)} A_b$ for each homotopy class of path $a \xrightarrow{\gamma} b$ in $B$. We call the inverses adjoints and they are given by $\theta(\gamma)^* = \theta(\gamma^{-1})$, and $\theta(\gamma)\theta(\gamma)^*$ and $\theta(\gamma)^*\theta(\gamma)$ are idempotents in $A_a$ and $A_b$ respectively.
We can think of $\mathcal{C}_{PV}$ as a lift of the groupoid $\Gamma_{\Delta 0}$. While all morphisms are invertible in $\Gamma_{\Delta 0}$ it is no longer the case in $\mathcal{C}_{PV}$, however the morphisms in $\mathcal{C}_{PV}$ have more structure: they form a ring and are thus all composable.

The set of morphisms of $\mathcal{C}_{PV}$ has an interesting structure: it is an inverse semi group. Indeed each morphism $\theta_0(\gamma)$ has a unique adjoint $\theta_0^*(\gamma)$ and satisfy $\theta_0(\gamma) = \theta_0(\gamma)\theta_0^*(\gamma)\theta_0(\gamma)$. The set of units is given by the operators $\theta_0^*(\gamma)\theta_0(\gamma)$ and $\theta_0(\gamma)\theta_0^*(\gamma)$.

In view of (6.7.1) and the relation $\chi_\Lambda T^x = T^x \chi_{T^x \Lambda}$ for a clopen $\Lambda \subset \Xi_\Delta$, we can write any partial isometry $\theta_0(\gamma)$ as $\chi_\Lambda T^x \chi_{\Lambda'}$ with $T^x \Lambda = \Lambda'$. Hence the units $\theta_0^*(\gamma)\theta_0(\gamma)$ and $\theta_0(\gamma)\theta_0^*(\gamma)$ are the characteristic function $\chi_{\Lambda'}$ and $\chi_\Lambda$ respectively. This shows that the units are given by characteristic functions on clopen sets of the $\Delta$-transversal. As a consequence, the groups of units in $\text{Mor}(\mathcal{C}_{PV})$ generate the objects of $\mathcal{C}_{PV}$ as rings of integer valued functions on clopen sets of the $\Delta$-transversal.

We can characterize the groups of units of $\text{Mor}(\mathcal{C}_{PV})$ as follows. We recall from definition 2.3.2 the partial isometry $\theta_{\sigma \tau} = \chi_{\sigma} T^{x_{\sigma \tau}} \chi_{\tau}$, with $x_{\sigma \tau} = x_{\sigma} - x_{\tau}$, which is non zero only if $\tau \in \partial \sigma$ or $\sigma \in \partial \tau$ and whose adjoint is $\theta_{\sigma \tau}^* = \theta_{\tau \sigma}$. Let us denote by $\text{Mor}(\mathcal{C}_{PV})^{(0)}$ the set of monomials (with coefficient 1) in the $\theta_{\sigma \tau}$ together with the adjoint and multiplication operations (this is an inverse semi group as we will see later). The units of $\text{Mor}(\mathcal{C}_{PV})$ are then given by elements of the form $ww^*$ for $w \in \text{Mor}(\mathcal{C}_{PV})^{(0)}$. In analogy with the case of cut and projection tilings in 1-dimension studied in section 1.5, we can ask what is the relation between the $\Delta$-transversal and the $C^*$-algebra generated by those units.

**Theorem 6.7.3** Let $U_\Delta$ be the $C^*$-algebra generated by the units in $\text{Mor}(\mathcal{C}_{PV})$:

$$U_\Delta = C^*[ww^* : w \in \text{Mor}(\mathcal{C}_{PV})^{(0)}].$$

The spectrum of $U_\Delta$ is homeomorphic to the $\Delta$-transversal:

$$\text{Sp}(U_\Delta) \cong \Xi_\Delta.$$
Proof. First notice that $\text{Sp}(U_\Delta)$ is compact (by Gelfand’s theorem) and totally disconnected (since $U_\Delta$ is generated by idempotents). Second, notice that the ring generated by the units $ww^*$ is nothing but $C(\Xi_\Delta, \mathbb{Z})$, and hence $U_\Delta$ contains $C(\Xi_\Delta)$ since continuous complex valued functions on $\Xi_\Delta$ are uniform limits of linear combinations of characteristic functions on $\Xi_\Delta$.

Let $\{B_n\}$ be a proper sequence of patch spaces of $T$ (definition 1.4.3). For $n \geq 0$ let $P_n$ be the partition of $\Xi_\Delta$ by the acceptance zones of the simplices in $B_n$. By lemma 2.4.3, $P_n$ is a refinement of $P_{n-1}$, $n \geq 1$. Consider a character $\eta \in \text{Sp}(U_\Delta)$, and an element $a \in U_\Delta$. Let $\chi_{01}$ be the characteristic function of a clopen in $P_0$, and $\chi_{02}$ the characteristic function on its complement, so that $\chi_{01} + \chi_{02} = 1$ on $\Xi_\Delta$. We have

$$\eta(a) = \eta(\chi_{01}a) + \eta(\chi_{02}a) = \eta(\chi_{01})\eta(a) + \eta(\chi_{02})\eta(a) = \eta(\chi_{01})\eta(a)$$

for $\chi_{02} = \chi_{0i_0}$ with $i_0$ equals 1 or 2, since $\eta(\chi_{01})$ and $\eta(\chi_{02})$ are equal to 0 or 1. Let inductively $\chi_{i_n+1} = \chi_{i_{n-1}}$ be two characteristic functions of clopens in $P_n$ that partition the clopen of $P_{n-1}$ associated with $\chi_{i_{n-1}}$. We have

$$\eta(a) = \eta(\chi_{i_{n-1}}a) = \eta(\chi_{i_{n}a}) + \eta(\chi_{i_{n+1}}a) = \eta(\chi_{i_{n}a})$$

for $\chi_{i_n} = \chi_{i_{n+1}}$ with $i_n$ equals 1 or 2. Since $\lim B_n \simeq \Omega$ (theorem 1.4.4) there exists $\xi \in \Xi_\Delta$ such that $\chi_{i_n}$ converges to the character $\delta_\xi$ defined by $\delta_\xi(a) = a(\xi)$. This proves that $\text{Sp}(U_\Delta)$ is to the set of $\delta_\xi$ for $\xi \in \Xi_\Delta$.

Let $\varphi : \Xi_\Delta \longrightarrow \text{Sp}(U_\Delta)$ be the isomorphism defined by $\varphi(\xi) = \delta_\xi$. Since $U_\Delta$ is generated by the $ww^* = \chi_{\Lambda_\omega}$, the weak-* topology on $\text{Sp}(U_\Delta)$ is generated by the open sets $O_{\delta_\xi, \chi_{\Lambda}, \varepsilon} = \{\delta_\xi' : |\delta_\xi'(\chi_{\Lambda}) - \delta_\xi(\chi_{\Lambda})| < \varepsilon\}$. But as $|\delta_\xi'(\chi_{\Lambda}) - \delta_\xi(\chi_{\Lambda})| = |\chi_{\Lambda}(\xi') - \chi_{\Lambda}(\xi)|$ equals 0 or 1, we can take $\varepsilon = 0$ and only consider the open sets $O_{\delta_\xi, \chi_{\Lambda}, 0}$. Now if $\xi \notin \Lambda$, then $O_{\delta_\xi, \chi_{\Lambda}, 0} = \emptyset$, and if $\xi \in \Lambda$, then $O_{\delta_\xi, \chi_{\Lambda}, 0} = \{\delta_\eta : \eta \in \Lambda\}$. Hence $\varphi^{-1}(O_{\delta_\xi, \chi_{\Lambda}, 0})$ is empty of equals $\Lambda$. Hence $\varphi$ is a homeomorphism. \hfill $\square$

We now show how to recover the groupoid $\Gamma_\Delta$ of the $\Delta$-transversal from the morphisms of $C_{PV}$. In [48] Kellendonk defined an inverse semi group $I_T$ associated with the tiling $T$, showed how to recover the groupoid of the transversal from it, and built the $C^*$-algebra of the groupoid using representations of $I_T$ by partial isometries. We recall
his construction (and modify it slightly for convenience). Consider the translational equivalence classes of triples, \([p, t_1, t_2]\), where \(p\) is a patch of \(T\) and \(t_1, t_2\), two of its tiles (allowing \(t_1 = t_2\)). There is a product \([p, t_1, t_2][p', t_1', t_2'] = [p \cup p', t_1, t_2']\) if \(t_2 = t_1'\) and 0 otherwise, and an inverse \([p, t_1, t_2]^{-1} = [p, t_2, t_1]\). And there is a partial order \([p, t_1, t_2] \leq [p', t_1', t_2']\) if \(t_1 = t_1', t_2 = t_2'\), and there are representatives of the patches that satisfy \(p \supset p'\) (Kellendonk actually considered the reverse order in [48]). The set of such triples together with this product and partial order defines the inverse semi group \(I_T\). We can define a similar inverse semi group related to the \(\Delta\)-decomposition of \(T\) (instead of its tiles).

**Definition 6.7.4** Assume that the tiles of \(T\) are compatible \(\Delta\)-complexes (i.e. \(T\) is a \(\Delta\)-complex decomposition of \(\mathbb{R}^d\)). A \(\Delta\)-patch of \(T\) is the closure of a union of simplices of \(T\). A \(\Delta\)-pattern of \(T\) is a translational equivalence class of \(\Delta\)-patches.

Note that we do not require a \(\Delta\)-patch to be connected.

Let \(\sigma_1\) and \(\sigma_2\) be two simplices in \(T\) with punctures are at positions \(x_1\) and \(x_2\). Let \(\gamma_{\sigma_1\sigma_2}\) be the arrow in \(\Gamma_{\Delta 0}\) joining the punctures of the images in \(\mathcal{B}_0\) of \(\sigma_1\) and \(\sigma_2\) by a translation \(x_{12} = x_1 - x_2\). The associated morphism of \(\mathcal{C}_{P^V}\) is:

\[
\theta_0(\gamma_{\sigma_1\sigma_2}) = \chi_{p_0^{-1} \circ p_0(x_1)} T^{x_{12}} \chi_{p_0^{-1} \circ p_0(x_2)}.
\]

Let \(p_\Delta\) be the \(\Delta\)-patch made up of those two simplices, and \(\hat{p}_\Delta\) its corresponding \(\Delta\)-pattern. The characteristic function of the acceptance zone of \(\hat{p}_\Delta\) is \(\theta_0(\gamma_{\sigma_1\sigma_2}) \theta_0(\gamma_{\sigma_1\sigma_2})^*\) if \(p_\Delta\) is punctured by \(x_1\) (or \(\theta_0(\gamma_{\sigma_1\sigma_2})^* \theta_0(\gamma_{\sigma_1\sigma_2})\) if it is punctured by \(x_2\)). This is clear because this acceptance zone is the set of tilings in \(\Omega\) with \(\sigma_1\) at the origin and \(\sigma_2\) at position \(-x_{12}: \Xi(\sigma_1) \cup T^{-x_{12}} \Xi(\sigma_2)\) where \(\Xi(\sigma_i) = p_0^{-1}(x_i), i = 1, 2\), which is exactly \(\theta_0(\gamma_{\sigma_1\sigma_2}) \theta_0(\gamma_{\sigma_1\sigma_2})^*\).

**Lemma 6.7.5** Let \(p_\Delta\) be a \(\Delta\)-patch of \(T\), made up of simplices \(\sigma_i, i = 0, \ldots, n\), and punctured by \(\sigma_0\), and \(\hat{p}_\Delta\) its corresponding \(\Delta\)-pattern. The characteristic function of
the acceptance zone of $\hat{\Delta}$ is

$$\prod_{i=1}^{n} \theta_0(\gamma_{\sigma_0,\sigma_i}) \theta_0(\gamma_{\sigma_0,\sigma_i})^*.$$ 

Proof. Let $p_i$, for $i = 1, \cdots n$, be the $\Delta$-patch that is the closure of $\sigma_0 \cup \sigma_i$. The acceptance zone of $\hat{\Delta}$ is the intersection of the acceptance zones of the $\Delta$-patterns $\hat{p}_i$, for $i = 1, \cdots n$.

We easily see now that, as an inverse semi group, $Mor(C_{P \Sigma V})$ is isomorphic to the inverse semi group $I_{\Delta}$ of doubly punctured $\Delta$-patterns $[p_{\Delta}, \sigma_1, \sigma_2]$ analogous to the inverse semi group $I_{\tau}$ of Kellendonk. The product is given by $[p_{\Delta}, \sigma_1, \sigma_2][p'_{\Delta}, \sigma_1', \sigma_2'] = [p_{\Delta} \cup p'_{\Delta}, \sigma_1, \sigma_2']$ if $\sigma_2 = \sigma_1'$ and 0 otherwise, and the inverse by $[p_{\Delta}, \sigma_1, \sigma_2]^{-1} = [p_{\Delta}, \sigma_2, \sigma_1]$. And there is a partial order $[p_{\Delta}, \sigma_1, \sigma_2] \leq [p'_{\Delta}, \sigma_1', \sigma_2']$ if $\sigma_1 = \sigma_1'$, $\sigma_2 = \sigma_2'$, and there are representatives of the patches that satisfy $p_{\Delta} \supset p'_{\Delta}$. The isomorphism with $Mor(C_{P \Sigma V})$ is given by the map of inverse semi groups

$$[p_{\Delta}, \sigma_1, \sigma_2] \mapsto \chi_{\Lambda_1} T^{x_{\sigma_1} \sigma_2} \chi_{\Lambda_2},$$

where $\Lambda_1$ and $\Lambda_2$ are the acceptance zones of the pattern $\hat{\Delta}$ punctured by $\sigma_1$ and $\sigma_2$ respectively, and $x_{\sigma_1 \sigma_2}$ is the vector joining their punctures (in any representative). The partial order on $I_{\Delta}$ corresponds to the partial order on $Mor(C_{P \Sigma V})$: $\theta = \chi_{\Lambda_1} T^{x_{\sigma_1} \sigma_2} \chi_{\Lambda_2} \leq \theta' = \chi_{\Lambda_1'} T^{x_{\sigma_1'} \sigma_2'} \chi_{\Lambda_2'}$ if $x_{12} = x_{12}'$, $\Lambda_1 \cap \Lambda_1' \neq \emptyset$, $\Lambda_2 \cap \Lambda_2' \neq \emptyset$, and we can write $\theta = u\theta'$ with $u$ a unit (we can actually choose $\theta\theta^* = \chi_{\Lambda_1}$).

We recall from definition 2.3.2 the partial isometry $\theta_{\sigma \tau} = \chi_\sigma T^{x_{\sigma \tau}} \chi_\tau$, with $x_{\sigma \tau} = x_\sigma - x_\tau$, which is non zero only if $\tau \in \partial \sigma$ or $\sigma \in \partial \tau$ and whose adjoint is $\theta_{\sigma \tau}^* = \theta_{\tau \sigma}$.

Lemma 6.7.6 Let $\sigma_1$ and $\sigma_2$ be two simplices of $T$ with punctures at $x_1$ and $x_2$. Let $p_{12}$ be the $\Delta$-patch of $T$ that is the closure of $\sigma_1 \cup \sigma_2$ punctured by $x_1$, and let $\hat{p}_{12}$ be its corresponding $\Delta$-pattern.

Let $P_{12}$ be the set of connected $\Delta$-patterns $\hat{p}$ such that: each representative $p$ contains copies $\sigma_1'$ and $\sigma_2'$ of $\sigma_1$ and $\sigma_2$ at respective positions $x_1' = x_1 - u_p$ and $x_2' = x_2 - u_p$, 
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(for some $u_p \in \mathbb{R}^d$) and contains all the simplices $\tau_i, i = 2, \cdots n_p - 1$ of $T$ which intersect the line segment from $x'_1$ to $x'_2$.

(i) Let $\hat{p} \in P_{12}$. Let $\tau_1 = \sigma_1$ and $\tau_{n_p} = \sigma_2$. The characteristic function of the acceptance zone of $\hat{p}$ is given by:

$$\chi_{\hat{p}} = \chi_{\Xi(\hat{p})} = \prod_{i=1}^{n_p-1} \theta^{*}_{\tau_i \tau_{i+1}} \prod_{i=1}^{n_p-1} \theta_{\tau_{n_p-i} \tau_{n_p-i+1}},$$

where we have used the same notation for the simplices $\tau_i$ and their classes in the prototile space $B_0$.

(ii) The characteristic function of the acceptance zone of $\hat{p}_{12}$ is given by:

$$\chi_{\hat{p}_{12}} = \sum_{\hat{p} \in P_{12}} \chi_{\hat{p}}.$$ 

Proof. (i) Since a simplex is open, each point on the line segment from $x'_1$ to $x'_2$ intersects a unique simplex of $T$, and therefore the sequence of simplices along the line, $\sigma'_1 = \tau_1, \tau_2, \cdots \tau_{n_p}, \tau_{n_p+1} = \sigma'_2$, is unique. Using the relation $T^x \chi_{\Lambda} = \chi_{T^x \Lambda} T^x$, the product $\theta^*_{\tau_1 \tau_2} \theta^*_{\tau_2 \tau_3}$ reads $\chi_{\tau_1} \chi_{T^{-x_{12}} \tau_2} \chi_{T^{-x_{13}} \tau_3} T^{x_{13}}$ where $x_{12} + x_{23} = x_1 - x_2 + x_2 - x_3 = x_{13}$. Hence the first product reads $\chi_{\tau_1} \chi_{T^{-x_{12}} \tau_2} \cdots \chi_{T^{-x_{1n_p}} \tau_{n_p}} T^{x_{1n_p}}$. Similarly the second product reads $T^{-x_{1n_p}} \chi_{\tau_1} \chi_{T^{-x_{12}} \tau_2} \cdots \chi_{T^{-x_{1n_p}} \tau_{n_p}}$, so that the right hand side of the equation reads $\chi_{\tau_1} \chi_{T^{-x_{12}} \tau_2} \cdots \chi_{T^{-x_{1n_p}} \tau_{n_p}}$. Now, by lemma 6.7.5, the acceptance zone of $\hat{p}$ is the product over $i = 2, \cdots n_p$ of $\theta_0(\gamma_{\tau_1 \tau_i}) \theta_0(\gamma_{\tau_1 \tau_i})^* = \chi_{\tau_i} \chi_{T^{-x_{1i}}} \tau_i$ and therefore yields the same formula.

(ii) Since $T$ has FLC the set $P_{12}$ is finite. By construction the patterns in $P_{12}$ correspond to a unique sub-patterns of $p_{12}$ and therefore give a partition of its acceptance zone.

Given a patch space $B_n$ that is zoomed out of $B_0$ (definitions 1.4.1 and 1.4.2) we can define partial isometries $\theta^{(n)}_{\sigma_n \tau_n}$ in a similar way that we defined $\theta_{\sigma \tau}$. (Those partial isometries appear in the expression of PV differential (2.4.2).) As noted in section

127
2.4, if \( \sigma_n, \tau_n \) are preimages of \( \sigma, \tau \) respectively, then we have \( \theta^{(n)}_{\sigma_n \tau_n} = \chi_{\sigma_n} T^{x_{\sigma \tau}} \chi_{\tau_n} \). In other words, if \( \gamma_{\sigma_n \tau_n} \) is the arrow of \( \Gamma_{\Delta_n} \) joining the puncture of \( \tau_n \) to the puncture of \( \sigma_n \) (by the translation \( x_{\sigma \tau} \)), then \( \theta^{(n)}_{\sigma_n \tau_n} \) equals \( \theta_n(\gamma_{\sigma_n \tau_n}) \) given by equation (6.7.1).

**Proposition 6.7.7** The set of partial isometries \( \theta_{\sigma \tau} \) generates the ring (and inverse semi group) of morphisms of the PV category of \( T \). And if \( B_n \) is a patch space of \( T \) that is zoomed out of \( B_0 \), then the set of partial isometries \( \theta^{(n)}_{\sigma_n \tau_n} \) also generates \( \text{Mor}(\mathcal{C}_{PV}) \).

*Proof.* Consider a generator of \( \text{Mor}(\mathcal{C}_{PV}) \): \( \theta_0(\gamma) \) for \( \gamma \) and arrow from \( \sigma_1 \) to \( \sigma_2 \) by a translation \( x \) in \( B_0 \). As in lemma 6.7.6 let \( p_{12} \) be the associated \( \Delta \)-patch and \( P_{12} \) the corresponding set of connected \( \Delta \)-patterns. As a consequence of the proof of lemma 6.7.6 we can write \( \theta_0(\gamma) \) as the sum over \( P_{12} \) (by (ii)) of the products of \( \theta_{\sigma \tau} \) (by (i)). Hence the \( \theta_{\sigma \tau} \) and their adjoints generate \( \text{Mor}(\mathcal{C}_{PV}) \).

For the second statement it suffices to show that each \( \theta_{\sigma \tau} \) is a combination of some \( \theta^{(n)}_{\sigma_n \tau_n} \). This is immediate from lemma 2.4.3 because the acceptance zone of \( \sigma \in B_0 \) is partitioned by the acceptance zones of its preimages \( \sigma_n \in B_n \): \( \theta_{\sigma \tau} \) is the sum over the preimages of \( \sigma \) and \( \tau \) of the corresponding \( \theta^{(n)}_{\sigma_n \tau_n} \).

It is important to notice that the partial isometries \( \theta_{\sigma \tau} \) or \( \theta^{(n)}_{\sigma_n \tau_n} \) generate \( \text{Mor}(\mathcal{C}_{PV}) \) as a ring, but the inverse semi group they generate (i.e. without addition) are strict sub inverse semi groups. Let \( \{B_n, f_n\} \) be a proper sequence of patch spaces of \( T \) (definition 1.4.3). Let \( \text{Mor}(\mathcal{C}_{PV})^{(0)} \) be the inverse semi group generated by the \( \theta_{\sigma \tau} \), that is the set of monomials (with coefficient 1) in the \( \theta_{\sigma \tau} \) together with the adjoint and multiplication operations. And for \( n \in \mathbb{N} \), let also \( \text{Mor}(\mathcal{C}_{PV})^{(n)} \) be the inverse semi group generated by the \( \theta^{(n)}_{\sigma_n \tau_n} \). As a consequence of lemma 6.7.7, for each \( n \geq 0 \), one can see \( \text{Mor}(\mathcal{C}_{PV}) \) as the ring of polynomials in the \( \theta^{(n)}_{\sigma_n \tau_n} \), while \( \text{Mor}(\mathcal{C}_{PV})^{(n)} \) can be seen as the set of monomials (with coefficient 1) in those variables. Also we have the inclusions \( \text{Mor}(\mathcal{C}_{PV})^{(n)} \subsetneq \text{Mor}(\mathcal{C}_{PV})^{(m)} \) for all \( n > m \geq 0 \).
We now show how to recover the groupoid $\Gamma_\Delta$ from $\text{Mor}(\mathcal{C}_{PV})$. Consider the (pointwise) inverse semi group of decreasing sequences $a = (a_n)_{n \geq 0}$ in $\text{Mor}(\mathcal{C}_{PV})$, with $a_n \in \text{Mor}(\mathcal{C}_{PV})^{(n)}$. Consider the equivalence relation $a \sim b$ if for each $n \geq 0$ there exists $m \geq 0$ such that $b_m \leq a_n$, and $a_m \leq b_n$. We define $\mathcal{A}_\Delta$ to be the quotient inverse semi group:

$$\mathcal{A}_\Delta = \{a = (a_n)_{n \geq 0} : a_n \in \text{Mor}(\mathcal{C}_{PV})^{(n)}, a_n \leq a_{n-1}\}/\sim$$

with $a \sim b$ if $\forall n \geq 0$, $\exists m \geq 0$, $b_m \leq a_n$ and $a_m \leq b_n$. (6.7.2)

Recall that a groupoid is an inverse semi group which has cancellations, that is for which the equality $ab = ac \neq 0$ implies that $b = c$.

**Lemma 6.7.8** The inverse semi group $\mathcal{A}_\Delta$ is a groupoid.

**Proof.** We show that $\mathcal{A}_\Delta$ has cancellations. Consider three sequences $a, b, c$ such that $ab = ac \neq 0$. We show that this implies $b = c$. We can write $a_n = \chi_{A_n} \tau^x \chi_{A'_n}$ with $\tau^x A'_n = A_n$, and similarly $b_n = \chi_{B_n} \tau^y \chi_{B'_n}$ and $b_n = \chi_{B_n} \tau^y \chi_{B'_n}$. Let $d_n = b_n b^*_n c_n = \chi_{D_n} \tau^y \chi_{D'_n}$ where $D_n = B_n \cap C_n$, and thus $d_n$ is also equal to $c_n c^*_n b_n$. Hence for all $n \geq 0$, $d_n \leq b_n, c_n$. This means that $D_n$ is the acceptance zone of a $\Delta$-patch $p(d_n)$, which contains the $\Delta$-patches $p(b_n)$ and $p(c_n)$ whose acceptance zones are $B_n$ and $C_n$ respectively. Recall that the sequence of patch spaces $\{\mathcal{B}_n, f_n\}$ is proper: the patch spaces are zoomed out of each other (each patch of $\mathcal{B}_n$ contains a patch of $\mathcal{B}_{n-1}$ in its interior) and made of collared patches. Hence for $m > n$ the corresponding patches $p(b_m)$ and $p(c_m)$ contain the patches $p(b_n)$ and $p(c_n)$ respectively, and their radii grow with $m$. So for $m \geq n$ large enough both $p(b_m)$ and $p(c_m)$ contain $p(d_n)$, i.e. $b_m, c_m \leq d_n$. This proves that $b \sim d$ and $c \sim d$, and thus $b \sim c$. Therefore $b = c$ in $\mathcal{A}_\Delta$. $\Box$

**Theorem 6.7.9** The groupoids $\mathcal{A}_\Delta$ and $\Gamma_\Delta$ are isomorphic.
We now show that $\varphi$ is a groupoid homomorphism. Let $[a] = [(a_n)_{n \geq 0}]$ be an element in $A_\Delta$. We can write a representative $a$ as the sequence of $a_n = \chi_{A_n} T^u \chi_{A'_n}$, $n \geq 0$. For each $n$, $a_n a_n^*$ is the characteristic function of the clopen $A_n$ in $p^{-1}_n(x_n)$ for some $x_n \in B_n$. Let $b \sim a$ and write $b_n = \chi_{B_n} T^u \chi_{B'_n}$, $n \geq 0$, with $B_n$ a clopen in $p^{-1}_n(y_n)$ for some $y_n \in B_n$. For each $n$ there is $m$ such that $b_m \leq a_n$ and $a_m \leq b_n$, and this first implies that $u_a = u_b$. If $m \geq n$ then $b_m \leq a_n$ implies that $y_m \in B_m$ projects to $x_n \in B_n$ so $x_n = y_n$, while if $m < n$ then $a_m \leq b_n$ implies that $x_m$ projects to $y_n$ and so $y_n = x_n$. Hence any representative of $[a]$ determines the same vector $u \in \mathbb{R}^d$ and the same sequence $(x_n)_{n \geq 0}$ in $\lim (B_n, f_n)$. Let $\lambda : \lim (B_n, f_n) \rightarrow \Omega$ be the homeomorphism of theorem 1.4.4. Consider the map $\varphi : A_\Delta \rightarrow \Gamma_\Delta$ given by $\varphi([a]) = (\lambda((x_n)_{n \geq 0}), u)$ if $u \neq 0$ and $\lambda((x_n)_{n \geq 0})$ if $u = 0$ (i.e. if $[a]$ is a unit).

We now show that $\varphi$ is an isomorphism. Consider two distinct elements $[a]$ and $[b]$ in $A_\Delta$. For two representatives $a$ and $b$ write $a_n = \chi_{A_n} T^u \chi_{A'_n}$ and $b_n = \chi_{B_n} T^v \chi_{B'_n}$. Since $a \sim b$ there exists $m \geq 0$ for which $A_m \cap B_m = \emptyset$ and hence $A_n \cap B_n = \emptyset$ for all $n \geq m$. If $(x_n)_{n \geq 0}$ and $(y_n)_{n \geq 0}$ are the sequences in $\lim (B_n, f_n)$ associated with $a$ and $b$ respectively, then we have $x_n \neq y_n$ for all $n \geq m$ and thus $\lambda((x_n)_{n \geq 0}) \neq \lambda((y_n)_{n \geq 0})$. Therefore $\varphi([a]) \neq \varphi([b])$. Hence any representative of $[a]$ determines the same vector $u \in \mathbb{R}^d$ and the same sequence $(x_n)_{n \geq 0}$ in $\lim (B_n, f_n)$. Let $\lambda : \lim (B_n, f_n) \rightarrow \Omega$ be the homeomorphism of theorem 1.4.4. Consider the map $\varphi : A_\Delta \rightarrow \Gamma_\Delta$ given by $\varphi([a]) = (\lambda((x_n)_{n \geq 0}), u)$ if $u \neq 0$ and $\lambda((x_n)_{n \geq 0})$ if $u = 0$ (i.e. if $[a]$ is a unit).

We now show that $\varphi$ is an isomorphism. Consider two distinct elements $[a]$ and $[b]$ in $A_\Delta$. For two representatives $a$ and $b$ write $a_n = \chi_{A_n} T^u \chi_{A'_n}$ and $b_n = \chi_{B_n} T^v \chi_{B'_n}$. Since $a \sim b$ there exists $m \geq 0$ for which $A_m \cap B_m = \emptyset$ and hence $A_n \cap B_n = \emptyset$ for all $n \geq m$. If $(x_n)_{n \geq 0}$ and $(y_n)_{n \geq 0}$ are the sequences in $\lim (B_n, f_n)$ associated with $a$ and $b$ respectively, then we have $x_n \neq y_n$ for all $n \geq m$ and thus $\lambda((x_n)_{n \geq 0}) \neq \lambda((y_n)_{n \geq 0})$. Therefore $\varphi([a]) \neq \varphi([b])$. Hence any representative of $[a]$ determines the same vector $u \in \mathbb{R}^d$ and the same sequence $(x_n)_{n \geq 0}$ in $\lim (B_n, f_n)$. Let $\lambda : \lim (B_n, f_n) \rightarrow \Omega$ be the homeomorphism of theorem 1.4.4. Consider the map $\varphi : A_\Delta \rightarrow \Gamma_\Delta$ given by $\varphi([a]) = (\lambda((x_n)_{n \geq 0}), u)$ if $u \neq 0$ and $\lambda((x_n)_{n \geq 0})$ if $u = 0$ (i.e. if $[a]$ is a unit).

We now show that $\varphi$ is an isomorphism. Consider two distinct elements $[a]$ and $[b]$ in $A_\Delta$. For two representatives $a$ and $b$ write $a_n = \chi_{A_n} T^u \chi_{A'_n}$ and $b_n = \chi_{B_n} T^v \chi_{B'_n}$. Since $a \sim b$ there exists $m \geq 0$ for which $A_m \cap B_m = \emptyset$ and hence $A_n \cap B_n = \emptyset$ for all $n \geq m$. If $(x_n)_{n \geq 0}$ and $(y_n)_{n \geq 0}$ are the sequences in $\lim (B_n, f_n)$ associated with $a$ and $b$ respectively, then we have $x_n \neq y_n$ for all $n \geq m$ and thus $\lambda((x_n)_{n \geq 0}) \neq \lambda((y_n)_{n \geq 0})$. Therefore $\varphi([a]) \neq \varphi([b])$. Hence any representative of $[a]$ determines the same vector $u \in \mathbb{R}^d$ and the same sequence $(x_n)_{n \geq 0}$ in $\lim (B_n, f_n)$. Let $\lambda : \lim (B_n, f_n) \rightarrow \Omega$ be the homeomorphism of theorem 1.4.4. Consider the map $\varphi : A_\Delta \rightarrow \Gamma_\Delta$ given by $\varphi([a]) = (\lambda((x_n)_{n \geq 0}), u)$ if $u \neq 0$ and $\lambda((x_n)_{n \geq 0})$ if $u = 0$ (i.e. if $[a]$ is a unit).
in $\Xi_\Delta$ so that $\varphi([a]) \neq \varphi([b])$. This proves that $\varphi$ is injective. Now consider an arrow $(\xi, u)$ in $\Gamma_\Delta^1$. Let $(x_n)_{n \geq 0} = \lambda^{-1}(\xi)$ and for all $n \geq 0$ let $a_n = \chi_{A_n} T^n \chi_{T^{-u} A_n}$ with $A_n = p_n^{-1}(x_n)$. Define $a = (a_n)_{n \geq 0}$, and we have $\varphi([a]) = (\xi, u)$. This proves that $\varphi$ is surjective. The inverse of $\varphi$ is defined as follows. Consider $[a] \in A_\Delta$ and write again $a_n = \chi_{A_n} T^n \chi_{A_n'}$ for a representative $a$. Let $\varphi([a]) = (\xi, u)$ with $\xi = \lambda((x_n)_{n \geq 0})$. Define $\varphi^{-1}(\xi, u) = [\tilde{a}]$ with $\tilde{a}_{n} = \chi_{\tilde{A}_n} T^n \chi_{\tilde{A}_n'}$ with $\tilde{A}_n = p_n^{-1}(x_n) = T^n \tilde{A}_n'$. For all $n \geq 0$ we have $A_n \subset \tilde{A}_n$ and therefore $\tilde{a}_n \leq a_n$ or equivalently $\tilde{a}_n = \tilde{a}_n \tilde{a}^* a_n$. Hence we have $\tilde{a} = \tilde{a} \tilde{a}^* a$, so that $[\tilde{a}] = [\tilde{a} \tilde{a}^* a] = [\tilde{a}] [\tilde{a}]^{-1} [a] = [a]$. This proves that the inverse is well defined: $\varphi^{-1} \circ \varphi([a]) = [a]$. \qed
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