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SUMMARY

An assembly line balancing problem is to minimize the number of stations along an assembly line to perform a given set of elements without exceeding the cycle time for the station and satisfying the precedence relations between the elements. Several approaches have been proposed to solve the above problem. The objective of this thesis is to develop a computationally efficient integer programming method for the assembly line balancing problems.

In this report the zero-one integer programming formulation of Bowman and White is modified to reduce the number of constraints and variables. Geoffrion's integer programming algorithm is then applied to the revised formulation. This formulation has a special structure which will permit the elimination of certain steps and simplify some others if augmentation is done in a particular manner.

A computer program based on the proposed algorithm has been tested for a number of problems up to 45 elements. The results indicate that the proposed algorithm is considerably faster than the method of Held et al. which is considered the best method at present among the exact methods. The proposed method also reduces computer storage requirements.
CHAPTER I

INTRODUCTION

Although assembly line methods have been used in industry from the turn of the century, the first published article on the assembly line balancing problem, by Salveson (31), appeared only in 1953. In an assembly line balancing problem, a set of elements, their performance times, the precedence relations between them and the cycle time for the work stations are given. The problem is to assign the elements to a sequence of workstations such that the required numbers of workstations are minimized. The assembly line balancing problem has been attacked by different approaches. In this thesis we present an efficient method of solving assembly line balancing problems by implicit enumeration approach to integer programming.

We will now give a general description of the assembly line balancing problem and its importance. The following assumptions are made in formulating this problem.

(1) Elements: It is a rational division of the total work content in an assembly process and is further indivisible for the problem considered. The performance time of an element is constant. The performance time of a set of elements is given by the sum of performance times of individual elements belonging to the set.

(2) Serial line: Each assembly product is processed at the workstations in a definite order and no two workstations operate on the
same product simultaneously. Thus the total assembly line is considered to be serial with no "feeder" or "parallel" assembly lines.

(iii) Precedence Relations: All restrictions on the order of execution of elements may be expressed by precedence relations of the form "element i" must precede "element j" for which we use the notation \( J_i \prec J_j \). The elements are numbered in such a way that if \( J_i \prec J_j \), then \( i < j \).

(iv) Cycle Time: The interval of time between the completion of products is a constant \( C \) called the cycle time. \( C = \frac{W}{D} \) where \( D \) is the demand rate and \( W \) is the actual working time in which \( D \) units are required.

(v) Station: The location on the assembly line where a given amount of work is performed by an operator is called a station. The sum of performance times of elements assigned to a station must be less than or equal to the cycle time. All the stations are identical and any element can be a candidate for a station provided it satisfies the precedence requirements. In other words we do not consider zoning constraints which restrict each element to be performed in certain work stations only.

Following Gutjahr and Nemhauser (13) we define the assembly line balancing problem as follows: Given a finite set of elements \( A = \{J_1, \ldots, J_N\} \) and their associated performance times \( t_1, t_2, \ldots, t_N \), the cycle time \( C \) and a partial ordering \( \prec \) defined on \( A \), find a sequence of subsets \( (A_1, A_2, \ldots, A_M) \) satisfying the following conditions:
Next we consider the industrial importance of the assembly line balancing problem. Assembly line methods are used in a large number of industries, prominent among them being the automotive, electronic and appliance industries. A survey conducted by the Illinois Institute of Technology Research Institute reveals that assembly costs amount to 26% of the total manufacturing costs in the above industries (29). Another survey conducted by Wester and Kilbridge (34) indicates that the American automotive industry wastes on the average about twenty five percent of the assemblers' time through uneven work assignments. Hence one can see the scope and necessity for using analytical methods to solve assembly line balancing problems.

A variety of analytical methods have been proposed to solve the assembly line balancing problem. These approaches are based on integer programming, dynamic programming, network, Branch and bound or heuristics. In Chapter II the important methods in each approach will be discussed.

The algorithm proposed in this thesis is based on the implicit enumeration approach to the integer programming problem. In Chapter III we will discuss the integer programming formulations of assembly line balancing problem by Bowman (5) and White (35) and the modification herein
proposed to the above to reduce the number of constraints and variables.

Chapter IV deals with the implicit enumeration approach of Geoffrion (9) to the integer programming problem and the modifications that can be made to take advantage of the special structure of the assembly line balancing problem. The computational results of the algorithm for a number of problems ranging from 7 elements to 45 elements, collected from published literature are given in Chapter V. The comparisons with other algorithms are indicated wherever such results are available.

The computer program written for UNIVAC 1108 in FORTRAN V and the specimen inputs and outputs for an assembly line balancing problem are given in the Appendix.
CHAPTER II

LITERATURE SURVEY

The various methods for solving the assembly line balancing problem can be grouped under the following categories: (1) exact methods which assure an optimum solution in all cases (ii) approximate methods which may yield an optimum solution in some cases but whose main objective is to treat large sized problems with special constraints. The approaches of integer programming, dynamic programming network methods and branch and bound methods are exact methods whereas a number of heuristic techniques fall in the category of approximate methods. The integer programming formulation suggested in this thesis is an exact method and it will be more appropriate to make comparisons with other exact methods.

Hence in this chapter while discussing various methods we devote greater attention to the exact methods and in particular to the computationally efficient dynamic programming approach of Held et al. (14). Of the approximate methods we discuss the sequencing method of Arcus (1) which yields near optimum solutions in many cases with less computing time than other methods. The ranked positional weight technique of Helgeson and Birnie is also outlined here since we use it to generate a good starting solution in the method suggested in this thesis. Only the methodology of various approaches is discussed in this chapter. The computational aspects of various methods and a comparison of their computing times are presented in Chapter V.
**Exact Methods**

We first discuss some of the exact methods of solving a line balancing problem.

**Integer Programming**

Integer programming formulations have been given by Salveson (31) and Bowman (5). In Salveson's formulation, the variables represent the various combinations of elements to form a station. Since all combinations are required to be created at the start of the procedure itself, the number of variables become too large and hence is not considered practical for problems of even modest size.

Bowman (5) has suggested two integer programming formulations. Both the formulations are discussed in Chapter III. His first formulation is modified in this thesis to reduce the number of constraints and is found to be better compared to the second formulation.

**Dynamic Programming**

Jackson (19) proposes a dynamic programming algorithm in which the stations are the stages, the elements are the stage variables and the objective is to reduce the number of stations which are not empty. He uses certain dominance properties to reduce the number of sequences, which are more suited for hand calculations for small problems than computer solutions for moderate sized problems.

Held, Karp and Shareshian (14) offer a dynamic programming formulation which has been found to be computationally most efficient among the exact methods. To understand this method a few definitions are essential.

A subset $S = \{J_1, J_2, \ldots, J_n\}$ of the elements is said to be a **Feasible Set** if $J_j \in S$ and $J_i \ll J_j$ imply that $J_i \in S$. Thus the elements of
a feasible set may be performed in some order without the prior completion of any other element and without violating any precedence constraint: A Sequence (ordered set), $\sigma = (J_{i_1}, J_{i_2}, \ldots, J_{i_n})$ is said to be a **feasible sequence** if for all $1 \leq q < n(\sigma)$, $\{J_{i_1}, J_{i_2}, \ldots, J_{i_q}\}$ is a feasible set.

There is a natural correspondence between feasible sequences and feasible sets defined by two mappings: if $\sigma = (J_{i_1}, J_{i_2}, \ldots, J_{i_n})$ is a feasible sequence, $F(\sigma) = \{J_{i_1}, J_{i_2}, \ldots, J_{i_n}\}$; if $S$ is a feasible set, $F^{-1}(S) = \{\sigma | F(\sigma) = S\}$.

Associated with each feasible sequence is a "cost" $Z_{\sigma} = (r-1)C + T(r)$ where $r$ is the number of stations required to perform the elements in the given order and $T(r)$ is the sum of the performance times of elements assigned to the $r$th station. If a feasible sequence $\sigma^*$ is formed by adjoining an element $J_L$ to the end of $\sigma$ then $Z_{\sigma^*} = Z_{\sigma} + \Delta(Z_{\sigma}, t_L)$ where

$$\Delta(Z_{\sigma}, t_L) = \begin{cases} t_L & \text{if } T(r) + t_L \leq C, \\ C - T(r) + t_L & \text{otherwise.} \end{cases}$$

Out of the number of feasible sequences that can be formed from the elements of a feasible subset the one with a minimum cost is used to represent the cost of the feasible subset, i.e.,

$$Z(S) = \min \{Z(S - J_L) + \Delta |Z(S - J_L), t_L| \}$$

$J_L \in S$

$(S - J_L)$ feasible
where \((S - J_i)\) is the set obtained by deleting \(J_i\) from \(S\). Held et al. (14) uses the above relation recursively to determine \(Z(\{J_1, J_2, \ldots, J_N\})\).

The approach given above involves only feasible sets which are far less numerous than feasible sequences. Further at any time only the feasible sets and their costs are to be stored. Even then memory requirements increase with the number of elements because of the rapid increase in the number of feasible sets. Hence the authors use an approximation procedure in which they subdivide the set of \(N\) elements into small groups of elements when \(N\) is large. These groups replace the individual elements in their recursive relationship.

**Network Methods**

Klein (21) has shown how a line balancing problem can be formulated as an assignment problem or as a shortest path problem in a directed network when the order of operations is specified. When partial ordering only is given it is necessary to enumerate all feasible ordering of operations and apply the above method repeatedly.

Gutjahr and Nemhauser (14) formulate assembly line balancing as a single shortest path problem. In their network formulation the nodes represent feasible sets \(S_i\) defined earlier. A directed arc exists from node \(S_i\) to \(S_j\) if \(S_i \cap S_j\) and \(t(S_j) - t(S_i) \leq C\) where \(t(S_i) = \sum_{k \in S_i} t_k\), \(k = 1, \ldots, N, i = 1, \ldots, r\), where \(r\) is the total number of feasible sets.

The "distance" of arc \(ij\) is given by \(C - [t(S_i) - t(S_j)]\). The solution to the assembly line balancing problem is given by the assignments along the shortest path from node \(S_0\) to \(S_r\) where \(S_0 = \emptyset\), i.e., a null set and \(S_r = \{J_1, \ldots, J_N\}\). In this problem the arc lengths are such that it is
sufficient to find any path from the origin to the destination node containing a minimal number of arcs. A procedure is also described in (13) for selecting the arcs of the above network such that a path from node $S_0$ to any other node will have the least number of arcs possible.

**Branch and Bound Methods**

Jaeschke (20) has proposed a branch and bound method in which the given set of elements $\{J_1, \ldots, J_N\}$ are divided into a sequence of subsets $(A_1, \ldots, A_k, \ldots, A_N)$ subject to the conditions (i) and (v) in Chapter I. Associated with subset $A_k$ is a lower bound

$$Z_k = kC - \sum_{j \in A_1, \ldots, A_k} t_j$$

of the objective function representing idle time. The procedure may be summarized as follows. From the starting node of the tree diagram nodes $A_{i1}, \ldots, A_{i_{p_1}}$, are created where $p_1$ represents the number of nodes at the first level and $A_{i1}$ represents a particular combination of assigning elements to the first station. Nodes at the $k$th level of the tree diagram represent the various combinations of assigning elements to $k$th station and are denoted by $A_{k1}, A_{k2}, A_{ke}, \ldots, A_{k_p_k}$, and

$$Z_{ke} = kC - \sum_{j \in A_{i1}, A_{i2}, \ldots, A_{ke}} t_j$$

where $A_{i1}, \ldots, A_{ke}$ represent the particular sets along the branch leading up to node $A_{ke}$. Branching is done from the node having the minimum
lower bound. A feasible solution is obtained when the subsets along a branch contain all the elements of the assembly line balancing problem.

The Branch and Bound method proposed by Martens (26) is very much similar to that of Jaeschke (20) discussed above. For node (ke) the lower bound of the objective function representing number of stations needed is estimated as

$$Z_{ke} = k + \left[ \frac{\sum t_j}{C_j} \right]^{R}$$

(2)

where notation $\left[ g \right]^{R}$ indicates the lowest integer $\geq g$. The equations (1) and (2) express lower bounds on the total idle time and number of stations respectively for a particular node. The two bounds are equivalent and hence computationally one method does not have an advantage over the other.

**Approximate Methods**

We now consider a few of the approximate methods. They mainly cater to the needs of providing good approximate solutions and treating line balancing problems with special constraints such as Zoning Constraints, "two-man" tasks, variable performance times and multimodel sequencing etc. Approximate methods have been proposed by Kilbridge and Wester (21), Tonge (32), Hoffman (17), Mansoor (24), Moodie and Young (28), Arcus (1) and Helgeson and Birnie (15). The method of Helgeson and Birnie is presented here because it is used in the algorithm presented in this thesis. The method of Arcus is summarized as it has achieved
good computational efficiency. For a discussion of the other heuristic methods we refer the reader to review articles (7), (18), and (33).

In the Ranked Positional Weight method of Helgeson and Birnie, priority is given to elements on the basis of their positional weights. The positional weight of element $J_k$ is $W_k = t_k + \sum_{j \in V(k)} t_j$, where $V(k) = \{ J_j | J_k < J_j \}$. The elements are ranked in the order of their positional weights, the element with the largest weight coming first. One proceeds to assign elements in the order of ranking. If an element takes longer than the time remaining in the station or violates precedence relations it is passed over and the next element is tried. This process is continued until no more elements can be assigned to the station. The computational effort in obtaining the solution is minimum and it gives fairly good solutions. Hence this method has been used to provide good initial solution in the procedure used in this thesis.

In the technique developed by Arcus (1) called COMSOAL (Computer Sequencing of Assembly Line Balancing) the essential idea is the random generation of feasible sequences. For any given partial sequence there are certain elements which can be selected next on a probabilistic basis. These probabilities are specified by several heuristic rules and are modified as the solution procedure progresses. As the sequence is being generated, elements are assigned to stations. A large number of sequences (1000 in his program) are generated in this way and those which give the fewest number of stations are chosen. Certain amount of duplication of sequences occur since many sequences yield the same combination of elements for the stations.
CHAPTER III

ZERO-ONE INTEGER PROGRAMMING FORMULATION OF
ASSEMBLY LINE BALANCING PROBLEM

Integer Programming is one of the exact methods which has been proposed to solve the assembly line balancing problem. Bowman has given two formulations for this problem. The first formulation uses general integer variables and is discussed below. The second formulation is a mixed integer formulation and is treated later in this chapter. White (35) has modified Bowman's first formulation by using zero-one integer variables thereby reducing the number of variables and constraints. Yet Ignall (18) and several others consider these formulations as impractical even for moderate sized problems. In this chapter we present some modifications to the formulation of Bowman-White which reduces the number of constraints greatly and enables problems to be solved in computer requiring less computing time compared to other exact methods.

First we consider the Bowman-White's formulation. Let

\[ x_{ij} = \begin{cases} 
1 & \text{if element } J_j \text{ is assigned to station } A_i, \\
0 & \text{otherwise,} 
\end{cases} \]

\[ t_j = \text{performance time of element } J_j, \]

\[ C = \text{cycle time}, \]

\[ M_0 = \text{minimum number of stations required given by } \left\lceil \frac{N}{\sum_{j=1}^{N} \frac{t_j}{C}} \right\rceil, \]
where notation \(|g|^R\) indicates lowest integer \(\geq g\),

\[ M = \text{upper limit on the number of stations}, \]

\[ I(q) = \{p|J_p \preceq J_q \text{ and there is no element } J_k \text{ such that } J_p \preceq J_k \]
and \(J_k \preceq J_q\}, \text{ i.e., } J_p \text{ is an immediate predecessor of } J_q, \]

\[ H_q = \text{the number of elements in } I(q). \]

\[ R = \sum_{j=1}^{N} H_j, \text{ i.e., the total number of immediate precedence relations.} \]

and \( F = \{j|j \notin I(q), q=1,\ldots,N\} \text{ i.e., set of elements having no followers.} \)

The requirement that the total time of elements assigned to a workstation be less than the cycle time is expressed as

\[
\sum_{j=1}^{N} t_j x_{ij} \leq C, \quad i=1,\ldots,M. \tag{3}
\]

The constraints below assure that all the elements are performed:

\[
\sum_{i=1}^{M} x_{ij} = 1, \quad j=1,\ldots,N. \tag{4}
\]

The precedence relation between \(J_p\) and \(J_q\) where \(J_p \notin I(q)\) is expressed by

\[
x_{kq} \leq \sum_{i=1}^{k} x_{ip}, \quad k=1,\ldots,M. \tag{5}
\]
Thus to express $R$ precedence relationships $MR$ equations will be required. Equations (3) through (5) represent $M + N + MR$ constraints of the problem.

The objective function (to be minimized) of this linear program takes the form:

$$\text{minimize } \sum_{i=1}^{M} \sum_{j=1}^{N} c_{ij} x_{ij},$$

where

$$c_{ij} = t_{j} \left[ \sum_{k \in F} t_{k} + 1 \right]^{(1-M_{0}-1)}, \quad i = M_{0} + 1, \ldots, M, \quad \text{and } j \in F,$$

$$= 0 \text{ otherwise.}$$

The purpose of the above objective function is to make later stations exceedingly costly and to assign the elements to the earliest station possible on the assembly line. Stations $1, \ldots, M_{0}$ must certainly be used and need assume no cost. Only elements with no followers need positive costs in the objective function, i.e., they may be last on the line. The nature of cost explosion is to make one unit of a later assignment more costly than the sum of all preceding station assignments.

It is observed from Equation (5) in order to express the precedence relationship between the two elements, as many equations as the number of stations are used. We will show below that only one equation is adequate to express the precedence relationship between two elements, greatly reducing the total number of equations required.
If $J_{p} \in I(q)$, then the precedence requirement can be completely specified by

$$\sum_{i=1}^{M} (\mu_{ip}x_{ip} - \mu_{iq}x_{iq}) \geq 0,$$

(7)

where $\mu_{ip}, \mu_{iq}$ are nonnegative numbers satisfying

$$\mu_{ip} \geq \mu_{iq} > \mu_{i+1,p}, i=1, \ldots, M, \text{ and } \mu_{M+1,p} \equiv 0$$

(8)

We will now show that sets of equations (3), (4) and (7) completely specify the restrictions of the problem.

**Remark 1:** Given a solution $X = [x_{ij}], i=1, \ldots, M, j=1, \ldots, N, x_{ij} = 0$ or $1$ to equation (4), then equation (5) is satisfied iff equation (7) is satisfied.

**Proof:** We first prove that Equation (7) implies Equation (5). Suppose the $k$th equation in (5) is not satisfied, i.e., $\sum_{i=1}^{k} x_{ip} < x_{kq}$.

Noting Equation (4), this implies that $x_{ip} = 0, i=1, \ldots, k$, and $x_{kq} = 1$. Hence noting Equation (4) and Equation (8),

$$\sum_{i=1}^{M} (\mu_{ip}x_{ip} - \mu_{iq}x_{iq}) = \sum_{i=k+1}^{M} \mu_{ip}x_{ip} - \mu_{kq}$$

$$\leq \mu_{k+1,p} - \mu_{kq} < 0,$$

which violates Equation (7).
On the other hand Equation (5) implies Equation (7). Suppose Eq. (7) is not satisfied. Noting (4) and (8) this implies $x_{rp} = 1$ and $x_{kq} = 1$ for a specific $r > k$. Now considering the $k$th equation of (5), we get

$$\sum_{i=1}^{k} x_{ip} - x_{kq} = 0 - 1 < 0,$$

a contradiction.

This completes the proof.

It may be noted that the solution to Equation (8) is not unique. A convenient set of values would be the location of the station counted from backwards i.e., $\mu_{ij} = M - i + 1$. In this case $\mu_{ij}$ is independent of the elements $J_j$ and depends only on station $i$.

With the modifications discussed above the total number of equations to completely state an assembly line balancing problem reduces from $N + M + NR$ to $N + M + R$. If it is assumed that the average number of elements per station denoted by $K$ remains constant even when the total number of elements increase, then $M$ is approximately equal to $N/K$. The total number of immediate precedence relations is of the same order as $N$ and can be expected to be less than $2N$ (and this was empirically checked for a few problems). Hence the number of constraints in the proposed formulation increases linearly with $N$ whereas in Bowman-White formulation it increases approximately to the square of the number of elements.

Next we consider a method to reduce the number of variables. From the maximum number of stations and the precedence relations, we can determine the earliest station $E_k$ and the latest station $L_k$ for an
element $J_k$ as follows.

$$E_k = \left\lceil \frac{\sum_{i \in P(k)} t_i + t_k}{C} \right\rceil \mod R,$$

$$L_k = M - \left\lfloor \frac{\sum_{i \in V(k)} t_i + t_k}{C} \right\rfloor \mod F,$$

where

- $P(k) = \{ j | J_j \ll J_k \}$,
- $V(k) = \{ j | J_k \ll J_j \}$,
- $\lfloor g \rfloor^R = \text{the lowest integer} \geq g$,
- $\lceil g \rceil^F = \text{the highest integer} \leq g$.

Hence the number of variables required to describe the assignment of element $J_k$ to a station is $L_k - E_k + 1$, and the total number of variables required to express the problem is reduced from $MN$ to

$$\sum_{k=1}^{N} (L_k - E_k + 1).$$

An example for the above method is presented in Appendix XI. The number of variables required to describe an 11 element problem drops from 66 to 42. In general the number of variables required to describe the problem will depend upon the maximum number of stations and precedence relations.

The above method of reducing the number of variables has not been incorporated in the computer program used to solve assembly line balancing.
problem. The main utility of the above method is to reduce the memory capacity rather than the overall computation time.

We will now consider the second formulation of Bowman where an assembly line balancing problem is expressed as a mixed integer programming problem. Comparison of the number of equations and variables with the formulation presented earlier will be indicated later. Let

\[ T = \sum_{j=1}^{N} t_j, \]

\[ v_j = \text{the starting time of element } J_j, \]

a continuous variable,

\[ y_{kj} = \begin{cases} 1 & \text{if } J_k \text{ is started first}, \\ 0 & \text{if } J_j \text{ is started first}, \end{cases} \]

where \( J_k \) and \( J_j \) are elements such that neither \( J_k \ll J_j \) nor \( J_j \ll J_k \), and

\[ \mu_j = \text{an integer variable} \]

such that if \( \mu_j = k \) then element \( J_j \) is performed in the \( k + 1 \)th station.

The precedence relations are specified by the following constraints:

\[ v_i + t_i = v_j, \quad i \in I(j), \quad j = 1, \ldots, N. \]

To prevent two elements not ordered by precedence relations (i.e., neither \( J_k \ll J_j \) nor \( J_j \ll J_k \)) from using the same clocktime, the following constraints are required.
\[(T + t_j) y_{kj} + (v_k - v_j) \leq t_j ,\]

\[(T + t_k) (1 - y_{kj}) + (v_j - v_k) \leq t_k .\]

The following set of constraints ensure that the stations are not overloaded and one element is not split between stations but assigned to one workstation only.

\[v_j + t_j \leq C(u_j + 1) \text{ and } v_j \geq C u_j , \quad j=1, \ldots, N\]

The objective function is to minimize a (continuous) variable \(d\) representing the clocktime at the completion of the last element in the sequence. Clearly we must impose the following restriction on all elements without any followers which we have already denoted by a set \(F\).

\[v_j + t_j \leq d, \quad j \in F.\]

In the above mixed integer programming formulation there are \(2N + Q + 1\) variables and \(R + 2Q + 2N\) constraints, where \(Q\) is the total number of unordered pairs of elements for the given problem and \(R\) is the total number of immediate precedence relationships defined earlier in this chapter.

For \(N\) elements the maximum number of unordered pairs can be \(N(N - 1)/2\). Let \(p = Q/\lceil N(N-1)/2 \rceil\). In assembly line balancing problems encountered in practice the value of \(p\) ranges between 0.15 to 0.85.\(^{(25)}\). Since \(Q\) is large compared to \(N\), the number of variables in Bowman's second
formulation is given by \( Q \approx p \frac{N(N-1)}{2} \approx p \frac{N^2}{2} \) neglecting small order numbers. Let \( K \) be the average number of elements per station. Then \( M \approx \frac{N}{K} \) and the number of variables (i.e. \( MN \)) in our formulation is approximately \( \frac{N^2}{K} \). Bowman's second formulation is likely to have more variables compared to our formulation if \( Kp > 2 \), which is usually satisfied for most of the problems. The number of constraints in Bowman's second formulation are much larger compared to our formulation since \( 2Q + 2N + R > M + N + R \). For a 45 element problem (33) Bowman's second formulation requires 655 variables and 1275 constraints compared to 450 variables* and 117 constraints for the formulation proposed in this thesis.

*This does not consider the reduction in number of variables by the method suggested earlier in this chapter.
In the previous chapter an improved zero-one integer programming formulation has been suggested for an assembly line balancing problem. There are a number of algorithms reviewed in (12) for solving zero-one integer programming problems. The algorithm used in this thesis follows basically the Balas' additive algorithm as modified by Geoffrion (9). In this chapter we summarize the above algorithm and discuss the various simplifications made in its various steps to take advantage of the special structure of the problem and thereby reduce computation time.

A zero-one integer programming problem can be written in the form

$$\min \sum_{j=1}^{n} c_j x_j$$

$$\text{s.t. } b_k + \sum_{j=1}^{n} a_{kj} x_j \geq 0, \ k=1,...,m, \quad (P)$$

$$x_j = 0 \text{ or } 1, \ j=1,...,n.$$ 

To understand the Balas' algorithm certain definitions are useful. A partial solution $S$ is defined as an assignment of binary values to a subset of the variables. Any variables not assigned a value are called free. An element $j(-j)$ of $S$ indicates that $x_j$ takes on the value 1(0).
in the partial solution. The order in which the elements of $S$ are written is used to represent the order in which the elements have been generated. A completion of a partial solution $S$ is defined as a solution that is determined by $S$ together with a binary specification of the values of the free variables. An element belonging to $S$ may or may not be underlined. The significance of an underline at the $k^{th}$ position (counting from left) is that all completions of the partial solution up to and including the $k^{th}$ element complemented (i.e., multiplied by $-1$) have been accounted for. A partial solution is said to be augmented when a free variable is assigned a fixed value.

For a given partial solution it may be possible to find a feasible completion that minimizes the objective function among all feasible completions. Secondly it may be possible to determine that the partial solution has no feasible completion better than the current best known feasible solution. In either case we say that the partial solution has been fathomed. Once a partial solution is fathomed, the implicit enumeration scheme backtracks to a partial solution which will allow further augmentation. When this occurs attempt is made to fathom the new partial solution.

The feasibility tests usually include tests for binary infeasibility and conditional binary infeasibility. A constraint is said to be binary infeasible if it has no binary solution and is said to be conditionally binary infeasible if its binary feasibility is contingent upon certain of the variables taking on particular binary values. It is easily verified that $\beta + \sum_j a_j x_j \geq 0 (> 0)$ is binary infeasible iff $\beta + \sum_j \max\{0, a_j\} - |a_{j_0}| < 0 (< 0)$ implies
\[ x_j = 0 \text{ or } 1 \] according as \( a_{j0} < 0 \) or \( a_{j0} > 0 \), in any binary solution of \( \beta + \sum_j a_j x_j \geq 0 \) \((>0)\).

Associated with any partial solution \( S \) is an integer program \((P_S)\) involving the free variables only.

\[
\text{Min } Z^S + \sum_{j \notin S} c_j x_j \tag{P_S}
\]

subject to \( b_k^S + \sum_{j \notin S} a_{kj} x_j \geq 0, \ x_j = 0 \text{ or } 1 \)

where notation \( j \in S \) \((j \notin S)\) refers to the fixed \((\text{free})\) variables,

\[
Z^S = \sum_{j \in S} c_j x_j \text{ and } b_k^S = b_k + \sum_{j \in S} a_{kj} x_j.
\]

The flow chart for Geoffrion's algorithm is given below which is basically the diagram given in (9) except that step 2a has been added. This step corresponds to the conditional binary infeasibility tests where certain free variables are required to be zero or one to ensure feasibility.
\( \bar{z} \) is the best known upper bound for \( \bar{p} \).

\( S = \emptyset \)

\[ b_k^S \geq 0 ? \]

\( k = 1, \ldots, m \)

If \( Z^S < \bar{z} \), then

\( \bar{z} + Z^S \) and

\( \bar{s} = S \)

\[ T^S = \{ j \text{ free: } Z^S + c_j < \bar{z} \text{ and } a_{kj} > 0 \} \]

for some \( k \) such that \( b_k^S < 0 \)

\[ b_k^S + \sum_{j \in T^S} \max\{0, a_{kj}\} < 0 \]

some \( k \) such that \( b_k^S < 0 \)

\[ (a) \text{ If } b_k^S + \sum_{j \in T^S} \max\{0, a_{kj}\} - |a_{kjo}| < 0 \]

then set

\[ x_{jo} = \begin{cases} 0 & \text{if } a_{kj} > 0, \\ 1 & \text{if } a_{kj} < 0, \end{cases} \]

for \( k = 1, \ldots, m \). If any variable has been set equal to 1, go to 1a. Otherwise proceed to 2b.

\[ (b) \text{ Augment } S \text{ by } j_o \in T^S \text{ which maximizes } \]

\[ m \sum_{k=1} b_k^S + a_{kj} \]

over all \( j \in T^S \).

Go to 1a.

Locate the rightmost element of \( S \) which is not underlined. If none exists, terminate, otherwise replace the element by its underlined complement and drop all elements to the right.

Figure 1. Flowchart of Geoffrion's Algorithm
It may be observed that the above algorithm requires that the
constraints be in inequality form whereas the formulation discussed in
Chapter III involves equality constraints. Furthermore the problem has
certain special structure which can be taken advantage of. After a
discussion of these aspects below we will then develop a simplified
version of Geoffrion's algorithm to solve an assembly line balancing
problem.

In the formulation presented in Chapter III, Equation (4), i.e.,
\[ \sum_{i=1}^{M} x_{ij} = 1, \quad j = 1, \ldots, N, \]
are equality type constraints. Bales (2) suggests replacement of equality constraints by inequality constraints
giving Equations (9) and (10) below in place of (4).

\[ 1 - \sum_{i=1}^{M} x_{ij} \geq 0, \quad j = 1, \ldots, N. \quad (9) \]

and

\[ 1 - \sum_{i=1}^{M} x_{ij} \leq 0, \quad j = 1, \ldots, N. \quad (10) \]

The following remark enables us to substitute the constraints in
(10) by a single constraint

\[ \sum_{i=1}^{M} \sum_{j=1}^{N} x_{ij} \leq 0. \quad (11) \]

Remark 2: Given \( X = [x_{ij}] \), \( x_{ij} = 0 \) or 1, \( i = 1, \ldots, M, j = 1, \ldots, N \), satisfying
Equation (9), then Equation (10) is satisfied if Equation (11) is
satisfied.
Proof: We first prove that Equation (11) implies Equation (10). Suppose Equation (10) is not satisfied. Then

\[ 1 - \sum_{i=1}^{M} x_{ij} > 0 \]

for some \( j = j_0 \). From Equation (9), we have

\[ \sum_{j=j_0}^{M} (1 - \sum_{i=1}^{M} x_{ij}) \geq 0 \]

On adding,

\[ \sum_{j=1}^{N} \sum_{i=1}^{M} x_{ij} > 0 \]

which contradicts Equation (11). Hence Equation (11) implies Equation (10). On the other hand adding Equations in (10), we find that Equation (10) implies Equation (11).

Thus the following constraints fully describe the assembly line balancing problem.

\[ \text{Min} \sum_{i=M_0+1}^{M} \sum_{j \in F} x_{ij} z_j \left[ \sum_{k \in F} t_k + 1 \right]^{(i-M_0-1)} \]  

(12)
subject to

\[ C - \sum_{j=1}^{N} t_{j}x_{ij} \geq 0, \quad i=1, \ldots, M, \quad (13) \]

\[ 1 - \sum_{i=1}^{M} x_{ij} \geq 0, \quad j=1, \ldots, N, \quad (14) \]

\[ \sum_{i=1}^{M} (M-i+1)(x_{ip} - x_{iq}) \geq 0, \quad \text{for } i \neq j, \quad p \in I(q) \quad (15) \]

and

\[ -N + \sum_{i=1}^{M} \sum_{j=1}^{N} x_{ij} \geq 0. \quad (16) \]

Letting \( m = M + N + R + 1 \) the above equations can be written as,

\[ \text{Min} \sum_{i=1}^{M} \sum_{j=1}^{N} c_{ij}x_{ij} \]

s.t. \( b_k + \sum_{i=1}^{M} \sum_{j=1}^{N} a_{kij}x_{ij} \geq 0, \quad k=1, \ldots, m. \)

In the above equations, \( k=1, \ldots, M \), refer to (13), \( k=M+1, \ldots, M+N \) refer to (14) and \( k=M+N+1, \ldots, M+N+R \) refer to (15) and \( k=m \), refers to Equation (16).

We notice that the matrices \( [b] \) and \( [a_{kij}] \) have special structure
in the integer programming formulation of the assembly line balancing problem. This is summarized in Table I. The cost coefficients of the variables are such that only few of them are positive and the rest are all zero. Now we will discuss the modifications of Geoffrion's algorithm to take advantage of the special structure.

Given a partial solution $S$, we have already defined

$$b_k^S = b_k + \sum_{(i,j) \in S} a_{ij} x_{ij},$$

so that we must have

$$b_k^S + \sum_{(i,j) \notin S} a_{ij} x_{ij} \geq 0.$$ 

Under the augmentation procedure adopted (discussed in detail later) we would like to show that if $b_k^S + a_{ij} < 0$ for some $k = 1, \ldots, m-1$, then $x_{ij}$ must be equal to zero for feasibility.

For showing this we first prove the following remark. The terms partial solution and completion used in this remark have already been defined earlier in this chapter.

**Remark 3:** Consider Equations (17) and (18) below in binary variables $x_{ij}$,

$$1 - \sum_{i=1}^{M} x_{ij} \geq 0, \quad j=1, \ldots, N, \quad (17)$$
<table>
<thead>
<tr>
<th>Equation $k$</th>
<th>$b_k$</th>
<th>$a_{kij}$, $i=1,\ldots,N$, $j=1,\ldots,N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1,\ldots,M$</td>
<td>$c&gt;0$</td>
<td>$a_{kij} = \begin{cases} 0 &amp; \text{if } i \not&lt; k, \forall j \ &lt; 0 &amp; \text{otherwise.} \end{cases}$</td>
</tr>
<tr>
<td>$M+1,\ldots,N+N$</td>
<td>1</td>
<td>$a_{kij} = \begin{cases} -1, &amp; j = k - N, \forall i \ 0 &amp; \text{otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$M+N+1,\ldots,N+N+R$</td>
<td>0</td>
<td>$a_{kij} = \begin{cases} M-1+1, &amp; j = p &lt; q \ -(M-1+1), &amp; j = q \ 0 &amp; j \not&lt; p, q \end{cases}$</td>
</tr>
</tbody>
</table>

Hence $a_{kip} = -a_{kij}$, $a_{k+1p} = -a_{k+1,i,q}$

$-N$ $a_{mij} = 1$, $\forall i,j$.  

Table I. Coefficients $b_k$ and $a_{kij}$ for the Integer Programming Formulation of Assembly Line Balancing Problem.
\[
\sum_{i=1}^{M} \sum_{j=1}^{N} a_{kij} x_{ij} > 0 ,
\]

where
\[
a_{kij} = \begin{cases} 
(M - i + 1) > 0 , & j = p , \\
0 , & j \not\in p,q , \\
-(M - i + 1) < 0 , & j = q . 
\end{cases}
\]

Let \( S \) define a partial solution which does not violate Equations (17) or (18) and let
\[
b_{k}^{S} = \sum_{(i,j) \in S} a_{kij} x_{ij} .
\]

If for some \((i_{o}, q)\)\(|\not\in S|,
\[
(i) \quad b_{k}^{S} + a_{ki_{o}q} < 0 , \\
(ii) \quad x_{ip} \not\in 1 \text{ for all } i > i_{o} , \\
(iii) \quad (i,j) \in S \text{ for } i \leq i_{o} - 1 \text{ and all } j ,
\]

then \( x_{i_{o}q} = 0 \) in any completion of \( S \) satisfying Equations (17) and (18).
Proof: Suppose \( x_{iq} = 1 \) for some \( i \not= i_0 \). Then obviously \( x_{ipq} = 0 \) to satisfy Equation (17). Hence we need to consider only cases where \( x_{iq} \uparrow 1 \) for all \( i \). Note that in general

\[
x_{ij} \uparrow 1 \implies x_{ij} = 0, \text{ if } (i,j) \in S.
\] (24)

Now, since \( x_{iq} \uparrow 1 \), noting Equation (19), we get from Equation (20),

\[
b_k^S = \sum_{(i,p) \in S} a_{kip} x_{ip}.
\]

But from Equation (21) and (19), \( b_k^S = a_{k0q} \). Hence \( x_{ip} \uparrow 1 \) for \( i \leq i_0 \) since Equation (19) implies \( a_{kip} > a_{k, i+1, p} \). But \( x_{ip} \uparrow 1 \), for \( i > i_0 \) from Equation (22). Hence \( x_{ip} \uparrow 1 \), i.e., \( x_{ip} = 0 \), \( (i,p) \in S \) from Equation (24) giving \( b_k^S = 0 \).

Now suppose \( x_{i0q} = 1 \). Then obviously we do not have a feasible completion if

\[
b_k^S + a_{k0q} + \max \left[ \sum_{(i,j) \in S} a_{kij} x_{ij} \left| (i,j) \not= (i_0q) \right. \right] < 0.
\] (25)

But \( b_k^S = 0 \) and \( a_{k0q} = -(M - i_0 + 1) \). Further from Equation (19), \( a_{kij} > 0 \) only for \( j = p \), and \( x_{ip} = 0 \), \( i < i_0 \) from Equation (23) and our proof that \( x_{ip} = 0 \), \( (i,p) \in S \). Hence noting Equation (17), the last term
in Equation (25) is less than or equal to $a_{k,i_o+1,p} = (N-i_o)$. Hence inequality in (25) is satisfied and hence we must have $x_{i_oq} = 0$. This completes the proof.

Our solution procedure discussed later ensures that the hypothesis of Remark 3 is satisfied. Hence $b_k^S + a_{kij} < 0$ for some $k = M+N+1, \ldots, M+N+R$, implies $x_{ij} = 0$. Furthermore the solution procedure ensures $b_k^S > 0$, $k=1, \ldots, M-1$, at every stage and $a_{kij} < 0$, $k=1, \ldots, M+N$, $i=1, \ldots, M$ and $j=1, \ldots, N$. Obviously then if $b_k^S + a_{kij} < 0$, $k=1, \ldots, M+N$, we must have $x_{ij} = 0$, since otherwise there is no way to get a feasible completion.

It may be noted that in equations $k = M+1, \ldots, M+N$, if some $x_{i_oj} = 1$, then $x_{ij} = 0$ for all $i \neq i_o$. Since this rule of augmentation is very simple and augments several variables at a time these constraints have been treated logically rather than use the conditional binary infeasibility tests. Incidentally this reduced the storage requirements for solving the problem by about 25%.

It may be further noted that for some $k$, if $b_k^S \geq 0$, then $b_k^S + a_{kij} < 0$, only if $a_{kij} < 0$. From Table I, $a_{kij} < 0$ only for $i = k$ in the set of equations from $k = 1, \ldots, N$, and for $H_q$ equations among $k=M+N+1, \ldots, M+N+R$, where $H_q$ is the number of elements which immediately precedes any given element $q$ and

$$R = \sum_{q=1}^{N} H_q$$

as defined earlier in Chapter III.
We will now show that certain other steps in Geoffrion's algorithm shown in flow diagram 1 can be eliminated or simplified. In step 1a, since we always maintain $b^S_k \geq 0$, $k=1,\ldots,m-1$, only the last equation needs to be tested. Step 1b is designed to select variables for which $Z^S + c_{ij} < \bar{Z}$ and $a_{kij} > 0$ for some $k$ with $b^S_k < 0$. In our algorithm $b^S_k < 0$ for only $k=m$ and $a_{mij} = 1$ for all $i$ and $j$. Hence the selection of variables reduces to testing $Z^S + c_{ij} < \bar{Z}$. Again in step 1c, usually

$$\sum_{(i,j) \notin S} a_{mij} > b^S_m$$

(except when a large number of $x_{ij}$ are set equal to zero in Step 3b and 3c of the proposed algorithm discussed later). Hence the test is seldom effective and is not included in our algorithm. As discussed earlier we have simplified the conditional binary infeasibility test given in step 2a.

Now we consider step 2b of Geoffrion's algorithm. We have $b^S_k + a_{kij} \geq 0$, $k=1,\ldots,m-1$, for all $(i,j) \notin S$ since by the conditional binary infeasibility test, we have set already $x_{ij} = 0$, for variables which violated the above condition. For $k=m$, $b^S_m + a_{mij} = b^S_m + 1$ for all $(i,j) \notin S$. Thus the test fails to discriminate among variables in the extent by which infeasibility is reduced. Hence the test is not used in our proposed algorithm.

In addition to the simplifications discussed above in the various steps of Geoffrion's algorithm an additional step for calculating a
lower bound on the objective function of the feasible completion is added in the proposed algorithm. This is obtained by first finding the revised estimate of the minimum number of stations needed, denoted by \( i_2 \). The lower bound is then computed from

\[
Z_{est} = Z^S + c_{i2}j_f,
\]

where \( t_{jf} = \min_{j \in F} t_{jf} \), i.e., \( J_f \) is the element without followers and with the least performance time. This will enable us to fathom a partial solution even when a few variables have been assigned binary values.

We will now describe the algorithm. Initially \( b^S_k \geq 0 \), \( k=1,...,m-1 \), and \( b^S_m < 0 \). The following sequence \( \sigma \) is used in the augmentation steps 1 and 3a below.

\[
\sigma: (x_{i1}, x_{i2},..., x_{IN}; x_{21},..., x_{2N};..., x_{M1},..., x_{MN})
\]

Procedure:

Step 1: Start from an initial feasible partial solution \( S_0 \) and \( Z \) obtained by a heuristic method satisfying Equations (22) and (23) of Remark 3 where \( (i_o,q) \) is the left most free variable in sequence \( \sigma \). Go to step 7.

(Otherwise one can start from \( S_0 = \phi, Z = \sum_{j \in F} c_{ij} \). In such a case, set \( i_o = 1, j_o = 1 \) and proceed to step 3b.)

Step 2: If \( b^S_m \geq 0 \), go to step 6. Otherwise go to step 3a.

Step 3a: Select the left most free variable in sequence \( \sigma \), say \( x_{i1j1} \). If \( i_1 = i_o \), set \( j_0 = j_1 \) and proceed to step 3b. If \( i_1 > i_o \) proceed to step 4.

Step 3b: If \( Z^S + c_{i0j0} > Z \) or \( b^S_k + a_{kj0} < 0 \) for some \( k=1,...,m-1 \), then
set \( x_{1o} = 0 \) and return to 3a. (Note: As discussed earlier only \( \lambda \leq 1 \) equations have \( a_{k1o} < 0 \) and need to be checked.) Otherwise proceed to step 3c.

**Step 3c:** Set \( x_{1o} = 1 \) and \( x_{1j} = 0 \), for all \( i \neq 1 \) and \( (1, j) \in S \).

Return to step 3a.

**Step 4:** Estimate the minimum number of stations \( \tilde{z}_2 \) given by

\[
\tilde{z}_2 = 1_o + \left[ \sum_{j \in \mathcal{P}} t_j/C \right] R
\]

where

\[
\mathcal{P} = \{ j | x_{1j} \neq 1, \text{ for any } i \}.
\]

Estimate the lower bound \( z_{est} = z^S + c_{12} t_f \) and \( t_f = \min_{j \in \mathcal{P}} t_j \). Go to step 5.

**Step 5:** If \( z_{est} = \tilde{z} \), then go to step 7. Otherwise set \( 1_o = 1_2 \) and return to step 2.

**Step 6:** If \( z^S = \tilde{z} \), then set \( \tilde{z} = z^S \) and store the corresponding partial solution as \( \hat{S} \). Go to step 7.

**Step 7:** Locate the rightmost element \( x_{1j} \) of \( S \) which is not underlined. If none exists terminate. Otherwise replace the element by the underlined complement and drop all other elements to the right. Set \( 1_o = 1_1 \) and return to step 2.

The above steps are represented in a flow diagram shown in Figure 2. In step 1, of the procedure, an initial feasible solution is obtained by a simple heuristic method of Helgeson and Birnie (15) described in Chapter II. Their technique is executed basically with the same steps as described above except that the element numbers are replaced by the
ranks of the elements which are based on their positional weights. Since we do not have a good bound $Z$ at the beginning we omit steps 4 and 5 while executing the above method. The steps in the above heuristic method are such that the partial solution representing the initial feasible solution satisfies the conditions Equations (22) and (23) of Remark 3 where we let $(i_0, q)$ to be the left most free variable in sequence $\sigma$. We have not represented the details of the heuristic method in the flow chart given in Figure 2.

Block 8 in the flow diagram represents the reading of data for assembly line balancing problem. Block 9 represents the calculations made to get the coefficients $b_k$, $c_{ij}$, and $a_{kij}$ for the integer programming problem.

We now consider the usefulness of surrogate constraints to the integer programming formulation of the assembly line balancing problem. A surrogate constraint is obtained by a nonnegative linear combination of the original constraints plus the constraint $(\bar{Z} - \sum_{i,j} c_{ij} x_{ij})$ where $\bar{Z}$ is the value of currently best known feasible solution of (P). More precisely each surrogate constraint has the form $U(b + A \mathbf{x}) + (\bar{Z} - \sum_{i,j} c_{ij} x_{ij}) \geq 0$ for some nonnegative $m$-vector $U$. The strength of a surrogate constraint is related to its ability to fathom a partial solution represented by conditions 1b and 1c of the flow diagram given in Figure 1.

To obtain the "strongest" surrogate constraint Geoffrion (10) solves the following linear program.
Calculate $c_{ij}$, $b_k$, $a_{kij}$ for the integer programming problem.

Obtain a starting feasible solution. Store $S = S^0$, $Z = Z^0$.

For left most $x_{ij}$ of $S$, say $x_{i_1j_1}$, if $i_1 > i_o$, then go to step 4. Otherwise set $j = j_1$.

Set $x_{i_1j_0} \leftarrow 0$ if $Z^S + c_{i_1j_0} > Z$ or $b_k + a_{kij_0} < 0$ for any $k = 1, \ldots, m-1$, with $a_{kij_0} < 0$. Otherwise set $x_{i_0j_0} \leftarrow 1$ and all $x_{ij} < 0$.

$i_o \leftarrow i_1$. Repeat step 3.

$S > 0.0$ \hspace{1cm} \textbf{yes} \hspace{1cm} \textbf{No}

If $Z^S < Z$, set $S = S^0$, $Z = Z^S$.

$i_2 = i_o + \left[ \sum t_{ij} \right]^{R}$, $x_{ij} = 1$, for all $i$

$Z_{est} = Z^S + c_{i_2j_2}$ where $t_{j} = \min t_j$

$i_o \leftarrow i_1$ \hspace{1cm} \textbf{no} \hspace{1cm} \textbf{yes}

Locate the rightmost element $x_{i_1j_1}$ of $S$ which is not underlined. If none exists terminate. Otherwise replace $i_1j_1$ by $i_1j_1$ and drop all elements to the right. Set $i_o = i_1$.

Figure 2. Flowchart for the Proposed Algorithm
\[
\begin{align*}
\text{Min} \quad & \sum_{k=1}^{m} u_k b_k^S + \bar{Z} - Z^S + \sum_{(i,j) \in S} w_{ij} \\
\text{subject to} \quad & w_{ij} \geq \sum_{k=1}^{k=m} u_k a_{kij} - c_{ij}, \quad (i,j) \in S, \\
& w_{ij} \geq 0, \quad (i,j) \in S, \quad u_k \geq 0, \quad k=1, \ldots, m,
\end{align*}
\]

where \(w_{ij}\) are the dual variables of the constraint \(x_{ij} \leq 1\) in the continuous version of the problem (P).

We examine the Kuhn-Tucker equations for optimality to the Problem (LP_g) and show under what conditions in assembly line balancing problem we do not obtain a surrogate constraint.

In (LP_g), since \(Z - Z^S\) is a constant as far as u and w are concerned it can be omitted. Hence the Lagrangian function for (LP_g) becomes

\[
F(u,w,\lambda) = \sum_{k=1}^{k=m} u_k b_k^S + \sum_{(i,j) \in S} w_{ij} - \sum_{(i,j) \in S} \lambda_{ij} (w_{ij} - \sum_{k=1}^{m} u_k a_{kij} + c_{ij})
\]

where \(\lambda_{ij}\) are the Lagrangian multipliers.

The Kuhn-Tucker conditions are,
\[ b_k + \sum_{i,j \in S} \lambda_{ij} a_{kij} \geq 0, \quad k = 1, \ldots, m, \]  
(26)

\[ 1 - \lambda_{ij} \geq 0, \quad i,j \notin S, \]  
(27)

\[ u_k \left[ b_k + \sum_{i,j \in S} \lambda_{ij} a_{kij} \right] = 0, \quad k = 1, \ldots, m, \]  
(28)

\[ w_{ij} \left[ 1 - \lambda_{ij} \right] = 0, \quad i,j \notin S, \]  
(29)

\[ w_{ij} - \sum_{k=1}^{m} u_k a_{kij} + c_{ij} \geq 0, \quad i,j \notin S, \]  
(30)

\[ \lambda_{ij} \left[ w_{ij} - \sum_{k=1}^{m} u_k a_{kij} + c_{ij} \right] = 0, \quad i,j \notin S, \]  
(31)

\[ u_k \geq 0, \quad k = 1, \ldots, m, \quad w_{ij} \geq 0, \quad \lambda_{ij} \geq 0, \quad i,j \notin S. \]

The conditions (26),(27) are exactly the same as the conditions of the problem \((P_2)\) in which \(\lambda_{ij}\) replaces \(x_{ij}\). There is one to one correspondence between \(\lambda_{ij}\) and \(x_{ij}\) and hence in further discussion we will use \(x_{ij}\) instead of \(\lambda_{ij}\) in the above equations.

Let \(x = \begin{bmatrix} x_{ij} \end{bmatrix}, \quad i = 1, \ldots, M, \quad j = 1, \ldots, N\) be a solution to Equations (26)
and (27). $u_k = 0, k=1,...,m$, $w_{ij} = 0, ij\notin S$, satisfies Equations (28), (29) and (30) since $c_{ij} \geq 0$ (Equation (12), Chapter IV). It is also a solution to equation (31) if

$$c_{ij}x_{ij} = 0, i=1,...,M, j=1,...,N.$$  \hspace{1cm} (32)

From Equation (12) of Chapter IV we find that $c_{ij} > 0$ only for $i > M'$ and $j \notin F$ where $M'$ is the minimum number of stations required and $F$ is the set of elements with no followers. The number of variables whose $c_{ij} > 0$ forms a small proportion of the total number of variables and hence in many cases the solutions to the LP problem would satisfy Equation (32). In such cases since $u_k = 0, k=1,...,M$ we obtain $$(\bar{z} - cx) > 0$$ as a surrogate constraint.

Also the optimal value of the objective function $v(LP_g)$ serves as an useful lower bound for the partial solution $S$ in other problems. The lower bound calculated in step 4 of the procedure described earlier is at least as good or better than $v(LP_g)$ since we allow fractional solutions to $LP_g$ but not in step 4 of the procedure. The bound calculated by step 4 takes very little calculation effort unlike the LP solution.

For a few problems tested, the results point to the same conclusion obtained above. For 4 problems (up to 11 elements) we used the above program with and without surrogate constraints calculated by linear programming. The results are presented in Appendix III. The computation time without LP is much less than the computation time with LP. We
obtained ($\tilde{Z} - GX$) as the surrogate constraint in all the iterations it was evaluated.

The program with LP* also required too much storage to solve assembly line balancing problems with more than 15 elements. Even eliminating the LP subroutine was inadequate from the point of view of obtaining good computational results comparable to other algorithms for assembly line balancing problems. Hence the above modifications suggested in this chapter were incorporated. The computational results obtained with the modified program are presented in the next chapter.

*The memory capacity in number of words required by Geoffrion's algorithm (8) is approximately $n^2 + n(3m + 18) + 9000$. 
CHAPTER V

COMPUTATIONAL RESULTS AND CONCLUSIONS

In this chapter we consider the computational results of the procedure discussed in Chapter IV. A computer program based on the above procedure has been tested for a number of problems up to 45 elements. The computing time for those problems are presented here and compared mainly with other exact methods. Also we compare the various methods on the basis of their solution technique, and storage capacity needed. The results presented here indicate the proposed algorithm compares favorably with other exact methods in computing time and storage requirements.

The computer program was written in FORTRAN V for UNIVA6 1108 computer with 60,000 word capacity. It is based on (8) though it has been modified considerably as indicated in Chapter IV. The input to the computer program for assembly line balancing problem includes the performance times, immediate predecessors, the total number of immediate predecessors and the positional weight of each element. Instead of using the conventional precedence matrix which itself requires a large storage capacity, the immediate predecessors of each element are identified by a small matrix as suggested by Moodie and Young (28). The output gives the list of elements assigned to various stations and the calculation time for intermediate steps. The computer program can handle assembly line balancing problems for which $M \cdot N \leq 450$ and
The computational results of this algorithm for 6 different problems taken from various articles are given in Table II. The results show that smaller problems up to 30 elements require computing time of less than a second. The 45 element problem of Kilbridge and Wester (33) is solved in about 5 seconds of computer time. Bigger problems could not be solved because storage requirements exceed the computer core memory capacity available.

We will now discuss the reduction of computing time obtained by the modifications suggested to Geoffrion's algorithm (9) in Chapter IV. From Appendix III we find that for 7 element and 11 element problem (cycle times = 10) the computing times for Geoffrion's algorithm without LP subroutine was 0.152 and 3.758 secs respectively. From Table II we find that the computing times for the above problems by the proposed algorithm is reduced to 0.026 and 0.853 secs. Hence one can see that computing times have been reduced by a factor of about 4 by the modifications.

Direct comparison with other techniques is beset with number of difficulties. The computation times depend upon the computer,

*The storage word capacity required for a general assembly line balancing problem is approximately \( M \times N \times (M+R+12) + (M+Q) + 9000 \), where \( Q = \max_{q=1}^{N} H_q \), i.e., the maximum number of direct predecessors for any element.

+Auxiliary storage devices like magnetic tapes can be used for large problems but comparisons of computing time with other algorithms becomes difficult.
### Table II. Computational Results Using Proposed Algorithm

| Problem No. | No. of Elements | Cycle Time | Max No. of Stations | Min No. of Stations | No. of Prec. Relations | No. of Constraints | No. of Variables | Time for Generation of Coeff. | Time for Initial Soln. by Approx. Method | Time at Last Pass. Solution | Time for Backtracking | Total Computation Time | No. of Feasible Sets* | Order + Strength | Problem Reference |
|-------------|----------------|------------|---------------------|--------------------|------------------------|--------------------|----------------|-----------------------------|--------------------------------|----------------------------|------------------------|---------------------|---------------------|---------------------|----------------------|---------------------|
| 1           | 7              | 10         | 4                   | 3                  | 5                      | 10                 | 28             | 0.015                       | 0.005                          | 0.006                      | 0.004                 | 0.026               | 22                  | 0.53                | 14                  |
| 2           | 11             | 10         | 6                   | 5                  | 13                     | 20                 | 66             | 0.018                       | 0.008                          | 0.824                      | 0.011                 | 0.853               | 50                  | 0.58                | 18                  |
| 3           | 11             | 12         | 6                   | 4                  | 13                     | 20                 | 66             | 0.018                       | 0.006                          | 0.013                      | 0.012                 | 0.049               | 50                  | 0.58                | 18                  |
| 4           | 19             | 12         | 9                   | 8                  | 29                     | 39                 | 171            | 0.025                       | 0.015                          | 0.016                      | 0.030                 | 0.071               | 1986                | 0.46                | 17                  |
| 5           | 21             | 14         | 10                  | 8                  | 27                     | 38                 | 210            | 0.024                       | 0.017                          | 0.018                      | 0.036                 | 0.078               | 187                 | 0.71                | 32                  |
| 6           | 21             | 18         | 9                   | 6                  | 27                     | 37                 | 189            | 0.023                       | 0.016                          | 0.072                      | 0.051                 | 0.146               | 187                 | 0.71                | 32                  |
| 7           | 21             | 20         | 8                   | 6                  | 27                     | 36                 | 168            | 0.023                       | 0.015                          | 0.017                      | 0.030                 | 0.070               | 187                 | 0.71                | 32                  |
| 8           | 21             | 21         | 8                   | 5                  | 27                     | 36                 | 168            | 0.022                       | 0.015                          | 0.094                      | 0.037                 | 0.153               | 187                 | 0.71                | 32                  |
| 9           | 21             | 17         | 8                   | 6                  | 40                     | 49                 | 224            | 0.026                       | 0.023                          | 0.104                      | 0.102                 | 0.232               | 326,494             | 0.24                | 16                  |
| 10          | 45             | 69         | 10                  | 8                  | 62                     | 73                 | 450            | 0.100                       | 0.049                          | 4.661                      | 0.188                 | 4.949               | **                  | 0.43                | 33                  |

* - Found by methods described by Held et al. (14).
+ - Explained later in this chapter.
** - Too big to calculate exactly and greater than 5 x 10^5.
programming language, availability and use of peripheral devices, proficiency of programmers, etc. Also we could not obtain test problems for which computation times for all other methods are available. Hence we make an indirect comparison with various other methods particularly the exact methods citing computation times for the problems solved using their algorithms.

Held et al. (14) report of a 36 element problem* with 13000 feasible sets which has been solved in 20 seconds in IBM 7090 computer** by their dynamic programming method without any approximation. Computer program based upon their successive approximation method has solved the 21 element problem mentioned earlier in an average time of 0.6 seconds in IBM 7094**, and the 45 element of problem mentioned earlier in 60 seconds of IBM 7090 (14). It must be pointed out that their program is written partly in Machine language and partly in FORTRAN.

Gutjahr and Nemhauser (13) using their network method solve a 14 element problem with 710 feasible subsets approximately in 3 secs. and 17 element problem with 6320 feasible subsets in 6 minutes in IBM 7090 using FAP language. The authors remark that their computer program has not been optimized. Jackson's dynamic programming algorithm solves 20

---

* Unfortunately the 36 element problem was not available for a comparative study.

**Auerbach Corporation's comparison data for various computers indicates that UNIVAC 1108 is about 7 times faster compared to IBM 7090 and 3 times compared to IBM 7094.
element problems in about 20 seconds in IBM 7094 using FORTRAN IV (25).

Mertens (26) reports that his branch and bound algorithm takes less time compared to Held, et al, for problems less than 10 elements but his computing times are not available. He also reports that his algorithm requires too much storage capacity for problems beyond 30 elements. The same can be said for the branch and bound method of Jaeschke (20) though no computational experience has been reported. The approaches of Salveson, Bowman and Klein have not been computationally tested but one can see that they will not be comparable to any of the above exact methods.

In the approximate methods, Arcus (1) has solved the 45 element problem mentioned earlier in approximately 32 seconds of IBM 7090 computer. The other approximate methods (16), (17), (28), and (32) take considerably more time for some of the problems given in Table II for which they have been applied.

Comparing with other methods, it can be concluded that for problems up to 45 elements the algorithm presented here is faster by about 50% when compared to that of Held et al. (14) and is much faster compared to the other exact and approximate methods except to that of Arcus (1).

Now the various basic approaches to the assembly line balancing problem will be discussed. An assembly line balancing problem is combinatorial in nature and as the number of elements increases the number of feasible sequences increases rapidly. Ignall (18) indicates that a rough estimate of the number of feasible sequences is given by $N!/2^R$ where $R$ is the total number of immediate (or covering) precedence relationships.
The actual number of feasible sequences in any problem is determined by the strength of partial ordering. A quantitative measure of order strength* is given by the ratio of actual number of immediate and implied precedence relations to the maximum number of precedence relations possible. The latter is given by \( N(N-1)/2 \). The number of feasible sequences are inversely related to order strength.

As discussed in Chapter II Held et al. (14) made use of feasible sets instead of feasible sequences for storing the cost values of the solutions. The feasible sets are less numerous compared to feasible sequences. But even the number of feasible sets increases rapidly with the number of elements. A procedure for calculating the number of feasible sets for a given assembly line balancing problem is given in (14). For a 28 element problem given in (16) the number of feasible sets is about \( 3 \times 10^5 \). Gutjahr and Nemhauser (13) also use feasible sets in their method.

Branch and bound methods (20) and (36) and the dynamic programming approach of Jackson (19) examine the various combinations of elements that can be assigned to a station. Held et al. (14) compared their method with Jackson's method (19) and stated that Jackson's method generally requires more computational effort than their method using feasible sets though for small problems Jackson's method is better than that of Held et al. Mertens (26) reports that for problems up to 10 elements the branch and bound method requires less computing time.

*It is given by \( (1-p) \) where \( p \) is as defined in Chapter III.
compared to that required by Held et al.

In solving the assembly line balancing problem by the algorithm given in Chapter IV, the elements of the partial solution S to the integer program are arranged in the order in which they have been generated. Hence this approach is equivalent to implicitly enumerating the feasible sequences. Though the method uses feasible sequences directly a number of feasible sequences are implicitly enumerated by the estimation of a good lower bound.

It appears that in assembly line balancing problem a large percentage of computing time is spent not in calculations but in the way the information is stored and retrieved as reported by Held et al. (14) and Gutjahr and Nemhauser (13). The method suggested by Geoffrion (9) and adopted in our computer program for storing S seems to be very efficient in remembering the history of enumeration. This could be one of the factors in making the computation time of our method less than that required for other algorithms.

There are a few parameters of the assembly line balancing problem which influence the computing time for an assembly line balancing problem. The important parameters are (i) number of elements (ii) minimum number of stations (iii) order strength. As expected, we can see from Table II that the computing time increases rapidly as the number of elements are increased as is true with all other techniques. From the results presented in Table II, it would be difficult to judge the effect of other two factors. A systematic study of a large number of problems similar to that done by Mastor (25) is needed to isolate the effect of various other factors.
For the algorithm suggested in this thesis, the storage requirements increase approximately to the third power* of the number of elements assuming that the numbers of elements assigned per station is about the same. Also the storage requirement is independent of the partial ordering of the elements. In other words the storage requirement will not vary with the number of feasible sequences, though during the solution procedure we implicitly enumerate the feasible sequences. This is in contrast to the methods of Held et al. (14) and Gutjahr and Nemhauser (13). The storage requirement for those methods is dependent on the number of feasible sets which increase as the order strength decreases (for a given number of elements). As Table II indicates the number of feasible sets increases much faster than to the third power of the number of elements. Also one is able to estimate in advance the storage space required much more easily than compared to other methods.

There seem to be further possibilities for improvement in the computer program particularly in the area of backtracking. Also a suitable choice of programming language will be beneficial in reducing computing time and storage. An approximate solution procedure for handling larger problems by decomposition could be attempted. It may also be possible to extend the integer programming formulation for handling special constraints like zoning constraints and multimodel sequencing.

*Storage capacity in our algorithm is mainly decided by matrix \( a_{ki} \). The no. of elements in the matrix is approximately given by \((M+R+1)(MR)\) which is \(aN^3\).
APPENDIX I-A

EXAMPLE FOR INTEGER PROGRAMMING FORMULATION
OF BOWMAN AND WHITE

Figure 3. Precedence Diagram For 8 Element Problem Taken From Bowman (5).

The numbers inside the circles denote the element numbers and the values above the circle denote the performance times of the elements.

Cycle time = 20 units

Minimum number of stations = \( \left\lceil \frac{N}{\sum_{j=1}^{N} \frac{t_j}{C}} \right\rceil \)

= \( \left\lceil \frac{75}{20} \right\rceil = 4 \)

Maximum number of stations = 7
(by a rough estimate)
Constraints

\[
\begin{align*}
11x_{11} + 17x_{12} + 9x_{13} + \cdots + 3x_{18} &\leq 20 \\
11x_{21} + 17x_{22} + 9x_{23} + \cdots + 3x_{28} &\leq 20 \\
11x_{71} + 17x_{72} + 9x_{73} + \cdots + 3x_{78} &\leq 20 \\
x_{11} + x_{21} + x_{31} + \cdots + x_{71} &\leq 1 \\
x_{12} + x_{22} + x_{32} + \cdots + x_{72} &\leq 1 \\
x_{18} + x_{28} + x_{38} + \cdots + x_{78} &\leq 1 \\
x_{11} \geq x_{12}; x_{11} + x_{21} \geq x_{22}; x_{11} + x_{21} + x_{31} \geq x_{32}; \cdots \\
\cdots; x_{11} + x_{21} + x_{31} + x_{41} + x_{51} + x_{61} + x_{71} \geq x_{72}; \\
x_{12} \geq x_{13}; x_{12} + x_{22} \geq x_{23}; \cdots \\
\cdots; x_{12} + x_{22} + x_{32} + x_{42} + x_{52} + x_{62} + x_{72} \geq x_{73}; \\
\cdots; x_{16} + x_{26} + \cdots + x_{76} \geq x_{78}.
\end{align*}
\]

\[\text{Min } 1(10x_{57} + 3x_{58}) + 14 (10x_{67} + 3x_{68}) + 196 (10x_{77} + 3x_{78})\]

No. of constraints \(= 7 + 8 + (8-1) \times 7 = 64\)

No. of variables \(= 56.\)
APPENDIX I-B

CONSTRAINTS FOR 8 ELEMENT PROBLEM FOR THE PROPOSED FORMULATION

Equations (33) and (34) of the previous formulation remain unchanged. The precedence relations represented by Equation (35) are modified as follows.

\[ 7x_{11} + 6x_{21} + 5x_{31} + 4x_{41} + 3x_{51} + 2x_{61} + x_{71} \]
\[ - (7x_{12} + 6x_{22} + 5x_{32} + 4x_{42} + 3x_{52} + 2x_{62} + x_{72}) \geq 0 \]

\[ 7x_{12} + 6x_{22} + 5x_{32} + 4x_{42} + 3x_{52} + 2x_{62} + x_{72} \]
\[ - (7x_{13} + 6x_{23} + 5x_{33} + 4x_{43} + 3x_{53} + 2x_{63} + x_{73}) \geq 0 \]

\[ 7x_{16} + 6x_{26} + 5x_{36} + 4x_{46} + 3x_{56} + 2x_{66} + x_{76} \]
\[ - (7x_{18} + 6x_{28} + 5x_{38} + 4x_{48} + 3x_{58} + 2x_{68} + x_{78}) \geq 0 \]

Hence the total number of constraints are

\[ = 7 + 8 + 8 = 23 \]

Number of variables are same as above.
Figure 4. Precedence Diagram for 11 Element Problem from Ignall (18).

The numbers inside the circle denote the element numbers and the values above denote the elemental times.

Cycle time = 10 units.
Maximum No. of stations = 6
<table>
<thead>
<tr>
<th>Element Number</th>
<th>( \Sigma t_i )</th>
<th>( \Sigma t_i + \epsilon_k )</th>
<th>( E_k )</th>
<th>( L_k = M - )</th>
<th>( L_k - \epsilon_k + 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>icP(k)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>40</td>
<td>46</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>11</td>
<td>2</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>13</td>
<td>2</td>
<td>12</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>10</td>
<td>1</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>22</td>
<td>3</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>15</td>
<td>2</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>22</td>
<td>27</td>
<td>3</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>21</td>
<td>3</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>42</td>
<td>46</td>
<td>5</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

Total = 42

Table III: Calculation of Number of Variables Required for Assembly Line Balancing Problem by Proposed Method.

The total number of variables required to describe the problem by the proposed modification = 42

The total number of variables required by White's formulation i.e. (MxN) = 11x6 = 66.

Reduction in the number of variables = 24.
APPENDIX III

RESULTS OF ASSEMBLY LINE BALANCING PROBLEM USING GEOFFRION’S
COMPUTER PROGRAM FOR ZERO-ONE INTEGER PROGRAMMING

<table>
<thead>
<tr>
<th>No. of Elements</th>
<th>Cycle Time (N)</th>
<th>No. of Stations (C)</th>
<th>No. of Variables (M)</th>
<th>No. of Const. (n)</th>
<th>No. of Const. (m)</th>
<th>Without LP</th>
<th>With LP (once in 8 iterations)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computing Time in Seconds</td>
<td>No. of Iterations</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>3</td>
<td>15</td>
<td>14</td>
<td></td>
<td>0.078</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>4</td>
<td>28</td>
<td>18</td>
<td></td>
<td>0.152</td>
<td>29</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>4</td>
<td>28</td>
<td>25</td>
<td></td>
<td>0.715</td>
<td>63</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>6</td>
<td>36</td>
<td>31</td>
<td></td>
<td>3.758</td>
<td>223</td>
</tr>
</tbody>
</table>

* not including time for generation of coefficients

** exceeded the maximum time limit of 500 seconds
APPENDIX IV

COMPUTER PROGRAM

The code used to obtain the computational results reported in Chapter V is presented here. The present form of the code has been obtained by modifying the code for zero-one integer programming by Geoffrion (8) incorporating the various modifications discussed in Chapter IV.

The program is currently dimensioned to use 60,000 words of core in such a way that the following limits must be observed:

\[ M \cdot N \leq 450 \]
\[ M + R + 1 \leq 75 \]

If the program is to be redimensioned for any reason, such as the availability of additional core, it will be useful to know that the number of words required is approximately

\[ M \cdot N (M + R + 12) + (N + Q) + 9000. \]

where \( M, N, R, Q \) have been defined in Chapter III.

Next we discuss the input data cards, the information required and the formats used to solve an assembly line balancing problem.
INPUT

The following data cards appear for each problem to be run.

(a) option parameters card
(b) problem parameters card
(c) element data cards
(d) last elements card
(e) blank card.

Problems can be stacked by repeating cards a through e.

Option Parameters Card

The input option parameters are:

KENUM When intermediate output is used (NOP = 0), the fraction of all $2^n$ possible solutions that have been implicitly enumerated is printed out every KENUM times that backtracking occurs. KENUM $= 20$ is reasonable.

MAXT Terminates calculations after MAXT seconds.

NOP If equal 1, intermediate output will be suppressed; if equal 0, intermediate output will appear. Normally NOP will be set at 1.

H1,H2, Arbitrary problem identifiers.

The fields and formats of the parameter card are as follows.
Problem Parameters Card

The problem parameters are:

NEL  Number of elements
NRM  Maximum number of predecessors for any element in a given problem.
NMST Maximum number of stations.
MJNF Number of elements without any followers.
CT  Cycle time.

The fields and formats of parameter card are as follows.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Column</th>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEL</td>
<td>1-5</td>
<td>Integer</td>
</tr>
<tr>
<td>NRM</td>
<td>6-10</td>
<td>Integer</td>
</tr>
<tr>
<td>NMST</td>
<td>11-15</td>
<td>Integer</td>
</tr>
<tr>
<td>MJNF</td>
<td>16-20</td>
<td>Integer</td>
</tr>
<tr>
<td>CT</td>
<td>20-28</td>
<td>Floating point</td>
</tr>
</tbody>
</table>
Element Data Cards

The cards for the elements should be arranged in the same serial order as the numbering of the elements. One card is required to give the details for one element. The data given for each element are

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Column</th>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>J</td>
<td>1-3</td>
<td>Integer</td>
</tr>
<tr>
<td>TEL(J)</td>
<td>4-10</td>
<td>Floating point</td>
</tr>
<tr>
<td>PWT(J)</td>
<td>11-18</td>
<td>Floating point</td>
</tr>
<tr>
<td>NPR(J)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPR(NRMl)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For NPR(J), the element numbers are represented using I3 FORMAT i.e., 19-21, 22-24,...,etc. until there are no non-zero values. NPR(NRMl) is given using I3 format in columns ranging from 18 + NRM x 3 + 1 to 18 + NRM x 3 + 3.
Last Elements Card

The numbers of elements which do not have any followers are entered using integer format I5, i.e., in, 1-5, 6-10,...,etc.

OUTPUT

The preliminary, intermediate and final outputs are as follows.

All the input data are printed in the output.

If NOP = 0 intermediate output is produced to reveal the data generated for the integer programming problem, the initial solution generated by the ranked positional weight method, and the course of the calculations, each feasible solution found, and a summary of progress to date after each KENUM "backtrackings". Since this information is likely to be of little incremental value to the user over the final input information, no detailed explanation is given here.

The final output gives the following: the problem designation; the message "implicit enumeration complete" or "time exceeded" according to whether termination did or did not occur within MAXT seconds; the total execution time for 0-1 integer programming problem in seconds; the objective function value; some statistical information on the course of the algorithm, such as the number of feasible solutions found, the number of iterations and the time at which last feasible solution was found; the final solution to the assembly line balancing problem giving the station numbers and the elements assigned to each station; the time taken for generation of coefficients, the time for obtaining initial solution and the total time for the solution
beginning with the assembly line balancing problem data to the final solution.

The liberally commented program together with the input and output data for the 45 element assembly line balancing problem taken from (33) are given below.
-RUN ASLX, 535800012, THANGAVELU, 10
- FOR IS MAIN
C ASSEMBLY LINE BALANCING BY ZERO-ONE INTEGER PROGRAMMING
DIMENSION A(75,460), MPR(75,10)
DIMENSION B(460), C(460), ES(460), MS(460), NS(460)
DIMENSION SMAX(460), SMAX(460), T(460)
DIMENSION SIL(100), JS(100)
DIMENSION COST(15)
DIMENSION MSG(100); MRP(100), RANK(100), RPT(100)
INTEGER RANK
INTEGER S, SMAX, SOT
INTEGER CJ, SMAX
DATA BLANK, AV / EQUVALENCE (NO, NO), (FIRST, FIRST),
CALL TIME (0, 118)
C INITIALISATION OF MEMORY TO ZERO & SETTING INITIAL VALUES TO PARAMETERS
100 DO 110 I = 1, 460
  AI = 0
  CI = 0
  SI = 0
  ES(I) = 0
  MS(I) = 0
  NS(I) = 0
  SMAX(I) = 0
  SMAX(I) = 0
  T(I) = 0
  DO 110 J = 1, 75
    A(J,I) = 0
110 CONTINUE
DO 140 J = 1, 100
MSG(J)=0
RANK(J)=0
140 CONTINUE
NCON=0
MRER=0
MNA=0
MOTT=0
MIN=0
MAP=0
MLPF=0
MFLP=0
NFATH=0
KENUM=0
NTRL=0
NC102=0
NPOST=1
FIRST=1
INS=5
MAUG=1
IJ1=0
IJ2=0
TSM=0.0
COUNT=1
ZKPAR =0.0
READ (5,9000) KENUM, MAXT, NOP, H1, H2
9000 FORMAT (3I5, 2X, 24x)
WRITE (6,9993)
WRITE (6,9993)
C READ ASSEMBLY LINE DATA, NO OF ELEMENTS, MAX. NO. OF PREDECESSORS
C FOR AN ELEMENT, MAX. NO. OF STATIONS, NO OF ELEMENTS WITHOUT FOLLOWERS,
C CYCLE TIME
READ (5,4001) NEL, NPE, NPST, KNUM, CT
4001 FORMAT (4I3, F8.3)
WRITE (6,6001) NEL, KPNP, NPST, KNUM, CT
WRITE (6,6001)
WRITE (6,4002) NEL, MRST, CT
4001 FORMAT (2I10, 15X)
1 21H MAX. NO. OF STATIONS, 15;
2 11H CYCLE TIME, 10X, F0.3)
NRTO = 0
NRM1 = NRW + 1
NRPT(1) = 0
WRITE (6,4992)
C READ DATA FOR ELEMENTS
C CARDS SHOULD BE IN THE PROPER SEQUENCE OF THE ELEMENTS
C ELEMENT NO IS NOT READ BY PROGRAM FOR CALCULATIONS
C DATA READ ARE ELEMENT NO, PERFORMANCE OF TIME, POSITIONAL WEIGHT,
C IMMEDIATE PREDECESSORS, AND NUMBER OF IMMEDIATE PREDECESSORS
WRITE (6,4054)
4054 FORMAT (2HJ,X,7HTEL(J),2X,7HPT(J),5X,7HNRPT(J),20X)
  1 10H WP(WP(MK))
DO 5125 J=1, NEL
  5125 READ (5,4052) TEL(J),PT(J), (H, R(J,K), K=1, NRW)
4052 FORMAT (3X,2F8.4,16I3)
WRITE (6,4053) J, TEL(J),PT(J), (NR(J,K), K=1, NRW)
4053 FORMAT (13,2F8.4,16I3)
NRPT(I+1)=NRPT(I)+MRP(I,NRW)
5126 NRTO = NRTO + MPH(I,NRW)
READ (5,4300) (JNF(I), I=1, MJNF)
4300 FORMAT (5X)
WRITE (6,4300) (JNF(I), I=1, MJNF)
WRITE (6,4355) NRTO
4355 FORMAT (40H TOTAL NO. OF PRECEDENCE RELATIONSHIPS =, I5)
CALL TIME (0, IT9)
ELT9 = IT9-IT8
ELT9 = ELT9 * 5000.0
IF (MOO.EQ.0) WRITE (6,776) ELT9
776 FORMAT (15H 21H INITIALISATION TIME , F8.3)
C READING OF DATA COMPLETE
C CALCULATION OF COEFFICIENTS FOR INTEGER PROGRAM FOLLOWS

M = NMST + NRTO + 1
M1 = NMST
M2 = M1 + NRTO
K = NEL + NMST
CALL TIME (G, IT10)
ELT10 = IT10 - IT9
ELT10 = ELT10 / 5000.0
IF (MOP.EQ.0) WRITE (6, 778) ELT
778 FORMAT (7I1, ELT10, F8.3)

C COEFFICIENTS OF £(K,J) AND b(K)

DO 5150 I = 1, M1
5150 A(I, J) = ELT
    CALL TIME (0, IT11)
    ELT11 = IT11 - IT10
    ELT11 = ELT11 / 5000.0
    IF (MOP.EQ.0) WRITE (6, 779) ELT
779 FORMAT (7I1, ELT11, F8.3)

C PROGRAM FOLLOW:

A(I, J) = -A(I, J)

DO 5200 I = 1, N
5200 A(I, k) = A(I, k)

DO 5300 J = 1, N
5300 A(J, I) = A(J, I)

DO 5400 K = 1, NR
5400 A(I, J) = A(I, J)

DO 5500 J = 1, N
5500 A(I, J) = A(I, J)

DO 5600 K = 1, NR
5600 A(I, J) = A(I, J)

DO 5700 J = 1, N
5700 A(I, J) = A(I, J)

DO 5800 K = 1, NR
5800 A(I, J) = A(I, J)

DO 5900 J = 1, N
5900 A(I, J) = A(I, J)

DO 6000 K = 1, NR
6000 A(I, J) = A(I, J)

DO 6100 J = 1, N
6100 A(I, J) = A(I, J)

DO 6200 K = 1, NR
6200 A(I, J) = A(I, J)

DO 6300 J = 1, N
6300 A(I, J) = A(I, J)

DO 6400 K = 1, NR
6400 A(I, J) = A(I, J)

DO 6500 J = 1, N
6500 A(I, J) = A(I, J)
5430 CONTINUE
CALL TIME (C,IT12)
ELT12= IT12-IT11
ELT12=ELT12/5000.0
IF (NOP.EQ.0) WRITE (6,780) ELT12
780 FORMAT (20H SECOND SET CONSTRAINTS TIME *F8.3)
17 =17+1
C LAST CONSTRAINT
3(17) = -MEL
DO 5500 J=1,M
5500 A(17,J) = 1.0
CALL TIME (C,IT13)
ELT15= IT15-IT12
ELT15=ELT15/5000.0
IF (NOP.EQ.0) WRITE (6,781) ELT15
781 FORMAT (16H LAST CONSTRAINT *F8.3)
C GENERATION OF COST COEFFICIENTS
DO 5700 I=1,MEL
5700 TSUM = TSUM + TEL(I)
USUM = TSUM / CT + 0.0009
USUM = USUM - 1.0
DO 5610 J=1,M
5610 USUM = USUM+TEL(J)
USUM = USUM + 1.0
COST (1) = 1.0
DO 5750 K=1,M,MST
K2 =K-MST+1
DO 5720 I =1,M
5720 JJ =I*MEL + M
5720 C(JJ) =COST(K2)
IF(K.EQ.MST) GO TO 5750
COST(K2+1) = COST(K2)*USUM
5750 CONTINUE
CALL TIME (0+IT14)
ELT14 = IT14-IT13
ELT14=ELT14/5000.0
IF (NOP.EQ.0) WRITE (6,782) ELT14
782 FORMAT(1EH COST COEFF TIME, FE.13)
IF (MAXT.EQ.0) MAXT=0.99999
MAXT=5000.*MAXT
ZKMAX=ZKMIN+0.99999
WRITE (6,9010) N,M
9010 FORMAT (3H05=,I3,2x,2HN=,I3)
WRITE (6,9992)
9991 FORMAT (1H1)
9992 FORMAT (1H1)
9993 FORMAT (1H1)
IF (NOP.NE.0) GO TO 252
WRITE (6,9992)
WRITE (6,9992) (C(J),J=1,N)
WRITE (6,9992)
WRITE (6,9992) (B(I),I=1,V)
WRITE (6,9992)
DO 251 I=1,J
WRITE (6,9992) (A(I,J),J=1,N)
WRITE (6,9992)
251 CONTINUE
252 CONTINUE
CALL TIME (0+IT15)
ELT15 = IT15-IT14
ELT15=ELT15/5000.0
WRITE (6,783) ELT15
783 FORMAT(1EH DATA PRINTOUT TIME, FE.31)
WRITE (6,9992)
9600 FORMAT (6H(2X,1PE15.8))
IF (ZKAP.GT.0.0) GO TO 300
ZBAR = 0.0
DO 275 J=1,N
275 ZBAR = ZBAR + C(J)
280 ZS = 0.0
DO 325 I=1,M
325 BS(I) = 0.0
DO 330 J=1,N
330 BS(J) = J
ELT30 = ELT10 + ELT11 + ELT12 + ELT13 + ELT14
CALL TIME (C, IT0)
ELT15 = IT0 - IT8
ELT16 = ELT16 / 5000.0
IF (NOP.EQ.0) WRITE (6, 784) ELT16
784 FORMAT (27 = TOTAL DATA GENERATION TIME, F8.3)
IT1 = IT0
IT2 = IT0
IT3 = IT0
C INI IALISATION COMPLETE NOW, START FIRST ITERATION
C RANKING BY POSI TIONAL WEIGHT
DO 5200 I=1, NEL
BIG = 0.0
J = 0.0
DO 5100 J = 1, NEL
IF (MSG(J).EQ.1) GO TO 5100
IF (PVT(J).LE.0.1) GO TO 5100
BIG = PVT(J)
J010 = J
5100 CONTINUE
RANK(I) = J010
MSG(J010) = 1
5200 CONTINUE
IF (NOP.EQ.0) WRITE (6, 5201)
5201 FORMAT (27 = RANK, 2x, 5H ELEMENT, 5X, 18H POSITIONAL WEIGHT )
DO 5250 J=1, NEL
NSG(J) = 0
JUIC = RANK(J)
 IF (NSG(JPV) .EQ. 0) WRITE (6,5251) J, RANK(J), PVT(J,10)
5251 FORMAT(15,5X,15,5X,F10.4)
5250 CONTINUE

C INITIAL SOLUTION BY RANKED POSITONAL WEIGHT METHOD
DO 7450 I = 1, NEL
JJP = RANK(J)
 IF (NSG(JPV) .EQ. 1) GO TO 7450
 IF (TEG(JPV) .GT. .3G(1)) GO TO 7450
 KRJ1 = NST + NPGT(JPV) + 1
 KRJ2 = KRJ1 + NPG(JPV, JPV1) - 1
 JJ = (I-1) + NEL + JJP
 IF (NS(JJ) .EQ. 1) GO TO 7450
 IF (NCP(JPV) .EQ. 1) GO TO 7350
 WRITE (6,7343) I, JPV, KRJ1, KRJ2, JJ, RG(1)
7343 FORMAT(515,F10.4)
7342 CONTINUE
 IF (KRJ2 .LT. KRJ1) GO TO 7351
 DO 7350 I = KRJ1, KRJ2
 IF (A(I, JJ) .LT. 1110) LT .GT. 1 GO TO 7450
7352 CONTINUE
7351 CONTINUE
 NSG(JPV) = 1
 L = L + 1
 SL = JJ
 IS(JJ) = 0
 GS(1) = GS(1) + A(I, JJ)
 ZS = ZS + C(JJ)
7353 CONTINUE
 DO 7360 IA = KRJ1, N
7360 BS(IA) = BS(IA) + A(IA, JJ)
DO 7300 IN=1,NMST
IMJ=(IN-1)*NEL+JPM
IF(NS(INJ),0,0) GO TO 7300
L=L+1
S(L)=-1*J
SD(L)=3*10
SIP(L)=1
NS(INJ)=0
7300 CONTINUE
7400 CONTINUE
7450 CONTINUE
CALL TIME (0,1,T17)
ELT17 = IT17-IT0
ELT17 = ELT17/5000.0
IF (MOD(N,0)) GO TO 1900
WRITE (6,9300) (AIK,S3(K),K=L)
9300 FORMAT (14i3X,14.11)
1906 CONTINUE
IF(ZS.GE.ZEAR) GO TO 3100
GO TO 2340
C BEGINNING OF AN ITERATION
1910 IJK=0
C ATTEMPT TO FATHOM PARTIAL SOLUTION BY TESTS IN STEP 2
1920 CONTINUE
IF (ZS.GE.ZEAR) GO TO 3100
IF (ZSUM,LT,0.0) GO TO 1980
IF(RTSUM.GT.0.0) AND (835=0) GO TO 2200
GO TO 2340
1980 CONTINUE
GO TO 2400
2340 ZEAR =ZS-ZEAR
DO 2350 J=1,N
2350 SMAX(J)=S(J)
GO TO 3300
C AUGMENTATION
C AUGMENTATION UNTIL FILLING A NEW STATION ATTEMPTED
2400 $K1=0$
     NAP = NAP + 1
     I1J1 = I1J1 + 1
     I1R1 = 0
4505 CONTINUE
     I = I1J1
     IF ($CS(1)$, LT, 0.005) GO TO 4530
     IF ($CS(1)$, LT, GT) GO TO 4510
     I1R1 = 1
     IF (I = I1J1)
     C SEE IF ANY VARIABLE MUST BE ZERO
     4510 DO 4550 J = 1, NEL
     IF ($NSG(J)$, EQ, 1) GO TO 4550
     JJ = I - 1) + NEL + J
     IF ($NS(JJ)$, EQ, 0) GO TO 4550
     IF ($TEL(J)$, GT, $SS(1)$) GO TO 4540
     $KRJ1$ = $NST + NRP(J) + 1$
     $KRJ2$ = $KRJ1$ + NRP(J, $KRJ1$) - 1
     DO 4520 13 = $KRJ1$, $KRJ2$
     IF ($A(13, JJ) + SS(13)$, LT, 0.0) GO TO 4545
4520 CONTINUE
     IF ($ZS + C(JJ)$, GT, ZBAR) GO TO 4540
     C AUGMENTATION WITH A VALUE OF ONE
     L = L + 1
     $S(L) = JJ$
     NSG(J) = 1
     NS(JJ) = 0
     $BS(1) = BS(1) + A(1, JJ)$
     $ZS = ZS + C(JJ)$
     4522 CONTINUE
     4525 CONTINUE
     DO 4530 14 = $KRJ1$, M
        4530 $BS(14) = BS(14) + A(14, JJ)$
C LOGICAL TREATMENT OF SECOND SET OF CONSTRAINTS, (SETTING CERTAIN VARIABLES EQUAL TO ZERO)
DO 4540 IM = 2, IMST
IMJ = (IM-1)*NEL + J
IF(NS(IMJ) .LE. 1) GO TO 4540
L = L+1
S(L) = -IMJ
SID(L) = 1
SEC(L) = DCIE
NS(IMJ) = 0
4540 CONTINUE
GO TO 4530
C SETTING CERTAIN VARIABLES EQUAL TO ZERO BECAUSE OF CONDITIONAL Binary Feasibility Tests
4545 L = L+1
S(L) = -JJ
SID(L) = 1
SEC(L) = DCIE
NS(JJ) = 0
4550 CONTINUE
IF(IR1 .LE. 1) GO TO 4535
4560 CONTINUE
C ESTIMATE A CHEAP LOWER Bound
C LOWER BOUND = (ASSIGNED STATIONS) - (SUM OF TIMES OF UNASSIGNED ELEMENTS / CYCLE TIME)
4535 CONTINUE
RTSUM = 0.0
DO 4590 I = 1, NEL
IF(NS(I) .LE. 1) GO TO 4590
RTSUM = RSUM + TEL(I)
4590 CONTINUE
IF(RSUM .LE. 1.0) GO TO 1910
IREM = (RTSUM/CT) + 0.995
MSTR = JJL + IREM
IF(INSTR,GT,NKST) GO TO 3100
JJ = (INSTR-1)#NEL + JMF(1)
ZEST = ZS + C(JJ)
IF(INOP.EQ.0) WRITE (6,4591) ZEST, ZBAN
4591 FORMAT (6H ZEST=, F10.4, 6H ZBAN=, F10.4)
IF(ZEST.GT.ZBAN) GO TO 3100
GO TO 1910
C FATHOMED DUE TO BINARY INFEASIBILITY CONSTRAINT
3100 NRED=NRED+1
GO TO 3500
C FATHOMED DUE TO LACK OF FREE VARIABLES
3200 NAUG=NAUG+1
GO TO 3500
3300 NOPT=NOPT+1
CALL TIME (0,IT3)
IF (INOP.EQ.0) GO TO 3500
ELT18 = IT3-IT0
ELT18 = ELT18/5000.0
WRITE (6,790) ELT18
790 FORMAT (1H0, 6H Time=, EG. 3)
WRITE (6,3600) (S)
3600 FORMAT (2H0 Letter Solution K UND, 5X, 2HZ=, IP215.3)
GO TO 3500
C BACKTRACK STEP
3500 CONTINUE
ICONT = ICONT +1
NENUM = NENUM+1
IF (NENUM.LT.KENUM) GO TO 3530
NENUM = 0
3530 CONTINUE
VENUM = 0.0
VENUM = 0.0
DO 3510 K=1,N
IF (SIG(K) .EQ. 1) ENUM1 = ENUM1 + 0.5**K
IF (SIG(K) .EQ. AC10) ENUM = ENUM + 0.5**K

CONTINUE

CALL TIME (0, IT2)
ELT1 = IT2 - IT0
ELT2 = IT2 - IT1
IT1 = IT2
ELT1 = ELT1 / 5000.0
ELT2 = ELT2 / 5000.0
IF (IT2 - IT0 .LT. MAXT) GO TO 3513
MAXT = -1
GO TO 3517

CONTINUE

IF (NOE .NE. 0) GO TO 3700

CONTINUE

WRITE (6, 4587) (MSG(JX), JX=1, NEL)

FORMAT (1515)
WRITE (6, 3520) ENUM, ELT1, ELT2, L

FORMAT (145, 10, 5.3, 5.3, 5.3, 5.3)
1 1 1 1 1 1 1 1 1 1
2 9 9 9 9 9 9 9 9 9
3 3 3 3 3 3 3 3 3 3

CONTINUE

IF (MAXT .LT. 0) WRITE (6, 3500) (SIG(K), SIG(K)) , K=1, L

FORMAT (1532(2X, 4, A1))
IF (MAXT .LT. 0) GO TO 3733

FORMAT (15, 14(4, A1))

FORMAT (1533)
IF (NS(J) .GT. NPATH) GO TO 3900

IF (SIG(L) .EQ. BLANK) GO TO 3900
IF (SIG(L) .EQ. 0) GO TO 3900
J = IABS(SIG(L))
NS(J) = J

IF (SIG(L) .LT. 0) GO TO 3733
KK1 = (J-1) / NEL
KK2 = J - (KK1+NEL)
NSG(KK2) = 0
ZS = ZS - C(J)
DO 3725 I = 1, N
3725 S(I) = S(I) - A(I, J)
3735 S(I) = BLANK
S(I) = 0
L = L - 1
IF (L .GT. 0) GO TO 3710
GO TO 3730
C FINISHED NOW, PREPARE AND WRITE FINAL OUTPUT.
3738 CONTINUE
WRITE (6, 3739) H1, H2
3739 FORMAT (1X, 5X, 2A6)
DO 3740 J = 1, N
3740 S(J) = 0
DO 3742 J = 1, N
K = ABS(SMAX(J))
IF (K .GT. 0) GO TO 3744
3742 S(K) = 1
3744 DO 3746 K = 1, N
IF (S(K) .LT. 0) GO TO 3745
SMAX(J) = -K
J = J + 1
3746 CONTINUE
CALL TIME (0, IT2)
ELT1 = IT2 - ITO
ELT1 = ELT1 / 50000.0
IF (SMAX(J) .LT. 0) GO TO 3748
ELT40 = ELT30 + ELT1
WRITE (6, 3750) ELT1
3750 FORMAT (3CHO: IMPPLICIT EQUATION COMPLETE, 5X, 11H TOTAL TIME=, F9.3)
GO TO 3752
3752 WRITE (6, 3755) ELT1
3755 FORMAT (14H TIME EXCEEDED, 5X, 11H TOTAL TIME=, F9.3)
3758 CONTINUE
ZBAR=0.0
DO 3835 J=I,N
K=I+5*(SMAX(J))
IF (SMAX(J).GT.O) ZBAR=ZBAR+C(J)
3835 CONTINUE
WRITE (6,3840) ZBAR
3840 FORMAT (33H0ZEAST Z BEFORE VAL VILE CHANGZ=,1PE15.5)
DO 3610 K=I,N
1010 T(K)=0
DO 3820 N=I,M
K1=IASS(SMAX(K))
3820 IF (SMAX(K).GT.O) T(K)=K1
IF (NUP.NE.0) GO TO 3631
WRITE (6,3830)(T(K),K=I,N)
3830 FORMAT (15(4X,13I1))
3831 CONTINUE
ELT3=IT3-IT0
ELT3=ELT3/PO00.0
NITER=NPAT+NPAT-1
WRITE (6,3890) IOPT,NPAT,NAUG,IP
WRITE (6,3831) NITER,ELT3
3890 FORMAT (23HNO. FEASIBLE SOLUTION POLY/15/
1 11H25 SC ZMAX,15,5H7 00/
2 24H AUGMENTATION IMPOSSIBLE,15,6H TIMES/
3 22H AUGMENTATION POSSIBLE,15,6H TIMES/
3851 FORMAT (15H NO. ITERATIONS,15/1
1 26H LAST FEASIBLE SOLUTION AT,38.3,9H SECONDS)
DO 6100 K=I,N
IF(T(K).EQ.0) GO TO 6100
KK1=(K-1)/NEL+1
KK2=K-(KK1+NEL)+NEL
WRITE (6,4530) KK1,KK2
4530 FORMAT (15H STATION NO.,15,10X,12H ELEMENT NO.,15)
6100 CONTINUE
WRITE (6,798) ELT3
793 FORMAT (37H TIME FOR GENERATION OF COEFFICIENTS= , F8.3)
WRITE (6,794) ELT17
794 FORMAT (27H TIME FOR INITIAL SOLUTION = F8.3)
WRITE (6,795) ELT40
795 FORMAT (25H TOTAL TIME FOR SOLUTION , F8.3)
C END OF FINAL OUTPUT. LOOK FOR ANOTHER PROBLEM NOW.
READ (3,989) I00G
989 FORMAT (1F)
GO TO 100
C COMPLEMENT AND UNDERSCORE LAST REMAINING ENTRY IN S.
3900 S(0)=S13
S15(S)=1
S(L)=S(L)
J=1/S15(L)
KK1=(J-1)/NEL
KK2=J-(KK1*NEL)
IF (S(L)<ST.J) GO TO 3950
NSG(KK2)=0
I(NEL+KK2-1) IIJ1=KK1
IIJ1=KK1-1
ZS=ZS+C(J)
DO 3975 I=1,M
3925 ZS=ZS+S(I)-A(I,J)
GO TO 3910
3950 ZS=ZS+C(J)
NSG(KK2)=1
DO 3975 I=1,M
S(I)=S(I)+A(I,J)
1F(I>NEL-AND.S(I)*LT.0.0) GO TO 3975
3975 CONTINUE
GO TO 1910
END

-XOT
<table>
<thead>
<tr>
<th>20</th>
<th>500</th>
<th>1</th>
<th>45 ELEMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>3</td>
<td>10</td>
<td>3 10.5</td>
</tr>
<tr>
<td>1</td>
<td>9.0</td>
<td>272.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>9.0</td>
<td>272.0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>9.0</td>
<td>272.0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>9.0</td>
<td>272.0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>9.0</td>
<td>272.0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>9.0</td>
<td>272.0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>13.0</td>
<td>272.0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>13.0</td>
<td>272.0</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>23.0</td>
<td>63.0</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>23.0</td>
<td>63.0</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>19.0</td>
<td>324.0</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>19.0</td>
<td>324.0</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>5.0</td>
<td>314.0</td>
<td>11</td>
</tr>
<tr>
<td>14</td>
<td>22.0</td>
<td>203.0</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>11.0</td>
<td>254.0</td>
<td>13</td>
</tr>
<tr>
<td>16</td>
<td>11.0</td>
<td>254.0</td>
<td>13</td>
</tr>
<tr>
<td>17</td>
<td>12.0</td>
<td>130.0</td>
<td>14</td>
</tr>
<tr>
<td>18</td>
<td>3.0</td>
<td>143.0</td>
<td>15</td>
</tr>
<tr>
<td>19</td>
<td>7.0</td>
<td>142.0</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>4.0</td>
<td>131.0</td>
<td>19</td>
</tr>
<tr>
<td>21</td>
<td>5.0</td>
<td>97.0</td>
<td>20</td>
</tr>
<tr>
<td>22</td>
<td>14.0</td>
<td>221.0</td>
<td>21</td>
</tr>
<tr>
<td>23</td>
<td>27.0</td>
<td>113.0</td>
<td>15</td>
</tr>
<tr>
<td>24</td>
<td>29.0</td>
<td>121.0</td>
<td>15</td>
</tr>
<tr>
<td>25</td>
<td>26.0</td>
<td>85.0</td>
<td>14</td>
</tr>
<tr>
<td>26</td>
<td>6.0</td>
<td>60.0</td>
<td>17</td>
</tr>
<tr>
<td>27</td>
<td>5.0</td>
<td>117.0</td>
<td>17</td>
</tr>
<tr>
<td>28</td>
<td>24.0</td>
<td>76.0</td>
<td>22</td>
</tr>
<tr>
<td>29</td>
<td>4.0</td>
<td>41.0</td>
<td>16</td>
</tr>
<tr>
<td>30</td>
<td>5.0</td>
<td>42.0</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>31</td>
<td>7.0</td>
<td>53.0</td>
<td>14</td>
</tr>
<tr>
<td>32</td>
<td>4.0</td>
<td>47.0</td>
<td>14</td>
</tr>
<tr>
<td>33</td>
<td>15.0</td>
<td>53.0</td>
<td>19</td>
</tr>
<tr>
<td>34</td>
<td>3.0</td>
<td>57.0</td>
<td>33</td>
</tr>
<tr>
<td>35</td>
<td>7.0</td>
<td>64.0</td>
<td>33</td>
</tr>
<tr>
<td>36</td>
<td>9.0</td>
<td>63.0</td>
<td>33</td>
</tr>
<tr>
<td>37</td>
<td>6.0</td>
<td>10.0</td>
<td>33</td>
</tr>
<tr>
<td>38</td>
<td>7.0</td>
<td>54.0</td>
<td>28</td>
</tr>
<tr>
<td>39</td>
<td>6.0</td>
<td>48.0</td>
<td>30</td>
</tr>
<tr>
<td>40</td>
<td>5.0</td>
<td>47.0</td>
<td>32</td>
</tr>
<tr>
<td>41</td>
<td>21.0</td>
<td>43.0</td>
<td>32</td>
</tr>
<tr>
<td>42</td>
<td>12.0</td>
<td>22.0</td>
<td>41</td>
</tr>
<tr>
<td>43</td>
<td>6.0</td>
<td>6.0</td>
<td>37</td>
</tr>
<tr>
<td>44</td>
<td>5.0</td>
<td>5.0</td>
<td>42</td>
</tr>
<tr>
<td>45</td>
<td>5.0</td>
<td>5.0</td>
<td>42</td>
</tr>
<tr>
<td>46</td>
<td>41</td>
<td>48</td>
<td>Fin</td>
</tr>
</tbody>
</table>
### 20 600 1 45 ELEMENTS

<table>
<thead>
<tr>
<th>NO.</th>
<th>MAX. NO. OF STATIONS</th>
<th>CYCLE TIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>10</td>
<td>69.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STATION</th>
<th>PRT 1</th>
<th>PRD 1</th>
<th>PRT 2</th>
<th>PRD 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.0</td>
<td>272.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>9.0</td>
<td>112.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>10.0</td>
<td>90.0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>10.0</td>
<td>90.0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>17.0</td>
<td>80.0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>17.0</td>
<td>80.0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>13.0</td>
<td>236.0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>13.0</td>
<td>76.0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>24.0</td>
<td>63.0</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>26.0</td>
<td>63.0</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>12.0</td>
<td>324.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>11.0</td>
<td>324.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>6.0</td>
<td>314.0</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>22.0</td>
<td>203.0</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>11.0</td>
<td>284.0</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>19.0</td>
<td>184.0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>12.0</td>
<td>135.0</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>3.0</td>
<td>145.0</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>7.0</td>
<td>142.0</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>4.0</td>
<td>101.0</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>58.0</td>
<td>47.0</td>
<td>29</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>14.0</td>
<td>12.0</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>27.0</td>
<td>112.0</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>29.0</td>
<td>121.0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>26.0</td>
<td>86.0</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>6.0</td>
<td>60.0</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>27</td>
<td>5.0</td>
<td>117.0</td>
<td>17</td>
<td>0</td>
</tr>
</tbody>
</table>
ELEMENTS IMPLICIT ENUMERATION COMPLETE

TOTAL 29
OF PRECEDENCE RELATIONSHIP

TOTAL 4.34
ELEMENTS

EAST RTE SOLUTION COMPLETE

TOTAL 4.34
ELEMENTS

TOTAL 4.34
26 GE 2BAR 079 TIMES
AUGMENTATION IMPOSSIBLE 0 TIMES
AUGMENTATION POSSIBLE 1570 TIMES
NO. ITERATIONS 1961
LAST FEASIBLE SOLUTION AT 4.661 SECONDS

<table>
<thead>
<tr>
<th>STATION NO.</th>
<th>ELEMEN'T NO.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>33</td>
</tr>
<tr>
<td>Station No.</td>
<td>Element No.</td>
</tr>
<tr>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>7</td>
<td>26</td>
</tr>
<tr>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
</tr>
<tr>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>9</td>
<td>31</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td>33</td>
</tr>
<tr>
<td>8</td>
<td>34</td>
</tr>
<tr>
<td>8</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>36</td>
</tr>
<tr>
<td>8</td>
<td>37</td>
</tr>
<tr>
<td>8</td>
<td>38</td>
</tr>
<tr>
<td>8</td>
<td>39</td>
</tr>
<tr>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>41</td>
</tr>
<tr>
<td>9</td>
<td>42</td>
</tr>
<tr>
<td>9</td>
<td>43</td>
</tr>
<tr>
<td>9</td>
<td>44</td>
</tr>
<tr>
<td>9</td>
<td>45</td>
</tr>
</tbody>
</table>

Time for generation of coefficients: \(0.100\)

Time for initial solution: \(0.349\)

Total time for solution: \(4.049\)
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