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ABSTRACT

This thesis presents several contributions to the art of solution of large-scale Markov decision problems.

Results on expected values of randomly-timed cash flows, previously published by this author with Donovan Young, are adapted to provide the reparameterizations needed to express a semi-Markov decision problem in terms of the equivalent Markov decision problem. J. C. Totten proved that this was possible in principle; this work makes it convenient in practice. In addition to exact procedures, it is shown that sojourn-time distributions may be represented simply by their mean and variance with little error.

A "state-change" modeling procedure is developed and shown to simplify the modeling of the large class of Markov decision problems in which all decisions consist of changes of state.

Some of the statistical inference literature needed to specify Markov transition probabilities is unified and organized into a proposed data-preparation procedure.

A taxonomy is proposed to unify and compare the various solution algorithms, including new ones developed in this thesis.

A "natural" decomposition algorithm is presented that finds the sequence in which to calculate state values so that the size of the largest independent equation system solved is minimized. For problems with appreciable structure (a class that apparently includes all large-scale applications) the natural decomposition algorithm dominates all
other tested algorithms for efficiency in solving large-scale Markov decision problems in the modest size range tested (up to 100 states).

For sizes such that not all non-zero probabilities can be stored in fast-access memory, there has previously been no alternative to some form of successive approximation. An "arbitrary" decomposition algorithm is presented that allows such problems to be solved piecemeal; its efficiency is shown to be high for very structured and very unstructured problems, but low for problems with moderate structure.

A number of proposed improvements are suggested for successive approximation procedures, but are not developed fully. The most interesting of these is an extrapolation procedure ("2-V forecast acceleration") that uses an asymptotically accurate forecast based on the known behavior of White's basic successive approximation algorithm.
CHAPTER I

INTRODUCTION

Markov Decision Processes (MDP) are Markov processes with returns associated with transitions from state to state, modified by a decision maker who observes the system between transitions and takes actions to change the transition probabilities and returns. These actions depend on the observed state. The planning horizon is considered here to be infinite, and the state and action spaces countable. The objective is to find a sequence of decisions that maximizes the total discounted expected return.

Historical Background

Bellman and LaSalle [9], and Bellman and Blackwell [8] originated the study of MDP in 1949 by looking at "games of survival" as examples of multi-stage games. Later, in 1953, Shapley [110] showed that two-person stochastic games with one of the players acting as a dummy are equivalent to MDP. Bellman [6], in 1957, introduced the term "Markovian Decision Processes," giving the first explicit formulation outside the game context. The model was shown to describe many dynamic systems, but it was not successfully applied for the lack of an efficient computational method.

The year of greatest progress was 1960. Howard [55] gave the policy iteration algorithms in both discrete and continuous time, and formulated and solved his famous problems: the taxicab problem, the
baseball problem, and the automobile replacement problem. D'Epenoux
[24] presented the linear programming formulation and showed that
Howard's policy iteration routine corresponds precisely to block pivot­
ing (multiple substitution of basic variables) in the linear programming
problem. Progress was also reported that same year in unraveling the
subtleties of the related undiscounted problem, where long-run expected
return per transition is used as the criterion in place of expected dis­
counted returns. This problem requires consideration of the ergodic
chain structure of the process. Manne [84], De Ghellnick [17] and
Oliver [94] formulated the single-chain problem via linear programming,
showing that the analogy between linear and dynamic programming is pre­
served for this simple case.

In 1962 Wolfe and Dantzig [126] gave a modification of their de­
composition algorithm to solve a more general undiscounted single-chain
problem, where the action space is a convex set defined by linear con­
straints. In 1970 Denardo [21] completed the solution of the undiscount­
ed problem by showing that Manne's single-chain linear program finds the
ergodic chain that optimizes over all chains regardless of chain struc­
ture, where the decision maker includes as one of the decisions the
choice of a starting state. He also showed how to embed the single­
chain program in a decision procedure that efficiently solves the multi­
chain problem. The practitioner need not decide in advance whether the
problem is of simple or multi-chain structure, since Manne's program
yields valuable information in either case; however, Manne's program is
highly degenerate in the more complex cases.
Blackwell [12], in 1962, had proved the optimality of stationary strategies by considering the MDP as a sequential decision process. That same year, Derman [25] had arrived at the same result from the functional equations of dynamic programming and had independently derived the linear programming formulations.

In 1963, Jewell [59] and [60] analyzed so-called semi-Markov decision processes (Markov renewal programming), in which the sojourn time in a state is a random variable with distribution depending upon the states visited, and gave similar policy iteration algorithms.

In 1965 Blackwell [13] studied generalized Markov decision processes, in which the state and action spaces are extended to include Borel sets, and gave existence theorems for optimal policies. The same year, Brown [14] reported results on the use of dynamic programming for a finite-space discrete-time process with a finite planning horizon. Derman [30] and Maitra [82] extended the finite-space, finite-action MDP to consider the denumerable case.

In 1967 Denardo [19], applying the principle of contraction mappings, gave a "general decision process" model subsuming all the models mentioned above. Here, if the contraction and monotonicity assumptions are satisfied, the problem reduces to finding the "fixed point" which is known to exist. This effort was continued by Denardo and Mitten [23], and Karp and Held [65]. A practical consequence of their work is that this entire family of decision processes requires only one large-scale computational procedure; specifically, since each process can be represented by a Markov decision chain (MDP with discrete time), the computational methods herein developed in the chain context.
Large Scale Programming in MDP

Most of the applications reported on MDP have been on formulations, not on solution of real situations. The MDP model has been recognized for almost twenty years as a powerful modeling tool of dynamic systems, but it has had very limited use. One of the main reasons for this lack of acceptance by practitioners is the fact that the accurate formulation of many problems requires the use of a large number of states. Large problems cannot be conveniently solved by direct application of Howard's technique since it requires the repeated solution of an \( N \times N \) system of simultaneous linear equations, where \( N \) is the number of states.

Most of the effort on the solution of large problems has involved the method of successive approximations. White [120], in 1963, solved the undiscounted problem using this approach; Kushner and Kleinman [73, 74], in 1968 and 1971, modified this technique using some ideas of numerical analysis to obtain faster convergence; Zaldivar and Hodgson [132], in 1975, developed extrapolation techniques for accelerating the convergence of the procedure. The method of successive approximations has gained enough acceptance to be included in at least two introductory operations research textbooks, those by Wagner [117] and the second edition of Hillier and Lieberman [52].

Norman and White [92], in 1968, proposed an approximate method using the concept of an expected state that effectively replaces the stochastic problem by a deterministic system. Its use is restricted to problems where the states correspond to quantitative levels. This method has not been very popular, since it is not very clear that one would like
to formulate a problem correctly, and then to lose its essential characteristics in gaining computational advantage. Morton [89] gave a counterexample to show that the possible percentage cost error of the Norman-White procedure is unbounded.

The first true effort in the solution and study of large problems was made by Kushner and Chen [76], in 1974, by applying the decomposition method of Dantzig-Wolfe [16] to MDP. They studied the discounted and undiscounted problems, allowing for the presence of constraints, and gave a decomposition procedure with an interpretation of the subproblems generated. An earlier study, reported in 1970 by Lasdon [77], had used the ideas of generalized linear programming to formulate the MDP model, which can also take the advantages of Dantzig-Wolfe decomposition.

Of the two general approaches to large-scale MDP problems—successive approximation and decomposition—both literatures can be considered incomplete. It was not until 1975, for example, that such a standard numerical analysis technique as successive overrelaxation was reported as being used to accelerate convergence of successive approximation in a large-scale MDP application [99]; there still remains obvious room for improvement. Regarding decomposition methods, the method of Kushner and Chen is more general and cumbersome than that required by standard MDP problems and the work reported in 1968 by Fox and Landi [40] lumps a large class of reducible states together.

The literature is also incomplete in other ways. The modeling lore is quite awkward, as can be seen by comparing the inventory model given herein with that in leading textbooks [52,117]. Statistical pro-
cedures needed in data preparation for large-scale MDP problems are not very well developed, as can be seen from the review in Chapter III.

The aim of the work reported in this thesis is to help advance the art of large-scale MDP solution. Some advances in Markov-chain modeling, principally the state-change formulation (Chapter II) and modeling procedures for commonly-encountered cost timing situations (Chapter III), are presented. The literature on MDP statistical inference is organized and reviewed in the second part of Chapter III, and a special bibliography is presented. The remainder of the thesis presents the major contributions—a "natural decomposition" procedure that greatly reduces computation load for well-structured MDP problems, an arbitrary decomposition procedure that renders large unstructured problems tractable, and some promising acceleration techniques for successive approximation.
CHAPTER II

MARKOV DECISION PROCESSES

Definitions, notation and conventions used by the thirty or so most influential authors in the field of Markov decision processes have varied quite widely. The purpose of this chapter is to establish the definitions, notation and conventions used in this thesis. Everything in this chapter is well established except for the state-change formulation (which was developed jointly by this author and two other workers), and a refinement in the proof of the fundamental equation of valued Markov chains.

General Definitions

A Markov process is a stochastic process \( \{X(t), t \in T\} \) with the property that the conditional probability distribution of \( X(t) \) for given values of \( X(t_0), X(t_1), \ldots, X(t_n) \), \( t_0 < t_1 < \ldots < t_n \) and \( t_1 \in T \), for \( i=0,1,\ldots,n \), depends only on \( X(t_n) \), which is the most recent value of the process. Thus

\[
P(X(t) \leq x | X(t_n) = x_n, X(t_{n-1}) = x_{n-1}, \ldots, X(t_0) = x_0) = P(X(t) \leq x | X(t_n) = x_n)
\]

The values assumed by the process are called the states, and the set of all possible values is called the state space, denoted by \( S \). \( T \) is called the parameter space, constituting a set of times in most applications.
Depending on the nature of the parameter space and the state space, Markov processes are usually classified as shown in Table 1.

**Table 1. Classification of Markov Processes**

<table>
<thead>
<tr>
<th>State Space</th>
<th>Parameter Space</th>
<th>Discrete</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discrete</td>
<td>Discrete</td>
<td>Markov chain with discrete states</td>
<td>Markov chain with continuous state space</td>
</tr>
<tr>
<td>Continuous</td>
<td>Continuous</td>
<td>Markov process with discrete states</td>
<td>Markov process with continuous state space</td>
</tr>
</tbody>
</table>

A semi-Markov process, or Markov renewal process, is a stochastic process that moves from one state to the next with given probabilities, but the sojourn time in each state is a random variable with a probability distribution that depends upon the state.

A discrete-time Markov chain is a semi-Markov process in which every sojourn time distribution is degenerate at unit times.

A continuous-time Markov process is a semi-Markov process in which all sojourn time distributions are negative-exponential.

**Classification of States and Chains**

In the study of Markov chains and related decision processes, one
may classify the states in the following way: A state to which return is uncertain is transient. A state that is not transient is recurrent. There are three types of recurrent states, namely absorbing, periodic, and aperiodic; an absorbing state is one from which transitions to other states are impossible; a periodic state is one to which the system returns at regular intervals; an aperiodic or ergodic state is one to which the system will return with probability one, but after an uncertain number of transitions. This classification can be summarized in the following way:

![States](image)

Figure 1. Classification of States and Chains

A chain can now be classified according to the type of states it contains. The underlying concept is that of communication. If it is possible for a system that starts in state \( i \) to reach state \( j \), then state \( i \) is said to communicate with state \( j \). If state \( i \) communicates with state \( j \), and \( j \) with \( i \), then states \( i \) and \( j \) intercommunicate. States can only intercommunicate with states of the same type. Recurrent states can be grouped into disjoint subsets within
which the states intercommunicate and outside which they do not communicate. A system with several recurrent subsets is said to be multichain or polydesmic; a system with a single recurrent set of states and possibly some transient states is said to be unichain or monodesmic. A set of states all of which intercommunicate is said to be irreducible. An equivalence class is a set of states of the same type.

The chain classification into polydesmic and monodesmic chains will be extremely useful in Chapter VI, where it is used as the basis for a proposed computational method.

**Valued Markov Chains**

A valued Markov chain is a Markov chain with rewards associated with visits to states, or, more generally, with transitions from state to state. It is customary to restrict attention only to stationary (time-homogeneous) valued Markov chains. Let \( P\{X(t)=j|X(t-1)=i\} \) be denoted by the symbol \( p(i,j) \) for all \( t \), and let \( P=\{p(i,j)\} \) denote a square matrix called the transition probability matrix, or simply the transition matrix. The reward associated with a transition from state \( i \) to state \( j \) is denoted by \( c(i,j) \), and the square matrix \( C=\{c(i,j)\} \) is the matrix of transition rewards, or simply the reward matrix. The state space \( S \) is assumed to contain a finite number of elements represented by the integers \( 1,2,\ldots,N \). This thesis treats only infinite-horizon valued Markov chains, in which the parameter space is \( \mathbb{T}=\{0,1,2,\ldots\} \).

**Measures of Performance**

The object of analyzing a valued Markov chain is assumed to be
to select among alternative chains a chain whose rewards are most favorable, as measured by some measure of performance that is a function of the rewards and their probabilities of being received. The most commonly used measure of performance for a valued Markov chain is the expected value of the present worth of the infinite series of rewards starting from a given state. An alternative measure applicable to a chain with a rewardless absorbing state is the expected total of rewards. Another alternative measure, one of particularly great historical interest, is the long-run expected reward per transition. This measure is applicable to ergodic chains only, and considers only the steady-state properties of the chain. This thesis treats only the expected present worth measure, which includes total rewards as a special case and which can approximate the long-run reward per transition to any desired accuracy.

Consider a valued Markov chain having N states numbered 1, 2, ..., N. Let P.W.(i) denote the present worth, at discount factor $\delta$, of the infinite series of rewards to be collected when the chain starts in state $i \in S$. Since the reward at any given later time is a random variable, the present worth of the infinite series of rewards is also a random variable; let $V(i)$ denote its expected value.

The fundamental relationship on which all infinite-horizon theory of valued Markov chains depends is a simultaneous set of linear equations for $V_i$ for all $i$. A development of these equations that does not depend on invoking the economic interpretation of present worth, nor on invoking the intuitive idea that the present worth does not change with time for an infinite horizon, is as follows. This proof uses only the definition of present worth, the definition of expected value, and
the Markov conditional probability law.

Let \( f(i,n) \) represent the reward collected at time \( n \), given that the process starts in state \( i \) (\( i \in S = 1,2,\ldots,N \) ; \( n=0,1,2,\ldots \)). By definition,

\[
P.W.(i) = \sum_{n=0}^{\infty} f(i,n) \beta^n , \quad i=1,2,\ldots,N
\]

and

\[
V(i) = E[P.W.(i)]
\]

\[
= E[f(i,0)+\beta f(i,1)+\beta^2 f(i,2)+\ldots]
\]

\[
= E[f(i,0)]+\beta E[f(i,1)+\beta f(i,2)+\ldots]
\]

Since this is a stationary Markov chain, the state probabilities for various states \( j \) at time \( n \), given state \( i \) at time \( n-1 \), have the probability distribution \( \{p(i,j)\} \), which can be used to compute the expected reward at time \( n \):

\[
E[f(i,n)] = \sum_{j=1}^{N} p(i,j) E[f(j,n-1)]
\]

Thus, by recursively applying this relationship, which is true for any \( n \), the fundamental equation for \( V(i) \) follows directly:

\[
V(i) = E[f(i,0)] + \beta \sum_{j=1}^{N} p(i,j) E[f(j,1)+f(j,2)+\ldots]
\]

\[
= E[f(i,0)] + \beta \sum_{j=1}^{N} p(i,j) V(j)
\]

or

\[
V(i) = r(i) + \beta \sum_{j=1}^{N} p(i,j) V(j) \tag{1}
\]
where we define the expected reward for a state visit as

$$r(i) = E(f(i,0)) = \sum_{j=1}^{N} p(i,j)c(i,j) \quad (2)$$

Since $r(i)$ depends on $n$ through $f(i,0)$, which is $f(i,n)$ for $n=0$, it remains to show whether $V(i)$ is independent of time (as is universally assumed in the literature). There are two senses in which $V(i)$ is indeed independent of time, although this aspect has apparently been ignored in the literature, possibly because of the obvious intuitive appeal of the approaches to be described later, or possibly because of the formal lack of dependence on time in Equations (1) and (2). The arguments to follow are intended to clear up the contradiction that arises between the usual definition of present worth with respect to a fixed time scale and the practice in the literature of giving the same name "present worth" to a quantity defined on a movable time scale.

A rigorous approach is to define $V(i)$ as the expected value of a current worth $S(i,n)$, where for a fixed time scale $S(i,n)$ is defined as the present worth of all rewards collected for times $t \geq n$, discounted to time $n$ instead of to time zero (hence the name "current" worth). For rewards at times $t=n,n+1,n+2,...$ the current worth of a valued infinite-horizon Markov chain is

$$S(i,n) = \sum_{t=n}^{\infty} f(i,t)\beta^{n-t} \quad .$$

With $S(i,n)$ substituted for $P.W.(i)$ in the above proof, Equation (1) remains the same except that $r(i)$ is the expected value of $f(i,n)$.
rather than of \( f(i,0) \). Thus, without abandoning a fixed time scale, when \( V(i) \) is interpreted as an expected current worth it is indeed independent of time.

A more casual approach, implicit in the writings of the authors quoted below, is to let the present worth be defined with respect to a movable time scale, where \( n=0,1,2,\ldots \) refers not to fixed times but to numbers of transitions after the current time, where the current time is \( n=0 \). With this interpretation the development of Equations (1) and (2) stands exactly as given above, and the equations are seen to apply to any transition, not just the first transition. All present worths in this thesis will be understood to refer to the movable time scale, i.e., to be current worths. The contradiction avoided by this understanding, without resorting to \( S(i,n) \) notation, is this: Let the expected present worth of being in state \( i \) at time \( n \) be \( 0(i,n) \) when calculated with respect to a fixed time, so that the expected present worth of being in the same state \( i \) at time \( n+1 \) is \( 0(i,n+1)=30(i,n) \) with respect to the same fixed time; the contradiction is that if these values are substituted into Equation (1), Equation (1) does not hold. We have thus established that the fundamental equation of valued Markov chains requires that present worths be calculated with respect to a movable, not fixed, time scale.

Hastings [51] has derived Equation (1) as a limiting case of the expected present worth of being in state \( i \) as the number of transitions remaining over a finite horizon becomes large. Ross [101] has given a proof involving lower and upper limits on \( V(i) \) that converge to a single value. Howard [55] gave a proof of the steady-state equa-
tion that corresponds to Equation (1) when expected reward per transition is the measure of performance. Many other extant proofs, or developments, of Equation (1) are based on intuitive arguments essentially identical to the following.

Consider the stochastic activity network of Figure 2, where each node represents a given state at a given time, and each arc represents a possible transition. The chain starts in state $i$ at time $n=0$ and makes a transition. Let $V(j)$ represent the expected (current) worth of rewards at times $n=1,2,...$ if the process is in state $j$ at time $n=1$.

![Stochastic Activity Network](image)

Figure 2. Stochastic Activity Network for a Valued Markov Chain

If the transition is from $i$ to $j$, there will be an immediate reward of $c(i,j)$, and at time $n+1$ the expected present worth of re-
wards is $V(j)$. Thus, if the transition from $i$ is in fact to $j$, we have $V(i|i\to j) = c(i,j) + \beta V(j)$. Since the visit to state $j$ has a probability of $p(i,j)$ and there are $N$ possible states, the present worth of starting in $i$ is

$$V(i) = \sum_{j=1}^{N} p(i,j)[c(i,j) + \beta V(j)]$$

$$= \sum_{j=1}^{N} p(i,j) c(i) + \beta \sum_{j=1}^{N} p(i,j) c(i,j)$$

$$= r(i) + \beta \sum_{j=1}^{N} p(i,j) c(i,j)$$

This is, of course, Equation (1).

Totten [116] has shown that the discounted and undiscounted value equations both for a Markov and semi-Markov valued process can be reduced to Equation 1 by appropriate reparameterization. Thus Equation (1) is quite general. A semi-Markov valued process is a semi-Markov process with returns associated with transitions from state to state.

If a single measure is desired for all the starting states of a valued Markov chain, with initial probability distribution given by $\pi(i,0)$, $i=1,2,...,N$, we can define the expected present worth of the chain, $V$, to be

$$V = \sum_{i=1}^{N} \pi(i,0) V(i)$$

where $\pi(i,0) \geq 0$ for $i=1,2,...,N$

$$\sum_{i=1}^{N} \pi(i,0) = 1$$
A Markov Decision Process (MDP) is a controlled valued Markov chain. The process is observed by a decision maker at time points \( n=0,1,2,\ldots \), to be in state \( i \in S \); the decision maker then chooses an action \( k, k=1,2,\ldots,K_i \), which affects the conditional probabilities and rewards for the transition. The objective of the decision maker will be taken here to be the maximization of the expected present worth of the infinite stream of rewards.

**Standard Formulation**

The standard formulation of MDP was given by Howard [55] and has not been improved up to now. For each state \( i \in S \) there are \( K_i \) versions of the \( i \)th row of transition probabilities and returns. The decision maker is viewed as choosing the best row for every state to maximize the expected present worth of the process. The classical example of this formulation is "Howard's taxicab problem" [55].

To formulate a problem using this concept, we need to define the transition probabilities and returns for every state and under every action. The problem can be stated as that of solving the functional system of equations given by

\[
V(i) = \max_k \left\{ r(i,k) + \beta \sum_{j=1}^{N} p(i,j,k) V(j) \right\} \quad i=1,2,\ldots,N \quad (3)
\]

where

\[
r(i,k) = \sum_{j=1}^{N} p(i,j,k) c(i,j,k)
\]

The observation, action and transition are viewed as taking place in
quick succession, all at time \( n \). The decision variables are the values for \( k \) at each state. Note that once a policy has been given, Equation (3) is identical to Equation (1), so that the MDP problem becomes that of solving Equation (1) for a valued Markov chain. By a policy we mean a set of chosen \( k \)'s, one for every state.

State-Change Formulation

The State-Change Formulation was first reported by Young [127] as a way of formulating a problem in which all of the actions are changes in state. The decision maker is viewed as observing the system at time \( n \), \( n=0,1,2,... \), and immediately changing the state of the system \( i \), to a temporary state \( \ell \) at a cost of \( k(i,\ell) \). The decision for this state change is denoted by \( d(i,\ell) \), which represents the probability that the chosen temporary state will be \( \ell \), given that the observed state is \( i \). After this, there is a chance move which takes the system to state \( j \) with a probability \( p(\ell,j) \) and a return \( c(\ell,j) \). This idea is illustrated in Figure 3.
Once the decision variables $d(i, \ell)$ have been specified, the state-change problem is a valued Markov chain, and we can write down Equation (1) in terms of the decision variables as follows:

1. First consider finding the expected immediate return denoted by $r'(i)$. If we make a state change from $i$ to $\ell$, we get the immediate expected return of a transition from $\ell$ given by $\sum_{j=1}^{N} p(\ell, j) c(\ell, j)$, minus the cost of the state change from $i$ to $\ell$, $k(i, \ell)$. Since we make a state-change from $i$ to $\ell$ with probability $d(i, \ell)$,

$$r'(i) = \sum_{\ell=1}^{N} d(i, \ell) \left(-k(i, \ell) + \sum_{j=1}^{N} p(\ell, j) c(\ell, j) \right)$$  \hspace{1cm} (4)

2. To find the probability of going from $i$ to $j$, $p'(i, j)$,
we need only consider that we will first make a state-change from \( i \) to \( \ell \) with a probability \( d(i,\ell) \), to get

\[
p'(i,j) = \sum_{\ell=1}^{N} d(i,\ell)p(\ell,j) ,
\]

or in matrix notation, \( Q = \{p'(i,j)\} = DP \), where \( Q \) is the equivalent transition matrix. Rewriting Equation (1) and replacing \( r'(i) \) and \( p'(i,j) \), we get

\[
V(i) = r'(i) + \beta \sum_{j=1}^{N} p'(i,j)V(j)
\]

\[
= \sum_{\ell=1}^{N} d(i,\ell) \left[ -k(i,\ell) + \sum_{j=1}^{N} p(\ell,j)c(\ell,j) \right] \\
+ \beta \sum_{j=1}^{N} \left( \sum_{\ell=1}^{N} d(i,\ell)p(\ell,j) \right)v(j)
\]

\[
= \sum_{\ell=1}^{N} d(i,\ell) \left[ -k(i,\ell) + \sum_{j=1}^{N} p(\ell,j)\left(c(\ell,j)+\beta v(j)\right) \right] 
\]

(6)

This equation can be easily interpreted, since for a given decision \( d(i,\ell) \), the expected present worth is given as the cost of the state change plus the expected present worth of all future rewards.

Thus the MDP in state-change formulation consists of the solution of the system of functional equations given by
\[ V(i) = \max_{d(i, \ell)} \sum_{\ell=1}^{N} d(i, \ell) \{-k(i, \ell) + \sum_{j=1}^{N} p(\ell, j) \{c(\ell, j) + \beta V(j)\}\} \quad \text{for } i=1,2,\ldots,N \]

\[ \sum_{\ell=1}^{N} d(i, \ell) = 1 \quad \text{all } i \]
\[ d(i, \ell) \geq 0 \quad \text{all } i, \ell \]

**Equivalence of These Formulations**

To see how Equation (3) and Equation (7) are equivalent, notice that the decision variables \( d(i, \ell) \) for the problem at hand will take on values 0 or 1, since Equation (7) forms a trivial linear knapsack problem in \( d(i, \ell) \). Thus Equation (7) is equivalent to

\[ V(i) = \max_{d(i, \ell)} \sum_{\ell=1}^{N} d(i, \ell) \{-k(i, \ell) + \sum_{j=1}^{N} p(\ell, j) \{c(\ell, j) + \beta V(j)\}\} \quad \text{for } i=1,\ldots,N \]

or

\[ V(i) = \max_{d(i, \ell)} \sum_{\ell=1}^{N} d(i, \ell) \{-k(i, \ell) + \sum_{j=1}^{N} p(\ell, j)c(\ell, j) + \beta \sum_{j=1}^{N} p(\ell, j)V(j)\} \quad \text{for } i=1,2,\ldots,N \]

The first term, \(-k(i, \ell) + \sum_{j=1}^{N} p(\ell, j)c(\ell, j) = -k(i, \ell) + r(\ell)\) in Equation (9) can be written as \(r(i, \ell)\) to denote the expected immediate reward of making a state change from \(i\) to \(\ell\) and making a chance move to some state.

The second term, \(\beta \sum_{j=1}^{N} p(i, j, \ell)V(j)\) in Equation (9) can be written as \(\beta \sum_{j=1}^{N} p(i, j, \ell)V(j)\), since it is clear that once the process reaches some
temporary state $\ell$, the probability of making a transition to some
state $j$ is independent of the state $i$ before the state-change, that
is, $p(1, j, \ell) = p(2, j, \ell) = \ldots = p(N, j, \ell)$. In other words, making a
transition to a temporary state $\ell$ has the same effect as choosing the
$\ell$th version of the $i$th row of $P$ which gives the probabilities of
going from $i$ to $j$. Therefore, we can write Equation (7) as

$$V(i) = \max_{\ell} \left\{ r(i, \ell) + \beta \sum_{j=1}^{N} p(i, j, \ell) V(j) \right\}$$

which is identical to the functional equations defining the standard
formulation of the MDP given by Equation (3).

A Comparison of These Formulations

All problems can be expressed in either form; however, the state-
change formulation is preferred when all of the actions consist of
changes of states. Rosenthal [99] has exploited this characteristic to
study a class of stochastic location problems. The state-change formu-
lation requires definition of new states if used to solve problems like
"Howard's taxi-cab problem" [55], and should not be used in such cases.

The advantage of state-change formulation is that it allows a
clear separation between the actions of the decision maker and the
actions of chance whenever the action space and the state space are
identical. The advantage is in modeling convenience, not in solution,
although for problems with a special structure allowing solution short-
cuts the clarity of state-change formulation may make the structure
easier to detect or exploit.

A disadvantage of the standard formulation is that for many problems the natural decision variables are changes of states, so that there are many identical rows for various states, which require unnecessary storage of repeated information. Additionally, the transition returns in many cases are a combination of the independent costs of choice moves and the chance move rewards. Standard formulation is, however, the most natural formulation for cases in which the decisions are not necessarily state changes.

Some Examples

In this section we provide some examples in standard and state-change formulations to illustrate these concepts.

A Maintenance-Repair Model. The following "Machine Care Problem" has been formulated by Beckmann [5] using the standard formulation of MDP as follows:

A machine can be in either of two states, "failed" (state 1) or "operating" (state 2). If the machine is failed, the possible actions are "normal repair" (k=1) or "express repair" (k=2). If the machine is operating, the possible actions are "no maintenance" (k=1) or "preventive maintenance" (k=2). The related transition probabilities and rewards are as follows:

\[
p = \begin{bmatrix}
  1 & \begin{bmatrix}
    .50 & .50 \\
    .33 & .67 
  \end{bmatrix} \\
  2 & \begin{bmatrix}
    .25 & .75 \\
    .10 & .90 
  \end{bmatrix}
\end{bmatrix}
\]

\[
c = \begin{bmatrix}
  1 & \begin{bmatrix}
    -8 & -5 \\
    -15 & -12 
  \end{bmatrix} \\
  2 & \begin{bmatrix}
    7 & 10 \\
    5 & 8 
  \end{bmatrix}
\end{bmatrix}
\]
Find the decision policy that maximizes the long-run expected reward per transition.

This problem is not naturally a state-change problem, since the decisions cannot be interpreted as changing the state unless additional states are defined. To illustrate the correspondence between the two formulation methods, however, the problem will be reformulated as a state-change problem and solved. The solution will be shown to be the same as the known solution.

The state space must be expanded from $S = \{i\}$ to $S' = \{(i,k')\} = \{(1,0), (1,1), (1,2), (2,0), (2,1), (2,2)\}$, where state $(i,k')$ represents that the last observed state is $i$ and the last decision is $k'$. Here $\{k'\} = \{0,1,2\}$ where $k'=0$ represents that no action has been taken since the last state observation $i$. In this artificial state-change format, the problem statement leads to

$$P = \begin{bmatrix}
(1,0) & (1,1) & (1,2) & (2,0) & (2,1) & (2,2) \\
(1,0) & 1 & 0 & 0 & 0 & 0 & 0 \\
(1,1) & .50 & 0 & 0 & .50 & 0 & 0 \\
(1,2) & .33 & 0 & 0 & .67 & 0 & 0 \\
(2,0) & 0 & 0 & 0 & 1 & 0 & 0 \\
(2,1) & .25 & 0 & 0 & .75 & 0 & 0 \\
(2,2) & .10 & 0 & 0 & .90 & 0 & 0 \\
\end{bmatrix}$$

Here the $(1,0)$ and $(2,0)$ rows are arbitrary, since the temporary (after-decision) state cannot be $(1,0)$ or $(2,0)$. The state-change cost matrix $K$ has zeroes for all legal state changes, since the
matrix \( C \) from the original problem statement includes the effects of action costs and state-occupancy rewards combined:

\[
K = \begin{bmatrix}
(1,0) & (1,1) & (1,2) & (2,0) & (2,1) & (2,2) \\
(1,0) & \infty & 0 & 0 & \infty & \infty & \infty \\
(1,1) & \infty & \infty & \infty & \infty & \infty & \infty \\
(1,2) & \infty & \infty & \infty & \infty & \infty & \infty \\
(2,0) & \infty & \infty & \infty & \infty & 0 & 0 \\
(2,1) & \infty & \infty & \infty & \infty & \infty & \infty \\
(2,2) & \infty & \infty & \infty & \infty & \infty & \infty \\
\end{bmatrix}
\]

The transition reward matrix is

\[
C = \begin{bmatrix}
(1,0) & (1,1) & (1,2) & (2,0) & (2,1) & (2,2) \\
(1,0) & 0 & 0 & 0 & 0 & 0 & 0 \\
(1,1) & -8 & 0 & 0 & -5 & 0 & 0 \\
(1,2) & -15 & 0 & 0 & -12 & 0 & 0 \\
(2,0) & 0 & 0 & 0 & 0 & 0 & 0 \\
(2,1) & 7 & 0 & 0 & 10 & 0 & 0 \\
(2,2) & 5 & 0 & 0 & 8 & 0 & 0 \\
\end{bmatrix}
\]

This completes the state-change formulation. In general, if an arbitrary problem is to be formulated in state-change formulation, the number of states will be \( N + \sum K_i \), where \( N \) is the number of states in standard formulation and \( K_i \) is the number of decisions at state \( i \).
From closer inspection of the original data, an alternative state-change formulation can be obtained that probably matches the problem author's thinking more closely. This alternative formulation is suggested by the fact that the original transition reward matrix has constant row and column differences, which in turn suggests that the author may have been thinking in terms of an operating profit of $4, $7 (halfway) and $10, respectively, for a failed period, a half-operating period and an operating period, with action costs of $12 for normal repair, $19 for express repair, $0 for no maintenance and $2 for preventive maintenance. Under these assumptions the following algebraically-equivalent state-change formulation would have $P$ as before, and

$$
K = \begin{bmatrix}
(1,0) & (1,1) & (1,2) & (2,0) & (2,1) & (2,2) \\
(1,0) & \infty & 12 & 19 & \infty & \infty \\
(1,1) & \infty & \infty & \infty & \infty & \infty \\
(1,2) & \infty & \infty & \infty & \infty & \infty \\
(2,0) & \infty & \infty & \infty & \infty & 0 & 2 \\
(2,1) & \infty & \infty & \infty & \infty & \infty & \infty \\
(2,2) & \infty & \infty & \infty & \infty & \infty & \infty 
\end{bmatrix}
$$

with
To verify that both of the above state-change formulations are valid representations of the original problem, the problem was solved by a computer program (the one used in the second experiment in Chapter VII) that reads its data in state-change form. For both cases, the results were (for $\beta = .9$)

<table>
<thead>
<tr>
<th>Value of state $(i,k')$</th>
<th>Optimal temporary state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V(1,0) = 34.84$</td>
<td>$(1,1)$ (Corresponds to $k=1$ at state 1)</td>
</tr>
<tr>
<td>$V(1,1) = -\infty$</td>
<td>-</td>
</tr>
<tr>
<td>$V(1,2) = -\infty$</td>
<td>-</td>
</tr>
<tr>
<td>$V(2,0) = 57.03$</td>
<td>$(2,2)$ (Corresponds to $k=2$ at state 2)</td>
</tr>
<tr>
<td>$V(2,1) = -\infty$</td>
<td>-</td>
</tr>
<tr>
<td>$V(2,2) = -\infty$</td>
<td>-</td>
</tr>
</tbody>
</table>

These solutions correspond to the known solution of the same problem in standard formulation (see, for example, the final section of Chapter IV).
An Inventory Model. A natural example of state-change formulation is provided by the most general inventory-control problem that fits the framework of Markov decision processes: the quick-replenishment, infinite-horizon inventory problem with an arbitrary stationary probability distribution of demand and with non-linear replenishment, shortage and holding costs. Here the state is the number of units on hand, and the decision is how many to replenish, so that state-change formulation is natural.

Consider an inventory system with $i$ units on hand at the beginning of a period; the replenishment decision brings the number of units up to $\ell$, at a cost $M(\ell-i)$; the demand brings the number of units down to $j$, according to a probability function $P(y)$, where $y$ is the number of units demanded, so that $j = \max(\ell-y,0)$; if $j>0$ a holding cost $H(j)$ is encountered, and if $j=0$ and expected shortage cost $U(\ell)$ is encountered that equals the expected value of the shortage cost $Q(y-\ell)$ over all possible demands $y$ that cause $j=0$:

$$U(\ell) = \sum_{y=\ell}^{\infty} P(y|y\geq\ell)Q(y-\ell) .$$

The involved computations necessary to convert the data from the form here to the form needed for standard formulation are outlined in an elementary textbook [52], using about four pages of explanation in two sections to treat the modeling of a less general inventory problem (the difficulty being that each element of the standard transition and cost matrices involves the combination of the effects of replenishment
and demand). In the state-interchange formulation, however, the three matrices that contain the data specification can be written down immediately (here for a system where inventories have an upper limit of four for illustrative purposes):

\[
P = \begin{bmatrix}
0 & 1 & 2 & 3 & 4 \\
0 & 1 & 0 & 0 & 0 \\
1 & 1 - \xi & P(0) & 0 & 0 \\
2 & 1 - \xi & P(1) & P(0) & 0 \\
3 & 1 - \xi & P(2) & P(1) & P(0) \\
4 & 1 - \xi & P(3) & P(2) & P(1) & P(0)
\end{bmatrix}
\]

\[
K = \begin{bmatrix}
0 & 1 & 2 & 3 & 4 \\
0 & 0 & M(1) & M(2) & M(3) & M(4) \\
1 & \infty & 0 & M(1) & M(2) & M(3) \\
2 & \infty & \infty & 0 & M(1) & M(2) \\
3 & \infty & \infty & \infty & 0 & M(1) \\
4 & \infty & \infty & \infty & \infty & 0
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
0 & 1 & 2 & 3 & 4 \\
0 & -U(0) \\
1 & -U(1) & -H(1) \\
2 & \infty & \infty & \infty & 0
\end{bmatrix}
\]
In the notation $1-\Sigma$ in matrix $P$, $\Sigma$ denotes the row sum excluding the element in which $\Sigma$ appears. The negative signs in matrix $C$ reflect the convention that $C$ is a matrix of rewards. The blanks in matrix $C$ are unspecified rewards for impossible transitions, since the corresponding elements of $P$ are zero. The infinite values in matrix $K$ could be left blank also if the solution algorithm is set to ignore negative replenishment decisions ($d_{il}$ set to zero for $t<i$).

This problem will be used to illustrate the proposed solution methods in Chapter VII, where a generalized $(s,S)$ policy is found to be optimal for a 100-state example.

**Semi-Markov Decision Processes**

A semi-Markov decision process is a controlled semi-Markov valued process. The decision maker observes the process and takes actions just as in an MDP, the only difference being in the underlying stochastic behavior.

A recent article by Lippman [79] refers to semi-Markov decision processes as being "...the most natural formulation for a plethora of stochastic control problems, particularly those arising in inventory, queueing, and inspection-maintenance-replacement systems and in economic planning and consumption models."

For a given policy, the problem reduces to that of evaluating a semi-Markov valued process, which is an equivalent problem to that of a valued Markov chain, as shown by Totten [116]. Thus, the results presented in this thesis apply also for semi-Markov decision processes.

Totten does not give the conversion procedures, but shows their
existence. The detailed procedures applicable for most of the commonlyencountered sojourn-time distributions are precisely those given by
Young and Contreras for calculating expected present worths of randomly-
timed cash flows [129]; they are elaborated and applied to stochastic
processes in a forthcoming master's thesis by Carl Wohlers (School of
Industrial and Systems Engineering, Georgia Institute of Technology) on
decision trees with random timing.
CHAPTER III

INFORMATION GATHERING FOR MARKOV DECISION PROCESSES

The computation difficulties that are the main subject of this thesis are not the only impediments to large-scale MDP usage. The area of information gathering may be equally important. Information gathering and modeling are intimately connected, since there are tradeoffs among alternative formulation models along competing dimensions. Computational convenience, accuracy and demand for data are three of the most important such dimensions, although such considerations as generality, robustness and intuitive appeal may be equally important.

In the previous chapter the state-change formulation was introduced. It is suitable only for certain MDPs, but for these it is superior to standard formulation in several ways--computational convenience (reduced storage), reduced preprocessing of data (probabilities and costs are used separately as gathered, not lumped together) and intuitive appeal--although it has no accuracy advantage in computation and is less general. From the standpoint of information gathering, state-change formulation has an additional advantage in that, because it does not confound rewards, costs and probabilities, it allows easier and more accurate application of the inferences developed in this chapter for helping to specify rewards and probabilities.

This chapter treats two general aspects of MDP information gathering. In the first section some new cost-modeling (or reward-
modeling) methods are presented; these are direct consequences of recent work in uncertain timing of cash flows by Young and Contreras [129] applied to MDP. In the second section a framework for applying statistical inferences to large-scale MDP is proposed; the inference methods themselves are known methods from the literature and are simply explained briefly.

Cost Timing in Discrete Markov Chains

In this section the effects of random timing of rewards within a transition interval are examined, and methods are presented for estimating \( c(i,j) \), or \( c(\ell,j) \) and \( k(i,\ell) \) when the costs or rewards are known, but their timing is uncertain.

In both the standard formulation and the state-change formulation, the value equations contain by convention the assumption that the observation, the action and the chance transition all occur at time \( n \). The assumed timing is simply a convention. If, for example, a transition reward were collected at the end of a transition interval rather than at the beginning, we could simply replace \( r(i) \) in Equation (1), Chapter II, with \( \beta r(i) \).

The detailed cost timing considerations are considered in the context of a small example problem.

Consider an amplifier that can exist in 3 states, where state 3 is failure, an absorbing state. The elements of \( \{p_{ij}\} \) are .92, .07, .01, 0, .55, .45, 0, 0, 1. The amplifier begins in state 1, and it is desired to find the expected number of time periods to failure. This process can be considered an infinite-horizon stationary Markov chain.
with rewards if we imagine a $1 reward to be collected each time the amplifier does not fail; then the total number of dollars collected is equal to the total number of time periods to failure. Thus Equation (1), Chapter II, applies, with $\beta = 1$. We set $c(3,3)=0$. Now the question of timing arises. We can compute the expected number of time periods completed before failure by setting $c(i,1)=c(i,2)=1$ for all $i$; or we can compute the expected number of time periods started before failure by setting $c(1,j)=c(2,j)=1$ for all $j$; or we can compute an approximation of the expected number of time periods spent without failure by setting $c(i,j)=1$ for all $i,j$ where both $i$ and $j$ are not 3, and $c(i,j)=.5$ for all $i,j$ where either $i=3,j\neq 3$ or $i\neq 3,j=3$, thus assuming that transitions occur, on the average, in the middle of the year. In a sense, all three modeling approaches are satisfactory, but in another sense not. The numerical results from Equation (1), Chapter II, are, respectively, 13.44 expected time periods completed, 14.44 expected time periods started, 13.94 expected time periods spent (the third answer is the average of the first two). Few analysts would quarrel seriously with the third approach when applied to a real problem, but, as will be seen, this approach does not generalize to more complex problems. A less ambiguous approach is needed.

Timing of State Transitions

State transitions can occur at the beginning of the transition interval. When they do, the corresponding reward $c(i,j)$ is simply the reward for the transition. If they occur at the end of the transition interval, the corresponding reward $c(i,j)$ is $R\beta$, where $R$ is
the reward. If they occur at a specified time within the interval, the
corresponding reward \( c(i,j) \) is \( R\beta^\tau \), where \( \tau \) is the proportion of
the transition interval that elapses before the transition. These three
rules simply discount the reward properly in accordance with the conven­
tion that Equation (1), Chapter II, is written, assuming each formal
reward to occur at the beginning of the interval.

The more interesting cases are those in which a transition occurs
at some unspecified time during the transition interval, as was the case
in the above example. Three cases are of special interest: Uniformly
distributed timing, truncated-exponential timing, and arbitrarily dis­
tributed timing.

**Uniformly Distributed Transition Timing.** Let \( \tau \) be a uniformly
distributed random variable on the interval \((0,1)\), representing the
proportion of the transition interval that elapses before the transi­
tion. Let \( R \) be the actual reward collected. Then, directly from the
arguments in Young and Contreras [129], we have

\[
c(i,j) = R \frac{1-\beta}{-\ln \beta} \quad \text{(Transition reward \( R \) at \( \text{uniformly distributed time}. \)) (1)}
\]

Uniformly distributed timing is what would be expected if the transition
were the result of an event whose arrival time had a negative-exponential
distribution, that is, an event from a series of events that constitutes
a Poisson process. Thus this case fits many practical applications. The
quantity \(-\ln \beta\) is of course a positive quantity known to economists as
the nominal continuous interest rate \( r \). By definition, \( \beta = e^{-r} \) or
\( r = -\ln \beta \).
**Truncated-Exponential Transition Timing.** If the transition were the result of an event whose timing had a negative-exponential distribution with mean \( m \) transition intervals, and the event happened to have occurred during the interval, then we would expect the timing of the transition to have a truncated-exponential distribution. This covers some important aging or reliability situations, where the event occurs on the first failure in a series of successive chances for failure. Let \( x \) be the time of the event, with density function \( f(x) = (1/m)e^{-x/m} \), so that \( m \) is the expected time of the event. If \( x < 1 \), then we set \( c(i,j) \) equal to the expected value of \( R^x \). But this expected value is

\[
E(R^x|x<1) = E(Re^{-rx}|x<1) = \frac{R\int_0^1 e^{-rx}f(x)dx}{\int_0^1 f(x)dx}
\]

Integrating, we obtain

\[
c(i,j) = \frac{R(1-e^{-(r+1/m)})}{(1+rm)(1-e^{-1/m})}
\]

*(Transition reward \( R \) at truncated-exponential time)*

\( (2) \)

**Arbitrarily Distributed Transition Timing.** Within the usual range of practical interest for economy studies in engineering (interest rates up to about 18 per cent, transition intervals of less than 10 yr duration), an approximation given by Young and Contreras [129] for the expected value of \( e^{-r\tau} \) (which is the same as \( R^\tau \) here) leads to the following approximation for \( c(i,j) \) when the time \( \tau \) of the transition is distributed arbitrarily with mean \( \mu \) and variance \( \sigma^2 \):
The approximation of Equation (3) holds within about 1 per cent error for practically any probability distribution of $\tau$.

The three formulas given for $c(i,j)$ in Equations (1), (2) and (3) should cover most cases of practical interest where a transition reward is collected at the moment of transition, and this moment is randomly distributed.

### Cessation of Uniform Rewards

We now consider situations in which the reward is not a lump sum paid at the moment of transition, but is a uniform cash flow that starts or stops at the moment of transition. If state $i$ is a state in which we collect $\bar{A}$ dollars per unit time, and state $j$ is a state in which we collect no reward, then $c(i,j)$ should be set to the expected value of $\bar{A}(1-\beta^\tau)/r$ in order to have $c(i,j)$ represent the expected present worth of earnings up to cessation. Conversely, if state $i$ is a state in which we collect no reward, and state $j$ is a state in which we collect $\bar{A}$ dollars per unit time, then $c(i,j)$ should be set to the expected value of $\bar{A}(\beta-\beta^\tau)/r$. These expected values can be calculated from the results in the previous section.

Table 2 summarizes the formulas for $c(i,j)$ resulting from consideration of lump sums or uniform cash flows with random starting or cessation times within a transition interval.
Table 2. Contributions to $c(i,j)$ for Single and Uniform Continuous Rewards

### Single Reward

**R dollars at time $\tau$**

<table>
<thead>
<tr>
<th>Timing of Rewards</th>
<th>Contributions to $c(i,j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$ a known constant ($\tau = 0$)</td>
<td>$R^\tau$</td>
</tr>
<tr>
<td>($\tau = 1$)</td>
<td>$(R)$</td>
</tr>
<tr>
<td>$\tau$ distributed uniformly $(0, 1)$</td>
<td>$(R\beta)$</td>
</tr>
<tr>
<td>$x$ distributed exponentially with mean $\mu$, giving truncated-exponential $\tau$</td>
<td>$R(1-\beta)/r$  ($r = -\ln \beta$)</td>
</tr>
<tr>
<td>$\tau$ distributed arbitrarily with mean $\mu$, variance $\sigma^2$</td>
<td>$R\beta^\mu(1+\sigma^2r^2/2)$</td>
</tr>
</tbody>
</table>

### Uniform Continuous Reward

$\bar{A}$ dollars per unit time from 0 to $\tau$,  
$\bar{B}$ dollars per unit time from $\tau$ to 1

<table>
<thead>
<tr>
<th>Timing of Rewards</th>
<th>Contributions to $c(i,j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{A}$, time 0 to time $\tau$</td>
<td>$\bar{A}(1-\beta^\tau)/r$</td>
</tr>
<tr>
<td>$\tau$ a known constant</td>
<td>$\bar{A}(1-(1-\beta/r))/r$</td>
</tr>
<tr>
<td>$\tau$ distributed uniformly $(0, 1)$</td>
<td>$\bar{A}(1-\beta^\mu(1+\sigma^2r^2/2))/r$</td>
</tr>
<tr>
<td>$\tau$ distributed arbitrarily with mean $\mu$, variance $\sigma^2$</td>
<td>$\bar{A}(1-(1-\beta/r))/r$</td>
</tr>
<tr>
<td>$\bar{B}$, time $\tau$ to time 1</td>
<td>$\bar{B}(\beta-\beta^\tau)/r$</td>
</tr>
<tr>
<td>$\tau$ a known constant</td>
<td>$\bar{B}(\beta-(1-\beta/r))/r$</td>
</tr>
<tr>
<td>$\tau$ distributed uniformly $(0, 1)$</td>
<td>$\bar{B}(1-\beta^\mu(1+\sigma^2r^2/2))/r$</td>
</tr>
<tr>
<td>$\tau$ distributed arbitrarily with mean $\mu$, variance $\sigma^2$</td>
<td>$\bar{B}(1-(1-\beta/r))/r$</td>
</tr>
</tbody>
</table>
Statistical Inference

In practical situations, the gathering of MDP data is not trivial. For example, it may be desired to apply MDP to a situation that does not necessarily obey the Markov assumptions when reasoned from first principles, so that sample trajectories from real or simulated histories of the process must be examined to test the relevant hypotheses. Such a situation occurs when states are lumped together, as when inventory control is done in lots of $M$ items, when insured clients are classified into risk classes, when queueing systems are examined at regular intervals whose lengths are such that many state changes occur between observations, and when continuous variables are treated as discrete. Such a situation also occurs when artificial states are defined so as to represent a non-stationary chain with a stationary one, as when actuaries devise states intermediate between "living" and "dead" in order to replicate observed survivorship curves, or when "incubation" states are added in disease control problems. In addition, there are cases where micro knowledge is great but macro knowledge is small, as when the overall operation of a baggage handling system or a production control system is hypothesized to have Markov properties. Finally, there are many cases in which one wonders whether Markov assumptions apply at all, as in marketing surveys where only experimental evidence would be able to establish that brand switching can be adequately modeled as Markovian.

Even with enough data to establish a set of observable states that obey the Markov assumptions, it is doubtful that anyone with a large-scale problem to solve would have information first-hand on all
of the possible versions of the Markov chain that could be encountered when many different decision policies are tried. Thus we postulate that at least some of the data gathering will be done by simulation. Once a decision situation becomes well known in one or more versions, as by actual history, one may build a simulation model of it. If the simulation model represents the known versions of the situation, there is reasonable hope that other versions of the simulation model would also represent versions of the situation that exist so far only in the model builder's imagination. The method that is probably most typically used in simulation studies is simply to try various decisions in a validated simulation model, choosing the decisions that give the best outcome.

Where the problem has MDP structure, it seems obvious that a much more efficient way to proceed is to use the simulation model only to generate the data for MDP solution, because the MDP methodology can investigate far more policies far more cheaply than direct simulation.

A recommended procedure for organizing the data investigation phase of an MDP study is shown in Figure 4. In every case where simulation is mentioned, it is of course possible and preferable to use actual histories if available.
FROM \( n^o \) REPLICATIONS OF A TIME SERIES OF STATE OCCUPANCIES, COMPUTE THE NUMBER OF TRANSITIONS \( i \rightarrow j \) DURING THE \( t \)TH TRANSITION, \( n(i,j;t) \), AND THE TOTAL NUMBER OF TRANSITIONS \( i \rightarrow j \), \( n(i,j) \).

ASSUMING A FIRST ORDER MARKOV CHAIN, ESTIMATE THE STATIONARY AND NON-STATIONARY TRANSITION PROBABILITIES \( p(i,j) \), AND \( p(i,j;t) \).

TEST THE HYPOTHESIS THAT THE CHAIN IS STATIONARY.

REJECT

USE DYNAMIC PROGRAMMING TO SOLVE A FINITE HORIZON PROBLEM.

TEST THE HYPOTHESIS THAT THE CHAIN IS OF FIRST ORDER.

REJECT

IDENTIFY THE ORDER OF THE CHAIN? AND REFORMULATE IT AS A FIRST ORDER MARKOV CHAIN WITH AN INCREASED STATE SPACE.

ARE THERE SOME PRIOR ESTIMATES OF THE TRANSITION PROBABILITIES?

NO

USE THE ESTIMATED TRANSITION PROBABILITIES, AND SOLVE A STATIONARY MDP.

TEST THE HYPOTHESIS THAT THE TRANSITION PROBABILITIES ARE EQUAL TO SOME GIVEN VALUES.

REJECT

USE THE ESTIMATED TRANSITION PROBABILITIES, AND SOLVE A STATIONARY MDP.

USE THE HYPOTHESIZED TRANSITION PROBABILITIES TO SOLVE A STATIONARY MDP.

Figure 4. Data Investigation Procedure
Data Investigation

For a given state $i$, the probability of a transition $i \rightarrow j$ depends only on the decision at $i$ and not on the decisions at any other state. Thus there is no need, either in simulation or in examination of historical data, to consider all policies separately. The minimal number of separate experiments necessary to estimate all possible $p(i,j,k)$ is $\sum_1 K_1$, although for a given MDP it is usually necessary to augment this number in order to achieve a sufficient sample size for each $i$; if a state is never or seldom reached under a particular policy, which often happens, experimentation with other policies is required.

For each policy a time series of states resulting from a sample realization is generated. This time series is called a sample trajectory. We consider two situations: one where the time series data are available, and one where the data are aggregated in such a way that the time relationships are lost. To illustrate, time series data may be reported as a vector such as $(1,1,3,4,1,1,1,3,...)$, meaning that the process moved from state 1 to state 1 to state 3 to state 4 ... , where the dimension of the vector is the number of time periods observed. By contrast, aggregate data may be reported as a vector such as $(36,24,56,...)$, meaning that state 1 was visited 36 times, state 2 was visited 24 times, ... , where the dimension of the vector is $N$, the number of states.

The problem of statistical inference is of course simpler for time series data than for aggregate data. Simulation-generated data can always be in time series form, but historical records are often
In the following two sections, titled Investigation of Time Series Data and Investigation of Aggregate Data, we present relevant results from the literature, omitting all derivations. A Short Bibliography of Data Investigation for MDP is included at the end of the chapter, and it contains references for all statistical procedures discussed here.

**Investigation of Time Series Data.** Time series data may be investigated to determine whether the chain is stationary or non-stationary, to determine order of the chain, to estimate transition probabilities and to test hypotheses as to the values of given elements in the Markov transition matrix. First, we present various statistical tests available when the chain is assumed to be stationary; then we present the tests available when this assumption is relaxed, including a test for stationarity itself.

Assume a stationary chain, which is one for which \( p(i,j;t)=p(i,j) \) for all \( t \) under a given policy. In a finite stationary chain with \( N \) states, let \( n \) be the number of transitions in the time series sample, let \( n(i,j) \) be the number of transitions from state \( i \) to state \( j \), and let \( n(i)=\sum_j n(i,j) \) be the total number of transitions from state \( i \) to any state \( j \), including \( j=i \).

A maximum likelihood estimator for \( p(i,j) \) for a given state \( i \) is easily derived from the sample transition counts \( \{n(i,1),n(i,2),\ldots,n(i,N)\} \), which can be considered as a sample of size \( n(i) \) from a multinomial distribution with probabilities \( \{p(i,1),p(i,2),\ldots,p(i,N)\} \). The estimator is simply the transition frequency:
\[ \hat{p}(i,j) = \frac{n(i,j)}{n(i)} \] (4)

Kendall and Anderson and Goodman show that these estimators are asymptotically normally distributed. They are consistent but not generally unbiased, although the bias tends to zero as the sample size increases.

Convenient hypothesis tests for estimators of \( p(i,j) \) follow directly from the asymptotically normal distribution of \( \hat{p}(i,j) \). The statistic \( \sqrt{n(i)}[\hat{p}(i,j) - p(i,j)] \) has an asymptotic normal distribution with mean 0 and variance \( p(i,j)(1-p(i,j)) \), and thus constitutes a goodness-of-fit statistic that can be used as a basis for the following tests.

Let \( P(i) \) denote the \( i \)th row of \( P \). Where \( P^0(i) \) is some specified row that may be different from the \( i \)th row of the maximum likelihood estimators \{\( \hat{p}(i,j) \}\), the hypothesis \( H_0: P(i) = P^0(i) \) is tested in terms of the statistic

\[
S(i) = \sum_{j=1}^{N} \frac{n(i)(\hat{p}(i,j) - p^0(i,j))^2}{p^0(i,j)}
\]

where the sum is computed over non-zero elements of \( P^0(i) \) only. Let \( d \) be the number of zero elements, so that the sum contains \( N-d \) non-zero elements. Then the statistic \( S(i) \) is distributed \( \chi^2 \) with \( (N-1)-d \) degrees of freedom. \( H_0 \) is rejected if \( S(i) > \chi^2_{\alpha} \) for the given number of degrees of freedom and a given type I error probability \( \alpha \).

If \( P^0(i) \) has no zero elements, an alternative test of the same hypothesis follows from a test statistic \( S'(i) \) obtained from the
likelihood ratio:

\[
S'(i) = \sum_{j=1}^{N} n(i,j) \ln \left( \frac{n(i,j)}{\hat{p}_0(i,j)} \right) = 2 \sum_{j=1}^{N} n(i,j) \left( \ln \hat{p}(i,j) - \ln \hat{p}_0(i,j) \right)
\]

\( S'(i) \) is distributed \( \chi^2 \) with \( N-1 \) degrees of freedom, so that \( H_0 \) is rejected if \( S'(i) > \chi^2_\alpha \) for the given number of degrees of freedom and a given type I error probability \( \alpha \).

Extension of the above two hypothesis tests on individual rows of \( P \) to the equivalent tests on the entire transition matrix \( P \) is straightforward. Let \( P^0 \) denote some specified transition matrix that may be different from the matrix of maximum likelihood estimators \( \{\hat{p}(i,j)\} \). The hypothesis \( H_0: P = P^0 \) may be tested in terms of the statistic

\[
S = \sum_{i=1}^{N} S(i) = \sum_{i=1}^{N} \sum_{j=1}^{N} n(i) \left( \hat{p}(i,j) - p^0(i,j) \right)^2
\]

where the sum is computed over \( (i,j) \) for which \( p^0(i,j) > 0 \) only. Where \( d \) now represents the number of zero elements of the entire matrix \( P^0 \), the statistic \( S \) is distributed \( \chi^2 \) with \( N(N-1)-d \) degrees of freedom. The hypothesis \( H_0: P = P^0 \) is rejected if \( S > \chi^2_\alpha \) for the given number of degrees of freedom and a given type I error probability \( \alpha \).

If \( P^0 \) has no zero elements, the alternative test statistic \( S' = \sum_{i=1}^{N} S'(i) \), where \( S'(i) \) is as defined in the equation above, is distributed \( \chi^2 \) with \( N(N-1) \) degrees of freedom, and \( H_0: P = P^0 \) is
rejected if \( S' > \chi^2_{\alpha} \) for the given number of degrees of freedom and a given type I error probability \( \alpha \).

Some hypothesis tests on the order of a stationary Markov chain are described in the following paragraphs. In the light of the results to be presented later in this thesis, these tests take on a new importance. The natural-decomposition method SMDP allows particularly efficient solution of large first-order chains that have been generated from smaller second-order chains, so that identifying a chain as second-order need not prevent its being solved.

A Markov chain is of order \( n \) (\( n = 0, 1, \ldots \)) if the earliest state occupancy relevant in calculating \( P(X_t = x_t) \) is \( x_{t-n} \). Thus a zeroth-order Markov chain is simply an independent process, where the state occupancies are independent of each other. A first-order Markov chain is the chain discussed throughout this thesis under the unmodified name "Markov chain." A second-order Markov chain is one for which
\[
P(X_t = x_t | x_{t-1}, x_{t-2}, \ldots) = P(X_t = x_t | x_{t-1}, x_{t-2}).
\]

Every second-order Markov chain can be expressed as a first-order Markov chain with a state space equal to the cartesian product of state space of the second-order chain and itself. For example, a second-order Markov chain with state space given by \( S_2 = \{1, 2\} \) can be expressed by a first-order Markov chain with state space \( S_1 = S_2 \times S_2 = \{(1,1), (1,2), (2,1), (2,2)\} \). Here the state descriptor \((i,j)\) denotes that \( X_{t-2} = i \) and \( X_{t-1} = j \). The first-order transition probability matrix for the first-order chain equivalent to a given second-order chain contains elements \( p(i,j,k) \), each representing the probability of state \((j,k)\) given state \((i,j)\) one period earlier. For the
example given above, we have

\[
\begin{pmatrix}
(1,1) & (1,2) & (2,1) & (2,2) \\
(1,1) & p(1,1,1) & p(1,1,2) & 0 & 0 \\
(1,2) & 0 & 0 & p(1,2,1) & p(1,2,2) \\
(2,1) & p(2,1,1) & p(2,1,2) & 0 & 0 \\
(2,2) & 0 & 0 & p(2,2,1) & p(2,2,2)
\end{pmatrix}
\]

To test the hypothesis that the transition probabilities from a given state \( j \) are adequately represented by first-order transition probabilities, as opposed to second-order transition probabilities, i.e., to test \( H_0: p(i,j,k) = p(j,k) \), the first step is to obtain the first-order maximum likelihood estimators \( \hat{p}(j,k) \) from Equation (4) and the second-order maximum likelihood estimators

\[
\hat{p}(i,j,k) = \frac{n(i,j,k)}{\sum_{\ell=1}^{N} n(i,j,\ell)},
\]

where \( n(i,j,\ell) \) represents the number of \( i \rightarrow j \rightarrow \ell \) transitions in the sample. The test statistic \( S(j) \),

\[
S(j) = \sum_{i=1}^{N} \sum_{k=1}^{N} n^*(i,j)(\hat{p}(i,j,k)-\hat{p}(j,k))^2/\hat{p}(j,k),
\]

where

\[
n^*(i,j) = \sum_{k=1}^{N} n(i,j,k),
\]
is distributed $\chi^2$ with $(N-1)^2$ degrees of freedom. The hypothesis that a first-order chain adequately represents the data is rejected if $S(j) > \chi^2_{\alpha}$ for the given number of degrees of freedom and a given type I error probability $\alpha$.

To test the same hypothesis for an entire chain, we use the test statistic $S = \sum_j S(j)$, which is distributed $\chi^2$ with $N(N-1)^2$ degrees of freedom.

All of the above statistical procedures (and, for that matter, all of the methods used in this thesis) assume stationary Markov chains, which are those for which $p(i,j) = p(i,j;t)$ for all $t$. Questions of stationarity raise thorny issues in Markov decision processes. It is difficult to imagine a real-world stochastic process that is truly stationary, yet many are approximately so. MDP solutions have some degree of robustness against non-stationarity, partly through the operation of the discount factor $\beta$, and partly through the desire of decision makers to have a rational basis for a policy even if it is recognized that conditions will change (one may regard an optimal policy calculated by MDP methods as the best thing to do in the absence of better knowledge about the future than is available by assuming the current probabilities will continue). Although no methods are known to this author to provide a formal basis for using knowledge about the degree of stationarity exhibited by a situation, it is obviously desirable to have stationarity information available to a decision maker in a given situation if for no other reason than to aid in his application of intuitive judgement. In the following paragraphs we present a short summary of the best-known method for judging the stationarity of a
Markov chain.

Since each time series gives only one sample of \( p(i,j;t) \) for a given \( t \), it is necessary to have \( n^0 \) replicates of the time series of state occupancies. For a given \( i, j \) and \( t \), let \( n(i,j;t) \) represent the count of the number of times state \( j \) is observed at time \( t \) when state \( i \) was observed at time \( t-1 \); also let \( n(i;t-1) \) represent the number of times state \( i \) was observed at time \( t-1 \). The maximum likelihood estimator of \( p(i,j;t) \) is simply the frequency

\[
\hat{p}(i,j;t) = \frac{n(i,j;t)}{n(i;t-1)}
\]

These estimators may be used to test the stationarity of the chain.

To test the stationarity of a given row of \( P \), say row \( i \), the sample test statistic \( S(i) \) is suggested by

\[
S(i) = \sum_{t=1}^{T} \sum_{j=1}^{N} n(i;t-1) \left( \hat{p}(i,j;t) - \hat{p}(i,j) \right)^2 / \hat{p}(i,j)
\]

which is distributed \( \chi^2 \) with \((N-1)(T-1)\) degrees of freedom. Thus the hypothesis of stationarity, \( H_0: p(i,j;t) = p(i,j) \), is rejected if \( S(i) > \chi^2_{\alpha} \) for the given number of degrees of freedom and a given type I error probability \( \alpha \). To test the stationarity of an entire transition probability matrix \( P \), the same hypothesis is tested with the statistic \( S' = \sum_i S(i) \), which is distributed \( \chi^2 \) with \( N(N-1)(T-1) \) degrees of freedom. Ad-hoc judgement is required to select \( \alpha \) for the test.
Investigation of Aggregate Data. All statistical procedures described in the above subsection have assumed the availability of time series of state occupancies. If the data are aggregated so that the state occupancy counts \( n(j;t) = \sum_i n(i,j;t) \) are available but the transition counts \( n(i,j;t) \) cannot be recovered, the procedures suggested by Miller and extended by Lee are applicable for estimating transition probabilities.

Following Miller, let us define \( q(j;t) \) as the probability of observing state \( j \) at time \( t \), so that the Markov transition law gives

\[
q(j;t) = \sum_{i=1}^{N} q(i;t-1)p(i,j) .
\] (5)

If the unconditional probabilities \( q(j;t) \) are replaced by the corresponding observed frequencies \( y(j;t) \), then there will be in general no set of \( p(i,j) \)'s for which Equation (5) holds with probability one. To have an identity, an error term \( \mu(j;t) \) is introduced so that

\[
y(j;t) = \sum_{i=1}^{N} y(i;t-1)p(i,j) + \mu(j;t) ,
\]

or, in matrix form,

\[
Y(j) = X(j)P(j) + \mu(j) , \quad j=1,2,...,N
\]
The following assumptions are made about $u(j)$:

1. $E[u(j)] = 0$
2. $E[u(j)u'(j)] = \sigma(j)W$, where $W$ is a $T \times T$ positive-definite diagonal matrix.

The entire set of equations is, in matrix form, $Y = XP + \mu$, with the assumptions

1. $E(\mu) = 0$
2. $E(\mu\mu') = M$, where $M$ is a $TN \times TN$ non-diagonal singular matrix.

Using the method of least squares on this linear statistical model, with the assumption that $T > N$, Miller gives the least-squares estimators of $P$ as

$$
\hat{P} = (X'X)^{-1}X'Y
$$

Miller's estimators always satisfy the condition that the $\hat{p}$'s sum to one in each row, but there is nothing in his model to guarantee that every $\hat{p}(i,j)$ falls in the interval $(0,1)$. Lee shows that Miller's method does in fact often give negative estimates of some of the probabilities when applied to reasonable test problems, and he presents an extension that restricts the estimates to be non-negative. Lee's extension produces a quadratic programming problem (where Miller's problem was linear), and the problem is amenable to solution by the quadratic programming algorithm developed by Wolfe [126].
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CHAPTER IV

MICRO SOLUTION PROCEDURES

The aim of this chapter is to demonstrate how all of the important MDP solution procedures are very closely related to each other in a way not heretofore made evident in the literature; and, in so doing, to reveal further promising solution procedures of the same class.

Howard's algorithm [55], Hastings' algorithm [49], the solution procedure of Kushner and Kleinman [73], White's method of successive approximations [120], and many other solution procedures (including the procedures developed in this thesis) can all be viewed as variations that work directly on the dual of a linear programming formulation similar to one first proposed by D'Epenoux [24] in 1963. A computer program is given here to illustrate some of the computational details of these procedures, and a taxonomy of solution procedures is presented and discussed. We begin with a brief description of the linear program that ties the various procedures together.

A Linear Programming Formulation

In an infinite-horizon Markov decision process, let \( \pi(i;n) \) represent the probability that the process is in state \( i \) at time \( n \); let \( \lambda(j,k;n) \) represent the joint probability that the observer will observe state \( j \) and take action \( k \) at time \( n \); and let \( x(j,k) \) represent the z-transform, \( z^\infty \), of \( \lambda(j,k;n) \), so that

\[
\sum_{n=0}^{\infty} \lambda(j,k;n)z^n.
\]

For given \( r(j,k) \) as defined previously the expected
rewards for state \( j \) at time \( n \) are \( \sum_{k \in K_j} r(j,k) \lambda(j,k;n) \), \( n=0,1,\ldots \), so that the expected reward at time \( n \) is \( \sum_{j=1}^{N} \sum_{k \in K_j} r(j,k) \lambda(j,k;n) \), \( n=0,1,\ldots \).

The expected present worth of all rewards is to be maximized:

\[
\text{Maximize} \quad \sum_{n=0}^{\infty} \beta^n \sum_{j=1}^{N} \sum_{k \in K_j} r(j,k) \lambda(j,k;n)
\]

Because of the Markov property, the marginal probability of being in state \( j \) at time \( n \) is calculated from the marginal probabilities of being in states \( i \) at time \( n-1 \):

\[
\sum_{k \in K_j} \lambda(j,k;n) = \sum_{i=1}^{N} \sum_{k \in K_i} p(i,j,k) \lambda(i,k;n-1) \quad , \quad n=1,2,\ldots
\]

and

\[
\sum_{k \in K_j} \lambda(j,k;0) = \pi(j;0) \quad , \quad n=0
\]

The steps to follow—those of replacing groups of constraints and groups of variables by weighted sums—are justifiable without appeal to the fact that the resulting formulation can be shown to be identical to accepted formulations. However, here it is expedient to appeal to this fact [101, pp 150-2] and proceed directly to the formulation.

The above constraints are each multiplied by \( \beta^n \) and summed over \( n \) for each \( j \), yielding a finite set of \( N \) constraints:
\[
\sum_{n=0}^{\infty} \sum_{k \in K_j} \lambda(j,k;n)\beta^n = \pi(j;0) + \sum_{n=1}^{\infty} \sum_{i=1}^{N} \sum_{k \in K_i} p(i,j,k)\lambda(i,k;n-1)\beta^n
\]

\[
= \pi(j;0) + \sum_{n=0}^{\infty} \sum_{i=1}^{N} \sum_{k \in K_i} p(i,j,k)\lambda(i,k;n)\beta^{n+1}.
\]

Taking the z-transforms of the objective function and all constraints yields a linear programming formulation expressed in terms of the non-negative variables \( x(j,k) \) defined earlier:

Maximize
\[
\sum_{j=1}^{N} \sum_{k \in K_j} r(j,k)x(j,k)
\]  

subject to
\[
\sum_{k \in K_j} x(j,k) = \pi(j;0) + \beta \sum_{i=1}^{N} \sum_{k \in K_i} p(i,j,k)x(i,k) \quad j=1,2,\ldots,N
\]

and \( x(j,k) \geq 0 \quad j=1,2,\ldots,N ; \ k \in K_j \)

As several authors have pointed out [24,18], every basic feasible solution to the linear program defined by Equations (1), (2) and (3) has the property that for each \( j \), exactly one \( k \) exists for which \( x(j,k) > 0 \). The set of constraints associated with \( x(j,\cdot) \) will be called the j-group. This property is crucial to the efficiency of all the important MDP solution procedures, and we digress very briefly to develop it.

As in any linear program with \( N \) constraints, every basic feasible solution will have at most \( N \) non-zero variables \( x(j,k) \).
On the other hand, ignoring any states that cannot be reached, if there must be at least one non-zero $x(j,k)$ for every $j$, then the property must hold. But for state $j$ to be reached, $\lambda(j,k;n)>0$ for at least one $k$ and $n$ for $j$, so that the non-negative weighted sums $x(j,k)$ must be non-zero for at least one $k$, thus forcing the property to hold for any "well formulated" problem, i.e., one that includes no unreachable states.

As a consequence of the property that exactly one $k$ exists, for each $j$, for which $x(j,k)>0$, every basic solution for which the property holds is a basic feasible solution and every basic solution for which the property does not hold is infeasible. The latter is obvious; and for the former not to hold would contradict that all pure, stationary policies are feasible.

The only solutions of interest, then, are those in which one variable $x(j,k)$ from each $j$-group is basic. An immediate starting basic feasible solution can be obtained by making one variable from each $j$-group basic. The simplex optimality test will indicate any variables whose entry into the basis will improve the solution. The simplex ratio test is unnecessary since any new basic solution with one basic variable from each $j$-group is automatically feasible. When any variable is added to the basis, the basic variable from the same $j$-group is removed from the basis. Pivots can be done singly (simplex algorithm), or all indicated pivots can be done in one operation (block pivoting or multiple basis entry). This procedure will be denoted in Chapter VI as the $h$-algorithm.
**Dual Formulation**

If we let $V(i)$ be the dual variable corresponding to the $i$th constraint, the dual of the linear programming formulation is

$$\text{Minimize } \sum_{i=1}^{N} \pi(i;0)V(i) \quad (4)$$

subject to $V(i) - \sum_{j=1}^{N} p(i,j,k)V(j) \geq r(i,k) \quad , \quad i=1,2,...,N \ ; \ k=1,2,...,K(i) \quad , \quad (5)$

where $K(i)$ is the number of decisions in the set $K_i$.

Note that the dual variables $V(i)$ are unconstrained in sign, and that the number of constraints is $K(1)+K(2)+...+K(N)$. The set of constraints associated with $V(i)$ is called the $i$-group.

Every statement in the following paragraph is the dual equivalent of the corresponding statement in the paragraph preceding this subsection.

The only solutions of interest are those in which one constraint from each $i$-group is tight (equality). An immediate starting primal-feasible solution can be obtained by making one constraint from each $i$-group tight. The dual-simplex feasibility test will indicate any violated constraints. The dual-simplex ratio test is unnecessary since any new basic solution with one constraint tight from each $i$-group is automatically primal-feasible. When any constraint is made tight, the tight constraint from the same $i$-group is relaxed. Pivots can be done singly (dual-simplex algorithm), or all indicated pivots can be done in one operation (block pivoting or multiple basis entry).
Micro Solution Procedures

The solution methods discussed in this chapter are called "micro" because they are methods used repeatedly in the solution of the sub-problems generated by the macro methods of later chapters. These micro solution procedures may all be viewed as procedures for solving Equation (7) developed below, where Equation (6) is viewed simply as a special case of Equation (7) where maximization is not done.

We define a **value iteration** as the act of substituting a given set of $V(i)$ values into the right-hand side of each of the $N$ equations represented by Equation (6), yielding a new set of $V(i)$ values. We define a **policy iteration** as the act of substituting a given set of $V(i)$ values into the right-hand side of each of the $N$ equations represented by Equation (7), yielding a new set of $V(i)$ values each of which is maximal over the set of decisions $k \in K_i$ for its $i$, and also yielding for each $i$ the chosen decision. The list of decisions from a policy iteration is called the current policy. Since Equations (6) and (7) differ only in the maximization operator, the only difference between a policy iteration and a value iteration is that in the latter the policy is fixed beforehand.

**Howard's Algorithm**

The block pivoting or multiple basis entry optimization procedure outlined above following the dual formulation of Equations (5) and (6) may be particularized as follows:

1. **(Initialization)** For each state $i$, choose an action $k$ and write the $k$th version of the constraint in each
i-group as an equality:

\[ V(i) = r(i,k) - \sum_{j=1}^{N} p(i,j,k)V(j) , \quad i=1,2,...,N \]  

(6)

2. **(Value Determination Operation or VDO)** Solve the system of \( N \) linear equations for all \( V(i) \).

3. **(Policy Improvement Routine or PIR)** Find the worst-violated constraint in each \( i \)-group. This can be done by defining the quantity \( V(i,k^*) \) as follows so that the difference \( V(i) - V(i,k^*) \) is the worst (most negative) slack variable among the \( i \)-group:

\[ V(i,k^*) = \max_{k \in K_i} \left\{ r(i,k) + \sum_{j=1}^{N} p(i,j,k)V(j) \right\} \]  

(7)

4. **(Continuation/Termination)** For each \( i \), if \( V(i,k^*) > V(i) \), write the \( i \)th initialization equation for decision \( k^* \in K_i \) and go to step 2. If \( V(i,k^*) = V(i) \) for every \( i \), terminate.

Since the above procedure is identical to Howard's algorithm [55], Howard's algorithm is simply block pivoting or multiple-basis-entry solution of the dual linear program.

The system of equations represented by Equation (6), with a given decision policy, may be rewritten in matrix form where we define an \( N \times 1 \) column vector \( V = \{V(i)\} \), and \( N \times 1 \) column vector \( r = \{r(i,k)\} \) for a given \( k \in K_i \) at each \( i \), \( P = \{p(i,j,k)\} \) as the \( N \times N \) matrix of Markov transition probabilities for a given \( k \in K_i \) at each \( i \), and the \( N \times N \)
identity matrix \( I \). Equation (6) for a given policy becomes \( V = r + \beta V \), or \( (I - \beta P) V = r \), having the solution \( V = (I - \beta P)^{-1} r \). We will call Equation (6) the VDO equation, since this is the equation solved in Howard's Value Determination Operation.

Relaxation Methods

One approach for improving Howard's algorithm would be to use relaxation methods of numerical analysis to solve the VDO equation. One such method is that of Jacobi [15], which when applied to Equation (6) involves first "solving" for \( V(i) \) in the \( i \)th equation:

\[
V(i) = \frac{1}{1 - \beta p(i,i)} \left( r(i) + \beta \sum_{j \neq i} p(i,j)V(j) \right), \quad i = 1, 2, ..., N
\]

(8)

(The \( k \) subscripts have been suppressed since the equations are solved for a given decision policy.)

If a starting vector of \( V(i) \) values, say \( V^0 \), is used on the right, then Equation (8) for each \( i \) yields a vector \( V^1 \), which in turn used on the right leads to a vector \( V^2 \), etc., until the difference between \( V^n \) and \( V^{n-1} \) is as small as desired, at which point the approximate solution is \( V = V^n \). The classical sufficient condition for convergence of Jacobi's method, when applied to Equation (8) gives

\[
\sum_{j \neq i} | -\beta p(i,j) | < |1 - \beta p(i,i)|, \quad
\]

which leads to \( \beta < 1 \), so that Jacobi's method will always converge for the MDP equations treated in this thesis.
Another numerical analysis method is that of Gauss-Seidel, which is similar in application to Equation (8) to Jacobi's method, except that as soon as a new value for the \(i\)th component of \(V^n\) is found, the new value is used to compute further elements. Convergence is faster in general than that for Jacobi's method, because, on the average, new values are used sooner. The classical sufficient condition for the Gauss-Seidel procedure [15], when applied to Equation (8), gives

\[
\sum_{j \neq i} \left| \frac{-p(i,j)}{1-p(i,i)} \right| < \mu < 1 , \text{ where } \mu = |1-\beta| ,
\]

leading to \(\beta < 1\), so that the Gauss-Seidel procedure will always converge for problems treated here.

Not only can the methods of Jacobi and of Gauss-Seidel be used on the VDO equations (Equation (8), which is a minor modification of Equation (6)), but also on the PIR equations (Equation (7)), because Equations (6) and (8) are identical except for the maximization operator. The convergence conditions are the same, namely \(\beta < 1\), and there is nothing in the convergence properties of either procedure that would rule out mixing value iteration and policy iteration in any order whatsoever. Indeed, if one were to program Howard's algorithm in its original form, with either Jacobi's or Gauss-Seidel iterations substituted for direct matrix-inversion solution of each VDO, the result would consist of a mixed series of iterations: many value iterations, one policy iteration, many value iterations, one policy iteration . . . .

As it turns out, no one has found a problem or class of problems for
which this particular order of mixed iterations is particularly efficient, and hence there has been a proliferation of mixed iterative methods that are distinguished from each other only in the number and order of policy iterations and value iterations.

**Overrelaxation Methods**

In the same spirit as the relaxation methods, a further refinement may be obtained using overrelaxation methods of numerical analysis. For example, the Accelerated Jacobi method is given by

\[
V^{n+1}(i) = \omega_1 \left( r(i) + \frac{1}{N} \sum_{j=1}^{N} p(i,j)V(j) \right) + (1-\omega_1)V^n(i), \quad \omega_1 > 1
\]

where the \( \omega(i) \)'s are to be chosen experimentally. Also, if we accelerate every time a new \( V(i) \) is computed in the method of Gauss-Seidel, we obtain the Accelerated Gauss-Seidel method, and if we wait until all the \( V(i) \)'s have been evaluated, we get the Semi-Accelerated Gauss-Seidel method. The drawback of these techniques is that there is no way other than trial and error to obtain the acceleration factors. Kushner and Kleinman [74] give computational results for the undiscounted case, and show that the techniques converge. For the discounted case, the proofs of convergence are trivial since \( \beta < 1 \).

**Mixed Iterative Procedures**

Let us define **policy convergence** as obtaining the same decision policy in two successive policy iterations, with or without intervening value iterations. That is to say, when \( k^cK_i \) does not change for any \( i \) in an iteration of Equation (7), policy convergence is said to have been achieved. Similarly, we define **value convergence** as obtaining,
for every $i$, a difference between consecutive values of $V(i)$ that is as small as a given difference $\delta$, regardless of whether either or both of the consecutive iterations are policy iterations or value iterations. That is to say, when $V(i)$ or $V(i,k^*)$ does not change more than $\delta$ for any $i$ in an iteration of either Equation (8) or Equation (7), value convergence is said to have been achieved. Finally, we define $\delta$-optimality as achievement of both policy convergence and value convergence. That is to say, if all of the variables $k \in K_i$ remain constant and all of the variables $V(i)$ remain almost constant, $\delta$-optimality is said to have been achieved. All the mixed iterative procedures terminate upon achievement of $\delta$-optimality. For suitably small $\delta$, the policy obtained is either the optimal policy or a policy so good that further possible improvement of the objective function is of the order of $\delta/(1-\beta)$, as is developed below from Equation (10).

The mixed iterative procedures to be described below can be motivated by the experimental fact that, especially in large-scale MDP problems, the computational load associated with either value iteration or direct matrix-inversion solution of VDO's is generally much higher than the computational load associated with policy iteration.

**Hastings's Method.** In Howard's algorithm, each PIR is one policy iteration by Jacobi's method. Hastings [49] reported a modification in which each PIR is one policy iteration by the Gauss-Seidel procedure. Savings in computational time are achieved whenever the problem is large enough so that the faster increase in some of the $V(i)$ 's during each PIR allows earlier policy convergence. Thus the total number of iterations may be reduced, so that the total number of VDO's is reduced.
Successive Approximations. White [120] reported savings in computational load for large-scale problems by using a method suggested but little exploited in Howard's original work. This method has come to be known as successive approximations. VDO's are avoided, and the method simply consists of a sequence of policy iterations until $\delta$-optimality is achieved. Of course, in those iterations for which $k^*$ is not changed in Equation (7), and $V(i)$'s are increased; each such iteration is in fact a value iteration by Jacobi's method, except that the slight improvement of Equation (8) over Equation (6) is not realized.

White's method is especially important because of a neat correspondence with finite-horizon dynamic programming. Starting with $V(i)=0$ for all $i$, and using Jacobi iterations throughout, the $n$th vector $V^n$ is the same as the value of the process when exactly $n$ transitions remain and the salvage values are zero. This is obvious, since $V^0=0$, $V^1=r$, $V^2=r+\delta V^1$, etc. Thus White's method yields the finite-horizon solution for every number of transitions up to the last transition considered.

As Morton [89] observes, Bellman's suggested "value-iteration technique" [7], published in 1957, three years before Howard's method, consists precisely of finding an initial reward-function approximation in an unspecified manner, and then utilizing iterative machinery identical to what Howard later calls in a different context "policy improvement routine." This essentially is Howard's method.

Hastings' modification consists of substituting Gauss-Seidel iterations for Jacobi iterations; this modification is efficacious, as is shown later in this chapter. It also costs nothing extra in storage,
computation time or programming effort, but it does ruin the finite-horizon correspondence. A second modification, possible for many particular applications, is to start with an accurate guess as to what the optimal vector \( V \) will be, and to use this guess as the vector \( V^0 \). If the guess is very accurate, \( \delta \)-optimality can often be achieved in very few iterations, because of the well-known fact that the finite-horizon dynamic programming equation for \( V(i) \) approaches Equation (6) as the vector \( \{V(j)\} \) on the right approaches \( \{V(i)\} \) on the left.

### Action-Space Reducing Techniques

MacQueen [81] gives a test for suboptimal actions in a Markov decision process, and Totten [116] reports a systematic procedure of using MacQueen's test at every stage of an iterative solution to establish bounds on the \( V(i) \) values and to eliminate more and more suboptimal actions as the solution proceeds. The effect is to reduce the number of computations in each policy iteration, leaving value iterations unchanged. For large-scale problems (those with more than 100 states), the reduction in computational load would be minor even if policy iterations were done for free. For this reason, the entire class of methods that serve only to reduce the action space is of little interest here.

### A Taxonomy of Micro Solution Procedures

The close relationships among the methods discussed in this chapter are emphasized by the fact that each method can be described in terms of the six blocks in Figure 5, which constitutes a taxonomy for them. Since each method is discussed in detail below, only their non-trivial taxonomic relationships will be discussed here.
Figure 5. General Flow Chart for All Micro Methods
The initialization or adjustment block receives a policy and the values \( V=\{V(i)\} \) and transmits them to the value iteration block. A more detailed description of initialization options is given in Chapter VI.

The value iteration block executes one value iteration, with the single exception of Howard's algorithm, in which simultaneous solution of Equation (6) is substituted for the operations of this block and the following convergence block.

The value convergence block following the value iteration block is null for Howard's algorithm. For all other methods, it transfers control back to the value iteration block when value convergence is not indicated or to the policy iteration block if value convergence is indicated.

The policy iteration block executes one policy iteration.

The policy convergence block transfers control to the termination block if the policy iteration does not change the policy; otherwise it transfers control to the value iteration block. If MacQueen's refinement is used, this block also makes computations to remove decisions known to be suboptimal from further consideration.

The termination block terminates the solution and transfers information elsewhere if this is a subproblem.

Example Applications

To illustrate the computational details of the solution procedures described above, a computer program "MDP" was prepared and was used to solve Beckman's "Machine Repair" problem for \( \beta=0.9 \) (see problem statement in Chapter II) by several variations of method. A
listing of this program and an example run is included in Appendix I. Computational results are given in the following tables. The options of the program are as follows:

Option 1: Howard's original method

Option 2: Howard's method with Gauss-Seidel policy iterations substituted for Jacobi policy iterations (Hastings' modification)

Option 3: White's method

Option 4: White's method with Gauss-Seidel policy iterations substituted for Jacobi policy iterations

Option 5: Option 2 with 4 out of every 5 VDO's suppressed

Option 6: Option 2 with 1 out of every 2 VDO's suppressed
Table 3. Sample Results
with Options 1 and 2 of MDP

<table>
<thead>
<tr>
<th>n</th>
<th>( V(1),k )</th>
<th>( V(2),k )</th>
<th>( V(1),k )</th>
<th>( V(2),k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>27.43,2</td>
<td>53.52,2</td>
<td>27.43,2</td>
<td>53.52,2</td>
</tr>
<tr>
<td>2</td>
<td>29.93,1</td>
<td>53.52,2</td>
<td>29.93,1</td>
<td>53.74,2</td>
</tr>
<tr>
<td>3</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>34.84,1</td>
<td>57.03,2</td>
</tr>
<tr>
<td>4</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>34.84,1</td>
<td>57.03,2</td>
</tr>
</tbody>
</table>

INITIALIZATION VDO
VDO PIR
PIR

Option 1: Howard's Method
Option 2: Hastings' Modification
Table 4. Sample Results
with Options 3 and 4 of MDP

<table>
<thead>
<tr>
<th>Option 3: White's Method</th>
<th>Option 4: Hastings' Modification</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>V(1),k</td>
</tr>
<tr>
<td>---</td>
<td>---------</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-6.5 ,1</td>
</tr>
<tr>
<td>2</td>
<td>-5.26 ,1</td>
</tr>
<tr>
<td>3</td>
<td>-2.29 ,1</td>
</tr>
<tr>
<td>4</td>
<td>1.04 ,1</td>
</tr>
<tr>
<td>5</td>
<td>4.29 ,1</td>
</tr>
<tr>
<td>6</td>
<td>7.30 ,1</td>
</tr>
<tr>
<td>7</td>
<td>10.03 ,1</td>
</tr>
<tr>
<td>8</td>
<td>12.51 ,1</td>
</tr>
<tr>
<td>9</td>
<td>14.74 ,1</td>
</tr>
<tr>
<td>10</td>
<td>16.75 ,1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>33.839,1</td>
</tr>
<tr>
<td>36</td>
<td>33.675,1</td>
</tr>
<tr>
<td>37</td>
<td>33.792,1</td>
</tr>
<tr>
<td>38</td>
<td>33.897,1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>∞</td>
<td>34.84 ,1</td>
</tr>
</tbody>
</table>
Table 5. Sample Results with Options 5 and 6 of MDP

Option 5: Variation of Hastings' Modification of White's Method

<table>
<thead>
<tr>
<th>n</th>
<th>V(1),k</th>
<th>V(2),k</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>INITIALIZATION</td>
</tr>
<tr>
<td>1</td>
<td>-6.5,1</td>
<td>7.79,1</td>
<td>PIR</td>
</tr>
<tr>
<td>2</td>
<td>-5.92,1</td>
<td>13.47,2</td>
<td>PIR</td>
</tr>
<tr>
<td>3</td>
<td>-3.10,1</td>
<td>18.33,2</td>
<td>PIR</td>
</tr>
<tr>
<td>4</td>
<td>.36,1</td>
<td>22.58,2</td>
<td>PIR</td>
</tr>
<tr>
<td>5</td>
<td>3.82,1</td>
<td>26.34,2</td>
<td>PIR</td>
</tr>
<tr>
<td>6</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>VDO</td>
</tr>
<tr>
<td>7</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>PIR</td>
</tr>
</tbody>
</table>

Option 6: Variation of Hastings' Modification of Howard's Method

<table>
<thead>
<tr>
<th>n</th>
<th>V(1),k</th>
<th>V(2),k</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>INITIALIZATION</td>
</tr>
<tr>
<td>1</td>
<td>-6.5,1</td>
<td>7.79,1</td>
<td>PIR</td>
</tr>
<tr>
<td>2</td>
<td>-5.92,1</td>
<td>13.47,2</td>
<td>PIR</td>
</tr>
<tr>
<td>3</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>VDO</td>
</tr>
<tr>
<td>4</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>PIR</td>
</tr>
<tr>
<td>5</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>PIR</td>
</tr>
<tr>
<td>6</td>
<td>34.84,1</td>
<td>57.03,2</td>
<td>VDO</td>
</tr>
</tbody>
</table>
### Forecast-Accelerated Methods

Two new methods will be presented in this section. In all of the mixed iterative procedures discussed in this chapter, value convergence consumes the major portion of computation time. Some experimental facts concerning value iterations, observed by this and other authors [128, 53, 55], are as follows:

1. Values in successive iterations tend to follow a curve of the form $f(t) = a + b\alpha^t$, where $a$ is the eventual value, $a+b$ is the current value, $\alpha$ is a constant, $t$ counts the iterations, and $f(t)$ is the value at iteration $t$, $t=0,1,\ldots$. That is, the plot of the $V(i)$'s has one of the following shapes:

\begin{align*}
\text{Shape 1:} & \quad f(t) = a + b\alpha^t \\
& \text{with } a, a+b, \alpha \text{ constants, } t \geq 0
\end{align*}

\begin{align*}
\text{Shape 2:} & \quad f(t) = a + b\alpha^t \\
& \text{with } a, a+b, \alpha \text{ constants, } t \geq 0
\end{align*}
Table 6. Improvement Ratios

<table>
<thead>
<tr>
<th>n</th>
<th>RATIO (1)</th>
<th>RATIO (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-.1865</td>
<td>.1622</td>
</tr>
<tr>
<td>2</td>
<td>.0299</td>
<td>.1121</td>
</tr>
<tr>
<td>3</td>
<td>.0740</td>
<td>.1049</td>
</tr>
<tr>
<td>4</td>
<td>.0899</td>
<td>.1020</td>
</tr>
<tr>
<td>5</td>
<td>.0960</td>
<td>.1008</td>
</tr>
<tr>
<td>6</td>
<td>.0984</td>
<td>.1003</td>
</tr>
<tr>
<td>7</td>
<td>.0994</td>
<td>.1001</td>
</tr>
<tr>
<td>8</td>
<td>.0997</td>
<td>.1000</td>
</tr>
<tr>
<td>9</td>
<td>.0999</td>
<td>.1000</td>
</tr>
<tr>
<td>10</td>
<td>.0999</td>
<td>.1000</td>
</tr>
<tr>
<td>30</td>
<td>.0999</td>
<td>.1000</td>
</tr>
<tr>
<td>31</td>
<td>.0999</td>
<td>.1000</td>
</tr>
<tr>
<td>32</td>
<td>.0999</td>
<td>.0999</td>
</tr>
<tr>
<td>33</td>
<td>.0999</td>
<td>.0999</td>
</tr>
<tr>
<td>34</td>
<td>.1000</td>
<td>.1000</td>
</tr>
<tr>
<td>35</td>
<td>.1000</td>
<td>.1000</td>
</tr>
</tbody>
</table>
2. The improvement ratios \( \frac{v^n(i) - v^{n-1}(i)}{v^\infty(i) - v^{n-1}(i)} \) are constant after the effect of the initial conditions has worn off. Table 5 gives some results for the values obtained using White's method to solve Beckman's "Machine Repair" problem, presented in Chapter II, for \( \beta = 0.9 \). Ratio(i) denotes the improvement ratio for state i.

3. Great accelerations in convergence are possible if the \( V(i) \) values can be estimated. For example, in using White's successive approximation procedure on the Beckman example, where the optimal solution has \( V(1) = 34.84 \) and \( V(2) = 57.03 \), a "wild guess" of \( V(1) = V(2) = 20 \) was able to reduce the number of iterations from 38 to 33.

4. Convergence is a decreasing function of \( \beta \).

5. The arithmetic difference of \( V(i) - V(j) \) tends to a constant as \( \beta \) increases to one. Also, for a given policy, \( V(i) \) increases in inverse proportion to \( 1 - \beta \); that is,

\[
V(i, \beta_2) = V(i, \beta_1) \frac{1 - \beta_1}{1 - \beta_2}
\]

From these observations, Young [128] has suggested the following procedure: the MDP problem is solved at a small value of \( \beta \), so that convergence is rapid. Then, the best \( V(i) \), that is, the one that seems closest to its value with the actual \( \beta \), is ratioed up by the factor \( (1 - \beta_{\text{small}}) / (1 - \beta_{\text{actual}}) \) to obtain a rough estimate of that \( V(i) \); the other \( V(i) \)'s are modified so as to preserve the arithmetic
difference among the $V(i)$'s (otherwise, the procedure will adjust itself by changing all the $V(i)$'s, including the one just estimated, wasting not only iterations but also the savings to be gained when guessing at one $V(i)$). Then, the problem is solved at the actual $\beta$ starting with the estimated $V(i)$'s. For example, in using Hastings' modification of White's successive approximation procedure on the Beckman example, convergence at $\beta=0.5$ was achieved in 7 iterations, yielding $V(i)$ estimates that allowed convergence at the true $\beta=0.9$ in 7 additional iterations; the net savings was 13 iterations. This is illustrated in Table 9 which shows the output from Option 9 of the program MDP.

Two new methods motivated by the experimental facts cited above will now be introduced. They seem to be both theoretically and computationally superior to all reported acceleration procedures. The new methods are based on forecasts using two and three successive values of $V(i)$, respectively, and will thus be called the 2-V and 3-V methods.

Let $S$ be an ergodic class of states. We define

$$g(n) = \sum_{j \in S} p(n)(i,j)r(j)$$

(9)

where $p(n)(i,j)$ is the probability of state $j$ after $n$ transitions from state $i$, so that $g(n)$ is the expected reward to be collected on the $n$th transition under a given policy when the starting state at $n=0$ is $i$. Note that for large $n$, $g(n)$ will approach $g$, the familiar long-run expected gain, which is defined as
\[ g = \sum_{j \in S} \pi(j) r(j), \]

where \( \pi(j) \) is the long-run probability of state \( j \), \( j \in S \).

Consider two successive value iterations of \( V(i) \), namely \( V^n(i) \) and \( V^{n+1}(i) \). Let \( V^\infty(i) \) be the value to which the iterations will converge, and let \( V^\infty(i) \) be a forecast of this value. Let the iterations be done by White's method [120], so that if the policy does not change,

\[ V^{n+1}(i) = r(i) + \sum_{j \in S} p(i,j) V^n(j). \]

The successive values are

<table>
<thead>
<tr>
<th>( n )</th>
<th>( V^n(i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>( r(i) )</td>
</tr>
<tr>
<td>2</td>
<td>( r(i) + \beta \sum_{j} p(i,j) r(j) )</td>
</tr>
<tr>
<td>3</td>
<td>( r(i) + \beta \sum_{j} p(i,j) r(j) + \beta^2 \sum_{j} p(2)(i,j) r(j) )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( n )</td>
<td>( r(i) + \beta \sum_{j} p(1)(i,j) r(j) + \ldots + \beta^{n-1} \sum_{j} p(n-1)(i,j) r(j) )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
</tbody>
</table>

For any pair of successive iterations, the difference in the two values is
The difference between the eventual value \( V^\infty(i) \) and the current value \( V^n(i) \) at any iteration \( n \) is given by the terms in the series beyond \( n \):

\[
V^\infty(i) - V^n(i) = \sum_{j \in S} p^{(n)}(i,j)r(j) + \sum_{j \in S} p^{(n+1)}(i,j)r(j) + \cdots
\]

Let \( n_0 \) be large enough so that for all \( n \geq n_0 \)

\[
p^{(n)}(i,j) = \pi(j), \quad i,j \in S,
\]

so that \( g^{(n)} \) for \( n \geq n_0 \) is approximated by the long-run expected gain per transition for the ergodic class of states \( S \):

\[
g^{(n)} = \sum_{j \in S} p^{(n)}(i,j)r(j) \approx \sum_{j \in S} \pi(j)r(j) = g.
\]

With these results it follows that the ratio of the improvement in one iteration to the total improvement tends to a constant for large \( n \):

\[
\frac{V^{n+1}(i) - V^n(i)}{V^\infty(i) - V^n(i)} \approx \frac{\beta^n g}{\beta^n g(1+\beta+\beta^2+\cdots)}
\]

\[
= 1 - \beta \quad . \tag{10}
\]
Equation (10) provides the basis for the $\delta$-convergence stopping rule used in this chapter, and also for two forecast-acceleration methods.

The $\delta$-convergence stopping rule follows from noting that if $|V(i)^{n+1} - V(i)^n| = \delta$, then from Equation (10), $|V(i)^\infty - V(i)^n| = \delta/(1-\beta)$. Thus if we wish to stop value iterations when the difference between the current value and the true value is approximately $\delta/(1-\beta)$, we stop when the difference between the values calculated in two successive iterations is $\delta$ or less. In the examples in this chapter, with $\beta=0.9$, the stopping criterion $\delta=0.1$ always gave values within 1.0 of the true value, providing experimental evidence that Equation (10) is robust when applied not only to White's method but to other methods as well.

Equation (10) makes a "strong statement" that each iteration closes a proportion $(1-\beta)$ of the gap, and a "weak statement" that successive iterations close equal proportions of the gap. The weak statement is a generally occurring phenomenon in numerical analysis, and would be expected to occur in a wide range of iterative techniques. The strong statement, on the other hand, is specific to MDP and specific to White's unmodified method within MDP (although experimental results suggest it holds approximately for all the value iteration methods of this chapter).

$3-V$ Method

Consider three successive value iterations with no intervening policy iterations, yielding for state $i$, at a given decision policy,
the values $v^{n-2}(i)=a_0$, $v^{n-1}(i)=a_1$ and $v^n(i)=a_2$. The unknown value $V^n(i)$ to which further value iterations will converge will be forecast; call the forecast $\hat{V}^\infty(i)$. The basis for the forecast is that of geometric decrease of the residual $V^\infty(i)-a_n$, so that the forecast value is that value for which each iteration reduces the residual by a constant proportion. This proportion is then equal to $(a_1-a_0)/(v^\infty(i)-a_0)$ and also equal to $(a_2-a_1)/(v^\infty(i)-a_1)$, leading immediately to the forecast

$$\hat{V}^\infty(i) = \frac{a_1(a_1-a_0) - a_0(a_2-a_1)}{(a_1-a_0) - (a_2-a_1)}$$

When for some $i$ it is observed that $V^n(i)$ is clearly following the assumed geometric behavior, the convergence is accelerated by letting $V(i)$ jump to its forecast $\hat{V}^\infty(i)$. The assumed behavior is indicated by two consecutive estimates for which $|a_1-a_0|>|a_2-a_1|$ and whose sample coefficient of variation is small. When jumps were made to the latest estimate that was within 15 percent of the previous estimate, solution of the Beckman problem was accelerated by 6 iterations when the solution method was that of White and by 5 iterations when the solution method was that of Hastings' modification of White's method.

The added storage requirements for extrapolative accelerations are approximately $UN$ added words, where $U$ is the number of parameters used in forecasting each $V(i)$ series, and where $N$ is the number of states. The acceleration just described adds about $3N$ words: two earlier $V(i)$ values and one forecast. If the two-$\hat{\beta}$ method des-
scribed earlier is viewed in this light, the added storage is negligible, since only already-stored values are used: \( V(i) \), \( \beta_{\text{small}} \) and \( \beta_{\text{actual}} \). Any extrapolative procedure that has modest storage requirements and that significantly accelerates value convergence should be advantageous for large-scale MDP.

The 3-V forecast-acceleration technique just described is similar to an empirical technique reported by Zaldivar and Hodgson [132] for use in undiscounted MDP problems, where the convergence behavior is somewhat different. They did not present a theoretical justification, but the \( V(i) \) behavior in undiscounted problems is roughly that of geometric approach to a straight line with constant slope. Zaldivar and Hodgson tried forecasting \( g \) (as defined above, which is the quantity output by value iterations in undiscounted problems) both as the slope of a straight line through the last three values and also as the slope to which a negative-exponential curve through the last three values was tending toward. They reported the linear forecast as best.

2-V Method

Whereas the 3-V forecasting method described above is based on the expectation that successive iterations should close equal proportions of the gap, its development makes no use of the further expectation that these proportions are not only equal to each other but also equal to \( 1 - \beta \). We can write Equation (10) as

\[
\frac{V^n(i) - V^{n-1}(i)}{V_\infty(i) - V^{n-1}(i)} = 1 - \beta,
\]
so that if $\hat{V}^\infty(i)$ is a forecast of the true $V^\infty(i)$, we immediately have the basis for a 2-V forecasting method:

$$\hat{V}^\infty(i) = \frac{V^n(i) - V^{n-1}(i)}{1 - \beta} + V^{n-1}(i). \quad (11)$$

Convergence is indicated by two successive forecasts that have a small sample coefficient of variation, as was the case for 3-V forecasts.

The 2-V forecasts were used in solution of Beckman's problem by White's method, under the rule that both $V(1)$ and $V(2)$ were jumped to their forecast value when, for both states, the difference between two successive forecasts was less than 15 percent of the difference between two successive values of $V(i)$. The results are shown in Table 9. A jump was made after iteration 5, and $\delta$-convergence for $\delta=0.1$ was achieved in a total of 9 iterations.

2-V forecasting as outlined above requires $2N$ extra storage words: $N$ words for the old $V(i)$'s and $N$ words for the old forecasts.

For all three of the new convergence aids introduced in this chapter—3-V forecast-acceleration, the two-$\beta$ method, and 2-V forecast-acceleration—interesting issues arise as to how to apply them to best advantage. For example, how tight a criterion should be applied to decide whether to jump to a forecast? Should a jump be delayed until all jumps in an ergodic class of states can be made together, or should jumps be made separately? How does one choose a suitable $\beta_{\text{small}}$, or a suitable series of them, in the two-$\beta$ method? The answers to these questions seem to be highly dependent on the data of each individual
problem. Further research is needed on these points before any one of these three methods can be incorporated into a large-scale general solution scheme.

Example Applications

To illustrate the use of the forecast-accelerated methods presented in the past section, the program "MDP" used with the previous six options was extended to include the following options:

Option 7: Forecast-Accelerated White's method (3-V)
Option 8: Improved Forecast-Accelerated White's method (2-V)
Option 9: Two-β method using Hastings' modification of White's technique

The results for Beckman's problem are given in the following tables.
Table 7. Sample Results with Option 7 of MDP

Option 7:
Forecast-Accelerated
White's Method

<table>
<thead>
<tr>
<th>n</th>
<th>V(1),k</th>
<th>\hat{V}(1)</th>
<th>V(2),k</th>
<th>\hat{V}(2)</th>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-6.5, 1</td>
<td>9.25,1</td>
<td></td>
<td></td>
<td>PIR</td>
</tr>
<tr>
<td>2</td>
<td>-5.26,1</td>
<td>-5.46</td>
<td>14.61,2</td>
<td>21.98</td>
<td>PIR</td>
</tr>
<tr>
<td>3</td>
<td>-2.29,1</td>
<td></td>
<td>19.06,2</td>
<td>40.91</td>
<td>PIR</td>
</tr>
<tr>
<td>4</td>
<td>1.04,1</td>
<td></td>
<td>22.93,2</td>
<td>48.85</td>
<td>PIR</td>
</tr>
<tr>
<td>5</td>
<td>4.29,1</td>
<td>116.82</td>
<td>26.37,2</td>
<td>53.50</td>
<td>PIR</td>
</tr>
<tr>
<td>6</td>
<td>7.30,1</td>
<td>45.29</td>
<td>29.44,2</td>
<td>55.65</td>
<td>PIR</td>
</tr>
<tr>
<td>7</td>
<td>10.03,1</td>
<td>37.83</td>
<td>32.21,2</td>
<td>56.52</td>
<td>PIR</td>
</tr>
<tr>
<td>8</td>
<td>12.50,1</td>
<td>35.84</td>
<td>34.69,2</td>
<td>56.84</td>
<td>PIR</td>
</tr>
<tr>
<td></td>
<td>35.84</td>
<td></td>
<td></td>
<td>56.84</td>
<td>JUMP</td>
</tr>
<tr>
<td>9</td>
<td>35.20,1</td>
<td>35.21</td>
<td>56.97,2</td>
<td>56.97</td>
<td>PIR</td>
</tr>
<tr>
<td>10</td>
<td>34.98,1</td>
<td>34.85</td>
<td>57.01,2</td>
<td>57.04</td>
<td>PIR</td>
</tr>
<tr>
<td>11</td>
<td>34.90,1</td>
<td>34.90</td>
<td>57.03,2</td>
<td>57.04</td>
<td>PIR</td>
</tr>
<tr>
<td></td>
<td>34.85</td>
<td></td>
<td>57.04</td>
<td></td>
<td>JUMP</td>
</tr>
<tr>
<td>12</td>
<td>34.85,1</td>
<td>34.79</td>
<td>57.04,2</td>
<td></td>
<td>PIR</td>
</tr>
</tbody>
</table>
Table 8. Sample Results with Option 8 of MDP

Option 8:
Improved Forecast-Accelerated White's Method

<table>
<thead>
<tr>
<th>n</th>
<th>V(1),k</th>
<th>(\hat{V}(1))</th>
<th>V(2),k</th>
<th>(\hat{V}(2))</th>
<th>INITIALIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>PIR</td>
</tr>
<tr>
<td>1</td>
<td>-6.5,1</td>
<td>-64.99</td>
<td>9.25,1</td>
<td>92.5</td>
<td>PIR</td>
</tr>
<tr>
<td>2</td>
<td>-5.26,1</td>
<td>5.87</td>
<td>14.61,2</td>
<td>62.84</td>
<td>PIR</td>
</tr>
<tr>
<td>3</td>
<td>-2.29,1</td>
<td>24.41</td>
<td>19.06,2</td>
<td>59.12</td>
<td>PIR</td>
</tr>
<tr>
<td>4</td>
<td>1.04,1</td>
<td>31.09</td>
<td>22.93,2</td>
<td>57.78</td>
<td>PIR</td>
</tr>
<tr>
<td>5</td>
<td>4.28,1</td>
<td>33.49</td>
<td>26.37,2</td>
<td>57.30</td>
<td>PIR JUMP</td>
</tr>
<tr>
<td></td>
<td>33.49</td>
<td>57.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>34.36,1</td>
<td>42.14</td>
<td>57.13,2</td>
<td>55.57</td>
<td>PIR</td>
</tr>
<tr>
<td>7</td>
<td>34.67,1</td>
<td>37.47</td>
<td>57.06,2</td>
<td>56.51</td>
<td>PIR</td>
</tr>
<tr>
<td>8</td>
<td>34.78,1</td>
<td>35.79</td>
<td>57.04,2</td>
<td>56.84</td>
<td>PIR</td>
</tr>
<tr>
<td>9</td>
<td>34.82,1</td>
<td>35.18</td>
<td>57.04,2</td>
<td>56.96</td>
<td>PIR</td>
</tr>
</tbody>
</table>
Table 9. Sample Results with Option 9 of MDP

Option 9:
Two-$\beta$ Method Using Hastings' Modification of White's Technique

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\beta$</th>
<th>$V(1),k$</th>
<th>$V(2),k$</th>
<th>INITIALIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-6.5 ,1</td>
<td>8.44 ,1</td>
<td>PIR</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-6.02 ,1</td>
<td>11.66 ,1</td>
<td>PIR</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-5.09 ,1</td>
<td>12.99 ,1</td>
<td>PIR</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-4.53 ,1</td>
<td>13.55 ,1</td>
<td>PIR</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-4.24 ,1</td>
<td>13.80 ,1</td>
<td>PIR</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-4.11 ,1</td>
<td>13.91 ,1</td>
<td>PIR</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-4.05 ,1</td>
<td>13.96 ,1</td>
<td>PIR</td>
<td></td>
</tr>
</tbody>
</table>

Updating $\beta$:  

<table>
<thead>
<tr>
<th>.9</th>
<th>INITIALIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>69.8</td>
<td>51.78</td>
</tr>
<tr>
<td>8</td>
<td>48.21 ,1</td>
</tr>
<tr>
<td>9</td>
<td>39.97 ,1</td>
</tr>
<tr>
<td>10</td>
<td>36.63 ,1</td>
</tr>
<tr>
<td>11</td>
<td>35.30 ,1</td>
</tr>
<tr>
<td>12</td>
<td>34.79 ,1</td>
</tr>
<tr>
<td>13</td>
<td>34.61 ,1</td>
</tr>
<tr>
<td>14</td>
<td>34.55 ,1</td>
</tr>
</tbody>
</table>
CHAPTER V

LARGE SCALE MDP PROBLEMS

The study of large-scale programming techniques for the solution of MDP problems is one of major importance. However, from the large body of scholars that have studied MDP, only a handful of references in this direction can be found. This is not to say that practitioners of MDP are not aware of this situation. As Miller [86] states,

A well-known limitation in applying dynamic programming as a computational technique is that many "real world" sequential decision models must be described by an extremely large number of states. For such sequential decision models there are generally two approaches open to the analyst: he can develop a heuristic dynamic (state-dependent) decision rule, or, he can recast the problem into a static framework and apply a variant of mathematical programming to obtain a static (non-state-dependent) decision rule. Typically this ends the analysis except for perhaps some simulation tests to evaluate the proposed procedures.

A large-scale MDP problem will be defined here as one with a large state space. It is true that there are some problems with large action spaces which may be considered by some authors as belonging in this category. However, from the solution methods of Chapter IV, it is clear that a large action space simply implies that there will be many actions to be evaluated for some states at each PIR. However, this is not a serious drawback, since the amount of computations required to evaluate a given action is negligible. Additionally, tests have been developed to eliminate from the analysis suboptimal actions [108,116]. On the other hand, a large state space represents not only more states
with their corresponding actions to be evaluated at each PIR, but more important than that, larger systems of equations to be solved at each VDO. The computational and storage requirements of a VDO are the critical issues in the solution of large-scale MDP problems. Therefore, the procedures proposed in Chapter VI will deal with the solution of problems with a large state space.

A Classification of Solution Methods for Large-Scale MDP Problems

To put in a proper perspective the results reported in this thesis, we may consider the following solution strategies for large-scale MDP problems. The first class of strategies deals with reformulation alternatives, while the second class treats solution methods.

A) Work with a Reduced Problem

1. Recast the problem into a deterministic dynamic problem, and solve this problem to obtain an approximate solution. Norman and White [92] used this approach to initialize their approximate method of expectations. The limitations of this strategy are obvious, and it will only yield satisfactory results for those problems which should have been formulated as deterministic in the first place.

2. Reformulate the dynamic stochastic problem into a static framework, and solve the reduced state-independent stochastic problem. This has been the most popular method of solution. However, it is clear that this strategy will be dominated by one that uses all avail-
able information. Besides, it seems wasteful to formulate correctly a problem and then adopt an inferior solution. An example in stochastic location analysis will be given next to illustrate the use of dynamic vs static decision rules.

3. Approximate the given problem by a smaller dynamic stochastic problem with a reduced state space. This is also a widely used procedure, and it will be illustrated with an example of a dispatching problem. The methodology presented in Chapter III for statistical inference on MDP can be used to gather the information required by the reduced problem.

B) Solve the Problem Indirectly

1. Use additional information on the form of the optimal solution to restrict the search to a given class of policies, called heuristic decision rules or structured policies by some authors [86,96]. The main object of such studies is to find sufficient conditions for the optimality of structured policies. This strategy has been very successful in the fields of stochastic inventory models [118], replacement models [26], and in some other special processes. A recent study by Porteus [96] gave some new results on the optimality of structured policies that link the studies of Strauch [114], Blackwell [12,13], and others, where general policies for
general processes are considered, with studies such as those by Scarf [107] and Derman [26], where structured policies for special processes are considered. One of the main advantages of the state-change formulation presented in Chapter II is that separating the choice moves from the chance moves allows for the identification of structured policies. For example, state-change formulation of certain inventory problems leads directly to the simple policy structure known as "S,s" policies.

C) Solve the Problem Directly

1. Use directly one of the micro methods of Chapter IV. This has been a common alternative, since for a long time no other procedures were developed. However, these methods reach storage and computation limits on any computer for problems whose size still falls within reasonable information-gathering limits.

2. Use a decomposition scheme. This seems to be the most natural way of solving large problems.

Some Examples of Large-Scale Problems

The accurate formulation of many problems as MDP requires a large number of states. In this section we give some illustrative examples of problems reported in the literature. Out of some 600 papers on MDP, only a handful refer to solutions of real-life problems, and even less of large-scale problems. To make matters worse, with the
exception of a problem of stochastic location analysis studied by Rosenthal [99], those that correspond to large problems have been solved by the use of heuristic decision rules or as static problems.

A Stochastic Location Analysis Problem

Some problems of stochastic location analysis have been studied by Rosenthal [99]. We present a small example from his work to illustrate the distinction between a dynamic or state-dependent policy and a static or state-independent policy.

Consider a situation where two facilities, a server and a customer, change their locations weekly over an infinite horizon. Both facilities are confined to a finite set $S = \{1, 2, \ldots, N\}$ of possible locations. The customer's location changes according to an $N \times N$ Markov transition matrix; the server's location depends on the instructions of a decision maker. Costs are incurred in two ways: 1) when the server is relocated, and 2) when the server and the customer interact for service. At time $t$, $t=0,1,2,\ldots$, the state of the system is $(X_t, A_t) \in S \times S$, where $X_t$ is the server location and $A_t$ is the customer location. Given $X_0, A_0$, a positive relocation factor $\alpha$, a discount factor $\beta$, an $N \times N$ transition matrix $P$ and an $N \times N$ distance matrix $D$, the process is as follows:

1. The decision maker observes $(X_{t-1}, A_{t-1})$ and chooses $X_t$.
2. The relocation cost $\alpha D(X_{t-1}, X_t)$ is incurred.
3. The customer location $A_t$ is realized, and
4. The service cost $D(X_t, A_t)$ is incurred.

The process is repeated indefinitely. The objective is to choose the server locations so as to minimize the expected discounted sum of costs:
Min $E \sum_{t=1}^{\infty} \beta^t (\alpha D(X_{t-1},X_t) + D(X_t,A_t))$

Formulation as a State-Change Problem. Let $(i,j)$ be a typical state. A dynamic (state-dependent) decision rule is: for each state $(i,j)$, specify $k(i,j)$, where $k(i,j)$ is the location to which the server is moved whenever state $(i,j)$ is observed. A static (state-independent) decision rule would specify a permanent server location, or it would choose in advance the sequence of locations $X_1, X_2, \ldots$ in advance at time 0. The advantage of dynamic decision rules, which encompass static decision rules as special cases, should be clear since they take into account up-to-date information.

Moving the server constitutes the "state-change." A typical transition with $k=k(i,j)$ is given below.

```
choice transition" "chance transition"
```

\[
\begin{array}{c}
(i,j) \\
\alpha D(i,k) \\
\end{array} \quad \begin{array}{c}
k,j \\
p(j,\ell) \\
\end{array} \quad \begin{array}{c}
k,\ell \\
D(k,\ell) \\
\end{array}
\]

where

\[
\begin{align*}
\alpha D(i,k) & = \text{state-change cost} \\
D(k,\ell) & = \text{cost resulting from the chance-transition visit to state } (k,\ell) \\
p(j,\ell) & = \text{transition probability of the chance-transition visit to state } (k,\ell)
\end{align*}
\]

If we denote as usual $V(i,j)$ the value of state $(i,j)$, then for all states $(i,j)$ we have the MDP problem defined by
\[ V(i,j) = \min_{k} \{ \alpha D(i,k) + \sum_{\ell} p(j,\ell) D(k,\ell) + \beta \sum_{\ell} p(j,\ell) V(k,\ell) \} \]

Note that for practical location analysis problems, this will be a large problem since the number of states is \( N^2 \) where \( N \) is the number of feasible locations.

**Dispatching in a Recoverable-Item Inventory System**

An interesting large-scale inventory problem can be defined as follows: Given \( N \) reparable items, one service center, and \( M \) customers demanding these items, find a dispatching rule which assigns the newly available inventory items coming out of repair to the customer in the system with the greatest need, so as to minimize the long-run average expected number of backorders.

The model arises from an Air Force inventory problem in which there are \( M \) bases, \( N \) items, say aircraft engines, and a repair center called the depot. Miller [86] formulated the problem as a finite state MDP and showed that a heuristic rule is optimal.

**An Inventory Model**

The MDP formulation of a stochastic inventory problem was first given by Bellman [7] in 1957 and then by Iglehart [56] in 1963. However, very little use of this formulation has ever been made, despite the great interest of many well known authors in the field of inventory theory. The two basic reasons for this fact are data gathering difficulties and the computational difficulties arising from the resulting large problems. The fact that a large state space will be required arises from the definition of a state as the number of units at hand in
inventory. Thus, if we consider having 1000 units at hand there will be 1001 states in the model. If we try grouping the items to constitute states, say one state being equivalent to 10 items, then the number of units ordered and demanded are restricted to multiples of the group size, and there is no satisfactory basis for grouping the probability data so as to preserve the Markov property.

The state-change formulation given in Chapter II is far superior to those previously mentioned for the inventory-control problem, in that it simplifies the information gathering process by separating choice and chance moves, as is illustrated by the inventory model treated in Chapters II and VII of this thesis. In the literature, starting with Wagner's early paper [118], emphasis has been given to the simplifying conditions under which heuristic decision rules such as the \( (S,s) \) rule and its generalizations can guarantee optimality. With the state-change formulation and the solution procedures established in this thesis, it now becomes routinely possible to treat inventory problems that do not meet these simplifying conditions.

**A kth Order MDP Problem**

A well-known limitation of ordinary (first-order) Markov chains is the lack of memory of the stochastic process, formalized by the Markovian assumption which simply states that the conditional probability of the process' being in some state in the next transition, given the present state, is independent of the history of the process. The kth-order MDP problem has not been reported in the MDP literature, and is included here to illustrate how a large class of problems can be handled. Additionally, it will be noted that the resulting transition
matrix has a very interesting structure which will be exploited in Chapter VI.

It is well known that all higher order Markov chains can be represented by a first-order chain with an increased state space. For example, a second order Markov chain with state space \{(1,2)\} can be formulated as one of first order with state space \{(1,1),(1,2),(2,1), (2,2)\} with the following transition matrix:

\[
P = \begin{bmatrix}
(1,1) & (1,2) & (2,1) & (2,2) \\
(1,1) & p_{11} & p_{12} & 0 & 0 \\
(1,2) & 0 & 0 & p_{11} & p_{12} \\
(2,1) & p_{21} & p_{22} & 0 & 0 \\
(2,2) & 0 & 0 & p_{21} & p_{22}
\end{bmatrix}
\]

An important point is that the transition matrix is very sparse. This idea will be followed in Chapter VI.

Reported Solution Methods for Large-Scale MDP Problems

Norman and White [92] are among many authors who point out that Howard's iterative method is not well suited to the solution of large-scale MDP problems. In this section we review the reported studies dealing with the optimization of large problems.

Method of Successive Approximations

The method of successive approximations was discussed in Chapter IV, and was described as a sequence of PIR's for solving a MDP problem. This method has been cited by Zaldivar and Hodgson [132] as being the
most widely used method for large-scale problems. The reason for its popularity is that it requires no VDO's, and the PIR's are not affected as much by a large state space, since the evaluations at a given state consist of computing the quantity

\[ r(i,k) + \sum_{j=1}^{N} p(i,j,k)V(j) \]

which requires storage of the transition probabilities and immediate rewards associated only with that state. For large problems, the full storage of \( p(i,j,k) \) can be relegated to a backup storage unit. This is also the reason for the use of the iterative method of Gauss-Seidel in numerical analysis.

An Approximate Method of Solution for MDP Problems Using Expectations

An approximate method of solution for MDP problems using expectations is due to Norman and White [92], and belongs to the first class of solution methods for large-scale MDP problems. Their development was for the undiscounted case, but we give the corresponding discounted version. Their basic idea is to consider the visited states as random variables, where the states are assumed to have some physical meaning (as in the inventory problem, where the states correspond to the number of units on hand). A deterministic dynamic problem is then defined by replacing, for each action \( k \) at state \( i \), the random variable \( j \) by its expected value \( \mu(i,k) \) given as

\[ \mu(i,k) = \sum_{j=1}^{N} j p(i,j,k) \]
Let the values for this reduced problem be distinguished from those of the original problem by denoting them as $V^*(i), i=1,2,\ldots,N$.

They propose a two-stage approximation: First, solve the reduced deterministic problem, which can be stated as

$$V^*(i) = \max_{k} \{ r(i,k) + \beta V^*\{\mu(i,k)\} \} \quad i=1,2,\ldots,N$$

To solve this problem, we can modify Howard's method as shown in Figure 6. Notice that Figure 6 is just a variation of Howard's method depicted in Figure 5, Chapter IV.

![Figure 6. First Stage of The Norman and White Solution Procedure](image-url)
The next step is to perform a single PIR as in Howard's method, using the reward function obtained from the deterministic problem, to find the approximate policy. The overall solution strategy can be portrayed by the following figure:

- Formulate a reduced model in which probability distributions are replaced by their corresponding expectations.
- Solve this deterministic problem to obtain \( V^*(i) , i=1,2,...,N \).
- Use \( V^*(i) , i=1,2,...,N \) as approximate values for the transitional states in one application of Howard's PIR:

\[
\max \{ r(i,k) + \sum_{j=1}^{N} p(i,j,k) V^*(j) \}
\]

Figure 7.

The Norman and White Solution Procedure

An Example. To illustrate this method, we solve Beckmann's "Machine Care Problem" presented in Chapter II, for \( \beta=0.9 \).

1. Find the transitional states that can be reached under action \( k \) from state \( i \), \( i=1,2,...,N \), \( k=1,2,...,k(i) \).

State 1

Action 1: \( \mu(1,1) = 1 \cdot p(1,1,1) + 2 \cdot p(1,2,1) \)

\[
= 1 \cdot (.50) + 2 \cdot (.50) = 1.5 = 1
\]
Action 2: \( y(km^2) = lp(1,1,2) + 2p(1,2,2) \)
\[ = 1(.33) + 2(.67) = 1.67 = 2 \]

**State 2**

Action 1: \( y(2,1) = lp(2,1,1) + 2p(2,2,1) \)
\[ = 1(.25) + 2(.75) = 1.75 = 2 \]

Action 2: \( y(2,2) = lp(2,1,2) + 2p(2,2,2) \)
\[ = 1(.10) + 2(.90) = 1.90 = 2 \]

An interesting comparison may be established between the stochastic activity networks corresponding to the stochastic and deterministic problems, as illustrated on the next figure.

**Figure 8. Comparison of Stochastic and Reduced Deterministic Problems**
2. Choose a starting policy, and solve the deterministic problem. Let the starting policy be \((1,1)\). Then, we need to solve the system

\[
\begin{align*}
V^*(1) &= r(1,1) + \beta V^*(\mu(1,1)) \\
&= -6.5 + \beta V^*(1) \\
V^*(2) &= r(2,1) + \beta V^*(\mu(2,1)) \\
&= 9.25 + \beta V^*(2)
\end{align*}
\]

from which

\[
\begin{align*}
V^*(1) &= -65 \\
V^*(2) &= 92.50
\end{align*}
\]

Next we do a PIR as follows:

**State 1**

**Action 1:** \(r(1,1) + \beta V^*(\mu(1,1)) = r(1,1) + \beta V^*(1)\)

\[
= -6.5 + .9(-65) = -65
\]

**Action 2:** \(r(1,2) + \beta V^*(\mu(1,2)) = r(1,2) + \beta V^*(2)\)

\[
= -12.99 + .9(92.50) = 70.26
\]

\[
\therefore k' = 2, \quad V^*(1) = 70.26
\]

**State 2**

**Action 1:** \(r(2,1) + \beta V^*(\mu(2,1)) = r(2,1) + \beta V^*(2)\)

\[
= 9.25 + .9(92.50) = 92.50
\]

**Action 2:** \(r(2,2) + \beta V^*(\mu(2,2)) = r(2,2) + \beta V^*(2)\)

\[
= 7.70 + .9(92.50) = 90.95
\]

\[
\therefore k' = 1, \quad V^*(2) = 92.50
\]

Since the policy \((2,1)\) was not our previous policy, we do another iteration.
Second Iteration:

**VDO:**

\[ V^*(1) = r(1,2) + \beta V^*(\mu(1,2)) \]
\[ = -12.99 + .9 V^*(2) \]
\[ V^*(2) = r(2,1) + \beta V^*(\mu(2,1)) \]
\[ = 9.25 + .9 V^*(2) \]

from which

\[ V^*(1) = 70.26 \]
\[ V^*(2) = 92.50 \]

**PIR:**

**State 1**

Action 1: \[ r(1,1) + \beta V^*(\mu(1,1)) = r(1,1) + \beta V^*(1) \]
\[ = -6.5 + .9(70.26) = 56.73 \]

Action 2: \[ r(1,2) + \beta V^*(\mu(1,2)) = r(1,2) + \beta V^*(2) \]
\[ = -12.99 + .9(92.50) = 70.26 \]

\[ \therefore k' = 2, \quad V^*(1) = 70.26 \]

**State 2**

Action 1: \[ r(2,1) + \beta V^*(\mu(2,1)) = r(2,1) + \beta V^*(2) \]
\[ = 9.25 + .9(92.50) = 92.50 \]

Action 2: \[ r(2,2) + V^*(2,2) = r(2,2) + V^*(2) \]
\[ = 7.70 + .9(92.50) = 90.95 \]

\[ \therefore k' = 1, \quad V^*(2) = 92.50 \]

The policy \((2,1)\) is the same as the previous policy, thus we have value and policy convergence, and the solution for the deterministic problem is

\[ V^*(1) = 70.26 \]
\[ V^*(2) = 92.50 \]
From Figure 8 we see that under this policy the process would be in State 2 after the first transition for any initial state.

3. Perform a PIR with the values of $V^*(1), V^*(2)$.

**State 1**

Action 1: $r(1,1) + \beta [p(1,1,1)V^*(1) + p(1,2,1)V^*(2)]$
\[= -6.5 + 0.9(0.50(70.26) + 0.50(92.50)) = 34.19 \]

Action 2: $r(1,2) + \beta [p(1,1,2)V^*(1) + p(1,2,2)V^*(2)]$
\[= -12.99 + 0.9(0.33(70.26) + 0.67(92.50)) = 63.65 \]

$\therefore k' = 2, \; V^*(1) = 63.65$

**State 2**

Action 1: $r(2,1) + \beta [p(2,1,1)V^*(1) + p(2,2,1)V^*(2)]$
\[= 9.25 + 0.9(0.25(70.26) + 0.75(92.50)) = 87.50 \]

Action 2: $r(2,2) + \beta [p(2,1,2)V^*(1) + p(2,2,2)V^*(2)]$
\[= 7.70 + 0.9(0.10(70.26) + 0.90(92.50)) = 88.95 \]

$\therefore k' = 2, \; V^*(2) = 88.95$

The approximate solution to the problem is

For State 1, choose Action 2: $V^*(1) = 63.65$
For State 2, choose Action 2: $V^*(2) = 88.95$

Notice that the exact solution to this problem found in Chapter IV was:

For State 1, choose Action 1: $V^*(1) = 34.84$
For State 2, choose Action 2: $V^*(2) = 57.03$

which is different, both in policy and values, to the approximate solution.
Norman and White give one example due to Bellman [7] and one due to Howard [55], and for these problems their technique yields very good results. However, a closer look at the examples used to illustrate this technique reveals that the only reasons Norman and White obtained such good results are the fact that Howard's car replacement problem is essentially deterministic, and Bellman's inventory problem is essentially a one-period horizon problem. These facts were first pointed out by Morton [89], who additionally shows with an example due to Iglehart [56], that the possible percentage cost error of this procedure is unbounded.

**Decomposition Methods**

Whereas most of the procedures discussed in this chapter are intended to decrease computation time, decomposition methods usually have the effect of decreasing storage requirements at the expense of increasing computation time. Decomposition methods are those methods in which the problem is actually or effectively decomposed into a group of smaller problems, each to be solved separately. The remaining chapters of this thesis are concerned mainly with decomposition methods.

**Generalized Linear Programming.** If we couch either the standard formulation or the state-change formulation directly in terms of variables \(d(i,k)\) or \(d(i,\ell)\), where these variables represent the probability of making the given decision when state \(i\) is observed, we obtain constraints that have decision variables multiplied together. An example is Equation (6) of Chapter II, where \(d(i,\ell)\) and \(V(j)\) are multiplied together, destroying the direct linear programming interpretation of the problem. In the case of MDP, it is possible to obtain the
linear program from first principles, so that this is in fact not a
difficulty. However, Wolfe's procedure called generalized linear pro-
gramming, as reported for example by Lasdon [77], offers a completely
general method for obtaining a linear program from a large class of
problems that includes MDP as a fairly typical special case. (In fact,
the usual textbook examples of generalized linear programming are MDP
problems.)

Generalized linear programming is of interest not only because
of its generality, but also because of the natural basis for decomposi-
tion that exists as a by-product of the formulation. This has been
recognized, but not exploited, by Kushner and Chen [76]. They present
a technique for "essentially" decomposing a control system that is
equivalent to undiscounted MDP, and they give a Markov interpretation
to each subsystem. Their aim in decomposing the system is to use the
Dantzig-Wolfe decomposition technique for accelerated convergence in
solving problems that are slightly more general than MDP. The added
generality stems from their recognition of the fact that, given a lin-
ear program arising from MDP, it is possible to add linear constraints
to the problem without seriously increasing the difficulty of solution
using their method. (The methods in this thesis, by contrast, depend
critically on the structure of the constraints, and additional con-
straints cannot be added without danger of losing the guarantees of
convergence.) Thus the problem is treated as a linear program that has
a high degree of structure from the fact that most of its constraints
are those of MDP.

Because of the added constraints, the Kushner and Chen procedure
is not an exact algorithm but rather a philosophy for decomposing a class of problems. Their master problem corresponds roughly to the set of constraints for the transient states, and their subproblems correspond to the sets of constraints for each ergodic class of states (or to classes of states that are made ergodic by temporary suppression of their coupling to other states). Thus their procedure is fairly closely related to the SMIP algorithm developed in the next chapter, where it is shown that it is possible to decompose MDP problems to great computational advantage when sufficient natural structure exists.
In the classification of solution methods for large-scale MDP problems given in Chapter V, the techniques proposed in this chapter fall into category C2—the direct solution of a problem using a decomposition technique.

There are two main reasons for decomposing any type of large-scale problem, including MDP:

1. If an exploitable natural structure is present, and if computation time grows more rapidly than linearly with problem size, then decomposition may yield savings in computation time as well as in storage.

2. If the problem exceeds the capacity of efficient storage, then decomposition may allow for a favorable trade-off of reduced storage against increased computation time.

Many MDP problems do have an exploitable natural structure, and computation time for MDP is well known to grow more rapidly than linearly with problem size. The SMDP solution method presented in this chapter is applicable to such problems.

On the other hand, many large-scale problems that may not have a natural structure that invites decomposition are simply too large to solve. The DMDP solution method presented in this chapter is applicable to such problems.
This chapter also presents a general decomposition framework for solving very large problems using a combination of the two approaches.

In general, SMDP (where "S" stands for "sparse") applies to sparse transition matrices, where there are likely to occur ergodic subclasses of states, so that natural decomposition into these subclasses is efficient. DMDP (where "D" stands for "dense") applies in general to dense transition matrices, where little natural structure is likely. In DMDP the decomposition is not natural, but arbitrary. Both SMDP and DMDP are mainly directed at helping to find values at a given policy, i.e., to perform VDO's. In the SMDP framework, the policy iterations are done on the entire problem, since the problem structure changes with a change in policy; in the DMDP framework, the policy iterations are done on the subproblems.

These distinctions between SMDP and DMDP suggest a general framework for selecting a macro solution method.

VDO for Problems with a Sparse Transition Matrix

As discussed in Chapter IV, VDO consists of solution of the system of linear equations given by \((I-\beta P)V=R\). In this section we discuss classical methods of solution for sparse systems of equations, and propose the SVDO method. The SVDO method will be shown to be more efficient than the general methods which do not take advantage of the specific structure, when there is a strong structure present.

Solution of Sparse Systems of Linear Equations. There is a large body of knowledge in the field of numerical analysis dealing with problems consisting of sparse matrices. Some of the most relevant results are contained in the works of Gustavson [44], Jacques de Ruchet [57],
In what follows we denote the system of equations by $AX=b$ where $A$ is an $N \times N$ matrix with elements $a(i,j)$. We assume that $A$ contains a large number of zero elements. There are two basic approaches: the first considers the position of the non-zero $a(i,j)$'s as fixed, and the second modifies the given system by ordering the elements of the matrix $A$ by permuting its rows and columns to obtain a more convenient form for solution.

When the non-zero elements are fixed, we may classify the solution methods as direct or iterative. The direct methods involve a fixed number of arithmetic operations while the iterative methods consist of the repetition of certain steps until the required accuracy is achieved.

In considering direct methods, it is useful to distinguish two main types of matrices, the band (and circulant band) matrix, or the general sparse matrix.

A band matrix may be defined by the conditions

$$a(i,j) = 0 \quad \text{if } i-j \geq S$$
$$\quad \quad \quad \quad \text{or } j-i \geq t$$
$$\quad \quad \quad \quad \text{with } S,t \leq N$$

The total band width is $k=S+t-1$, and the band is symmetrically placed about the main diagonal if $S=t$. An example with $S=2$, $t=3$, $N=7$ is
where the symbol \( X \) denotes elements which may be non-zero. The band width here is \( k=2+3-1=4 \).

A circulant band matrix is a band matrix with some additional non-zero components in some or all positions \((i,j)\) for which

\[
N + i - J < S
\]

or

\[
N + J - i < t
\]

thus, for the previous values of \( N \), \( S \), and \( t \) we have

\[
A = \begin{bmatrix}
X & X & X \\
X & X & X & X \\
X & X & X & X & X \\
X & X & X & X & X \\
X & X & X & X & X \\
\end{bmatrix}
\]
The circulant band can be reduced to a simple band by renumbering the variables, resulting in a wider band.

The band form is useful only when the band width $k$ is considerably less than $N$; otherwise the solution methods for a general sparse matrix should be considered.

The main methods of solution for band matrices are:

1. Gaussian elimination with interchanges
2. Triangular factorization without interchanges, which is stable for symmetric positive-definite matrices and for diagonally dominant matrices.

These methods have also been used for a general sparse matrix.

The second approach to the solution of large sparse systems of equations considers the problem of ordering the states into classes by permutations of rows and columns. Rose and Bunch [100] call this the "partitioning problem," and consider the arithmetic and memory costs.

The State-Classification algorithm described in the next section belongs to this last category of solution approaches, taking advantage of the natural decomposition obtained by classifying the states into ergodic and transient classes.

State-Classification VDO Method

In this section is reported an efficient new algorithm, jointly developed by Rosenthal [99] and the present author, for reducing the VDO computation load for MDP problems having ergodic subchains—so-called "polydesmic" chains [55]. An essential part of the new algorithm is the identification of ergodic subchains and transient states, and for this part we have used the method of Fox and Landi [40].
For use in the VDO equations, whose matrix form is \( V = r + PV \), let 

\( P \) be put in canonical form as follows:

\[
P = \begin{array}{cccccc}
C_1 & P_1 & & & & \\
C_2 & & P_2 & & & \\
& & & \ddots & & \\
& & & & \ddots & \\
& & & & & P_k \\
C_{k+1} & R_{k+1,1} & R_{k+1,2} & \cdots & R_{k+1,k} & Q_{k+1} \\
C_{k+2} & R_{k+2,1} & R_{k+2,2} & \cdots & R_{k+2,k} & R_{k+2,k+1} & Q_{k+2} \\
& & & \ddots & & & \\
& & & & \ddots & & & \\
& & & & & \ddots & & & \\
C_n & R_{n,1} & R_{n,2} & \cdots & R_{n,k} & R_{n,k+1} & \cdots & Q_n
\end{array}
\]

Here \( C_1, C_2, \ldots, C_n \) are equivalence classes such that \( C_1, C_2, \ldots, C_k \) are those with recurrent states, and \( C_{k+1}, C_{k+2}, \ldots, C_n \) are those with transient states.
When the elements of $V$ and $r$ are partitioned in the same fashion, the system of VDO equations becomes

\[
\begin{bmatrix}
V_1 \\
V_2 \\
\vdots \\
V_k \\
V_{k+1} \\
V_{k+2} \\
\vdots \\
V_n
\end{bmatrix} = \begin{bmatrix}
r_1 \\
r_2 \\
\vdots \\
r_k \\
r_{k+1} \\
r_{k+2} \\
\vdots \\
r_n
\end{bmatrix} + \beta x
\]

or,

\[
V_1 = r_1 + \beta p_1 V_1 \\
V_2 = r_2 + \beta p_2 V_2 \\
\vdots \\
V_k = r_k + \beta p_k V_k \\
V_{k+1} = r_{k+1} + \beta (r_{k+1,1} V_1 + r_{k+1,2} V_2 + \cdots + r_{k+1,k} V_k) + \beta q_{k+1} V_{k+1} \\
V_{k+2} = r_{k+2} + \beta (r_{k+2,1} V_1 + r_{k+2,2} V_2 + \cdots + r_{k+2,k+1} V_{k+1}) + \beta q_{k+2} V_{k+2} \\
\vdots \\
V_n = r_n + \beta (r_{n,1} V_1 + r_{n,2} V_2 + \cdots + r_{n,n-1} V_{n-1}) + \beta q_n V_n
\]
With the states partitioned as shown, the VDO that solves the entire $N \times N$ system of equations can be replaced by an ordered series of $n$ smaller VDO's: First the $k$ independent systems $V_1, V_2, \ldots, V_k$ are each solved independently. Then successively for $i = k+1, k+2, \ldots, n$ we replace the vector $r_i$ with a vector $r_i'$ that contains all currently known information:

$$r_i' = r_i + \beta (R_{1,1} V_1 + R_{1,2} V_2 + \cdots + R_{1,i-1} V_{i-1})$$

This allows, again, independent solution of each system evaluated in the succession $k+1, k+2, \ldots, n$ with the previous $V$'s known and incorporated in $r_i'$:

$$V_i = r_i' + \beta Q_i V_i, \quad i = k+1, k+2, \ldots, n$$

Each of the reduced-size VDO's may of course be performed by any of the appropriate micro methods discussed in Chapter IV.

**SVDO (Sparse VDO) Computer Code.** Appendix II gives a listing of the Fortran code SVDO (Sparse VDO). Except for minor modifications, it is exactly as written and used by Richard E. Rosenthal, whose authorship is gratefully acknowledged. The code incorporates four elements: (1) Fox-Landi classification of the $k$ ergodic subchains, (2) ordering of the remaining transient states into $n-k$ classes, (3) updating of the vector $r_i$ for each transient class to include $V$'s currently known and (4) solution of each reduced VDO by any one of three methods. The output of SVDO is a set of values $V(i)$ for a given policy. The sobriquet "sparse" suggests that when the transition matrix is sparse it
is normally fruitful to try this natural classification rather than to use the arbitrary classification scheme of DMDP that is normally applicable to dense transition matrices.

Elements (1), (2) and (3) of SVDO are combined into a single procedure that can be explained in Fox-Landi notation as follows:

Define a node-node incidence matrix $B^1$ with elements

$$b^1(i,j) = \begin{cases} 1 & \text{if } p(i,j) > 0 \text{ and } i \neq j \\ 0 & \text{otherwise} \end{cases}$$

Boolean logical operations are applied to $B^1$ to search for a set of communicating states. Rows and columns corresponding to communicating states are replaced by their respective unions (logical "or" with 1 corresponding to "true"), yielding a smaller matrix $B^2$. A search of $B^2$ similarly yields $B^3$, etc., until an ergodic chain is identified by having a set of communicating states collapse into a single absorbing macro state. Where $m$ is the number of states in the macro state, the system of $m$ equations is sent to element (4) for computation of the $m$ values $V(i)$ that can now be computed independently of those for all states not in the macro state. Note that the canonical set that is ergodic in the reduced problem may not have been ergodic in the original problem. Also note that if the problem has no exploitable structure, the entire problem will be sent to element (4) after the first search.

Each search is a search for a null row in the current $B$ matrix, where a null row is one for which $b(i,k) = 0$ for every $k$. Once a set
of states has been evaluated by element (4), the states are added to
the set of evaluated states, \( E \), new \( r'_i \) values are calculated for the
remaining states (those in the set \( S-E \) where \( S \) is the set of all
states), the new current \( B \) matrix is defined by deletion of rows and
columns, and a new search is made. If \( E=S \), searches terminate and
element (4) finally outputs all values \( V(i) \).

The following facts about stochastic matrices provide the basis
for the search procedure:

1. State \( i \) is absorbing if \( b_{ij}=0 \) for all \( j \).
2. If state \( j \) is absorbing and \( b_{ij}=1 \), then state \( i \) is
   transient.
3. If state \( j \) is transient and \( b_{kj}=1 \), then state \( k \) is
   also transient.
4. If state \( i \) communicates with state \( j \), and \( j \) communi-
cates with state \( k \), then \( i \) communicates with \( k \).

The details of the algorithm are illustrated in Figure 9. An example
problem that illustrates the SVDO procedure follows.
An Example of SVDO. Consider performing a VDO for a valued Markov chain with the following transition matrix $P$ and associated rewards $r^1$, where $S = \{1, 2, \ldots, 7\}$ is the set of all states. At the start the set $E$ of evaluated states is empty. Let $\beta = 0.9$. 

Figure 9. A Flow Chart for SVDO
A transition diagram for the problem is as follows.
SVDO first defines $B^1$:

$$
B^1 = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 1 & 1 \\
3 & 0 & 0 & 0 & 1 & 0 & 1 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 1 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 1 & 0 & 0 & 0 \\
7 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
$$

Since $E \not\subseteq S$, a search is made for a null row, and row 4 is found to be null, indicating that state 4 is absorbing. Thus state 4 can be evaluated immediately, since only $V(4)$ appears on the right-hand side of its VDO equation:

$$
V(4) = r^1(4) + \beta p(4,4)V(4) \Rightarrow V(4) = 1000 
$$

Since states 1 and 3 lead to 4, as identified by 1's in column 4, $r(1)$ and $r(3)$ are updated:

$$
r^2(1) = r^1(1) + \beta p(1,4)V(4) = 245 
$$

$$
r^2(3) = r^1(3) + \beta p(3,4)V(4) = 115 
$$

Row 4 and column 4 of $B^1$ are deleted to yield $B^2$. The new $B^2$ and $r^2$ are:
Since $E^S$, SMDP looks for a null row in $B^2$. None is found. Therefore SMDP looks for a cycle starting with the lowest remaining numbered state, finding the cycle $1 \to 2 \to 5 \to 1$. The rows and columns of the states in the cycle are replaced by their unions, except that $b_{ii} = 0$ for any state, including a macro state. We label the new macro state 125. Thus a new incidence matrix $B^3$ is formed:

Now $E = \{4\}$. A transition diagram equivalent to $B^2$ is as follows:

Since $E \neq S$, SMDP looks for a null row in $B^2$. None is found. Therefore SMDP looks for a cycle starting with the lowest remaining numbered state, finding the cycle $1 \to 2 \to 5 \to 1$. The rows and columns of the states in the cycle are replaced by their unions, except that $b_{ii} = 0$ for any state, including a macro state. We label the new macro state 125. Thus a new incidence matrix $B^3$ is formed:
Since $E^S$, a new search is made. No null row is found. The cycle 3→6→3 is found. A new incidence matrix $B^3$ is formed. This matrix and its equivalent transition diagram are as follows:

$$B^3 = \begin{bmatrix}
1 & 2 & 3 & 6 & 7 \\
125 & 0 & 0 & 1 & 0 \\
3 & 0 & 0 & 1 & 0 \\
5 & 0 & 1 & 0 & 0 \\
7 & 1 & 0 & 0 & 0
\end{bmatrix}$$

A transition diagram equivalent to $B^3$ is as follows:

Since $E^S$, a new search is made. No null row is found. The cycle 3→6→3 is found. A new incidence matrix $B^4$ is formed. This matrix and its equivalent transition diagram are as follows:

$$B^4 = \begin{bmatrix}
1 & 2 & 5 \\
125 & 0 & 1 & 0 \\
36 & 0 & 0 & 0 \\
7 & 1 & 0 & 0
\end{bmatrix}$$

$$\begin{array}{c}
\circ 1,2,5 \\
\circ 6 \\
\circ 3 \\
\circ 7
\end{array}$$
Since \(E \neq S\), a new search is made. Row 36 is found to be null, so that states 3 and 6 can be evaluated:

\[
V(3) = r^2(3) + \beta p(3,3)V(3) + \beta p(3,6)V(6) = 115 + .81V(6)
\]

and
\[
V(6) = r^2(6) + \beta p(6,3)V(3) + \beta p(6,6)V(6) = 10 + .45V(3) + .45V(6)
\]

The solution to this set of equations is \(V(3)=384.64\) and \(V(6)=332.88\). From the 1 in column 36, it is seen that macro state 125 leads to the state to be deleted, and hence the \(r(i)\)'s for states 1, 2 and 5 are to be updated.

\[
r^3(1) = r^2(1) + \beta p(1,3)V(3) + \beta p(1,6)V(6) = 245
\]

\[
r^3(2) = r^2(2) + \beta p(2,3)V(3) + \beta p(2,6)V(6) = 139.88
\]

\[
r^3(5) = r^2(5) + \beta p(5,3)V(3) + \beta p(5,6)V(6) = 2
\]

Now \(E=\{4,3,6\}\). A new incidence matrix \(B^5\) is formed:

\[
B^5 = \begin{bmatrix}
1 & 2 & 5 \\
7 & -1 & 2
\end{bmatrix}
\]

\[
B^5 = \begin{bmatrix}
0 & 0 \\
1 & 0
\end{bmatrix}
\]
A transition diagram equivalent to $B^5$ is as follows:

![Transition Diagram](image)

The current adjusted rewards for the states that have not been evaluated are as follows:

\[
\begin{bmatrix}
1 & 245 \\
2 & 139.88 \\
5 & 2 \\
7 & 150
\end{bmatrix}
\]

Since $E \neq S$, SVDO searches again. A null row is found for the macro state 125, allowing evaluation of states 1, 2 and 5, yielding

\[
V(1) = 535.41 \\
V(2) = 420.23 \\
V(5) = 483.87
\]
State 7 is found to lead to the evaluated macro state, so \( r(7) \) is updated to \( r^4(7) = 631.87 \). The row and column corresponding to the macro state 125 is deleted, yielding \( B^7 \):

\[
B^7 = \begin{bmatrix} 7 \\ 0 \end{bmatrix}
\]

The transition diagram equivalent to \( B^7 \) is simply one node, node 7.

The current adjusted rewards for the states that have not been evaluated consist of one number, \( r^4(7) = 631.87 \). \( B^7 \) has a null row, and state 7 is evaluated: \( V(7) = 631.87 \). Now \( E = S \), and the VDO is terminated.

The net result of SVDO in this example has been to avoid a "large" 7×7 VDO, replacing it with a series of smaller VDO's: a 1×1 VDO for state 4, a 2×2 VDO for states 3 and 6, a 3×3 VDO for states 1, 2 and 5, and a 1×1 VDO for state 7.

**SMDP: A Natural Decomposition Algorithm**

SMDP is a decomposition scheme for storable MDP problems with a well defined structure that can be exploited to obtain a sequence of subproblems at each VDO. The details of the decomposition are given in the description of the SVDO algorithm.

In SMDP, once the values are known for a given policy, any of the methods given in Chapter IV for policy iteration can be used. For most problems there is little hope of gaining computational advantage by classifying the states for policy iteration alone, since the problem structure normally changes with each change in the decision policy.
Additionally, the PIR’s do not present major computational or storage difficulties.

The SMDP algorithm is described by Figure 10. The framework of Figure 10 is that of Howard's method, although any method that uses VDO's could make use of the SVDO decomposition scheme within SMDP.

**DMDP: An Arbitrary Decomposition Algorithm**

The Arbitrary-Decomposition Algorithm, DMDP, is a method of decomposing a large problem which is either unstorable and/or has no polydesmic structure, into a sequence of smaller subproblems which are easier to solve. By varying the number of subproblems, a user has the flexibility to vary the trade-off between storage space and computation time, a feature also exhibited by other decomposition algorithms such as that of Dantzig-Wolfe. In addition to the obvious storage advantages, it reduces the problem of inverting a large matrix to inverting several smaller matrices, which can be done not only more rapidly, but with greater numerical stability.

Without loss of generality, the description of the DMDP algorithm and its proof of convergence will be given with reference to Howard's method.
Figure 10. A Flow Chart for SMDP
Description of the Arbitrary-Decomposition Algorithm

In the arbitrary decomposition algorithm, a subset of the variables is given temporarily fixed values and the remaining reduced problem is solved. Then, with a different subset of variables fixed, a new remaining reduced problem is solved. This procedure continues until no improvement is achieved, at which time optimality is guaranteed. The state space may be partitioned into any number of subsets; fine partitioning decreases the size of each subproblem but increases the number of iterations, as compared to coarse partitioning. To simplify the notation, only the details for the partition of the state space into two subsets will be given here. Finer partitions are treated in a straightforwardly analogous manner.

The solution procedure is as follows:

1. In a Markov decision process with states $i=1,2,...,N$, let the state space be partitioned into two subsets, one of size $M$ and the other of size $N-M$. Let the subset $\{V(1), V(2), ..., V(M)\}$ be given fixed values, and let Howard's algorithm be used to find the optimal values of the free variables, $\{V(M+1), V(M+2), ..., V(N)\}$ under the constraint of the fixed subset of $v$'s:

$$V(i) - \sum_{j=M+1}^{N} p(i,j,k)V(j) = r(i,k) + \beta \sum_{j=1}^{M} p(i,j,k)V(j) \quad (1)$$

$$i=M+1, M+2, ..., N$$

$$k=1, 2, ..., K(i)$$
Equation (1) is simply the standard value equation with the fixed terms shifted to the right-hand-side, defining a reduced system of linear equations in the non-fixed $V$'s. Howard's algorithm is applied to this reduced system, with each VDO involving only $N-M$ equations.

2. Now let the subset $\{V(M+1), V(M+2), ..., V(N)\}$, whose values were the output of step 1, be taken as fixed, and let Howard's algorithm be used to find the optimal values of $\{V(1), V(2), ..., V(M)\}$ under the constraint of the fixed subset:

$$V(i) - \beta \sum_{j=1}^{M} p(i,j,k)V(j) = r(i,k) + \beta \sum_{j=M+1}^{N} p(i,j,k)V(j)$$

$$i=1,2,\ldots,M$$

$$k=1,2,\ldots,K(i)$$

Here each VDO of Howard's algorithm involves only $M$ equations.

3. The solution procedure alternates between steps 1 and 2 until the same decision policy is encountered in two successive iterations (policy convergence). At this point, if the differences in the $v$'s are asymptotically small (value convergence), optimality has been achieved. Either policy convergence or value convergence can occur first, but optimality is not guaranteed until both are achieved.

4. If policy convergence is achieved first, it is possible,
but wasteful, to continue the same procedure until value convergence is achieved. Hence a termination procedure is used which consists of continuing to alternate between steps 1 and 2 until value convergence is achieved, but omitting all PIR's.

5. Finally, one complete PIR is performed to verify optimality. This can take the form of restoring the disabled PIR routine for one last iteration.

In summary, the solution procedure consists of applying Howard's algorithm alternately to two subproblems until both policy convergence and value convergence are achieved, with intermediate PIR's disabled.

**Storage and Efficiency of DMDP.** The storage requirement for a VDO is approximately $N^2 + N$ for a problem with $N$ states solved directly. When DMDP is used to partition the problem into $p$ subproblems, the storage used in each step is approximately $(N/p)^2 + N/p$; thus for large $N$ the storage requirement is reduced by a factor of approximately $p^2$. For example, if we partition a large problem into $p=2$ roughly equal parts, the storage requirement is cut by a factor of nearly 4.

There are three effects on computation efficiency. First, data is overwritten $p^2$ times for each full iteration if DMDP is used, compared to once for all iterations if DMDP is not used. Second, the number of iterations is increased. Third, the approximate number of arithmetic operations for each full iteration is reduced from $(N^3/3) + N^2$ without DMDP to $(N^3/3p^2) + N^2/p$ with DMDP. Computation experience
(see Chapter VII) suggests that, on balance, DMDP should be used only when necessary to save storage space; the total number of arithmetic operations tends to increase by a small amount, and the data overwriting is costly.

Initialization Step

As in all iterative procedures, a good starting solution is of major importance. For the method just described, we have to give initial values for \( V(1), V(2), \ldots, V(M) \). The following initialization options may be used:

1. Let \( V(1) = V(2) = \ldots = V(M) = 0 \)

2. If we have some idea of the values the \( V(i) \)'s can take for a given problem, say \( v_1, v_2, \ldots, v_M \), let \( V(1) = v_1, V(2) = v_2, \ldots, V(M) = v_M \)

3. Since \( \lim_{\beta \to 1} V(i) = \infty \), and

\[
\lim_{\beta \to 1} (V(i) - V(N)) = W(i)_{i=1,2,\ldots,N}
\]

where \( W(i) \) is a finite value for all \( i \), the values of the \( V(i) \)'s, for large values of \( \beta \), will be of about the same magnitude. It is possible to provide, in lieu of a set of initial values an initial condition, namely, that all values be equal, i.e., let \( V(1) = V(2) = \ldots = V(N) \). In this case, the equations for step 1 become

\[
V(i) - \sum_{j=M+1}^{N} p(i,j,k)V(j) = r(i,k) + \sum_{j=1}^{M} p(i,j,k)V(N) = r(i,k) + \beta V(N) \sum_{j=1}^{M} p(i,j,k)
\]
or

\[
V(i) - \beta \sum_{j=M+1}^{N-1} p(i,j,k)V(j) - \beta p(i,N,k)V(N) - \beta V(N) - \beta \sum_{j=M+1}^{N-1} p(i,j,k)V(j) - \beta \left( p(i,N,k) + \sum_{j=1}^{M} p(i,j,k) \right)V(N) = r(i,k)
\]

For all future iterations, we will have from step 2 values of \( V(1), V(2), \ldots, V(M) \) to be used with the original set of equations for step 1.

4. A myopic set of starting values may be obtained from the following facts:
   
   i) \( V(i) = g + \beta g + \beta^2 g + \cdots \)
   
   \[ = g(1 + \beta + \beta^2 + \cdots) \]
   
   \[ = g/1 - \beta \]
   
   ii) \( g = 1/N \left[ r(1,k) + r(2,k) + \cdots + r(N,k) \right] \)

and in particular,

\[ g = 1/N \left[ r^*(1) + r^*(2) + \cdots + r^*(N) \right], \]

where \( r^*(i) = \text{Max}_k r(i,k), \quad i=1,2,\ldots,N \)

Thus, we can obtain a good starting solution which approximates the optimal solution as

\[ V(1) = V(2) = \cdots = V(M) = \frac{1/N \sum_{i=1}^{N} r^*(i)}{1-\beta} \]
Some other solutions may be used for a particular problem. Option 1 and 2 are the easiest to implement but Option 2 is not always available. Option 3 involves some re-programming to treat the first iteration separately. Option 4, which seems to be superior for most problems, requires only a few preliminary computations.

An Example

To illustrate the DMDP method, we will solve Howard's "Taxicab Problem" [55], which he states as follows: Consider the problem of a taxicab driver whose territory encompasses three towns, A, B, and C. If he is in town A, he has three alternatives:

1. He can cruise in the hope of picking up a passenger by being hailed.
2. He can drive to the nearest cab stand and wait in line.
3. He can pull over and wait for a radio call.

If he is in town C, he has the same three alternatives, but if he is in town B, the last alternative is not present because there is no radio cab service in that town. For a given town and given alternative, there is a probability that the next trip will go to each of the towns A, B, and C and a corresponding reward in monetary units associated with each such trip. This reward represents the income from the trip after all necessary expenses have been deducted. For example, in the case of alternatives 1 and 2, the cost of cruising and of driving to the nearest stand must be included in calculating the rewards. The probabilities of transition and the rewards depend upon the alternative because different customer population will be encountered under each alternative.
If we identify being in towns A, B, and C with states 1, 2, and 3, respectively, then we have the following information:

<table>
<thead>
<tr>
<th>State</th>
<th>Alternative</th>
<th>Probability</th>
<th>Reward</th>
<th>Expected Immediate Reward</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>i</td>
<td>k</td>
<td>p(i,j,k)</td>
<td>c(i,j,k)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>j=1   2   3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>1/2   1/4</td>
<td>1/4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>1/16  3/4</td>
<td>3/16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>1/4   1/8</td>
<td>5/8</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td></td>
<td>1/2   0</td>
<td>1/2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>1/16  7/8</td>
<td>1/16</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td></td>
<td>1/4   1/4</td>
<td>1/2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>1/8   3/4</td>
<td>1/8</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>3/4   1/16</td>
<td>3/16</td>
</tr>
</tbody>
</table>

The state space for this example was partitioned into two subsets with states 1 and 2 in the first subset. The value equations under this partition become:

**Subproblem #1**

\[
V(i) - \sum_{j=1}^{2} p(i,j,k)V(j) = r(i,k) + \beta p(i,3,k)V(3) \quad , \quad i=1,2
\]

and

**Subproblem #2**

\[
V(3) - \beta p(3,3,k)V(3) = r(3,k) + \sum_{j=1}^{2} p(3,j,k)V(j)
\]

or

\[
V(3) = \frac{r(3,k) + \sum_{j=1}^{2} p(3,j,k)V(j)}{1 - \beta p(3,3,k)}
\]
Howard's method was used in subproblem #1 to find the best \( V(1) \) and \( V(2) \) to go with the given value of \( V(3) \), and in subproblem #2, the best \( V(3) \) corresponding to the fixed values of \( V(1) \) and \( V(2) \) was found using the above equation in a single policy iteration.

The problem was solved with two different initial values of \( V(3) \), and the solution for the entire problem was computed using Howard's method. The results are given in Tables 10, 11, and 12.

For the results given in Table 11, the initial value of \( V(3) \) was 0, as in option 1 of the initialization step, and a \( \delta \)-convergence of 0.10 was obtained in 7 full iterations of the DMDP algorithm, where by an iteration we mean the solution of the two subproblems. Nine VDO's for a system of size 2x2 (60 arithmetic operations) were performed using the decomposition method, while 3 VDO's for a system of size 3x3 (54 arithmetic operations) were required when solving the problem as a whole. Note that the values of all the \( V(i) \)'s increased from one iteration to the next.

For those results of Table 12, the initial value of \( V(3) \) was 200, as in option 2 of the initialization step, and a \( \delta \)-convergence of 0.10 was obtained in 8 iterations of the DMDP algorithm. Eleven VDO's for a system of size 2x2 were performed using the decomposition method. Here, the values of all the \( V(i) \)'s decreased from one iteration to the next.
Table 10. Howard's "Taxicab Problem"
Solved by Howard's Method

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
<th>V(3)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>INITIALIZATION</td>
</tr>
<tr>
<td>1</td>
<td>91.26</td>
<td>1</td>
<td>97.55</td>
<td>1</td>
<td>89.97</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>91.26</td>
<td>1</td>
<td>102.02</td>
<td>2</td>
<td>90.24</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>119.44</td>
<td>1</td>
<td>134.48</td>
<td>2</td>
<td>121.93</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>120.82</td>
<td>2</td>
<td>134.48</td>
<td>2</td>
<td>121.93</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>121.65</td>
<td>2</td>
<td>135.31</td>
<td>2</td>
<td>122.84</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>121.65</td>
<td>2</td>
<td>135.31</td>
<td>2</td>
<td>122.84</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 11. Howard's "Taxicab Problem"
Solved by DMDP (V(3)=0)

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>V(3)=0</td>
<td>0</td>
<td></td>
<td></td>
<td>INITIALIZATION</td>
</tr>
<tr>
<td>R(1,1)= 8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,2)= 2.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,3)= 4.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,1)=16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,2)=15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>25.849581</td>
<td>1</td>
<td>27.632311</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>25.849581</td>
<td>1</td>
<td>38.214483</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>48.69565</td>
<td>1</td>
<td>83.478257</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>61.836953</td>
<td>2</td>
<td>83.478256</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>65.872173</td>
<td>2</td>
<td>88.024983</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>65.872171</td>
<td>2</td>
<td>88.024982</td>
<td>2</td>
</tr>
<tr>
<td>V(3)=79.805612,k=2</td>
<td>7</td>
<td></td>
<td></td>
<td>PIR</td>
</tr>
<tr>
<td>R(1,1)=25.956262</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,2)=16.217197</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,3)=49.140655</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,1)=51.912525</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,2)=19.489065</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>102.11258</td>
<td>2</td>
<td>118.74305</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>102.11258</td>
<td>2</td>
<td>118.74304</td>
<td>2</td>
</tr>
<tr>
<td>V(3)=107.7625,k=2</td>
<td>10</td>
<td></td>
<td></td>
<td>PIR</td>
</tr>
<tr>
<td>R(1,1)=32.24562</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,2)=20.934922</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,3)=64.866405</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,1)=64.493124</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,2)=21.061641</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>114.80805</td>
<td>2</td>
<td>129.50396</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>114.80805</td>
<td>2</td>
<td>129.50396</td>
<td>2</td>
</tr>
<tr>
<td>V(3)=117.55614,k=2</td>
<td>13</td>
<td></td>
<td></td>
<td>PIR</td>
</tr>
<tr>
<td>R(1,1)=34.450131</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,2)=22.587598</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,3)=70.375327</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,1)=68.900263</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,2)=21.612533</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 11. Continuation

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>119.25542</td>
<td>2</td>
<td>133.27364</td>
<td>2</td>
<td>VDO</td>
</tr>
<tr>
<td>15</td>
<td>119.25543</td>
<td>2</td>
<td>133.27364</td>
<td>2</td>
<td>PIR</td>
</tr>
</tbody>
</table>

\[ V(3) = 120.98698, k = 2 \]
\[ R(1,1) = 35.22207 \]
\[ R(1,2) = 23.166553 \]
\[ R(1,3) = 72.305175 \]
\[ R(2,1) = 70.44414 \]
\[ R(2,2) = 21.805517 \]

| 17 | 120.8134  | 2 | 134.59421 | 2 | VDO |
| 18 | 120.8134  | 2 | 134.59421 | 2 | PIR |

\[ V(3) = 122.18884, k = 2 \]
\[ R(1,1) = 35.492489 \]
\[ R(1,2) = 23.369366 \]
\[ R(1,3) = 72.981221 \]
\[ R(2,1) = 70.984978 \]
\[ R(2,2) = 21.873122 \]

| 20 | 121.35917 | 2 | 135.05682 | 2 | VDO |
| 21 | 121.35917 | 2 | 135.05682 | 2 | PIR |

\[ V(3) = 122.60987, k = 2 \]
\[ R(1,1) = 35.587221 \]
\[ R(1,2) = 23.440415 \]
\[ R(1,3) = 73.21805 \]
\[ R(2,1) = 71.174441 \]
\[ R(2,2) = 21.896805 \]

| 23 | 121.55037 | 2 | 135.21888 | 2 | VDO |
| 24 | 121.55037 | 2 | 135.21888 | 2 | PIR |

\[ V(3) = 122.75736, k = 2 \]
\[ R(1,1) = 35.620406 \]
\[ R(1,2) = 23.465304 \]
\[ R(1,3) = 73.301014 \]
\[ R(2,1) = 71.240811 \]
\[ R(2,2) = 21.905101 \]
Table 12. Howard's "Taxicab Problem"
Solved by DMDP (V(3)=200)

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>V(3)=200</td>
<td></td>
<td>R(1,1)= 53.999999</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R(1,2)= 36.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R(1,3)=116.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R(2,1)=106.99999</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R(2,2)= 26.25</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>171.25347</td>
<td>1</td>
<td>183.06406</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>175.87673</td>
<td>3</td>
<td>183.06406</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>177.63588</td>
<td>3</td>
<td>185.93615</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>177.63589</td>
<td>3</td>
<td>185.93615</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>168.44049</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>150.92331</td>
<td>3</td>
<td>159.71371</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>150.92331</td>
<td>3</td>
<td>159.71371</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>145.11056</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>131.1764</td>
<td>3</td>
<td>140.32913</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>131.25331</td>
<td>1</td>
<td>141.05033</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>132.89023</td>
<td>1</td>
<td>144.17667</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>132.89023</td>
<td>1</td>
<td>144.17667</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>131.00778</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V(3)=168.44049, k=2
R(1,1)= 45.89911
R(1,2)= 31.174333
R(1,3)= 98.997774
R(2,1)= 91.798221
R(2,2)= 24.474777

V(3)=145.11056, k=2
R(1,1)= 40.649876
R(1,2)= 27.237407
R(1,3)= 85.874688
R(2,1)= 81.299751
R(2,2)= 23.162469

V(3)=131.1764, k=2
R(1,1)= 37.47675
R(1,2)= 24.857563
R(1,3)= 77.941875
R(2,1)= 74.953501
R(2,2)= 22.369188
<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>124.70765</td>
<td>1</td>
<td>138.27761</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>125.20975</td>
<td>2</td>
<td>138.27761</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>125.36393</td>
<td>2</td>
<td>138.45133</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>125.36393</td>
<td>2</td>
<td>138.45133</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 125.69925, k = 2
R(1,1) = 36.282331
R(1,2) = 23.961748
R(1,3) = 74.955827
R(2,1) = 72.564662
R(2,2) = 22.070583

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>122.95328</td>
<td>2</td>
<td>136.40802</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 123.83961
R(1,1) = 35.863912
R(1,2) = 23.647934
R(1,3) = 73.90978
R(2,1) = 71.727824
R(2,2) = 21.965978

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>122.95328</td>
<td>2</td>
<td>136.40802</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 123.18815, k = 2
R(1,1) = 35.717334
R(1,2) = 23.538
R(1,3) = 73.543333
R(2,1) = 71.434667
R(2,2) = 21.929333

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>122.1088</td>
<td>2</td>
<td>135.69222</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>121.81299</td>
<td>2</td>
<td>135.44147</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>

V(3) = 122.95994, k = 2
R(1,1) = 35.665986
R(1,2) = 23.49949
R(1,3) = 73.414965
R(2,1) = 71.331972
R(2,2) = 21.916496

<table>
<thead>
<tr>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>121.70934</td>
<td>2</td>
<td>135.35363</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 12. Continuation

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>V(1)</th>
<th>k</th>
<th>V(2)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V(3) = 122.88, k = 2</td>
<td>30</td>
<td>PIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,1)</td>
<td>= 35.648</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,2)</td>
<td>= 23.486</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(1,3)</td>
<td>= 73.369999</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,1)</td>
<td>= 71.296</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R(2,2)</td>
<td>= 21.912</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Convergence of DMDP. Let us define a class of simplex-related solution procedures for any primal linear program whose variables are grouped into groups that we will call $j$-groups. In the MDP linear programs, each $j$-group is the group of variables corresponding to a given state $j$, and there are as many variables in a $j$-group as there are decisions $k \in K_j$ for the state (see the linear programming formulation in Chapter IV). The class of simplex-related solution procedures is the class in which there are $Z$ different $j$-groups that are free to have their basic variable changed in one block-pivot or multiple-basis-entry iteration. If $Z=N$, we have the $h$-algorithm described below, which is Howard's algorithm in primal space. If $Z=1$, we have the $\ell$-simplex algorithm described below. These two algorithms are special cases of DMDP. For maximal decomposition into $N$ subproblems, one for each state, DMDP is the $\ell$-simplex algorithm in dual space; for minimal decomposition into one subproblem, DMDP is (identically) Howard's algorithm. For all $Z$, $1 \leq Z \leq N$, corresponding to all versions of DMDP, the class of simplex-related procedures does converge. This follows immediately from the fact that convergence proofs for the simplex algorithm do not depend on the simplex algorithm's requirement that the variable added to the basis be that with the largest absolute cost coefficient among those of indicated sign, but only that some variable among those indicated be added at each iteration.

In DMDP, if the problem is decomposed into $p$ subproblems, at most $p$ iterations will be performed before a given state is free to have its primal variable changed. Thus, at worst, $p$ iterations of DMDP may be required to make the same decision changes (changes of
basic primal variable) as are made in one iteration of Howard's algorithm.

The \( \ell \)-simplex algorithm is defined as a linear programming procedure identical to the simplex algorithm except that the leftmost variable whose cost coefficient is of the indicated sign is added to the basis. In dual space, the equivalent algorithm is a procedure identical to the dual-simplex algorithm except that the topmost constraint whose right-hand side is negative dictates the pivot. This procedure is identical to DMDP with \( N \) subproblems, provided that the free states are rotated in the order \( 1, 2, \ldots, N, 1, 2, \ldots \).

For DMDP in general, we see that our description is identical step-by-step to the description of Howard's algorithm in Chapter IV, except that in Step 3 we do not find the worst-violated constraint in each group, but simply find a violated constraint among the free group if one exists, and continue to rotate the free groups until any violated constraints will be found in at most \( p \) iterations.

Let the value convergence rate of a given algorithm, \( VCR(\cdot) \), be defined by

\[
VCR(\cdot) = \frac{|V^n(i) - V^{n-1}(i)|}{|V^\infty(i) - V^{n-1}(i)|}
\]

for some test state \( i \). (The notation is that of Chapter IV.) Experimental evidence shows that Howard's algorithm has a faster convergence rate than the simplex algorithm or the dual simplex algorithm when applied to MDP problems. Thus we can expect that

\[
VCR(\ell\text{-simplex}) \leq VCR(\text{DMDP}) \leq VCR(\text{Howard's algorithm})
\]
This expectation is verified by the computational experience given in Chapter VII, and in fact the convergence rate increases uniformly with decreasing $p$.

**A General Macro Solution Framework**

For a given computer, there is a largest number of states, $N^*$, above which direct solution of an MDP problem becomes substantially more costly. This is commonly due to storage limitations, but it may also stem from software limitations such as dimension limits on routines for simultaneous solution of linear systems of equations. If there is no natural structural basis for decomposition of a larger problem, it is advantageous to partition the problem arbitrarily, but not into more pieces than are required to get below $N^*$ in the size of any one piece. Because computation time increases more than linearly with subproblem size for practically any solution method, the sizes of subproblems generated arbitrarily should be roughly equal. If there is a natural structure for a problem of size larger than $N^*$, it is advantageous to partition the problem naturally. Subproblems generated arbitrarily may (for some decision policies at least) have a natural structure allowing for advantageous natural decomposition. These ideas lead to the proposed way of combining SMDP and DMDP that is incorporated in Figure 11.
Figure 11. Recommended Way of Selecting Macro Solution Method
CHAPTER VII

COMPUTATIONAL EXPERIENCE
WITH PROPOSED METHODS

This chapter presents two experiments that test the applicability of the new solution methods advanced in this thesis. The first experiment analyzes the computational load of the three most promising of the new methods, as compared to that of existing methods, using large-scale problems randomly generated to cover the range of reasonable variations in problem data. The second experiment is similar, except that the problem solved is a large-scale inventory-control problem, so that the data are generated from a realistic problem situation.

Proposed Large-Scale Methods

Small-scale computational experience on various techniques, as reported in previous chapters, suggests that three specific methods are worthy of serious consideration for reducing the computational load in solving large-scale Markov decision problems. To avoid confusion among the many versions of various methods discussed earlier, the specific new methods used in the experiments reported here are redescribed as follows.

The Forecast Acceleration technique is the 2-V forecast-acceleration technique of Equation (10), Chapter IV, starting with \( V(i) = \bar{r}/(1-\beta) \) for all \( i \), where \( \bar{r} \) is the mean of all \( r(i,k) \) under the current policy. Jumps to a forecast set of \( V(i) \) values were made whenever,
for all \( i \), two successive forecasts yielded values within 15 percent of each other. The iterations were terminated upon \( \delta \)-convergence with \( \delta = 0.1 \), so that all \( V(i) \) were within about 1.0 of their true values upon termination.

The Arbitrary Decomposition technique is DMDP as described in Chapter VI and listed in Appendix III, with Option 4 of the initialization step (identical to the initialization described above for the Forecast-Acceleration technique). For both experiments, the state space is arbitrarily decomposed into two equal parts.

The Natural Decomposition technique is SMDP as described in Chapter VI and listed in Appendix IV.

**Comparison Techniques**

In the first experiment, whose purpose is to compare computational loads of the Forecast Acceleration technique, the Arbitrary Decomposition technique and the Natural Decomposition technique against those of standard methods, the mathematical operation of interest is the performance of a single VDO (value determination operation). This is because the new techniques do not differ significantly from their standard counterparts except in their method of performing VDO's, and because the computational load of PIR's, internal data manipulation and other operations are small compared to that of VDO's. Thus the first experiment consists of comparing the three new techniques with the standard in performance of a single VDO—the calculation of \( V(1), V(2), \ldots, V(N) \) for a given policy. In the second experiment, whose purpose is to compare the new techniques against standard methods in
solution of a realistic MDP problem, the entire problem is solved by all methods.

The chosen standard method for comparison in both experiments is Howard's method, with standard Gauss-Jordan solution of VDO's. This is because previously-reported improvements in micro solution procedures (see Chapter IV) are equally applicable to the new techniques as to existing techniques, and because the claimed reductions in computational load for the new techniques significantly exceed those claimed for previously-reported techniques.

Random test problems for the first experiment were generated by the procedure described in Appendix V, which is capable of producing Markov transition matrices with any number of equivalence classes, each with a given number of recurrent states or a given number of transient states. The procedure is also capable of randomly sorting the rows and columns or of leaving them in natural order, so that every possible structure of a Markov transition matrix can be generated.

**An Experiment to Compare Large-Scale Computational Loads**

In the first experiment, two replications of each of six randomly-generated test problems of size 100×100 were used. A VDO, with $\beta=0.9$, was performed by each method on each replication, both with the matrix in random order and with the matrix in natural (canonical) order. Each test problem contains from 1 to 100 "blocks" of states, where a block is an equivalence class with recurrent states or an equivalence class with transient states, as shown in Table 13:
Table 13. Structure of Test Problems

<table>
<thead>
<tr>
<th>Number of classes with recurrent states</th>
<th>Number of classes with transient states</th>
<th>Number of states in each class</th>
<th>Number of blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

As can be seen from Table 13, the test problems range from completely ergodic (one block) to maximally structured (100 blocks). In all the test problems except the one-block problem, the number of blocks containing recurrent states and the number of blocks containing transient states are equal. The structure of a typical transition matrix is shown in Figure 12, where each square represents a 10×10 block of mostly non-zero elements and each row of asterisks represents a group of 10 rows with mostly non-zero elements (blank portions represent zero elements).
Total execution time in seconds, to the nearest millisecond, was measured on a Univac 1108 computer for both replications of each problem, both with the matrix presented in the natural order shown in Figure 12 and with the matrix presented in random order. The computer programs used to solve the problems are those listed in Appendix I; they vary from one solution method to the other only to the minimal extent necessary. It was judged that the only significant portion of total execution time not used in actual solution of the VDO was that used in reading the elements of the transition matrix $P$ element-by-element from a file with 10,000 rows, which was the same in every replication and every method.

The results of the experiment are given in Table 14 and shown graphically in Figures 13, 14, 15 and 16.

From Figure 13 it is seen that standard Gauss-Jordan solution of the 100-state VDO took approximately 22 seconds of execution time.
### Table 14. Computation Times for 100-State Test Problems

<table>
<thead>
<tr>
<th>Number of Blocks:</th>
<th>Standard Jordan (GJVDO)</th>
<th>Gauss-Jordan (FAVDO)</th>
<th>Forecast Acceleration (FAVDO)</th>
<th>Natural Decomposition (SVDO)</th>
<th>Arbitrary Decomposition (DVDO)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random</td>
<td>Non-Random</td>
<td>Random</td>
<td>Non-Random</td>
<td>Random</td>
</tr>
</tbody>
</table>

Note: Computation times are CPU seconds on a Univac 1108 computer for performing a single VDO using the indicated computer program. Each row represents a single randomly-generated 100-state problem which was presented to each of the four programs in two versions—one with the rows and columns randomly sorted ("random") and the other with the rows and columns left in natural order ("non-random").
Figure 13. Computation Time for Standard Gauss-Jordan Solution (GJVDO)
Figure 14. Computation Time for Forecast Acceleration (FAVDO)
Figure 15. Computation Time for Natural Decomposition (SVDO)
Figure 16. Computation Time for Arbitrary Decomposition (DVDO)
regardless of the structure of the matrix when the matrix was presented in natural order. When the order of the rows and columns was randomized, the solution times increased somewhat because of the lesser diagonal dominance of the matrix when randomized; the increase was negligible for the very sparse matrices of 50 and 100 blocks and for the completely ergodic matrix of one block. The solution times for this method give the standard of comparison against which to judge the three new techniques.

From Figure 14 it is seen that the Forecast Acceleration technique gave solution times comparable to those of the standard Gauss-Jordan method. Numerous spot checks indicated that jumps tended to occur an average of 5 to 15 iterations apart, that each jump had roughly the effect of 10 iterations ($\beta=0.9$ in all problems), and that the number of iterations was cut roughly in half as compared to solution of the same problems without forecast acceleration. A 10-block problem was run with the Forecast Acceleration feature disabled in order to simulate classical successive approximation, and the solution was terminated after 40 seconds without convergence; a rough extrapolation indicated convergence would have been achieved in the neighborhood of a total of 70 seconds.

For comparison, we note that Hitchcock and MacQueen [53] found their improved successive approximation to give equal computation times with the Gauss-Jordan method for problem sizes of roughly $N=300$, and their results experimentally affirmed the notion that successive-approximation computation time is approximately proportional to $N^2$ whereas
Gauss-Jordan computational time is approximately proportional to $N^3$. A simple ratio calculation indicates that Hitchcock and MacQueen's improved successive approximation would have used an average of about 60 seconds of computation time on the VDO's of the first experiment, which is somewhat less than the 70 seconds indicated above for classical successive approximation.

Given the relative rates of increase in computation time with $N$, the results shown in Table 14 directly establish Forecast Acceleration as faster than the Gauss-Jordan technique for problems of sizes as low as $N=100$. Indirect comparison with the results of Hitchcock and MacQueen indicates also that Forecast Acceleration is much faster than their improved successive-approximation procedure.

Figure 15 shows that the Natural Decomposition technique exhibits remarkably low and remarkably constant solution times on the order of 13 seconds for all problems except the one-block (ergodic) problems where there was no natural structure. Since the natural-decomposition code sends the entire problem to the Gauss-Jordan subroutine when no structure is found, the Gauss-Jordan and Natural Decomposition methods are identical for a one-block problem except for the time used by the Natural Decomposition method to find that there is no structure; comparing the one-block computation times from Table 14, we see that this time is negligible.

Figure 16 shows that the Arbitrary Decomposition technique is extremely sensitive to the amount of natural structure when the matrix is presented in random order, but is equivalent to Gauss-Jordan except for large times in the one-block (ergodic) problems when the matrix is
presented in natural order. The phenomena represented in Figure 16 are less complex than they appear at first glance. Recall that in this method the state space is decomposed into two equal parts, so that in this experiment the arbitrary structure coincidentally matches the natural structure. For the 10-block problem diagrammed in Figure 12, for example, both of the decomposition methods first solve the first 50 states as one unit. Thus the low computation times are partly an artifact of the experiment structure.

Another interesting result of the arbitrary-decomposition experiment is the severe upward trend in computation times as the natural structure increases, when the matrix is presented in random order. Recall that the method was designed to handle dense matrices, and that the density decreases as the number of blocks increases. With half of the values held constant, the right-hand side of the $V(i)$ equation often contains so few values $V(j)$ that very little convergence is achieved in a given computation. The 100-block problem, on the other hand, has half of its equations in the form $V(i) = \text{constant}$, so rapid convergence is achieved.

In summary, the first experiment indicates the following regimes of applicability:

- **Standard Gauss-Jordan** for MDP problems (or subproblems) with less than 100 states
- **Natural Decomposition** for MDP problems with more than 100 states, except for completely ergodic problems
- **Forecast Acceleration** for completely ergodic MDP problems (or subproblems) with more than 100 states
- **Arbitrary Decomposition** only for MDP problems so large that no other methods can be applied
An Experiment on a Large-Scale Inventory Problem

In the second experiment, whose purpose is to compare the application of the three new methods against standard methods in solving a realistic problem, a 100-state inventory control problem was solved. The problem chosen was a large version of the non-linear inventory control problem presented as the last example in Chapter II.

Data for the problem are as follows:

Maximal number of items: 100 items
Demand distribution: Poisson with mean 50
Shortage cost: $100 per item
Manufacturing cost: $50 for first item, $4 per item up to 49 items, $100 per item above 49 items
Holding cost: $0 per item for first 33 items, $5 per item for next 33 items, $3 per item above 66 items

With these data the optimal solution is as shown in Table 15. The solution is not of the usual (s,S) type because of the non-linearities in the costs. In particular, the manufacturing costs here include not only a setup cost, but also an "overtime" increase; and the holding costs have three ranges, as might be encountered where there is an existing low-cost storage facility of limited capacity, with storage whose unit cost decreases when a sufficiently large excess is stored.

Solution Methods Tested

For comparison purposes the problem was solved by Howard's algorithm using standard Gauss-Jordan solution of the VDO's. The Arbitrary Decomposition and Natural Decomposition methods, which are basically methods for doing VDO's, were tested by having Howard's algorithm call
Table 15. Inventory Problem Solution

<table>
<thead>
<tr>
<th>Entering Inventory</th>
<th>Optimal Policy</th>
<th>Expected Discounted Sum of Costs, $</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Manufacture 49, increasing stock to 49</td>
<td>3384</td>
</tr>
<tr>
<td>1</td>
<td>49</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>51</td>
</tr>
</tbody>
</table>
| ...                | ... | ... | ...
| x                  | 49 | 49+x | ...
| ...                | ... | ... | ...
| 30                 | 49 | 79 | 2685 |
| 31                 | 49 | 80 | 2680 |
| 32                 | 49 | 81 | 2675 |
| 33                 | 48 | 81 | 2671 |
| 34                 | 47 | 81 | 2667 |
| ...                | ... | ... | ...
| x                  | 81-x | 81 | ...
| ...                | ... | ... | ...
| 69                 | 12 | 81 | 2527 |
| 70                 | 11 | 81 | 2523 |
| 71                 | 0 | 71 | 2515 |
| 72                 | 0 | 72 | 2503 |
| ...                | ... | ... | ...
| x                  | 0 | x | ...
| ...                | ... | ... | ...
| 100                | 0 | 100 | 2427 |

subroutines that solved the VDO’s by these methods. The Forecast Acceleration technique, on the other hand, is basically an improvement of White’s successive-approximation algorithm, and was tested by including forecast acceleration in White’s method, which has no VDO’s. All computer codes for the three new methods were the same as that used in the first experiment.
Results

All methods gave the solution shown in Table 15. The execution times are as shown in Table 16.

Table 16. Execution Times for Inventory Problem

<table>
<thead>
<tr>
<th>Solution Method</th>
<th>No. of VDO's</th>
<th>Execution Time, sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Howard's Algorithm with Standard VDO's</td>
<td>5</td>
<td>96.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.3</td>
</tr>
<tr>
<td>Howard's Algorithm with Arbitrary Decomposition</td>
<td>5</td>
<td>81.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.4</td>
</tr>
<tr>
<td>Howard's Algorithm with Natural Decomposition</td>
<td>5</td>
<td>52.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.46</td>
</tr>
<tr>
<td>White's Algorithm with Forecast Acceleration</td>
<td>0 (6 policy improvements)</td>
<td>77.4</td>
</tr>
</tbody>
</table>

Using Howard's algorithm with standard Gauss-Jordan VDO's, the problem was solved in 96.6 seconds of total execution time. Five VDO's were performed, so that the execution time per VDO (ignoring the small time devoted to input, output and PIR's) was 19.3 seconds. This compares favorably to the average VDO time of 22 seconds found in the first experiment when the same method was tested on randomly-generated VDO's presented in natural order, showing that the inventory problem's high degree of diagonal dominance makes it basically an easier problem to solve than the randomly-generated problems were.

Using Howard's algorithm with Arbitrary Decomposition VDO's, the problem was solved in 81.9 seconds of total execution time, or 16.4
seconds per VDO. This is approximately a 15 percent reduction in time compared to that of the standard method. Comparison with the results shown in Table 14 shows that this reduction is comparable to the reductions found in solving randomly-generated problems of 100 blocks (a very high degree of natural structure) presented in natural order.

Using Howard's algorithm with Natural Decomposition VDO's, the problem was solved in 52.6 seconds of total execution time, or 10.46 seconds per VDO. This is approximately a 46 percent reduction in time compared to that of the standard method. Comparison with the results shown in Table 14 shows that this reduction, again, is comparable to the reductions found in solving randomly-generated problems of 50 to 100 blocks (a high degree of natural structure) presented in natural order.

Using White's algorithm with Forecast Acceleration, the total execution time was 77.4 seconds. This is approximately a 20 percent reduction in time compared to that of the standard method. Comparison with the results shown in Table 14 is complicated by the fact that in White's method there are no VDO's as such, in that the policy can change before the values converge. Since there were 6 policy improvements, the total time can be considered as about 13 seconds per policy, consistent again with the results for solving randomly-generated problems of 50 to 100 blocks (a high degree of natural structure).

In summary, all three of the proposed new methods are useful in reducing computation time for a highly-structured 100-state inventory problem.

It should be noted that Arbitrary Decomposition can not be ex-
expected to be useful for problems with substantially less structure than that of the inventory problem, and should be considered only as a last resort in storage-limited situations.

Successive overrelaxation (see Chapter IV) has not been tested, because of its dependence on an experimentally-determined overrelaxation factor. However, Rosenthal [99] has used successive overrelaxation with an arbitrarily-chosen overrelaxation factor on some very large, highly-structured problems in location analysis with promising results. The relative efficacies of Forecast Acceleration and successive overrelaxation remain to be determined.
CHAPTER VIII

CONCLUSIONS AND RECOMMENDATIONS

The work reported in this thesis has touched on many areas of MDP, with emphasis on large-scale computations. Some contributions have been made in cost modeling, statistical inference, state-change modeling and unifying of solution procedures. The major contributions, however, are the two decomposition methods—Arbitrary Decomposition and Natural Decomposition—and the 2-V Forecast Acceleration method. The decomposition methods have been shown to converge and have been shown to be more efficient than standard methods when applied to a wide variety of large-scale MDP problems.

The 2-V Forecast Acceleration method is a relatively efficient version of successive approximation, but has not been tested against successive overrelaxation, a standard method in numerical analysis that has been applied once to a large-scale MDP problem [99] with very encouraging results. Probably some combination of various acceleration techniques, not yet developed, would perform best. In its present form, 2-V Forecast Acceleration does not have a well developed stopping rule, cannot be combined with other acceleration techniques, and requires extra storage compared to other successive approximation techniques; thus it cannot be considered well developed.

Other new methods have been advanced herein but not developed in sufficient detail to warrant immediate use. The 3-V Forecast-Acceleration method and the two-β method are interesting ideas whose details
have yet to be worked out. It does seem clear that 3-V Forecast Acceleration is more costly and less accurate than 2-V Forecast Acceleration, and the inconclusive results of Zaldivar and Hodgson with a similar 3-point acceleration for the undiscounted case corroborate this. With respect to the two-θ method, the large-scale computational experience of Hitchcock and MacQueen is encouraging in that they obtain much faster convergence at low discount factors for iterative method.

**Recommended Large Scale Solution Strategies**

The computational experience reported herein identifies Natural Decomposition into subproblems as the best method for MDP problems with appreciable structure. The Natural Decomposition algorithm reported in Chapter VI quickly identifies the order in which solution can proceed through successive solution of subproblems of the least possible size. The computer implementation SMDP was able to reduce total computation time in the 100-state inventory problem and in all randomly-generated test problems except those that were completely ergodic; a similar implementation was the key to Rosenthal's successful solution of location-analysis problems with more than 1000 states [99].

Since matrix inversion uses computer time proportional to $N^3$ for large $N$, and iterative techniques seem to use computer time proportional to $N^2$ for large $N$, it is widely assumed that iterative techniques such as successive approximations are indicated for truly large problems, even if larger and larger matrix inversion methods are developed. However, both arbitrary and natural decomposition schemes are iterative in the sense of trading off size for time, and it is
expected that these methods will use time more closely proportional to $N^2$ than to $N^3$ as problem sizes increase above those treated in this thesis. Another relevant factor in comparison is the fact that successive approximations is hindered by problem structure. In the work of Hitchcock and MacQueen [53], for example, the highly structured problems (their type III and IV matrices) take ten times as much computer time to solve as do the more artificial unstructured problems.

The solution strategy for a given large-scale problem should depend on the relative costs or availabilities of computer time and storage. For example, if storage is very limited and time is unlimited, successive approximation should be used. With the decomposition methods given here, new options are available to the programmer. The main size considerations are

1. The size of the largest matrix that can be stored in core and
2. The size of the largest matrix that can conveniently be inverted.

Arbitrary Decomposition should be used to split the problem into roughly equal subproblems to provide size reduction for either storage or inversion; it should be used only as necessary. Natural decomposition should be used for every VDO, except in the rare case where a problem truly has no structure. The boundaries between decomposition methods and successive approximation methods are imprecise, but it is clear that successive approximation is superior only if the storage requirement for the $N \times N$ matrix (or its non-zero elements) exceeds available storage by orders of magnitude, or where time is very cheap in comparison to storage.
Recommendations for Further Research

An obvious area for further research is to develop more sophisticated rules for jumping to forecasts in the forecast acceleration procedures, and to develop ways of combining forecast acceleration with other procedures for accelerating successive approximation. In the 2-V Forecast Acceleration procedure, the crude jumping criterion used in this thesis was to jump whenever two successive forecasts were within 15 percent of each other. In every problem tested, large or small, it was noted that interactive jumps, where jumping could be controlled by the ad-hoc judgement of an analyst observing the results of each iteration, would have performed far better than the rules used.

In order to derive a reasonable jumping criterion, it would make sense to study the characteristics of the time series of forecasts. This series has interesting properties; after a policy change or a jump its variance is high, and then the variance decreases asymptotically towards zero. A criterion to jump after the sample variance (or mean absolute deviation) of the forecast has decreased to within a given range would seem to be indicated. Selection of the range could presumably be done by considering the relative expected costs of false jumps and failures to jump (both of which frequently occur using the crude criterion used in the experiments in Chapter VII).

The Natural Decomposition procedure developed herein should be implemented in a version that would process non-zero elements only. This would greatly extend the size limit of its use for large problems with sparse transition matrices.

Another need uncovered by this research is for guidelines for
selection among MDP solution techniques. This thesis covers all standard methods and some new ones, yet no comprehensive formal guidelines were developed. It is difficult to tell from the literature, including this thesis, what method is likely to be most efficient in solving a given MDP problem. Any formal guidelines would need to be based on extensive empirical computational experience, far in excess of that reported here.
APPENDIX I

COMPUTER PROGRAM MDP AND AN EXAMPLE RUN

00310 REM*** DATA INPUT ***
00311 PRINT'INPUT THE DISCOUNT FACTOR';
00312 INPUT B
00313 IF B>0 AND B<1 THEN GO TO 316
00314 PRINT'YOUR DISCOUNT FACTOR MUST BE BETWEEN 0 AND 1;'
00315 GO TO 312 TRY AGAIN.'
00316 PRINT'YOUR DISCOUNT FACTOR IS EQUIVALENT TO 100*(1/B-1);'
00317 NT'
00318 PRINT'INTEREST PER TRANSITION PERIOD.'
00320 PRINT'INPUT THE NUMBER OF STATES';
00330 INPUT N
00340 PRINT
00360 MAT K=ZER(N)
00370 DIM P(10,10,10),C(10,10,10)
00375 FOR I=1 TO N
00380 PRINT
00382 PRINT'HOW MANY ACTIONS AT STATE I?'
00390 PRINT INPUT K(I)
00400 INPUT K(1)
00410 FOR K=1 TO K(I)
00420 PRINT'GIVE ROW ;I'; K OF P UNDER ACTION ;K
00440 MAT Q=ZER(N)
00450 Q=0
00460 MAT INPUT Q
00470 IF NUM=N GO TO 500
00480 PRINT'NOT ENOUGH DATA; TRY AGAIN.'
00490 GO TO 440
00500 FOR J=1 TO N
00510 IF Q(J)>=0 GO TO 540
00520 PRINT'P(I,J,K) MUST BE NON-NEGATIVE; TRY AGAIN'
00530 GO TO 440
00540 Q=Q+Q(J)
00550 NEXT J
00560 IF ABS(Q-1)<.000001 GO TO 590
00570 PRINT'THE SUM OF THE ELEMENTS OF ROW I;J MUST BE ONE;
00580 TRY AGAIN.'
00580 GO TO 440
00590 FOR J=1 TO N
00600 P(I,J,K)=Q(J)
00610 NEXT J
00630 PRINT'GIVE ROW ;I; OF C UNDER ACTION ;K
00640 MAT Q=ZER(N)
MAT INPUT Q

IF NUM=N GO TO 690

PRINT 'NOT ENOUGH DATA; TRY AGAIN.'

GO TO 640

FOR J=1 TO N

C(I,J,K)=Q(J)

NEXT J

NEXT K

REPEAT EVALUATION OF THE MATRIX OF IMMEDIATE REWARDS R

FOR I=1 TO N

FOR K=1 TO K(I)

FOR J=1 TO N


NEXT J

NEXT K

NEXT I

REPEAT END OF THE EVALUATION OF R

REPEAT DIMENSIONING OF REQUIRED MATRICES

MAT A=ZER(N,1)

MAT F=ZER(N,N)

MAT E=IDN(N,N)

MAT G=ZER(N,N)

MAT H=ZER(J,N)

MAT V=ZER(N,1)

MAT W=ZER(N,1)

MAT D=ZER(N)

REPEAT END OF DIMENSIONING OF MATRICES

REPEAT CHOICE OF PROGRAM OPTION

PRINT 'WHICH OPTION DO YOU WANT?';

INPUT O$

REPEAT EXECUTION

REPEAT OPTION ONE

IF O$<> 'OPTION ONE' GO TO 1000

GOSUB 4000

GOSUB 6000

MAT W=V

GOSUB 7000

MAT Q=D
PRINT 'ANOTHER ITERATION';
INPUT B$
IF B$='NO' THEN STOP
GO TO 925
REM
REM
REM*** OPTION TWO ***
REM
IF O$='OPTION TWO' GO TO 1500
G$='GAUSS/SEIDEL'
GOSUB 4000
GOSUB 6000
MAT W=V
MAT Q=D
PRINT 'ANOTHER ITERATION';
INPUT B$
IF B$='NO' THEN STOP
GO TO 1025
REM
REM
REM*** OPTION THREE ***
REM
IF O$='OPTION THREE' GO TO 2000
GOSUB 5000
GOSUB 7000
MAT W=V
PRINT 'ANOTHER PIR';
INPUT B$
IF B$='NO' THEN STOP
GO TO 1530
REM
REM
REM*** OPTION FOUR ***
REM
IF O$='OPTION FOUR' GO TO 2500
G$='GAUSS/SEIDEL'
GOSUB 5000
GOSUB 7000
PRINT 'ANOTHER PIR';
INPUT B$
IF B$='NO' THEN STOP
GO TO 2050
REM
REM
REM*** OPTION FIVE ***
REM
IF O$='OPTION FIVE' GO TO 3000
G$='GAUSS/SEIDEL'
GOSUB 5000
GOSUB 7000
02560 PRINT 'ANOTHER PIR';
02570 INPUT B$
02580 IF B$='YES' GO TO 2550
02590 MAT Q=D
02600 GOSUB 6000
02610 MAT W=V
02620 GOSUB 7000
02630 MAT Q=D
02640 PRINT 'ANOTHER PIR';
02650 INPUT B$
02660 IF B$='NO' THEN STOP
02670 GO TO 2550
02680 REM
02690 REM
03000 REM*** OPITON SIX ***
03010 REM
03020 G$='GAUSS/SEIDEL'
03030 GOSUB 5000
03040 GOSUB 7000
03050 GOSUB 7000
03060 MAT Q=D
03070 GOSUB 6000
03080 MAT W=V
03090 PRINT 'ANOTHER ITERATION';
03100 INPUT B$
03110 IF B$='NO' THEN STOP
03120 GO TO 3040
03130 REM
03140 REM
04000 REM*** INITIALIZATION FOR HOWARD'S METHOD ***
04010 REM
04020 PRINT 'WHAT IS YOUR INITIAL POLICY'
04030 MAT INPUT Q
04040 RETURN
04050 REM
04060 REM
04070 REM
05000 REM*** INITIALIZATION FOR THE METHOD OF SUCCESSIVE
05010 NOS ***
05020 PRINT 'GIVE THE INITIAL VALUES:'
05030 FOR I=1 TO N
05040 PRINT 'V('I;')=';
05050 NEXT I
05060 PRINT
05070 RETURN
05080 REM
05090 REM
06000 REM*** START OF VDO ***
06010 REM
06020 FOR I=1 TO N
FOR J=1 TO N
K=Q(I)
A(I,J)=R(I,K)
F(I,J)=P(I,J,K)
NEXT J
NEXT I
MAT F=(B)*F
MAT G=E-F
MAT H=INV(G)
MAT V=H*A
PRINT'THE CURRENT VDO GIVES:
MAT PRINT V
PRINT
PRINT
RETURN
REM*** END OF VDO ***
REM
REM
REM*** START OF PIR ***
PRINT'POLICY IMPROVEMENT ROUTINE'
FOR I=1 TO N
PRINT
PRINT•FOR STATE
, I;
, , :
MAT L=ZERO(K(I))
FOR K=1 TO K(I)
FOR J=1 TO N
L(K)=L(K)+P(I,J,K)*W(J,1)
NEXT J
L(K)=R(I,K)+B*L(K)
PRINT*ACTION*K* ' GIVES V(',I,')='L(K)
NEXT K
LO=L(1)
KO=1
FOR K=1 TO K(I)
IF LO>L(K) GO TO 7200
LO=L(K)
KO=K
NEXT K
V(I,1)=LO
D(I)=KO
PRINT'THUS, V(',I,')='V(I,1)', 'D(',I,')='D(I)
IF G$="GAUSS/SEIDEL' THEN W(I,1)=V(I,1)
NEXT I
PRINT
PRINT
RETURN
REM*** END OF PIR ***
END
WHICH OPTION DO YOU WANT? 2
WHAT IS YOUR INITIAL POLICY?
? 2
THE CURRENT VD0 GIVES:
27.427484
53.518278

POLICY IMPROVEMENT ROUTINE

FOR STATE 1:
ACTION 1 GIVES V(1) = 29.925592
ACTION 2 GIVES V(1) = 27.427484
THUS, V(1) = 29.925592 D(1) = 1

FOR STATE 2:
ACTION 1 GIVES V(2) = 52.108095
ACTION 2 GIVES V(2) = 53.743107
THUS, V(2) = 53.743107 D(2) = 2

ANOTHER ITERATION? YES
THE CURRENT VD0 GIVES:

34.843743
57.031241

POLICY IMPROVEMENT ROUTINE

FOR STATE 1:
ACTION 1 GIVES V(1) = 34.843742
ACTION 2 GIVES V(1) = 31.74843
THUS, V(1) = 34.843742 D(1) = 1

FOR STATE 2:
ACTION 1 GIVES V(2) = 55.58593
ACTION 2 GIVES V(2) = 57.031241
THUS, V(2) = 57.031241 D(2) = 2

ANOTHER ITERATION? NO
APPENDIX II

SVDO (SPARSE VDO) COMPUTER CODE

SUBROUTINE SVDO(N,BETA,R,P,V,
+B,IC,ISET)
REAL P(100,100),V(100),R(100)
LOGICAL B(100,100)
INTEGER IC(100),ISET(100)

C*****initialize
IDENSE=0
ICOUNT=0
DO 10 I=1,N
DO 20 J=1,N
B(I,J)=(P(I,J) .GT. 0.0)
IF (.NOT. B(I,J)) GO TO 20
IDENSE=IDENSE+1
20 CONTINUE
B(I,I)=.FALSE.
ISET(I)=I

C CHECK FOR ABSORBING STATES
DO 40 I=1,N
IF (P(I,I) .LT. 1.0) GO TO 40
B(I,I)=.TRUE.
ICOUNT=ICOUNT+1
40 CONTINUE

C

C***all statements above this line are executed only once*

C execution
30 CALL ZEROW(N,B,IZEROW)
IF (IZEROW .GT. 0) GO TO 51
3 FORMAT (' 3')
CALL CYCLE(N,B,ISET,IZEROW,IC)
51 CALL SOLVE(N,IZEROW,P,V,R,BETA,ICOUNT,IC,ISET,B,
IF (ICOUNT .LT. N) GO TO 30
RETURN
END
SUBROUTINE ZEROW(N,B,IZEROW)
LOGICAL B(100,100)
C  IZEROW IS A NONDELETED STATE THAT DOES NOT
C  LEAD TO ANY OTHER NONDELETED STATE, IF IT EXISTS
C  OTHERWISE IZEROW=0.
DO 10 I=1,N
  IF (B(I,I)) GO TO 10
  DO 20 J=1,N
    IF (B(J,J) .OR. .NOT. B(I,J)) GO TO 20
    GO TO 10
  CONTINUE
10 CONTINUE
IZEROW=I
RETURN
10 CONTINUE
IZEROW=0
RETURN
END

SUBROUTINE CYCLE(N,B,ISET,IZEROW,IC)
LOGICAL B(100,100)
INTEGER ISET(100),IC(100)
C  B(I,I) = .1 IS DELETED.
C  ISET(I)=0 IFF I IS IN THE PATH
NC=0
C  FIND FIRST STATE
DO 10 J=1,N
  IF (B(J,J)) GO TO 10
  IL=J
  GO TO 30
10 CONTINUE
GO TO 190
C  ADD STATE TO PATH
30 NC=NC+1
  IC(NC)=IL
  ISET(IL)=0
C  FIND ANOTHER STATE: IF NOT A REPEAT ADD TO PATH
DO 40 J=1,N
  IF (B(J,J) .OR. .NOT. B(IL,J)) GO TO 40
  IL=J
  GO TO 50
40 CONTINUE
GO TO 190
C  REPEAT FOUND: FIND FIRST OCCURRENCE
IR=IL
DO 70 I=1,NC
  IF (IC(I) .NE. IR) GO TO 70
NR=I
GO TO 30
70 CONTINUE
SUBROUTINE SOLVE(N, IZERO, P, V, BETA, ICOUNT, IC, ISET, B, + IDENSE)

LOGICAL B(100,100)
INTEGER IC(100), ISET(100)
REAL P(100,100), V(100), R(100)
DIMENSION A(100,101), IGARB1(100), GARBG2(1)
IZ=IZERO

C DETERMINE SIZE OF SYSTEM & IDENTIFY VARIABLES
ISIZE=0
DO 10 I=1,N
IF (ISET(I) .NE. IZ) GO TO 10
ISIZE=ISIZE+1
IC(ISIZE)=.FALSE.
10 CONTINUE
1 FORMAT (' 7*', 515)
IF (ISIZE .GT. 1) GO TO 30
SUM=0.0
DO 20 I=1,W
20 IF (B(IZ, I)) SUM=SUM+P(IZ, I)*V(I)
V(IZ)=(R(IZ)+BETA*SUM)/(1-BETA*P(IZ, IZ))
B(IZ, IZ)=.TRUE.
ITER=0
GO TO 190
C UPDATE RIGHT-HAND-SIDE
30 DO 50 I=1,ISIZE
JR=IC(I)
SUM=0.0
DO 40 K=1,M
IF (.NOT. B(JR, K)) GO TO 40
IF (ISET(K) .EQ. IZ) GO TO 40
SUM = SUM+P(JR, K)*VCX(I)
40 CONTINUE
RCJR)=RCJR)+BETA*SUM
B(JR, JR)=.TRUE.
50 CONTINUE
C*** SET-UP A MATRIX A FOR GJR ***
ISIZE1 = ISIZE+1
DO 80 I=1,ISIZE
IR=IC(I)
DO 110 J=1,ISIZE
JR=IC(J)
A(I, J) = -BETA*P(IR, JR)
IF (I .EQ. J) A(I, J) = 1. + A(I, J)
110 CONTINUE
A(I, ISIZE1) = RCIR)
C
C

GARBG2(1) = 4.
NR=100
NC=101
CALL GJR(A, NC, NR, ISIZE, ISIZE1, $1900, IGARBI, GARBG2)
DO 100 I=1,ISIZE
IR=IC(I)
100 VC(IR)=A(I, ISIZE1)
C
C
190 ICOUNT=ICOUNT+ISIZE
RETURN
1900 WRITE(6, 4444)
4444 FORMAT(*0JO: OVERFLOW")
STOP
END
APPENDIX III

COMPUTER PROGRAM FOR ARBITRARY DECOMPOSITION (DMDP)

00100  V3=0
00110  OB='OPTION ONE'
00310  REM** DATA INPUT **
00311  PRINT 'INPUT THE DISCOUNT FACTOR';
00312  INPUT R
00313  IF R>0 AND R<1 THEN GO TO 316
00314  PRINT 'YOUR DISCOUNT FACTOR MUST BE BETWEEN 0 AND 1; TRY AGAIN.'
00315  GO TO 312
00316  PRINT 'YOUR DISCOUNT FACTOR IS EQUIVALENT TO 100*(1/R-1) PER CENT'
00317  PRINT 'INTEREST PER TRANSITION PERIOD.'
00318  PRINT 'INPUT THE NUMBER OF STATES':
00319  INPUT N
00320  PRINT
00321  MAT K=ZER(N)
00322  MAT (10,10,10),C(10,10,10)
00323  FOR I=1 TO N
00324  PRINT
00420  PRINT 'HOW MANY ACTIONS AT STATE i:
00430  INPUT K(I)
00440  FOR K=1 TO K(I)
00450  MAT O=ZER(N)
00460  S=0
00470  MAT INPUT O
00480  IF N=0 THEN GO TO 500
00490  PRINT 'NOT ENOUGH DATA; TRY AGAIN.'
00500  GO TO 440
00510  FOR I=1 TO N
00520  IF O(I)>0 THEN GO TO 540
00530  PRINT 'P(I,J,K) MUST BE NON-NEGATIVE; TRY AGAIN.'
00540  GO TO 440
00550  O=0+O(I)
00560  NEXT J
00570  IF (O(I)>0 AND O(I)<.0000001) THEN GO TO 590
00580  PRINT 'THE SUM OF THE ELEMENTS OF ROW i MUST BE ONE; TRY AGAIN.'
00590  GO TO 440
00600  FOR J=1 TO N
00610  P(I,J,K)=O(J)
00620  NEXT J
00630  MAT O=ZER(N)
00640  MAT INPUT O
00650  IF N=0 THEN GO TO 690
PRINT 'NOT ENOUGH DATA: TRY AGAIN.'

FOR I = 1 TO 640
  FOR J = 1 TO N
    C(I, J) = 0(J)
  NEXT J

NEXT K

PRINT 'THE UPDATED VALUES ARE:'

FOR I = 1 TO 2
  FOR K = 1 TO K(I)
  NEXT K

NEXT I

MAT K = ZER(N, 10)
FOR I = 1 TO N
  FOR K = 1 TO K(I)
    R(I, K) = R(I, K) + R(I, K)* R(I, K)
  NEXT K

NEXT I

MAT A = ZER(N, 1)
MAT F = ZER(N, 1)
MAT E = IDN(N, N)
MAT G = ZER(N, N)
MAT H = ZER(N, N)
MAT V = ZER(N, 1)
MAT W = ZER(N, 1)
MAT U = ZER(N, N)
MAT R = ZFR(N)

REM*** END OF DIMENSIONING OF MATRICES ***

REM*** CHOICE OF PROGRAM OPTION ***

REM*** EXECUTION ***

IF 'OPTION ONE' <> 'OPTION ONE' GO TO 1000

GOSUB 4000
GOSUB 6000
MAT W = V
GOSUB 7000
MAT REM
0100 PRINT 'ANOTHER ITERATION';
0105 INPUT BS
0110 IF BS='N' THEN STOP
0120 GO TO 1230
0125 REM
0130 REM*** OPTION TWO ***
0135 REM.
0140 IF BS>'OPTION TWO' THEN STOP
0145 GO TO 1500
0150 PRINT 'ANOTHER ITERATION';
0155 INPUT BS
0160 IF BS='N' THEN STOP
0170 GO TO 1530
0175 REM
0180 REM
0190 REM*** OPTION THREE ***
0195 REM.
0200 IF BS>'OPTION THREE' THEN STOP
0210 GO TO 2000
0220 PRINT 'ANOTHER PIP';
0225 INPUT BS
0230 IF BS='N' THEN STOP
0240 GO TO 1530
0245 REM
0250 REM
0260 REM*** OPTION FOUR ***
0265 REM.
0270 IF BS>'OPTION FOUR' THEN STOP
0280 GO TO 2500
0290 PRINT 'ANOTHER PIP';
0300 INPUT BS
0305 IF BS='N' THEN STOP
0310 GO TO 2050
0315 REM
0320 REM
0110 REM
0120 REM*** OPTION FIVE ***
0125 REM
0130 IF OS<>'OPTION FIVE' GO TO 2600
0135 OS='GAUSS/SEidel'
0140 OSUR 5000
0145 OSUR 7000
0150 PRINT 'ANOTHER PIP:
0155 INPUT P$
0160 IF P$='YES' GO TO 2550
0165 MAT O=O
0170 OSUR 6000
0175 MAT O=O
0180 OSUR 7000
0185 MAT O=O
0190 PRINT 'ANOTHER PIP:
0195 INPUT P$
0200 IF P$='NO' THEN STOP
0205 GO TO 2550
0210 REM
0215 REM
0220 REM*** OPTION SIX ***
0225 REM
0230 OS='GAUSS/SEidel'
0235 OSUR 5000
0240 OSUR 7000
0245 OSUR 7000
0250 O=O
0255 O=O
0260 O=O
0265 O=O
0270 PRINT 'ANOTHER ITERATION':
0275 INPUT P$
0280 IF P$='NO' THEN STOP
0285 GO TO 3040
0290 REM
0295 REM
0300 REM*** INITIALIZATION FOR HOWARD'S METHOD ***
0305 REM
0310 REM
0315 REM
0320 REM
0325 REM
0330 REM*** INITIALIZATION FOR THE METHOD OF SUCCESSIVE APPROXIMATIONS
0335 REM
0340 PRINT 'GIVE THE INITIAL VALUES:
0345 FOR I=1 TO M
0350 PRINT 'W(I,I)=':
0355 INPUT W(I,1)
0360 NEXT I
0365 PRINT
05000 REM
05000 REM
05100 REM*** START OF VDO ***
05100 REM
05100 FOR I=1 TO N
05100 FOR J=1 TO N
05100 K=RI(I)
05100 A(I,J)=R(I,K)
05100 E(I,J)=P(T,J,K)
05100 NEXT J
05100 NEXT I
05100 MAT F=(R)*F
05100 'MAT E=F=F
05100 MAT U=INV(G)
05100 MAT V=H*A
05100 PRINT 'THE CURRENT VDO GIVES:
05100 MAT PRINT V
05100 PRINT
05100 RETURN
05100 REM*** END OF VDO ***
05100 REM
05200 REM
05200 REM*** START OF PIR ***
05200 REM
05200 PRINT 'POLICY IMPROVEMENT ROUTINE:
05200 FOR I=1 TO N
05200 PRINT
05200 PRINT 'FOR STATE I:
05200 MAT L=ZER(K(I))
05200 FOR K=1 TO K(I)
05200 FOR J=1 TO N
05200 L(K)=L(K)+P(I,J,K)*W(J,1)
05200 NEXT J
05200 NEXT K
05200 NEXT I
05200 IF L(I)<L(I) THEN W(I)=L(I)
05200 NEXT I
05200 FOR K=1 TO K(I)
05200 IF L(K)<L(K) THEN W(K)=L(K)
05200 NEXT K
05200 PRINT 'HENCE, V(I,1)=V(I,1)
05200 IF G<GAUSS/SETOFL' THEN W(I,1)=V(T,1)
05200 RETURN
05200 END OF PIR ***
05200 REM
182

07200 PRINT
07210 PRINT
07220 RETURN
07230 REM*** END OF PIR ***
07300 END
APPENDIX IV

FORTRAN CODE FOR NATURAL DECOMPOSITION (SMDP)

C PROGRAM SMDP

C THIS PROGRAM SOLVES A MARKOV DECISION PROCESS PROBLEM
C WITH A SPARSE
C TRANSITION PROBABILITY MATRIX.
C
C DIMENSION P(50, 50, 10), PK(50, 50), C(50), R(50, 10), RK(50)
C DIMENSION N, KMAX(50), ALMAX(50), KA(50), KOLD(50), V(50)
C
C*** INPUT OF P, BETA, N ***
C
READ(5, 1) BETA, N
1 FORMAT(F10.0, 13)
DO 100 I=1, N
READ(5, 2) KA(I)
2 FORMAT(13)

KK=KA(I)
DO 200 K=1, KK
READ(5, 3) (P(I, J, K), J=1, N)
3 FORMAT(8F10.8)
READ(5, 4) (C(J), J=1, N)
4 FORMAT(8F10.4)

C*** EVALUATION OF THE MATRIX OF IMMEDIATE REWARDS R ***
C
R(I, K)=0.
DO 300 J=1, N
300 R(I, K)=R(I, K)+P(I, J, K)*C(J)
200 CONTINUE
100 CONTINUE

C*** INITIALIZATION ***
C
KOUNT=0
DO 400 I=1, N
KOLD(I)=-1
400 V(I)=0.
C*** BEGIN ITERATIONS ***
C
600  KOUNT=KOUNT+1
     CALL PIR(BETA,N,P,V,R,KMAX,ALMAX,KA)
C
C*** STOPPING RULES ***
C
DO 700 1=1,N
   IF(KMAX(I).NE.KOLD(I)) GO TO 800
   IF(ABS(V(I)-ALMAX(I)).GT.0.1) GO TO 800
700  CONTINUE
C
C*** OUTPUT ***
C
WRITE(6,5)KOUNT,(I,KMAX(I),V(I)),I=1,N)
5  FORMAT(' NUMBER OF ITERATIONS=',15/'OSTATE ACTION
  $(I6,1E8,F10.4))
STQP
C
C*** CONTINUE ITERATIONS ***
C
800  DO 900 1=1,N
     V(I)=ALMAX(I)
900  KOLD(I)=KMAX(I)
     IDENSE=0
     DO 500 1=1,N
      KK=KMAX(I)
      RK(I)=R(I,KK)
      DO 500 J=1,N
       PK(I,J)=P(I,J,KK)
       IF(PK(I,J).GT.0)IDENSE=IDENSE+1
500  CONTINUE
     CALL GJUDO(PK,RK,BETA,N,V)
     GO TO 600
END
SUBROUTINE GJVDO(P,R,BETA,N,V)
DIMENSION P(100,100),R(100),A(100,101),IGARB1(100)
DIMENSION V(100),GARB2(1)
N1=N+1
DO 10 I=1,N
DO 20 J=1,N
A(I,J) = -BETA*P(I,J)
IF(I.EQ.J)A(I,J) = 1. + A(I,J)
20 CONTINUE
A(I,N1) = R(I)
10 CONTINUE
GARB2(1) = 4.
NC=101
NR=100
CALL GJR(A,NC,NR,N,N1,$1000,IGARB1,GARB2)
DO 30 I=1,N
30 V(I) = A(I,N1)
RETURN
100 WRIT(6,1)
3K @ FORMAT(' 0J0: 0ERFLOW')
STOP
END
APPENDIX V

RANDOM TEST PROBLEM GENERATION PROCEDURE

Hitchcock and MacQueen [53] provided a method of producing randomly generated test problems of several types of transition matrix. In their type 1 matrix, all row entries were generated from a uniform distribution and normalized. In their type 2 matrix, a large probability \( p(i,1) \) was entered in the left-hand column for each row \( i \), and the remaining entries were uniformly distributed. In their type 3 matrix, a large probability was provided on the main diagonal, \( p(i,i) \) and the remaining entries were uniformly distributed. These matrices are highly unrealistic, and in a medium to large problem nearly all probabilities tend to \( 1/N \), where \( N \) is the number of states.

Their type 4 matrix had large probabilities scattered according to a set pattern. Even these matrices seemed to have less structure than those of any application problem encountered by this author.

A good generator should generate Markov transition matrices with a given structure, so that the user can produce test problems similar to the actual problems the test problems are substituting for.

The generator used here requires the user to input the number of equivalence classes with recurrent states, the number of equivalence classes with transient states, and the number of states in each class. It then generates submatrices for each equivalence class and assembles them. The number of non-zero elements within each submatrix can be set.
or generated randomly. Thus the user controls the structure. The pro-
gram also generates state-occupancy rewards according to a specified
distribution. The rows and columns can be scrambled if desired.

The following example run generates a scrambled matrix where the
user had previously specified (within the program) that there were to be
no zero elements within the dense portions of the matrix and that the
rewards were to be distributed uniformly.

```
RAND-GEN    22:22:04    8 AUG 75

HOW MANY EQUIVALENCE CLASSES WITH RECURRENT STATES? 2
HOW MANY EQUIVALENCE CLASSES WITH TRANSIENT STATES? 3
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 1 ?2
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 2 ?3
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 3 ?2
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 4 ?3
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 5 ?2

THE TRANSITION MATRIX GENERATED IS:

0.590 0.4100.0000.0000.0000.0000.0000.0000.0000 0.0000.0000.0000.0000.0000.0000.0000.0000.00
0.388 0.6120.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.00
0.0000.0000.149 0.420 0.4310.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.00
0.0000.0000.012 0.176 0.8120.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.00
0.0000.0000.188 0.226 0.5860.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.00
0.065 0.193 0.166 0.217 0.128 0.138 0.0910.0000.0000.0000.0000.0000.0000.0000.0000.00
0.043 0.175 0.069 0.090 0.213 0.267 1.4300.0000.0000.0000.0000.0000.0000.0000.0000.00
0.158 0.046 0.017 0.187 0.167 0.106 0.066 0.077 0.077 0.0980.0000.0000.0000.0000.0000.0000.0000.00
0.069 0.142 0.012 0.175 0.136 0.119 0.113 0.092 0.078 0.0640.0000.0000.0000.0000.0000.0000.0000.00
0.067 0.072 0.093 0.148 0.142 0.091 0.043 0.129 0.142 0.0730.0000.0000.0000.0000.0000.0000.0000.00
0.129 0.100 0.127 0.029 0.125 0.100 0.043 0.038 0.093 0.082 0.062 0.072
0.113 0.029 0.125 0.137 0.009 0.117 0.135 0.030 0.029 0.119 0.032 0.125
```
THE TRANSFORMED TRANSITION MATRIX IS:

\[
\begin{pmatrix}
0.000 & 0.176 & 0.012 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
0.000 & 0.420 & 0.149 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
0.043 & 0.090 & 0.069 & 0.143 & 0.267 & 0.175 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
0.065 & 0.217 & 0.166 & 0.091 & 0.138 & 0.193 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
0.388 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
0.129 & 0.029 & 0.127 & 0.043 & 0.100 & 0.100 & 0.062 & 0.038 & 0.093 & 0.082 & 0.125 & 0.072 & 0.000 & 0.000 \\
0.158 & 0.187 & 0.017 & 0.066 & 0.106 & 0.046 & 0.000 & 0.077 & 0.077 & 0.098 & 0.167 & 0.000 & 0.000 & 0.000 \\
0.069 & 0.175 & 0.012 & 0.113 & 0.119 & 0.142 & 0.000 & 0.092 & 0.078 & 0.064 & 0.136 & 0.000 & 0.000 & 0.000 \\
0.067 & 0.148 & 0.093 & 0.043 & 0.091 & 0.072 & 0.000 & 0.129 & 0.142 & 0.073 & 0.142 & 0.000 & 0.000 & 0.000 \\
0.000 & 0.226 & 0.188 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
0.113 & 0.137 & 0.125 & 0.135 & 0.117 & 0.029 & 0.032 & 0.030 & 0.029 & 0.119 & 0.009 & 0.125 & 0.000 & 0.000 \\
\end{pmatrix}
\]

WHERE THE STATES ARE:

1  
4  
3  
7  
6  
2  
11  
8  
9  
10  
5  
12

WHAT IS THE SMALLEST POSSIBLE VALUE OF R
? -100
WHAT IS THE LARGEST? 100

-89.01530
-27.19453
-17.09549
-23.39664
-85.49424
-30.50089
-84.70879
-85.01506
-72.04966
-44.82019
63.09869
-16.760242

TIME : 0.481
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