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SUMMARY

Small, technology-based firms in the United Stalay a very important role as
drivers of technological and economic change. Tésgarch was initiated in the belief
that not all small, innovative firms are alike, ahdt firm heterogeneity leads to
differences in both locational preferences andquerdnce characteristics between an
unusual population of small, highly innovative fgnhereafter labeled serial innovators,
and a set of matched technology-based firms, herdabeled non-serial innovators.

This study aims to elucidate firm and performarttebaites of a population of
small, elite companies that assume prominent positin their respective technological
spaces and product markets. More specifically,study addresses the role and impact
of industrial agglomeration on the location andi@enance characteristics of serial
innovator firms. The dissertation was conceived asellection of three distinct but
related essays. The first essay examines whethial ismovator firms are located in
technology clusters with higher average levelsegional specialization than non-serial
innovator firms. It also reports on whether senabvator firms are physically located in
closer proximity to the science base (researcheausities) than their non-serial innovator
counterparts. The second essay assesses the date@act of these companies’ spatial
context on two measures of firm performance inupstream section of the innovation
process. The third and final essay seeks to exatnemle of industrial agglomeration
on the internationalization efforts of serial inatar firms.

The first essay on the geographical location ohgiwith high levels of
innovative prowess, i.e. serial innovator firms-aigis technology clusters and research

universities, indicates that these firms are naessarily located in Metropolitan



Statistical Areas (MSA) with higher average lev@sndustry clustering than non-serial
innovator firms of similar size. Serial innovatanis and their less innovative
counterparts appear to have the same need andtgapabsorb knowledge spillovers in
technology clusters. Further analysis, howeveratad that serial innovator firms in the
Pharmaceutical, Biotechnology, and IT hardware stidles are located in MSAs with
significantly higher levels of regional specialipait than non-serial innovator firms in
that industry. This suggests an asymmetric neekifowledge spillovers by these firms.
Furthermore, serial innovator firms seem to betledtan MSAs with a significantly
higher number of research universities than a moi@snnovator firm, although
differences across industries can be noted. TlaBagdicates an asymmetric use and
need for academic knowledge spillovers, and pecyiaidvantages offered by these
institutions.

The analysis in the second essay reveals that ser@vator firms located in
MSAs (Metropolitan Statistical Areas) with elevatedels of industrial clustering
announce significantly more new products than tbeimterparts located in MSA areas
with low levels of industrial clustering. Howeveg differences were found in the pace
of technological progress of the technologies dgwedl by serial innovator firms located
in technology clusters and those outside of clgster

Finally, the research reported in the third essdjcates that the level of
industrial agglomeration has a positive impactleexport performance of serial
innovator firms. These firms benefit proportiongtelore from technology clusters than

non-serial innovator firms.

Xi



1. INTRODUCTION

The spatial co-location of firms across and witimicustrial sectors has
long intrigued regional economists and researcltpstcholars and was observed and
introduced into the social science literature fingtAdam Smith (1776) and later by
Alfred Marshall (Marshall, 1920). Marshall, hoween rightly be seen as one of the
earliest and most important scholars of agglomenatieory. He sought to explain
economic agglomeration by the existence of thretfa: 1. Availability of specialized
labor pools; 2. Expansion of supporting firms; &&pecialization of firms in parts of
the production process. This triad of localizatiactors that collectively contribute to an
agglomeration advantage has been at the centee afebate on industry clustering ever
since.

After languishing in the margins of core econonoaceerns of regional
economists and policy scholars who were preoccupigtdneo-classical economics and
the formulation and implementation of science, tetbgy, and innovation policies at the
national level (where regional disparities werenigsed as temporary economic
disequilibria), there has been a resurgence ofdsten the relationship between
productive and innovative activity and geographgdattini, 1978; Piore and Sabel,
1984, Storper, 1989; Krugman, 1991; Porter, 198d;rmany others). Traditional
agglomeration theory in the late 80s and early#@5given way to the New Economic
Geography, a term coined by Paul Krugman (1991).

Can location be a stimulus of innovation and coitigetadvantage at the firm,

local, regional, and even national level? Evidesoggests that location can be an



impetus to innovation. Economic geographers haudietl the location of innovative
activity (Malecki, 1980; Sweeney, 1987; Feldmanm)@QAudretsch and Feldman, 1996;
Feldman, 1993) - and found innovative activity sndven more spatially clustered than
productive activities- the location of knowledgéeinsive industries (Hall and Markusen,
1985; Saxenian, 1994) in regions with high R&D exgiures, and the importance of
university spillovers to new firm location (Audrekset al, 2005).

A primary source of new and economically useful wlealge is R&D. However,
not all types of knowledge produced by formal dioimal R&D activities are alike.
Some aspects of knowledge are very difficult tooglec in text-based instructions,
blueprints or other symbol-based expressions amdine close interaction between
knowledge agent and recipient in order to realieeficient transfer of this type of
knowledge. Polanyi (1958) termed this particulgvetyof knowledge, tacit knowledge.
Tacit knowledge is often the result of informal R&igtivities and comes about through
e.g. learning by doing (Arrow, 1962). A growing lyodf research indicates that tacit
knowledge, produced and exchanged by knowledge ewsrkconstitutes the most
important ingredient for an innovation-based fitmategy (Pavitt, 2002).

Firm innovation in general, and small firm innowetiin particular, in knowledge-
intensive and even ‘traditional’ industries are eoted to exhibit strong geographic
clustering patterns because the innovation proeess in large part on the exchange of
tacit knowledge. The exchange of tacit knowledgeucxin a process that - when taking
a systemic perspective of innovation - entails mpasticipants and is greatly facilitated
when these participants are in close geographigimpity to each other (Nelson and

Winter, 1982; Lundvall, 1992; Feldman, 1993).



The focus of this dissertation is small, highlypowative technology-based firms
and their relationship to a specific external emwimental variable- the geographical
location of these firms relative to industrial ¢krs (and research universities) and the
potential impact of spatial agglomeration on theowative and commercial performance
of these firms. These problems will be examinedhgisa population of unusually
distinguished technology-based firms, the best lassc when it comes to inventive
performance, which have been selected independentiyreir geographical location.
Technology-based firms are defined as firms thaina way or another (product and/or
process-wise) are reliant on advanced technologyeXploit business opportunities
(Granstrand, 1998). They may or may not patenttelsanologies they develop. Small
firms that are not technology-based are therefotereliant on advanced technology to
conduct business.

The firms studied are a subset of the larger pdjoumaf technology-based firms
and are unique in several ways. First of all, thases are smallin the sense that they
employ 500 or fewer employees and have remained! $oraall of their existence.
Secondly, these firms are long-lived in the sehs¢ they have operated through at least
one full economic cycle in fast changing marketspegiencing rapid technological
change. Thirdly, the firms exhibit very high leved$ patenting activity, at least 15
patents have been granted to them in a five-ye@wgp&om 1998 to 2002, which is very
unusual among small firms that are rarely foundé¢opatenting at all (NFIB, 2005).

Fourthly, these firms are independent and are fihierenot majority-owned by a larger

1| adopt the definition of a ‘small business’ frohetSmall Business Administration
Agency as a business organization with 500 or feamgployees



business or a subsidiary of a large American ooraidn company operating in the

United States. Finally, these firms are going comceand are not bankrupt at the time
data collection efforts were initiated in late 2006 put in perspective how unique these
firms are, the population of firms of interest mist study make up less than 100th of a
percent of the total population of small firms e tUnited States.

Moreover, these firms have not been founded base@ @articular business
model, market opportunity or a product or rangeroducts (although these elements are
certainly of great importance), but rather arourcbee technology that was invented by
the firm and on which further technological improwents or even breakthroughs have
been realized and subsequently commercialized. ©Ohethe key distinguishing
characteristics of these elite firms that set ttagart from all other small technology-
based firms is that they patent their technologiesl adopt intellectual property
protection as a key element of their technologstsgy.

A good description of such firms was proposed bigheéBuchanan, a journalist
formerly with Inc. magazine, who labeled them “serial innovatdrsShe makes a clear
distinction between serial innovators and seridtegmeneurs. Small firms are usually
founded based on a great market opportunity that been recognized by the
entrepreneur and for which he or she or a closecads developed an innovative
solution. The firm strategy coalesces around th@ogtation of the opportunity, and the
subsequent commercialization of the product oriserembodies the innovative solution

that addresses this business opportunity. If tbenrgercialization fails the firm

2 The August 2002 issue of Inc. magazine containgles of some of these firms and
shows how they sustain their innovative edge. Trbélps can be consulted at
http://www.inc.com/magazine/20020801/24453.html



dissolves; if it is successful the entrepreneur realy out. Even if the idea and its
embodiment proves successful in the marketplacetaéirm is not sold, the next idea,
or a process to generate more ideas becomes maltenging, and often the small firm
disappears after the first idea has run its colregardless of the outcome, in the United
States the entrepreneur is inclined to go on aad another firm, and there are many
“serial entrepreneurs.”

Serial innovators are firms that have a uniqueitgli sustain innovation around
the first idea while maintaining or even strengthgrtheir innovative edge (Libaers et al,
2007). They furthermore develop technology thatfifiigh quality, broad-based, quite
basic, and often operate in the markets for tedgyés specialized technology suppliers
to other, often large firms (Hicks and Hegde, 2008)this dissertation a comparative
analysis is conducted between serial innovatordiiamd non-serial innovator firms. Non-
serial innovator firms are small, technology-bafiads comparable to serial innovators
in terms of age, size, market segments targetetipeoducts marketed that may or may
not patent their technologies, but certainly nahatrate of a serial innovator firm are. In
addition, non-serial innovator firms cannot susttieir innovative edge over time and
therefore resort to the development of more increaietechnologies or produce
imitative products without infringing the patents which the original technologies are
based.

In sum, taking into consideration all of the ché&eastics that distinguish this
elite set of firms from the larger population oEheology-based firms one may expect
different locational and firm performance outconfresn serial innovator firms vis-a-vis

a sample of non-serial innovator firms. In thisséigation study | will primarily focus on



technological and innovative performance, althougie measure of commercial
performance will be examined to assess the roldustering in the internationalization

of these firms.
Research Questions

The overarching question of this study seeks tdoegpwhether geographical
location, more specifically location in a geograplarea with high levels of firm
agglomeration in a particular industry, is one dacthat may explain the exemplary
invention record and innovative prowess of semaonvator firms. | divide this larger
guestion into three temporally related sub-questidfirst, are there any systematic
differences in the location of serial innovatornfg with respect to both research
universities and industrial clusters compared ta-serial innovator firms? Second, if
regional technology and industrial clusters do p&ayole in the location of serial
innovators, do they lead to anpstreaminnovation performance differentials (humber of
new product announcements and pace of technologgiafement) for these firms as a
consequence of varying levels of agglomeration?rdThido elevated levels of
agglomeration matter for thedownstream innovation process (technology
commercialization phase), more specifically exgmetformance? And can any export
performance differentials be observed betweenlsaménon-serial innovator firms

Serial innovator firms by definition have an exearglrecord of technological
inventiveness compared to other small firms, adended by their outsize patent estate

As previously indicated, the broad question ad@m@ s this study is whether

% Hicks, D., A. Breitzman, M. Albert & Thomas P. (&). Small firms and technical
change Report to Office of Advocacy, Small Business Adisiration. (CHI Research,
Inc., Haddon Heights, NJ)



geographical location and more specifically locaiio MSA (Metropolitan Statistical

Areas) areas with high levels of industry clustgyiis one factor that may or may not be

associated with the stellar invention record ambuative performance of serial

innovator firms. In other words, can industry ctustg help explain why serial innovator

firms are so successful in technological innov&i@oes regional industry clustering

influence these firms’ commercialization procesdeaéh essay will examine part of the

overarching question in a logical and sequentsthitan.

Essay 1 will address the following question:

1. Are there significant systematic differences betwiens with differential levels

of innovative prowess in their geographical locatiis-a-vis research universities
and industrial clusters? The status quo (null hypsis) holds that no systematic
differences exist between the spatial locatioreoifa$ innovator (high levels of
innovative prowess) and non-serial innovator fifosv levels of innovative

prowess).

Essay 2 will explore these questions:

2. Are there increasing returns to upstream innovadotevity (number of new

3.

product announcements) to locating in MSA areah hiigh levels of industry
clustering even within the population of provenamators? The null hypothesis
states that the returns are independent of location

Are technologies being developed by serial innaviwms in MSA areas with

high levels of industry clustering progressing éashan those developed by serial

innovator firms in MSA areas with low or no indystilustering? Again, the null



hypothesis holds that there is no significant défece in the pace of technology
development between firms, regardless of clustdengls within the MSA areas.
Finally, Essay 3 examines:

4. Whether serial innovator firms located in MSA areéth higher levels of
industry clustering are expected to internatiomaitzeir commercialization
process more than serial innovator firms in MSAaareith lower or no industry
clustering? The baseline assumption (null) hetkasindustry clustering does not
make a difference in terms of export performancdifms. A related sub-
guestion asks whether serial innovator firms bémedire from industrial
clustering than their non-serial innovator firm oterparts in their effort to
internationalize their commercialization processes.

Organization and purpose of the study

This study, as previously indicated, contains tlegsays on the relationship of an
unusual set of technology-based firms and theiti@paontext. The three essays are
related both in sequence and in topic. At a higellef abstraction, the primary objects
that will be examined are a special set of techyoloased firms which have been
selected precisely for their innovative prowessibdépendent of their geographic
location.

Why is it important to study these firms? ThesmSfirpossess rare qualities as
evidenced by their outsize patent estate, an itidicéghat they excel at technological
learning, have very strong specialized technoldgapabilities, and have an exemplary
ability to transform ideas into technological atfs that are subsequently patented and

commercialized. The strength of the2chnological competenciesd theability to



sustainthem differentiates these firms from their lessowativepeerswho operate in the
same industry and perhaps even in the same spatigdxt. This unique set of firms will
be studied in their spatial context because theyenanay not rely on the external
environment to build and exploit such strong tedbgical capabilities.

The behavior, attributes, and strategies of thieses fare poorly understood since
the extant literature reports very few findingstbis group (collectively) in a cross-
industry setting. This set of firms are key conitidrs to technological change and from a
policymaker’s perspective may be economically ingoat; not so much for the modest
number of jobs they create, but for the potentighyundbreaking technologies they
develop and market. These technologies may havkcatipns for many different
industries (Hicks and Hegde, 2005) as well asrndéevidual customer in the street. Serial
innovator firms are likely a potential source ddrdiptive technologies that initiate new
technological trajectories or paradigms of greanemic and social consequefice

Serial innovator firms can offer both intermediatdinished products and many
of them operate in the markets for technology (Hliakd Hegde, 2005; Libaers et al,
2007). Furthermore, these firms often serve asyadahnology supplier to much larger,
established firms that integrate the technologiéir products and service$rior
analyses by the author indicated that they aradive targets for acquisition by other
(larger) firms that are keenly interested in theasénnovator’s technological and human

capital. As such, these fulfill an important so@abl economic role that has yet to be

* Christensen, Clayton M. (1997he Innovator's DilemmaHarvard Business School
Press

> Libaers, D., Hicks, D. and Porter, A.L. (2007)t#&onomy of small firm technology
commercialization’ Working Paper, School of Puliialicy, Georgia Tech



fully illuminated in the academic literature. Apigal example of a serial innovator firm
is MIPS TechnologieSa firm located in the heart of Silicon Valley agstablished by a
Stanford University professor in 1984. The firm wvtlas first to develop the RISC
processor technology based on a research proj&taaford University. The technology
instantly revolutionized the microprocessor magkad placed Silicon Valley firmly on
the map as a technology cluster of semiconduatmsfbased on a new paradigm
technology. More examples of serial innovator finmi be provided in the final chapter
of this dissertation.

The presence and impact of these firms may havkdations for policy making
at different levels, e.g. the regional, state,attanal level. It might highlight the
disproportional importance of universities and tealbgy clusters for this special set of
firms which make up a tiny fraction of all smalirfis (roughly 400 firms out of a total of
nearly six million small firms). Secondly, the peese of one or more of these firms may
serve as evidence policymakers can use to showtasenovative potential of their
jurisdiction, or as a ‘recruitment’ tool to attraather innovative firms, both small and
large. Besides creating a business environmentsltainducive to innovation and export
promotion, policy- makers at different levels ofvgonment may develop entrepreneurial
policies that favorably impact input factor andéotput markets for serial innovator
firms. They need to exercise caution however, ensinse that these policies ought not to
be perceived as a sign of favoritism towards thedise firms. The policy implications of

this study will be elaborated upon in the final ptea of this dissertation.

® For more information on MIPS Technologies Ince se
http://en.wikipedia.org/wiki/MIPS_Technologies
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Thefirst essay examines the location of firms with varyeels of innovative
prowess relative to research universities and @ogy clusters - spatial agglomerations
of interconnected firms and associated institutiore particular industry, linked by
commonalities and complementarifieShe study makes use of two distinct matched
datasets, the first one containing our focal sémi@vator firms, and the second
comprising non-serial innovator firms that are iofiar size, similar age and operate in
the same market segment/industry. Can one obsaeywsyatematic differences in the
location of firms with differing levels of innova® prowess relative to research
universities and industrial clusters? This is a-nbwmious question since one can reason
that because of the internal technological commétsrand existence of various
technology commercialization modesf varying levels of location- specific sensities,
geography may not matter for these firms. Convgrselrial innovator firms are known
to develop technologies with a high ‘science’ coh{glicks and Hegde, 2005). This
might imply that proximity to sources of new knoddge creation, i.e. universities, might
be important for them.

Thesecondessay examines whether higher levels of industistering
influences two specific dimensions of the upstréamovation process. The first
dimension of innovation performance is actuallyfihal outcome of the upstream

innovation process, the rate of new product annexnents. The second dimension of

" Porter, M. (2000) ‘Location, competition, and Eoaric Development: Local Clusters
in a Global EconomyEconomic Development Quarteri4(1), pp. 15- 34

8 David Teece’s framework and the Markets of Tecbggplframework developed by
Aurora, Gambardella, & Fosfuri

11



innovation performance is an intermediate outcofrtetechnological learning
(innovation) process, namely the speed wherebyniitwe progresses.

Finally, thethird essay examines how geographic location, more fapaby
increasing levels of industry clustering, may iefhge the downstream innovation
activities - in essence the commercialization pseceof these serial innovator firms.
One specific dimension of the commercializationcess will be examined, namely the
export performance of serial innovator firms. Thestion to be answered is whether
higher levels of industrial clustering may or may imcrease the average export
performance level in the population of serial inatrs. This essay in a sense will
complete the second leg of the examination of itrgudustering and its impact on the
innovation process, the first one being examinetthénsecond essay. Moreover, the third
essay will also address the question as to whahekitm type (serial innovator or non-
serial innovator firm) moderates the relationshepAeen industrial clustering and the
focal firm’s export performance.

The contributions of the study

The literature has noted significant differenaefirm location along a number of
dimensions, including industrial sectors, high tealbgy and low technology regimes,
large and small firms, and levels and compositibhuman capital. Mainstream
management theories explain differences in firniggarance as a result of firm-specific
resource endowments and capabilities (Wernerf@841Barney, 1991; Leonard-Barton,
1992; Teece et al., 1997). These frameworks danchide the geographical location of
the firm as a key explanatory variable. The ritér&ture in the economic development

and planning fields on industrial districts andstérs does explain to different degrees

12



firm performance differentials as a function offitocation, but still exhibits gaps. In my
review of that literature | observed that smalif&in knowledge-intensive and

innovative industries have always been assumed tomogenous and seen as behaving
in similar ways- at least when it comes to thegalkion behavior. Furthermore, none of
the extant studies examine a set of small, elitedithat operate at the technological
frontiers in their respective markets and industimetheir spatial context. This study
challenges the notion that small, technology bdiset in knowledge-intensive

industries are alike in their locational preferesy@nd that the impact of location may
have systematically differential impacts on seaial non-serial innovator firms.

Several contributions to the study of entreprertaprii a spatial context and
their policy implications can be noted. Thesedhgssays respond to a significant gap in
the literature regarding the role of small, eliten§ and their relationships to research
universities and industrial agglomerations for thecation and firm performance. First
of all, they aim to demonstrate that for the masbvative small firms operating in a
vibrant and dynamic economy such as that of théedrfstates, location may still matter.
This contribution is made in all essays.

The concept of innovative prowess will be introdligethe first essay as a
measure of firm heterogeneity testing whether timevative orientation of the firm —
even within a population of technology-based firmsill influence the decision to site
the firm in a specific location.

The theoretical framework applied in the seconédgssplicates how
geographical attributes may impinge on technolddézaning and innovation processes

and outcomes. Dominant theories in industrial ogion or strategic management
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(save Porter’s diamond theory of firm competitives)dike the resource-based view,
transaction cost economics, and evolutionary thdorgot acknowledge the role of
location on business performance but the framewooskosed here integrates a
mainstream management theory with a dominant ecanibv@ory of agglomeration.

The second essay also makes use of a novel cangpuesenting the speed
whereby innovation processes in a specific techmottomain develop. It also assesses
whether differences in the pace of technology dgwaknt can be observed in a spatial
context, a unique contribution that has to datel@sumed but never empirically tested.
In addition, a second contribution in the secorshgsvill assess whether innovation
performance differentials can be found within aydapon of proven innovators as a
consequence of their geographical location.

The third essay seeks to examine the importangeajraphical location as an
external source for internationalization of semalovator firms. It aims to illustrate
whether the ecology of the local environment mayesas a determinant of commercial
performance, more specifically export performaride theoretical frameworks used for
the second and third essays provide conceptuadenkere external resources and
conditions explain differences in firm performameeyeneral and innovative and
commercial performance in particular. Furthermtne,last essay seeks to examine
whether some firms, more specifically serial inrtovdirms, benefit more from
industrial clustering than their non-serial inna@ratounterparts.

Finally, the last chapter of the dissertation dés&s the policy implications of the
empirical results that could serve as guidanceéticymakers at different levels of the

government.
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2. MODEL, RESEARCH ASSUMPTIONS, AND LIMITATIONS

The model that will be analyzed and tested indigsertation is a two-step path
model with the first step examining where serialawators are likely to be located vis-a-
vis research universities and technology clustedstae second step examining the
relationship between industry clustering and firenfprmance.

Both the simplified and the complete model are gmé=d below:

Serial innovator—— Geographic clustering——»  Firm Berfance

Fig 1. Research model Technology
Cycle time
Industry
clustering
Innovative
rowess
P H1(*) H2 (+) New Produc
Introduction:
" > ducti
H4 (+)

Internationalizatio

As mentioned in the introductory chapter, the fiegt of the path model will be
discussed in the second and third essays. Indcisistering is a key element in the
conceptual model sketched above, and in the lasessays it will be argued that
pecuniary advantages and/or knowledge spilloveligplay a role in the firm-level

performance outcomes on the right-hand side ofrtbéel. Before moving on to the
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substantive part of this study- the essays praperimportant to state the research
assumptions made and the limitations envisagethi®istudy as a whole.
Research Assumptions

A number of research assumptions apply to all teesays here while others are
specific to the essay in question. These assungp#onimportant because they will
determine the nature and extent of the limitatiomsosed on the research design in each
of the three essays. | will enumerate and disthess separately below.

Throughout this studydssumehat the innovative capabilities of these small,
technology-based firms can be characterized by ghadilic invention track record as
evidenced by the size of their patent estate ogpeaified period of time (from 1998 to
2002). The population of interest in this study poises firms that developed prominent
positions in the technology space, in the sendeltles operate at the technological
frontier of their respective product markets. lingortant to note that this population is
only a subset of the larger population of smatowative firms that may or may not use
utility patents to provide protection for its intesttual property assets.

A second assumptiahat applies across the board is the fact thdt easay
contains unobservable variables that will be prdg measures that correlate
satisfactorily with these variables. This is comnpoactice in the social sciences,
including public policy. The validity of these meass has been tested in many other
scholarly works and in a variety of different coxiteas will be cited throughout this
work. An example of an unobservable measure i¢etred of agglomeration in a specific
region at a specific time and will be used throughbis dissertation. Another example is

a novel measure of technological progress thatheilintroduced in the second essay.

19



A third general research assumptiegnthat serial innovator firms are
unrepresentativef the larger population of small firms in theadustries and are
uniquely technology-based. The first reason theyuarepresentative of the larger
population of small firms is their ownership ofamde number of patents. In addition,
Hicks and Hegde (2005) provided other reasons Wwaye firms are different from their
peers: serial innovator firms develop mostly gehpuapose technologies (GPTs), which
are radical in nature and commonly built on knowkedriginating from the science base.
Hicks and Hegde further argue that the innovatif@rts of these firms mimic best R&D
practices in large firms as they have adopted ddirgn’ routines. These routines include
formal R&D groups, product and technology vettimgl &election committees, and goals
such as a certain percentage of sales should comenew products.

A simplificationmade throughout this study is that the phenomehamdustry
agglomeration, a very complex phenomenon, is ratltasingle, uni-dimensional
variable, the cluster location quotient. A moreailet! discussion of this proxy variable
will be provided in the first essay.

In terms ofessay-specific research assumptians worth noting that the second
essay uses the number of new product announcee®atseasure for innovative
performance. Simple counts are taken, and no digiimis being made between
incrementally improved products or new-to-the-wgitdducts. In addition, a new
electronic component, a new drug, and a new piEceramunications equipment are
given equal importance in counting new productodtrictions, but industry differences in
performance will be captured by the industry dunvasiables. Furthermore, the second

essay assumes that innovation speed can be satidfagauged by examining a patent-
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level variable, Technology Cycle Time, a proxy ahie that measures how quickly each
new invention is being replaced by a successiverition.
Limitations of the research

For the study overall and in each essay indivigualnumber of limitations can
be identified since the three essays share a contlai@set. These limitations will have
implications for the research design and the caiehs that one can draw from the
results.

A first limitation is the criterion used to define a population ofamhighly
innovative firms and prominently among them theuregment of small firms to have
been granted at least 15 United States utilityrgatia a five-year period preceding 2002.
The number 15 is somewhat arbitrary but was chasea cut-off value to ensure that
these firms are unusually active patentees. A migheoff value would further shrink the
population and make statistical analysis of thesktt more troublesome and unreliable.
A lower cut-off number would expand the populatlmt make the firms progressively
less unique and look more like their less innoeapeers.

Furthermore the focus on patents implies that teldgy-based firms are assumed
to be highly innovative when they have high ratéspatenting, although Mansfield
(1986) has provided empirical evidence indicatingt tthe relationship between patents
and innovation is complex, and that many inventionsaditional industries would have
been commercialized even in the absence of a paystem. However, he showed that
most inventions made by science-based firms (phegoteals, medical devices,
chemicals, semiconductors etc.) require pateneptiain in order to enable these firms to

appropriate a fair return to the sizable investntbeay make in R&D activities. The total

21



population of innovative firms therefore comprisagtities that may or may not own
patents.

Serial innovator firms operate in both science-tlased traditional industries,
although the distribution of these firms is heavitpncentrated in science-based
industries (Libaers, Hicks, and Porter, 2007). ¢wihg Mansfield’s logic these firms do
indeed engage intensively in patenting their ing® The propensity to patent also
varies across industries and countries (Evensof3)1%However, the population of
innovative firms comprises companies that do notn opatents and protect their
intellectual assets through other means. Firmsotiser means ointellectual property
protectior that are often more effective than patenting urideright circumstances i.e.
under conditions where knowledge codification isdh@r expensive) to achieve.

However, patents as tools to protect intellectuabpprty embodied in
technological artifacts are often far superior thapyrights, trademarks, and trade
secrets, provided diligent and permanent marketitmamg is undertaken to detect
potential patent infringement. Teece (1986) arghes profits from innovation depend
upon the interplay of three sets of factors, namahpropriability regimes, (specialized)
complementary assets and the presence of a domithinological paradigm.
Appropriability conditions comprise in addition foatent and copyright protection,
secrecy, time to market, costs and time required r&engineering, technological
learning, and commercialization assets such ass dalees and service personnel.

Furthermore, as Teece stresses, such appropsgaeijiimes are primarily dictated by the

® Alternative ‘intellectual property’ strategies afle first mover advantage, 2. secrecy, 3.
very high levels of tacit knowledge, know how tishard to codify, 4. trademark or
copyrights
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nature of technological knowledge (Teece, 1986)alsense, the population of serial
innovator firms is a subset of the larger poputatad small, innovative firms and the
conclusions drawn here should not be extended ¢o ethtire population of small

innovative firms.

A second limitationis the time span over which the research problam lme
examined, essentially limiting the study t@rass-sectionaanalysis. The implication of
this limitation is that no causal inferences cannii@de about the relationships being
tested and that one can’t control for unobserveédrbgeneity among the firms.

A third limitation is that this analysis pertains public firms, leaving out the
equally interesting subset of private serial inriovdirms. Being a public firm brings a
different set of external pressures to bear orpr®rmance and management of the firm
that are absent or not as pronounced in privatesfiand hence may lead to different
behaviors and performance outcomes. The resultpglption thus consists of an elite
survivor set of actors, as longevity is one of tedining attributes of serial innovator
firms. Public firms have been chosen primarilyfeasons of data availability since these
firms have extensive reporting requirements marmdatethe Securities and Exchange
Commission, a federal regulatory agency charged \emforcing federal securities
regulations and regulating the securities indusitry stock markets.

A fourth limitationis the size of the population and the control daropequal
size, just below 200 firms, which is sufficient fmaximum likelihood and OLS
regressions but requires caution for the withimes@mnovator population analyses. It
precludes within industry analyses since the nurobebservations become too limited

to draw strong statistically valid results.
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Moreover, each essay has limitations associatdditgitesearch design and the
way the variables are operationalized. The spelaifitations will be cited in the essays
and | will restrict myself to briefly discussing®wariable operationalization that is
central to all three essays. The variable in qaess the cluster location quotient, which
is a one-dimensional measure seeking to represaryaomplex phenomenon
(industrial agglomeration). To complicate mattender, there are different definitions
and operationalizations possible for cluster lmratjuotients. No clear, theory-driven cut
off mark exists to decide where clustering effextést to truly manifest themselves. Some
authors, use 1.2, others 1.25 (Miller et al, 20y still others 3 (Isaksen, 1996).

Another disadvantage of traditional location quaiseis the fact that these
measures do not provide information on the absalzte of local industries. One may
therefore obtain high location quotients for indiest that have small workforce sizes
(O’Donoghue and Gleave, 2004). An attempt to ovekethis limitation is the HC
(Horizontal clustering) quotient but again, thisasere suffers from no commonly
accepted cutoff value for defining a cluster.

Throughout the dissertation, | decide to sidedtepvexing issue of a cut off mark

for the location quotient by treating clusteringgpbmena as occurring across a

continuous scale, witho particular cut-off valudor the location quotients being defined.
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ESSAY 1: LOCATION OF SERIAL INNOVATOR FIRMS

Introduction

The first essay will address the following reseagabstion: Are there significant
systematic differences between firms with differ@nevels of innovative prowess in
their geographical location vis-a-vis research arsities and industrial clusters? The null
hypothesis holds that, on average, no such diftea®exist. All technology-based firms,
even in the same industry, may not be alike irrttledice of geographical location and
attributes and knowledge bases may in some casesean built with the help of the
immediate environment, more specifically locatigredfic resources and their
interrelationships. The differences posited redadifferent levels of industrial clustering
at the MSA (Metropolitan Statistical Aré8)Jevel and differences in the number of
research universities in the MSA, respectively.

In essence what is argued in this essay is thmatH@terogeneity in terms of
technological capabilities might lead some firmbéhave differently-at least in their
locational preferences — than similar-sized firmghie same industry. The concept of
‘innovative prowess’ will be advanced as the singtest important form of heterogeneity
between the two types of firms considered in thislg. This essay seeks to explore the
link between knowledge spillovers and location ceand how firm-specific

heterogeneity may influence where a firm is located

9 The Office of Management and Budget (OMB) defihktropolitan Statistical Areas
as areas that have at least one urbanized ar€gQffCbor more population, plus adjacent
territory that has a high degree of social and enwoa integration with the core as
measured by commuting ties.
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Since the 1990s scholars in regional and localvation systems literature
rediscovered the importance of the regional dim@nand the key role of specific and
regional resources in fostering the innovation bdjg and competitiveness of firms and
regions (Asheim et al2003; Cooke, 1992; 2001; Saxenian, 1994; Maimbary
Maskell, 2002). In a sense, what these scholarseasgthat firm-specific competencies
and learning processes can lead to regional cotiveetidvantage if they are based on
localized capabilities such as specialized resaysddlls, institutions, and shared social
and cultural values with other firms in a specificale (Maskell and Malmberg, 1999).
In other words, regional development ensues as ebtiwgness occurs in geographical
locations where localized capabilities such astutstnal endowments, infrastructure,
knowledge, and basic and advanced skills co-exist.

A similar line of reasoning, but taking an induski@rganization perspective, was
introduced in the early 90s by Michael Porter whyuad that local factor conditions
such as skill levels, sophistication of demand, @mapetitive dynamics within a region
would enhance firm capabilities and the competigdge of firms located in that region
(Porter, 1990). The literature on regional innawatsystems has provided ample
descriptive evidence and analysis of the compliatiomships between (technological)
learning, innovation and economic performance miq@aar regions.

Other studies contradict the received wisdom raggrthe benefits provided by
the ‘economies of agglomeration school of thoughtl found empirical support
suggesting that firms with the best technologiesnan capital, and other favorable firm-
specific capabilities have little to gain by locagiin a technology cluster (Shaver and

Flyer, 2000) or that there are even negative retassociated with locating in an industry
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cluster due to congestion costs (Pouder and St 1896; Prevezer, 1997; Beaudry and
Swann, 2001). Increased competition for valuahpeiis- especially for technology-based
firms (Zucker et al, 1999), an increased risk fookledge expropriation by
geographically proximate rivals (Flyer and Sha2&Q3), or lock-in due to path
dependency (Arthur, 1990), are additional negatderns

Previous studies indicated that some small, higiripvative firms — especially
those operating in science-based industries -éawaar academic institutions or
government laboratories in order to capture thesfiesnof knowledge spillovers or to
have access to a supply of new knowledge workeckjding star scientists (Audretsch et
al, 2005; Kauffman et al, 2003; Furman, 2003; Zuekel Darby, 1997).

No study, however, has examined one important dsioerof firm heterogeneity
— innovative prowess — as a distinguishing trad set of small high technology firms,
and its impact on the location of firms vis-a-\v@search universities and technology
clusters. This study aims to illuminate the rolénofovative prowesas a potential
determinant of small firm locationlnnovative prowess - refers to the deployment,
refinement and management of superior technologiaphbilities that enable a small
firm to sustain its technological edge over time

The innovative prowess of small, high tech firmdirgctly related to their public
record of sustained technical invention, expressetthe number and quality of patents
owned by these firms and is built over time angath-dependent (Dierckx and Cool,
1989; Schendel, 1994). Such a record could not haga built without possessing
extraordinary technological capabilities that avatmuously refined, maintained and

upgraded. As such, the definition of the term iratoxe prowess is rather narrow and
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does not include other aspects important to innonauch as managerial capabilities,
marketing and other non-technological capabilit&®all, high tech firms with high
levels of innovative prowess are labeled seriabwator firms throughout this
dissertation. A precise definition of such a firril e provided later on in the section
that describes the dataset.

The essay is structured in four sections. The $iestion will develop the
theoretical framework and principal hypotheses #ualresses the research question
along with a brief review of the extant literatuféne second section will describe the
dataset, the sampling strategy and the way thahlas have been operationalized. The
third section discusses the descriptive statistiesanalysis of the results, and provides
an elaboration on the findings. The fourth andlfsegction includes a conclusion and a

discussion on future related topics that can béoegg.

Theory and Hypothesis development
Traditional agglomeration theory as described bysfall (1920) seeks to

explain proximate economic activity in terms of olty reinforcing external economies
of scale and scope. Marshall theorized that agglatios advantages arise from three
distinct sets of localization economies, namelkiliesl pool of workers with specialized
expertise, the expansion of supporting firms, d@dspecialization of firms in parts of the
production process. Knowledge spillovers resuliiftbe dynamic interplay of these
three factors. This triad of localization factootributing to an agglomeration advantage
first suggested by Marshall has been at the centitle debate on industry clustering
ever since. Michael Storper (1997: p.35) makegardlistinction between traded

dependencies — represented by the common laboapdahe presence of relevant
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suppliers and related services — and un-tradet istérdependences such as ideas,
knowledge and social and professional relationsAipsded dependencies have
traditionally played a major role in instigatingdamaintaining industrial agglomeration
as they lead to measurable economic advantagesasiuecheduction in transportation
costs, transaction costs in both input and out@rkets, and access to capital (Storper,
1997; Porter, 2000). Un-traded interdependencies taariously been labeled as
technical, knowledge, or research spillovers aedoten complex, intangible and resist
codification. These un-traded interdependencieshaileafter be referred to as
knowledge spillovers.

In the past two decades increasing attention &as paid to the existence,
conceptualization, measurement, and diffusion ofedge spillovers and Jaffe et al.
(1993) provided evidence of a close relationshipvben spatial proximity and the
existence and diffusion of knowledge spilloverdtelat al. specifically demonstrated
that inventors are more likely to cite other inv@stwho are geographically proximate.
Adams and Jaffe (1996) measured knowledge spikoaed offered evidence that intra-
firm knowledge transfer decreases with distanca evi¢hin a multi-plant firm with
geographically dispersed plants. Further evidehaedgglomeration economies and
more specifically knowledge spillovers dissipatpidéy across space was provided by
Rosenthal and Strange (2003, p. 387) and Ansehh(@997).

One of the key benefits provided by knowledge spétls is the fact that they
inform the recipient(s) of the knowledge spilloadrout the technological direction,
sophistication and level of progress of the spéloeriginator (Brown and Duguid, 2000).

Furthermore, knowledge spillovers contain non-tézdirdata on new market

30



opportunities, emerging trends, and changing custqreferences (Audretsch and
Keilbach, 2004). Lastly, knowledge spillovers haveost saving effect for the
recipient(s) since spillovers are ‘free’ and tliknowledge that does not need to be
produced by the recipient (Harhoff, 2000).

However, knowledge spillovers may also have negaiivunintended effects on
the creator of the knowledge. Specifically, knovgedpillovers are not always voluntary
as in the case of expropriation of ideas or knogdedssets from a technologically
advanced firm by a co-located (less sophisticated)petitor (Flyer and Shaver, 2003).
Recent research however, has cast doubt on themsgsof intra-national localized
spillovers at different levels of geographic aggévation (national, state, and at the MSA
level) because of knowledge spillover measuremmatilpms (Thompson and Fox-Kean,
2005). More specifically, Jaffe et al. (1993) preped a matching method to study the
localization of knowledge spillovers using pateitattons and found a strong localization
effect. However, Thompson and Fox-Kean(2005) uaingpre accurate matching
method of original, citing, and control patentsriduno such localization of knowledge
spillovers. This issue will be addressed in the¢isedhat describes the dataset and the
methodology used in this paper. Knowledge spillsvaay serve a particularly important
role with regard to the type of firms studied irsthssay.

This essay argues that a firm’s distinct qualitgd &vel of technological
capabilities - represented by the levelrofovative prowessmay influence its ability to
acquire knowledge from proximate firms and univezsi its willingness to serve as a
source of knowledge spillovers, and ultimately vehigre firm is located. The theoretical

analysis presented in this essay incorporateswritiesizes an array of theoretical
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arguments drawn from the economics, innovation,sarategy literature. The focus is on
firm location strategy - a pre-condition for knoage spillovers- as opposed to the
identification, measurement and impact of knowlesigidovers. The existence of
knowledge spillovers is assumed and has been datachan numerous other studies in
the literature.

Two competing hypotheses will be developed thaviple alternative
explanations for the geographical location of finvith differing levels of innovative
prowess vis-a-vis industrial clusters. Subsequemthyird hypothesis will be developed
that provides an explanation for the location ohB with differing levels of innovative
prowess relative to research universities. The thgges are grounded in theoretical
concepts that explain the heterogeneity of soust&sowledge spillovers and the

differing abilities of firms to benefit from thiselterogeneity.

Heterogeneity of sources for knowledge spillovers

Innovative activity is not evenly distributed asscspace and critically depends on
differences in initial endowments, the nature anchber of actors engaged in R&D, and
their interconnectedness, in addition to the ingthal setting in which these actors
operate (Nelson, 1993; Lundvall, 1992; Cooke, 2@fdrrison, 2007). Some areas will
exhibit stronger knowledge-generating abilitiestloghers as a result of localized R&D
spending (Jaffe, 1989) or a tighter fit betweenate firms and public research
organizations (Cohen et al, 2002). More R&D atyiim a specific location or region
implies that the likelihood for knowledge spillinger to other entities increases.

The innovation literature highlights two key agseaf technological innovations:

basicness, defined as the innovation’s reliancessults from scientific exploration, and
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appropriability, the ability of inventors to redpetbenefits from their investment in R&D
(Jaffe and Trajtenberg, 2002: p.83). The dual attaraf technological innovations lies
at the heart of the concept of division of labothia sense that public research
organizations dedicate themselves to the performahmostly basic research (the
basicness dimension) whereas private firms primmadhduct applied research and
engage in technology development and commerciadizaictivities. Private firms also
seek to protect their ideas from competitors (ihy@rapriability dimension) through
formal or informal means. Since the passage oBthh-Dole legislation, universities
have also become major participants in the marketeas (Mowery et al, 2001).
Technological innovations differ in terms of bamss and technological domains
(Trajtenberg et al, 2002) i.e. university patemesraore basic than private firm patents
and cover a more limited number of technologicahdims. Patents produced by serial
innovators are more like university patents thiaa pure private firm patents (Hicks and
Hegde, 2005) and rely in part on different bodiekrmwledge originating from different
institutional environments. More specifically Hickead Hegde (2005) empirically
demonstrate that technologies developed by sanahMators — firms with very high
levels of innovative prowess - have a stronger imthe science base, are broad-based
and have less immediate precedents in its pateimhddogy class and can therefore be
considered more radical than those of other filmaddition, Hicks and Hegde found
that many serial innovator firms provide specialitechnologies that are traded in
markets of technology as General Purpose Techredd@PT) (Bresnahan and
Trajtenberg, 1995; Arora et al, 2001; Goldfarb, 20Basically in this essay one can

distinguish two sources of knowledge spilloversvate firms and public research
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organizations i.e. research universities. The gegtion will discuss how firms differ in
their abilities to capture and consequently berfiedin the two sources of knowledge

spillovers introduced in this section

Heterogeneity in firm’s abilities to benefit frorpibovers

Firms, as recipients of knowledge spillovers wiffet in their ability to benefit
from this ‘free’ knowledge. The word free is betwegiotation marks because firms
need to invest in their own innovative activitiesffectively take advantage of spillovers
(Leahy and Neary, 2007). The primary source okdéhces in the ability of firms to
capture and exploit knowledge spillovers is theelef absorptive capacity of firms
(Cohen and Levinthal, 1990) which will be deterndify the firm’s relative level of
technological capabilities, conceptualized as ¢évell ofinnovative prowessf the firm.
Firms with sophisticated technological capabilitie be able to recognize, capture,
assimilate and exploit knowledge spillovers to a&mhigher degree than firms with
much weaker capabilities.

Firms play a dual role in the sense that theyseame both as recipient and source
of knowledge spillovers. Technologically advanceoh$ — such as serial innovators — do
serve as a source of knowledge spillovers for niest advanced firms and Shaver and
Flyer (2000) suggest that spillovers from sophéed firms with strong technological
capabilities may affect the net contribution firmake to the level of agglomeration
economies and the ultimate decision to locatedluster. Small firms with high levels of
innovative prowess may not find it beneficial todte in dense clusters of firms in the
same industry. Moreover, they may not have a neekifowledge spillovers since most

other firms do not operate at the technologicattiey as serial innovator firms do. The
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next section will theorize on the net balance ofdfit,s from knowledge spillovers and its

potential impact on firm location.

Net knowledge spillovers and firm location

Rationally acting firms — in search of competitagvantage — seek to maximize
the net amount of knowledge spillovers by favolimgations abundant with relevant
knowledge sources subject to two constraints (Adcaoad Chung, 2007). The first
constraint is the firm’s ability to benefit from éieverage the knowledge sources
resident in a particular location. The second caidtis the firm’s ability to minimize
knowledge leakage.

Spillover-seeking firms may favor some geograghaceas over others. For small
firms, ease of commercialization is likely to beiaportant consideration. Technology
clusters invariably feature large firms, businemswigses, and other firms in related
industries (Porter, 1990), all complementary astetssmall firms can access and
employ to facilitate the commercialization of thpioducts (Teece, 1986). So the
presence of high levels of industrial activity iengral and of similar firms in particular is
favored (pecuniary advantages of agglomeration).

The level of innovative prowess in part determiteeghat extent the firm can
benefit from private firm and academic knowledg#i@gers. Technologically lagging
firms will experience more trouble benefiting fr&mowledge sources that are less
commercially oriented (academic spillovers) and @ more inclined to seek
knowledge spillovers generated by private firmsicltoften comprise a high marketing
content (Audretsch and Keilbach, 2004; Alcacer @hdng, 2007). Technology pioneers

-like the set of serial innovator firms- are thestfifirms to develop novel technologies,
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operate at the technological frontier in their extjve markets, and have typically much
higher levels of absorptive capacity to interpaegjuire, and synthesize knowledge
spillovers into their existing knowledge base, supently benefitting from this external
source of knowledge. Because these firms operdte déchnological frontier and are
first movers in their respective product marketgytface much higher levels of market
and technological uncertainty than follower firnhgeperman and Montgomery, 1988).
The need for knowledge spillovers with both up-tdedmarket and technology content is
therefore much more important for firms with higivéls of innovative prowess than for
other firms, spillovers that can be found and aseg®y locating in geographical clusters
(that may comprise other serial innovators andeargchnologically-sophisticated
firms).

Firms with high levels of innovative prowess byidéion own very sizable
portfolios of patents, a key legal mechanism otgrting their intellectual property.
Once granted, patents are in the public domairtlaadhcit knowledge not reported in
patents can still ‘slip out’ of the firm throughlgeemployees that leave the firm. Serial
innovator firms, through their innovative prowesass nevertheless in a strong position to
benefit from knowledge spillovers (originating frasther private firms) in technology
clusters while at the same time being able to mizerteakage from the firm ( through
patents). In addition they can deploy strong mainigpband enforcement mechanisms to
ensure that none of their intellectual propertyesare being infringed upon. The
possession of a strong portfolio of patents sigtmatsthers that the firm is serious about

intellectual property protection and that evergiapt to infringe upon the firm’s
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technology assets will be met by a legal respoAsar& and Merges, 2004). Hence |
expect that:

Hypothesis 1a: Metropolitan firms with high levefsnnovative prowess are
located in MSAs with higher average levels of imdaisclustering compared to firms
with much lower levels of innovative prowess

Two arguments can be made that firms with highlegéinnovative prowess do
not have a need for knowledge spillovers origirgafnom other private firms. Indeed,
such firms are pioneering novel technologies atehodperate in the markets for
technology (Hicks and Hegde, 2005).

First, technologically advanced firms may suffemfrknowledge leakage when
knowledge is inadvertently spilled over to techmgyidally less sophisticated firms in the
same area (Shaver and Flyer, 2000). Serial inno¥iatas, because of their innovative
prowess, are among the most technologically advhsc®ll firms in the country and can
be conceived as net spillover generators in theestrat codified (patents) as well as
tacit (e.g. employees) knowledge may leave the &intt be absorbed by geographically
proximate firms in the same or related industffd®e existence of knowledge leakage is
a major disincentive for technology pioneers tatedn clusters where many weaker
firms congregate and benefit from the localizedéebknowledge, and is an incentive to
locate in areas where the risk for unintentionalvdedge spillovers is limited and
knowledge sources are predominantly non-commefeigl universities). That said,
serial innovator firms may also benefit from knosde flowbacks and links (e.qg.
recruiting the best technical minds that are alwesgger to work for firms operating at

the cutting edge of their field) that could mitigatome of the negative consequences of
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knowledge leakage. In addition, nowadays, leadimygarsities and the business
incubators and/or science parks affiliated witmtheuse innovative firms that may
benefit from knowledge leakage from serial innovéitons.

Second, firms with high levels of innovative pr@seften operate in the markets
for technology and may or may not find locatinguispecialized industrial cluster
beneficial. They may be motivated to locate inustdr because of the presence of
complementary assets that they need access tden tarcommercialize their
technologies and for ease of transfer of the {t&oibwledge associated with the
technology (Teece, 1986; Von Hippel, 1994). Howegeren the globalization of the
markets for technology these very innovative fimmesy not be bound to particular
geographic locations (Arora et al, 2001).

Arora and his co-authors develop a simple typolg\different transactions of
trade-able technology in technology markets. Ongedsion refers to horizontal
(licensing to rivals) or vertical transactions €lising to non-rivals) whereas the second
dimension indicates whether the technology is a¥gsind mature or new. An example
of a horizontal trade of technology in the markethiat of SUN licensing JAVA to IBM.
The licensing of tools for combinatorial chemisibgyy Affymax to numerous
geographically dispersed biotechnology firms warddstitute a vertical technology
transaction. A typical example is that of small ggmductor design houses who license
blueprints for ASICs (Application Specific IntegedtCircuits) to large foundries often
located in the Far East (Hall and Ziedonis, 20Q4gensing allows small firms focused
on technology development to appropriate the rettonnnovation since access to

critical complementary assets may be too costlyketa for technology are also
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extensively used in the medical device industrynehmeany small development stage
firms specialize in the early stages of the prodigstelopment process and license their
intellectual property to large established medit=alice firms that possess expertise in
the later stages of product development and ownilaliton and marketing networks
with wide coverage (Rosenberg, 2000). Thereforeket that:

Hypothesis 1b: The level of a metropolitan firnmaovative prowess is not

related to the level of industrial clustering oEtMSA in which the firm resides.

Innovative prowess and proximity to research ursviers

Firms with high levels of innovative prowess sashserial innovators develop
and control technology assets that are more blaaicthat of an average technology-
based firm, implying that their innovative prowessts in significant part on research
results originating from the academic communityc¢siand Hegde, 2005; p.713 ). A
strong science linkage indicates that the firmergedoping technology based on advances
in science. One reason to locate in close proxitity major research university is
access to a pool of new scientists and engineg@esc@niary advantage of agglomeration.
Earlier research indicated that higher intensitiecademic R&D expenditures provide a
comparative advantage for the local industry -a@ltih one can observe strong
disciplinary effects (Nagle, 2007) - and play an#figant role in the location decisions of
high technology firms (Woodward et al, 2006; Ansedt al, 1997). Additional reasons
why innovative firms may locate near research wsities can be related to factors such

as quality of life, reputational or prestige effeot access to graduate labor pools. While
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these factors do play a role, | argue that reseaielbed knowledge links plays a primary
role in the location decision of firms with elevétevels of innovative prowess.

The university-firm dyad is a uniqgue mechanismdaarss-boundary
organizational/technological learning since theeirtove, reward, and decision-making
structures of these two entities are so differBetr¢ovitz and Feldman, 2007) and
concerns surrounding knowledge expropriation byigearsity from an innovative firm
are not present. The interaction of firms with highels of innovative prowess with the
science base will be framed in the exploration/eitgtion dichotomy, a framework that
has been extensively used to explain organizatieaahing (March, 1991). Every firm’'s
innovation strategy rests on both exploratory axmatative activities in order to remain
viable. Exploration is defined as the set of roegimssociated with the search, discovery
and development of new knowledge whereas exploitagpresents the refinement and
utilization of existing knowledge and capabiliti@darch, 1991; Levinthal and March,
1993).

While firms with high levels of innovative prowesspend significant resources
on internal R&D, external alliances for both exjplibre and exploitative activities are
important to access knowledge and other resouesggdimg in other organizations such as
universities, government laboratories and privated (Leonard-Barton, 1995). External
alliances with organizational entities have beeswshto be crucial for successful
exploration strategies (Rosenkopf and Nerkar, 20@h; Hippel, 1988; Mowery et al,
1996) and provide firms with new knowledge that barintegrated into the firm’'s

technology portfolio (Lane and Lubatkin, 1998; Dasge et al, 2000).
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The innovation strategy of firms with high levelsinnovative prowess is tilted
towards exploratory research, initially around fin& idea to tackle a technical problem
and later branching off from the first solutionthis problem to related or unrelated
challenges (Hicks and Hegde, 2005). The theorygdmizational learning suggests that
firms seeking to tap expertise through interactiwith universities pursue innovation
strategies with a relative emphasis on exploratesgarch (Cyert and March, 1963;
March 1991; Cohen and Levinthal, 1989). Explorat®also enhanced by increased
diversity and variation in the sense that collabogawith a university partner (or
partners) with a distinctly different knowledge baasill yield know-how that is unique to
the firm. Earlier research by the author reportethe fourth chapter of this dissertation
indicates that a sizable number of serial innovétors are actually spinoffs from
universities and conceivably maintain formal anfdimal ties with their parent
organization long after the spin-off event.

The organizational learning literature also ilatks that internal exploratory
research will result in further upgrading and depetent of a firm’'s absorptive capacity
and implies a complementarity between internal @gtion and external university
research. Specifically, the more the firm’s intéfR&D activities are oriented towards
exploratory research, the higher the share ofithed R&D budget that will be allocated
to university-based research contracts (Bercovitzeldman, 2007).

With regard to public research organizations,ésearch indicated that the
bond between academia and industrial researchoisgsalthough differences can be
observed by scientific discipline (Cohen et al, 200/oreover, this link between

academic and industrial research is stronger thaome between government research —

41



performed in federal laboratories — and privatefR&D. Interesting patterns can be
observed in the interaction between private firmg aniversities. The pharmaceutical,
biotechnology, and medical device sectors havetivadlly been at the forefront in
collaborating with universities with strengths retlife sciences (Blumenthal et al, 1996;
Blumenthal et al, 1997). Industry funding for acadteresearch favor areas such as
biotechnology, computer science, materials scieaog nanotechnology (areas with
great commercial potential) as opposed to disadglisuch as astrophysics, mathematics
or archeology (Geuna, 1999; Mowery et al, 2001 adédspatterns of academic research
by different industries are also pronounced (Madfi1998).

Ideas and cutting-edge scientific knowledge has&ang tacit character (Nelson
and Winter, 1982). Mowery and Rosenberg (1989) miesinat a new technology
embodies both codified knowledge and a more amargltacit form of knowledge
which they label *know-how.” For effective transmsiisn of this tacit knowledge
interactive face-to-face communication with univgrbased scientists is indispensable
(Teece, 1985; Kogut, 1988; Von Hippel, 1994) talfate organizational and
technological learning. Furthermore, a strong anectlink between the intensity of
research efforts at research universities andnh@viative potential in the university’s
MSA have been clearly demonstrated in previousissudaffe, 1989; Anselin et al,
1997). Hence | expect that:

Hypothesis 2: Metropolitan firms with high levefsmovative prowess are
located significantly closer to a research univgrshan metropolitan firms with low

levels of innovative prowess.

Dataset
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The dataset employed in this essay comprises aetkfpopulation of serial
innovators® — firms with 500 or fewer employees with a poitobf a minimum of 15
utility patents granted in the five-year period qaéing 2002, who are independently
owned, not bankrupt at the time of this study (20@6&d are long-lived in the sense that
these firms have operated through at least one ledenpconomic cycle — a unique set of
strong technology-based firms that have built a petitive advantage around a strong
proprietary technology and have sustained or sthemgd its competitive position while
remaining small in size (Hicks and Hegde, 2005 $hrial innovator firm is the unit of
analysis throughout this study. This set of senabvator firms is a population since we
include all U.S. firms in the 1998-2002 time frathat meet the criteria indicated above
to specify what a serial innovator firm is.

According to Buchandf these small firms invest substantial time and rgdne
technological innovation. They furthermore adopt ar least mimic best R&D
management practices used in large firms and mbdhem have a formal R&D
department or group with formal structures, comeetit for assessing new ideas and
approving funds. Compensation of senior managemergonnel is often tied to the
granting of patents or completion of prototypesthia form of bonuses. She found that
these firms tend to set a measurable goal thattaicg@ercentage of their revenue should
come from new products or be allocated to R&D ditiy. Again, these are

organizational routines often encountered in muaigdr firms and this may well be

1 The initial dataset on serial innovators wasezt#td under SBA contract SBAHQ-01-
C-0149 by Dr. Diana Hicks

12 Buchanan profiled a number of serial innovatangrin the August 2002 issue of Inc.
Magazine, http://www.inc.com/magazine/20020801/244&n|
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another feature that sets these serial innovatonsfiapart from the much larger
population of small technology-based firms.

The procedure used to define the population ofalsennovators can be
summarized as follows: firms are labeled seriabiators if they meet the following
criteria.

1. have 500 or fewer employees, in line with the SnBalsiness Administration
definition of a small firm

2. have been granted 15 or more U.S. utility patenthe period 1998-2002

3. are independent, i.e. not majority owned by a ldinge, not a joint venture, and
not a subsidiary of a large U.S. or foreign firm

4. are a going concern, not bankrupt in 2006

5. are long-lived, i.e. have survived at least onedobnomic cycle

It is important to note that this population hasrmeestricted to_publidirms
because of the greater availability of non-paténnh-fevel data critical to test the
propositions put forth earlier. After cleaning fimms that are defunct, have merged, or
have changed names, the total number of serialvatoos in the population dataset
numbers 401, that is, 203 are privately owned &8lfitms are public.

The author added to the original serial innovatatadadditional information
derived from COMPUSTAT, the firms’ Web sites, Hoou®atabase, the Lexis Nexis
database and SEC 10-K annual reports. Clusteriglgtaaned from the Cluster Mapping
Project at Harvard Business School and cross-cldeekiéh location quotient data
available from the Bureau of Labor Statistics (BLBe section on variables and their

operationalization contains specific data on thia daurces used per variable.
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However, in addition to the population of seriahawator firms used in the
analysis, a matched sample comprising non-semaviator firms was created to enable a
comparative analysis between serial and non-sam@bvator firms. The non-serial
innovator firms constitute a random sample drawomfrthe population of small,
technology-based firms (that do not meet the caitesed to define a serial innovator
firm). This matched sample therefore comprises diiwh similar size (measured as the
number of employees) as the serial innovator fid@scribed above and was constructed

using the following procedure:

1. For each serial innovator firm | consulted theoker's Company &
Capsules Database that provides brief informatio@d@,000 public and non-
public companies (Capsules) and 225,000 key exexgjtito identify a
matched non-serial innovator firm. The Hoover'sathaise of firm profiles
includes an overview and history of company operetias well as: key
officers, competitors, number of employees andcsedk historical financial

data (seven years).

2. For each serial innovator firm, Hoover’s yieldetist of direct competitors,
along with their HQ location and work force sizehat constitute potential
non-serial innovator firms. Serial innovator firnagse niche players and
compete with one or two other small firms in thelrosen ‘niche’ market

segments.

3. From the list of direct competitors operatinghe relevant niche market, |
selected one incorporated and headquartered ibrtited States, and having

a workforce of 500 employees or less. An appropriain-serial innovator
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must therefore be of similar size and operate & same market segment/
industry as the serial innovator firm. Furthermoege was taken that serial
and non-serial innovator firms market close prodsgbstitutes. This step

therefore results in the selection of a matcheds®ial innovator firm.

4. In case the list of competitors did not yieldan-serial innovator firm that
met these two criteria, a list of competitors framcompeting firm was
checked; i.e. a competitor of a competitor, ofemied “indirect competitor.”
The same procedure was followed and care was thletrthe resulting non-
serial innovator firm met the criteria outlinedpoint three. The problem with
indirect competitors is that the strategic focustlodse firms may deviate
significantly from the focal serial innovator firnthe danger exists that one
starts to compare firms with distinctly differemidwledge- and technology

bases and product portfolios.

5. The procedure highlighted in points 2, 3, avidaé repeated for each of the
serial innovator firms, resulting in a matched skrgf non-serial innovator

firms.

To test the robustness of our results, a secondhmatsample of non-serial innovator

firms will be developed using the same procedutéread above.

Measures

Dependent variable 1Fhe dependent variable to test Hypothesis 1a bnd the

Cluster Location QuotienQLQ), an index which indicates the degree to whichvami

metropolitan area has a higher, lower, or equivaiepresentation of cluster employment

than what exists in the United States at largedid22 in a particular industry. Location
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guotients are relatively simple measures of redispacialization to detect, identify, and
to a certain extent characterize industrial cles(Eeser and Bergman, 2000; Bergman
and Feser, 2002) although Porter (2000) explisitites that more than single industries,
clusters encompass an array of linked industrielsodimer entities important to
competitive advantage. It is therefore importara¢oount for these ‘linked’ industries in
the calculation of location quotients.

Linked industries are often situated in the upstread downstream section of the
‘core’ cluster e.g. component and machinery suppliepstream), or distribution and
customer-facing activities such as sales and se(diownstream). It is important to note
up front that the term cluster means differentdbito different researchers and policy-
makers (Feser and Bergman, 2000; Martin and S@AY3). In this study a Porterian
view of industrial clusters will be adopted andidedl as: ‘A cluster is a geographically
proximate group of interconnected companies anocég®d institutions in a particular
field, linked by commonalities and complementasiti€éPorter, 2000).

The mechanics of location quotients are fairly danpor example, a given
metropolitan location whose proportion of clusterpdboyment in a given industry is
equivalent to that of the United States as a wivaleld have a cluster location quotient
of 1. Metropolitan areas with a cluster locatiootient greater than 1 have a higher
concentration of employment than that which existhis country, while those with a
cluster location quotient less than 1 would be tsxentrated than the United States as
a whole. This is a continuous variable.

Several methodological issues and shortcomingasseciated with using

location quotients as a measure for the degreggibmeration. It is fair to say that the
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most widely used measure to spatially delimit aggdmations is the location quotient
(LQ) (O’'Donoghue and Gleave, 2004). The LQ meastiresatio between the local and
national percentage of employment in a specifiagtdal sector in a particular year in a
predetermined geographical unit (MSA, county, state). The question is, at what level
for the LQ do we consider the geographical unibda cluster. Ntheoretically

grounded cutoff valuesxist for LQ to distinguish between cluster and-chrsters, and
values have been chosen somewhat arbitrarily ititdrature. Miller et al (2001) used a
cut-off of 1.25 and many other studies use 1.hpaljh some scholars have used LQ
cutoff values of 3 to define an agglomeration (tsak 1996). | sidestep this gray area by
using a continuous variable for the LQ and arguirag the degree of industrial clustering
is a relative concept. A further disadvantage ofdiQ the fact that this proxy for
industry agglomeration does not provide informatorthe absolute size of local

industries.

Fingleton et al (2002) has devised a measure attempt to overcome this
limitation and labeled it HC (horizontal cluster)n@his is computed as the number of
jobs in a local industry that exceeds the numbexpkcted jobs for that industry. The
expected number of jobs for that industry is defibg the number of jobs in the industry
that would correspond to the area having the natiaverage share of that industry, in
other words produce a LQ of 1. The HC measure thier@ccounts for both the relative
concentration of an industry in a particular gepbreal unit, and the size of the industry
in absolute terms. A major problem with this measarits property to take very high
absolute values when the proportional represemtaionarginally above the national

average. The measure clearly fails to identifytelissas places that are somewhat
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exceptional (O’'Donaghue and Gleave, 2004). In andilike with the LQ, the HC
measure has no commonly accepted cutoff value iatedavith it to distinguish clusters
from non-clusters. The industry data on employnhevels in specific MSA’s used to
compute location quotients does make no mentiovhether MSAs can be labeled

clusters or not in a particular industry.

The Cluster Mapping Project at Harvard Busineso8ichrovides employment
data ortraded clusterslocal clustersandnatural endowment dependent clustérscal
industry clusters are those present in most, ifatlajeographic areas, are evenly
distributed, and hence primarily sell locally. The®rve as an excellent proxy for
mainstream and supporting employment to the ‘civegled cluster. Traded clusters in a
particular industry are those that are concentrat@dsubset of geographic areas and sell
to other regions and nations. These are the chisfenterest to this study. The natural
endowment cluster employment figures are very matgn most if not all cases. To
fully capture the essence of the industrial clustephenomenon | intend to include in
the measure for clustering the national share gfl@yment for mainstream and

supporting industries in a given MSA in 2002.

In terms of industries, the Cluster Mapping Projsatery detailed and provides
detailed data for each sub-sector in a particaldwstry. For instance, the
biopharmaceuticals industry consists of biopharmtca products; containers; and
health and beauty products. The medical devicassinglis comprised of the following
sub-segments: biological products; dental instrusiand supplies; diagnostic
substances; medical equipment; ophthalmic goodsretidiments; and surgical

instruments and supplies. The Information Technpkertor is composed of:
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communications services; computers; electronic apmapts and assemblies; peripherals;
and software. The telecommunications equipmentssiing is equally well disaggregated
and consists of 3 segments: communications equiprekectrical and electronic
components; and specialty office machines. All pthdustries are being analyzed at the
same level of dis-aggregation. The cluster locagjootient is determined by the
following formula: CLQ = (Busaj200€uvsa, 2002)/(Ei, 2004 E2002) Where @usaj2002iS the
local employment in industry i, in MSA jin 20024, 20021 the total employment in

the MSA in 2002; Exoo2is the national employment in industry i in 2088d Eqo2is the
total national employment in 2002. The SIC clasatibn is used for industries. |
compared the computed figures of the CLQ with theperted by the Bureau of Labor
Statistics and found almost a perfect correlation.

Dependent variable 2 The dependent variable for Hypothesis thesnumber of
research-intensive universities in the MSA of dwalf firm. This is basically a non-
negative count of research universities (Carnepia the focal firm’'s MSA. If the MSA
is a stand-alone unit than the number of reseamnsretsities in that MSA is the relevant
count. In case the MSA is part of a CMSA (Combiietropolitan Statistical Area) then
the relevant count is the number of research usitves in the CMSA. Alternative
specifications for this variable could be used saglthe amount of research expenditures
at the universities but this could bias the resagtsome large research-based universities
are located outside of MSAs or in stand-alone MSAs.

Data source: Carnegie classification of universitie
Independent variableThe independent variable of interest for bothdtlgpses is a

dummy variable that takes on the value of 1 ifftta has a high level of innovative
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prowess and 0 in case the firm has a low levehodvative prowess. It is labeled
Innov_ProwessThis variable is directly related to whether tinen can be considered a
serial innovator or not.

Control variables:

Besides ‘innovative prowess’ other variables magdpmt whether firms may be more or
less likely to locate in MSAs with higher levelsinflustrial agglomeration in a particular
industry in 2002.

1. Employ- continuous variable, average number of emplogédism in the period
1998 to 2002. This variable serves as a proxy &ih Iserial innovator and control firm
size. Smaller firms in those new industries arearlidely to be located in technology
clusters than firms of similar age in traditiomadlustries (Campi et al, 2004). Others have
found that firm size is a main determinant of irtda$ location and concluded that the
impact of this variable differs across industri€siod, 2005) although a firm conclusion
on this issue has yet to be established. Serialvemors may grow over the period
studied, but not to the extent where they are mgdo considered a small firm (500
employees). The data source for this variable esli-K SEC annual reports, as all the
firms in the dataset are public.

2. Age- continuous variable of firm age in 2002

This is the age of firm in years since inceptioinmFage is a differentiating factor
in many industries. This may be true even withmtiinge of workforce size (0 —500)
chosen by the Small Business Administration torgeéi small business. Firms of similar
age and size, draw on similar pools of resouraes Jigewise employ similar strategies

and administrative routines. They may react to rmvhental changes in a similar way,
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and may possess and exert comparable market pewerAldrich and Auster, 1986;
Chen and Hambrick, 1995; Hannan and Freeman, Xa\Eman, 1993; Pfeffer &
Salancik, 1978; Stinchcombe, 1965).

Their similarities in size and age are so strikimgt they identify with each other
and share experiences more effectively (e.g., Baiuand Usher, 2000; Davis and
Greve, 1997; Haveman, 1993; McKendrick, 2001). Ypfirms typically suffer from a
liability of newness (Stinchcombe, 1962) and ttifsct is exacerbated in agglomerations
where there is on average more intense compettimong similar firms (Sorenson and
Audia, 2000). Data for this variable originatesirthe 10 K SEC Annual report and if
no mention is made about the founding data, otherces such as the firm’s website or
the COMPUSTAT database were used.

3. R&D Expend9802 The average expenditures on R&D in a firm in geziod
1998 to 2002. Annual R&D expenditures of serial ovetor and control firms.
Knowledge production and the R&D efforts that ceeatew, economically useful
knowledge are spatially clustered (Audretsch andrikan, 1996; Moreno et al, 2005),
and the more firms spend on R&D the more likelytiell be located in a technology
cluster. Data on R&D expenditures are sourced fifzenfirm’s 10 K SEC annual reports
or the COMPUSTAT database as all the firms in thiaskt are public.

4. Industry dummies dummy variables for 11 industries that have beeine
using the three digit SIC (Standard Industry Cfassion) classification will be
included. As indicated earlier, industries for whitew economically useful knowledge

is important have a tendency to cluster more ircsphan do industries where new
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knowledge is less important (Audretsch and Feldri886). The SIC codes are provided
by the COMPUSTAT database and the firm’s 10 K SBEGual report.

5. Regional dummies dummy variables for four regions (CA = CalifanMA =
Massachusetts; REST = all other states) as firrtts gher levels of innovative prowess
can be found primarily in areas with a traditiorhigh tech manufacturing.

Since the dependent variables are either continaposunt measures and provided that
all the model identification conditions are sagsfithe econometric models to be tested
are:

For Hypothesis 1la & 1b:

E [CLQ | X4 = f( Innov_Prowess, Employ, Age, R&D9802, Indydixed effects,
Regions)

An OLS specification will be used to test this hipesized relationship.

The corresponding model to test Hypothesis 2 is:

P [# Research Universities { K= f( Innov_Prowess, Employ, Age, R&D9802, Indystr
fixed effects, Regions)

which will be tested using a zero-truncated negdbtivmomial specification (which makes
the assumption that each MSA in the dataset is loraeleast one research university).

The hypothesized relationships are depicted ireFig
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Fig 2. Innovative prowess and spatial outcome et
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H1b (0)
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Innovative
prowess

universities

Descriptive Statistics

Table 1 shows the descriptive statistics for tHesample (serial innovators plus

non-serial innovators) while Table 2 provides digdife statistics for the serial innovator

population (firms with high innovative prowess) amah-serial innovator (firm with low

innovative prowess) sample, respectively. The datbee statistics shed light on some

important characteristics and attributes of thaltdataset and the subsets, one of which

constitutes a population (the serial innovator fguset).
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Tablel. Descriptive statistics — Total dataset

Variable Obs Mean SD Min Max
Employees02 396200.12 145.67 2 500
Patents9802 394 22.31 33.22 0 451
R&Dexpend9802 394 14.08 14.97  0.02 98.6
Age 396 16.27 11.27 4 117
Chemicals 396 0.01 0.10 0 1
Machinerymfg 396 0.01 0.12 0 1
Computermfg 396 0.06 0.24 0 1
Communicatequip 396 0.07 0.26 0 1
Semiconductor 396 0.13 0.33 0 1
Navigationinstrum 396 0.03 0.17 0 1
Surgicalandmedical 396 0.13 0.34 0 1
Electricalequipm 396 0.03 0.16 0 1
Transportation 396 0.01 0.10 0 1
Pharmaceutical 396 0.39 0.49 0 1
Software 396 0.06 0.24 0 1
Miscellaneous 396 0.04 0.21 0 1
Packaging 396 0.01 0.07 0 1
Number of patent ref. 396 20.4 26.10 0 312.4
Number of science ref. 396 11.41 20.71 0 148.25
Cluster location quot. 396 4.17 7.10 0 69.41
# R1 Univ 396 1.24 0.37 0 4
CA 396 0.39 0.23 0 1
MA 396 0.11 0.31 0 1
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Table2. Descriptive statistics — Serial innovatod aon-serial innovator firms

Mean Mean Sig (two
Variable Obs SI Obs Non-SI Difference tail)

Employees2002 198199.76 198 200.48 0.72 ns
Patents9802 198 39.54 198 4.89 34.65 ok
R&Dexpend9802 197 17.11 197 11.06 6.05 ok
Age 198 14.71 198 17.83 3.12 *
Chemicals 198 0.01 198 0.01 0
Machinerymfg 198 0.01 198 0.01 0
Computermfg 198 0.06 198 0.06 0
Communicatequip 198 0.07 198 0.07 0
Semiconductor 198 0.13 198 0.13 0
Navigationinstrum 198 0.03 198 0.03 0
Surgicalanmedical 198 0.13 198 0.13 0
Electricalequip 198 0.03 198 0.03 0
Transportation 198 0.01 198 0.01 0
Pharmaceutical 198 0.39 198 0.39 0
Software 198 0.06 198 0.06 0
Miscellaneous 198 0.04 198 0.04 0
Packaging 198 0.01 198 0.01 0
# of patent references 19825.91 198 14.88 11.3 Fhk
# of science references 19812.87 198 9.94 2.93 *
Cluster Location quot 198 4.799 198 3.54 1.25 *
# R1 Univ 198 1.62 198 1.12 0.50 **
CA 198 0.46 198 0.32 0.14 i
MA 198 0.10 198 0.12 0.02 ns

*10%, ** 5%, *** 1%
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In total, 396 analytically useful public firms ameailable for further analysis as
can be seen from Tablel. The average firm in tta tiataset employs 200 people
(Employees2002) over the five year period studtaerage R&D expenditures
(R&Dexpend9802) are just over $14 million over gegiod of five years and the average
firm is of adolescent age (16) and has had gra22goatents in the period studied. Most
firms in the dataset operate in just a handfuhdistries typically characterized as
knowledge-intensive - Pharmaceutical (38.8 %), Batg Medical devices (13.2 %),
Semiconductors (12.7 %) — with smaller represemmatof firms in both high technology
and more traditional industries. Half of the firan® located in only two states, California
(39%) and Massachusetts (11%). Table 2 indicatdsltere are significant differences
between serial and non-serial innovator firms imtepatents (Patents9802), R&D
expenditures (R&DExpend9802), Age. In additionjadennovator firms have patents
that have significantly more references to othéema (# of patent references) and the
scientific literature (# of science referencesnthan-serial innovator firms. The state of
California (CA) is also home to more serial inn@rdirms than non-serial innovators.

Table 3 provides a geographic summary of the logaif serial and non-serial
innovator firms. Serial innovator firms exhibit@tig geographical concentration patterns
with three US states (CA, MA, NY) playing host imast 60 percent of all serial
innovator firms. Their non-serial innovator indystounterparts appear slightly less
concentrated in the same three states (53 per. €mte again confirming previous
studies (Audretsch and Feldman, 1996, Rosenblo66Y, and others) the pre-eminence
of three states, California, Massachusetts, and Xenk in terms of innovation and

innovative activities is reflected in both tabléthaugh more so in terms of concentration
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in the serial innovator firm dataset than in thae4serial innovator dataset. These states,

especially CA and MA coincidentally house the naisqoremier research universities as

well as existing concentrations of high tech atfivi

Table3. Geographic summary — by Firm Type

Non-
Si Sl
Metropolitan Statistical Area firms  firms
San Jose-Sunny Vale-Santa Clara, CA 46 24
San Francisco-Oakland-Fremont, CA 20 12
Boston-Cambridge-Quincy, MA 18 25
San Diego-Carlsbad-San Marcos, CA 14 11
New York-Northern New Jersey-Long Island, NY-NJ 13 19
Los Angeles-Long Beach-Santa Ana, CA 8 14
Minneapolis-St. Paul-Bloomington, MN 8 8
Philadelphia-Camden-Wilmington, PA-NJ-DE 6 5
Austin-Round Rock, TX 4 4
Seattle-Tacoma-Bellevue, WA 4 6
Salt Lake City, UT 4 0
Chicago-Naperville-Joliet, IL 4 4
New Haven-Milford, CT 3 3
Dallas-Forth Worth-Arlington, TX 3 5
Houston-Sugarland-Baytown, TX 3 1
Durham, NC 3 1
Bridgeport-Stamford-Norwalk, CT 3 1
Worcester, MA 3 0
Miami-Fort Lauderdale-Miami Beach, FL 2 5
Washington-Arlington-Alexandria, DC-VA 2 8
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Las Vegas-Paradise, NV

Santa Barbara- Santa Maria, CA
Madison, Wi

Fort Collins-Loveland, CO

Palm Bay Melbourne-Titusville, FL
Youngstown-Warren-Boardman, OH
Richmond, VA

Vallejo-Fairfield, CA
Orlando-Kissimmee, FL
Trenton-Ewing, PA-NJ
Atlanta-Sandy Springs-Marietta, GA
Santa Rosa-Petaluma, CA
Omaha-Council Bluffs, NE
Portland-Vancouver-Beaverton, OR
Boulder, CO

State College, PA
Albany-Schenectady-Troy, NY
Manchester-Nashua, NH

Colorado Springs, CO

Burlington, NC
Detroit-Warren-Livonia, Ml

Rural

St Louis, MO
Phoenix-Mesa-Scottsdale
Denver-Aurora

Gainesville

Oxnard-Thousand Oaks-Ventura, CA
Grand Rapids-Wyoming, Ml
Lansing-East Lansing, Ml

Providence-New Bedford-Fall River, Rl



Pittsfield, MA 0 1

Sacramento-Arden Arcade-Roseville, CA 0 1
Syracuse, NY 0 1
Chattanooga, TN 0 1
Hartford-West Hartford-East Hartford, CT 0 1
Tampa-St Petersburg-Clearwater, FL 0 1
San Antonio, TX 0 1
Cape Coral-Fort Myers, FL 0 1
Birmingham-Hoover, AL 0 1
Evansuville, IN 0 1
Hudson, NY 0 1
Total 198 198

Significant differences can be noted in the ratpaiénting across industries and
between the population of serial innovators andctireesponding sample of non- serial
innovator firms as could have been expected baseuioselection procedure for firms
(see Table 4). Not surprisingly, since this wasngportant sample selection criterion,
serial innovator firms patent at much higher réites an average firm in the full dataset.
Noteworthy is that the Electrical Equipment indyssrthe most patent-intensive industry
closely followed by the Navigation & Detection irglty and at a larger distant the
Pharmaceutical industry, at least in the seriabuator population.

It is a surprising pattern, all the more sinceHhectrical EQuipment and
Navigation & Detection industries do not receive fame amount of academic
examination as the more well-known and heavilyaeseed Semiconductor,
Pharmaceutical & Biotechnology and IT (Computer &dEronic Manufacturing,

Software Services, and Communications Equipment)stries. In the non-serial
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innovator sample we observe a pattern that holderfeurprises with the most active
patentees in the Communications Equipment, Semigzod Navigation & Detection,
and Computer & Electronic product manufacturingsely followed by the
Pharmaceutical industry. Across all industries weersignificant differences (at least at
the 5 % confidence level) in the number of patéimt$avor of the serial innovator firms)
often approaching or exceeding an order of magaitud

The patterns we observe in patent behavior arelgitsacked by the average
R&D expenditures over the five years studied wiibeePharmaceutical and
Biotechnology industry is the most research-intemg¢on average $24 million in R&D
expenditures in the period 1998 to 2002) in theakamovator firm population, followed
by the Electrical Equipment industry and with treericonductor and Navigation &
Detection industries trailing in third and fourtlage (see Table 4). R&D expenditures for
all industries have increased over the five-yeaiopeexamined, except in the
Communications Equipment industry that went intteap crisis after the bursting of the
Internet bubble in late 2000 and 2001 and the sples# negative impact on the
telecommunications industry. An interesting findingm Table 4 is that R&D
expenditures in the Computer & Electronic Produahafacturing, the Communications
Equipment, the Semiconductor, the Navigation & D&be, and the Surgical & Medical
devices industry do not differ significantly betwegerial and non-serial innovator firms,
suggesting higher efficiencies or at least progessamong serial innovator firms in
those industries to patent relative to their namasenovator firm peers. This raises an

interesting question that warrants closer exanonat future research.
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Table4. Differences of means of patents and R&Deagiures

Variable Mean (SI) Mean (Non SI) Indyst Sign (2-tailed test)

Patents9802 31.07 4.87 Comp&itEfectronic Fhx
34.66 7.50 Communications pqui ***
38.80 5.95 Semiconductor el
54.60 5.66 Navigation detectio  **
28.26 4.42 Surgical and MeHdica  ***
58.80 4.50 Electrical Equipm il
43.74 4.62 Pharmaceutical el
39.58 2.08 Software & Sergice =~ ***

R&DExp9802 13.02 10.23 Computer &dHlenic n.s.
12.00 15.29 Communications Equipn.s.
15.16 14.21 Semiconductor S.n
15.04 10.41 Navigation detection s.n.

7.97 6.40 Surgical and Medical .s.n

22.61 4.09 Electrical Equipm *hx
24.03 14.03 Pharmaceutical *hox
12.03 5.31 Software & Services ok

** significant at 5%; *** significant at 1%; n.s.at significant

Table 5 depicts a means test of the Cluster Lac&iootient in order to see how
different the population of serial innovator firissfrom the sample of non-serial

innovator firms along that dimension. From this [glienstatistical test, one can observe
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that overall, serial innovator firms are locatedMiBA areas with significantly higher
values for the location quotient (p<0.05) than senal innovator firms. The average
serial innovator firm is located in an MSA with laster location quotient of 4.79
whereas the non-serial innovator firm is locatednnMSA with a cluster location
quotient of 3.54, substantially lower. It is fair¢onclude that serial innovator firms are
located in agglomerations wigtronger regional specializatiotnan their non-serial
innovator firm counterparts.

Table5. Means-Test-Cluster Location Quotient déferes by Innov_Prowess

Variable Mean (SI) Mean (Non SI) Isthy Sign (2-tailed)
Cluster Location
Quotient
4.79 3.54 All i
13.66 8.99 Semiconductor *
2.87 2.05 Pharmaceutical *
2.79 0.79 Navigation **
4.08 4.65 Computer Mfg ns
3.64 3.87 Communications ns
Equipment
2.89 3.75 Surgical and ns
Medical Dev
6.58 3.74 Electrical ns
Equipment
6.23 4.71 Software Services ns

* significant at 1%, ** significant at 5%, n.s. neignificant

The pattern of agglomeration is particularly stramghe Semiconductor,
Pharmaceutical and Biotechnology, and NavigatiahBetection industries. For

instance, the average serial innovator firm inSeeniconductor industry is located in an
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MSA with a cluster location quotient of 13.66 iratlindustry versus the average non-
serial innovator firm which is located in an MSAtlwa cluster location quotient of 8.99.
Again, both types of firms appear to be locatedrgms with strong regional
specialization in semiconductor technology butdégal innovator firms happen to be
located in the ‘stronger’ cluster. Only in the ca$serial innovator firms in the
Navigation, Detection & Instrumentation sector, cae confidently state that the
average serial innovator firm is located in a tedbgy cluster whereas an average non-
serial innovator firm in that industry is locatedtside a technology cluster (using the
conceptual cut-off value of 1 used to define atiocaquotient).

In the other industries no statistically signifitdifferences in MSA cluster
location quotients can be observed between serthhan-serial innovator firms.
However, Table 5 indicates that firms in these stdas are all located in MSAs with
certain levels of regional specialization and @natrage firms in the Electrical
Equipment and Software Services industries apelae tocated in rather strong
technology clusters.

The bivariate correlation matrix is depicted in [Ea6 and the largest correlation
coefficient that is statistically significant is24p<0.05) between R&Dexpend9802 and
Employees9802, and hence there is no cause foeoofar multi-collinearity problems.
This is further confirmed by an analysis of theiaace inflation factors (VIF), where no
individual variance inflation factor is larger thaf and the mean of the VIF factors is
not considerably larger than 1, two rules of thumbd for evaluating multi-collinearity

problems (Chatterjee et al, 2006).
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Table6. Bivariate Correlation matr

1. Innov_Prowess

2. Employees9802 -0.0C

3. Age 014  0.22

4.R&Dexpend9802 0.20  0.42 -0.17

5. Computermfg 0.08 0.0 0.0¢ -0.0z

6. Communicatequip 0.01 0.08 0. -0.01 -0.07

7. Semiconductor 0.02 0.0 -0.0¢ 0.0 -0.1C -0.11

8. Navigationinstrur -0.03 ~ 0.13 0.17  -0.0z -0.04 -0.08  -0.07

9. Surgicalandmedicat0.04 ~ -0.0¢ -0.0¢  -0.18 -0.10 -0.11 -0.15 -0.07

10. Electricalequip  -0.01  0.05 0.C -0.0z  -0.04 .0.0E  -0.06 -0.05 -0.0€

11. Pharmaceutical 0.0z  -0.19 -0.18 027 -020  -0.22 -030 -0.14 -0.31 -0.13

12. Software -0.0C  0.0. -0.01 -0.0¢ -0.06 -007 -0.1C -004 -0.10 -0.04 -0.20
13.Miscellaneous  -0.02  0.16 0.24  -0.12 -0.0% -0.06 -0.06 -0.04 -0.06 -0.04 -0.17 0.05

* significant at 5%

65



Analysis and Results

Hypothesis test for firm location

To verify whether small technology-based with higbels of innovative prowess
are located in MSA with higher levels of industilglomeration three distinct
regression models are tested. The first model (0.$pble 7 is the fully specified
model and includes all the industry fixed effedise focal dummy variable
(Innov_Prowess) is insignificant suggesting thatéhis no statistically significant
relationship between the level of innovative prosvasd industry clustering,
disconfirming Hypothesis 1a.

The key explanatory variable ‘Innov_Prowess’ howgweay be endogenous and
both this variable and the dependent variable neagdbtermined simultaneously by other
variables that are now incorporated in the regoessiror ternr’. To address the
endogeneity problem, two instrumental variablesawdentified and tested and a two-
stage least squares regression procedure wasdppherify the correct impact of the
explanatory variable of interést

A side-by-side comparison of the original OLS regien analysis with the full

two-stage least squares (28) Bgression results using the original matchedpbeais

13 A residual analysis revealed that there is a disbkr pattern between our key
explanatory variable and the residuals (and bynsxd@ the error term), an indication

that the relationship between Innov_Prowess andépendent variable may be
endogenous

two instrumental variables used to address thentiatendogenous nature of the key
explanatory variable are: (1) Managers, professsomad technicians in the MSA as a
share of the total workforce in 2002, and (2) thepprtion of university degrees in
Science and Engineering in the MSA as a shareeotofal number of degrees awarded in
the MSA in 2002.
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Table7. Determinants of serial innovator firm lacatusing OLS and 2SLS (stage 2)

DV = Cluster Location Quotient oLS 2sts 2SLS
Innov_Prowess 0.631 0.321 0.148
(1.15) (0.25) (0.18)
Employees 2002 0.003 0.003 0.001
(1.52) (1.39) (0.37)
Age -0.049 -0.042 -0.039
(1.79) (1.81) (0.97)
R&D Expend 9802 0.011 0.013 0.057
(0.23) (0.52) (1.24)
Computer and Electronic Product Manuf  1.421 1472  0.873
(1.29) (0.53) (0.57)
Communications Equipment Manufacturing 0.893 0.813 0.281
(0.98) (0.81) (0.19)
Semiconductor and related Electronics 8.330 8.291 6.140
(3.71) (3.27) (3.42)
Navigational, detection, measuring, control -1.050  -1.112 -0.740
(1.64) (1.61) (0.38)
Surgical and medical devices and equipment 0.692 .6120 0.724
(0.93) (0.78) (0.53)
Electrical Equipment, Appliances, compon 2.231 12.1 0.741
(0.83) (1.34) (0.37)
Pharmaceuticals and Biotechnology, Diagn -0.281 0.437 -0.524
(0.63) (0.94) (0.54)
Software and Services 2.591 2.314 1.044
(2.52) (2.83) (0.83)
CA 1.632 1.531 1.327
(1.73) (1.79) (1.87)
MA 1.293 1.104 1.394
(1.04) (1.26) (1.35)
Constant 2.121 2.342 2.548
(2.51) (2.38) (2.14)
Observations 383 378 378
R 0.19 CentR0.197 0.142
F 5.26 4,67 4.32°

t statistics in parenthesésig.10%:; * sig.5%:; ** sign.1%; # sample 1, + saepl
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depicted in Table 7. The results of the two-st&get square regression analysis are
consistent in terms of the sign and significancparhmeter estimates with the OLS
results. The coefficient on the parameter of irdehenov_Prowess is about half the size
compared to the one in the OLS specification ambissignificant, suggesting support
for Hypothesis 1b. To further test the robustndghkie result, another matched sample
was created using the same procedure as was usezhte the first matched sample. The
results are depicted in the third model in Tableohfirming the results found earlier.
Robustness Checks

To verify whether the results are not biased byhilge amount of small firms
located in three prominent technopoles in the W8iteer dataset was developed from
which (serial and non-serial innovator) firms ie tbriginal dataset that are located in the
San Francisco Bay area, the Boston are, and theaRésTriangle Park region were
removed. The regression model yields very siméaults as those above, indicating that
these three regions do not distort the outcombeptevious analysis.

Separate two-stage least squares regression nwelesleveloped for the
Pharmaceutical & Biotechnology industtyThe results are depicted in Table 8 and show
that the parameter estimate of interest, Innov_Bsswis significant (p<0.05) providing
support for Hypothesis 1a. The result is robusbssthe second matched sample as well.

A similar analysis for the IT hardware industry (@auter and Electronic Manufacturing,

> Two instrumental variables were identified to agdrthe potential endogenous nature
of the locational preference of Pharmaceutical &t&chnology firms. The first
instrumental variable is the amount of academic R&mding in the MSA in 2002 and
the second instrument represents the proportialegfees in the Sciences and
Engineering in the MSA out of the total number oiversity degrees granted in the
MSA in 2002
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Communications Equipment, Semiconductor, and Naigigal & Detection industried)
is depicted in Table 9. The results reveal thatdiwith higher levels of innovative
prowess are located in MSAs with higher averagelteof industrial specialization.

Table8. Determinants of locating in a biotechnolotyster (stage 2)

Sample 1 Sample 2
Innov_Prowess 3.213 2.177
(2.39) (1.93)
Employees 9802 0.007 0.004
(3.32) (1.82)
R&D Expend 9802 -0.034 -0.037
(1.83) (1.37)
Age -0.027 -0.005
(0.82) (0.19)
CA 2.345 2.187
(1.98) (2.35)
MA 1.637 1.751
(2.24) (2.03)
Constant 0.651 1.748
(1.64) (2.13)
F(4, 145) 5.31 4.34
Uncentered R 0.487 0.448
Observations 147 149

Absolute value of t statistics in parentheses, HarkStatistic (over-identification test of
all instruments): 0.012 Chi-sq (1) P-val = 11.96; Hansen J statistic: 0.003 Chi-sq(1)
P-val = 0.9539; T significant at 10%; * significatt5%; ** significant at 1%

®The two instruments used for this analysis arentimaber of patents per 1000
inhabitants and the level of support for acaden&dR
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Table9. Determinants of locating in IT hardwarestéus

Sample 1 Sample 2
Innov_Prowess 8.467 6.239
(1.84) (2.31)
Employees 9802 0.007 -0.001
(0.79) (0.32)
R&D Expend 9802 0.052 0.142
(0.52) (0.82)
Age -0.37 -0.088
(1.45) (1.74)
CA 2.872 3.428
(2.51) (2.43)
MA 1.482 2.327
(2.33) (2.04)
Constant 2.831 2.314
(0.74) (0.93)
F(4, 145) 3.94 3.14
Centered R 0.110 0.127
Uncentered R 0.243 0.356
Observations 104 107

Absolute value of t statistics in parentheses, HarkStatistic (over-identification test of
all instruments): 0.012 Chi-sq (1) P-val = 11.96; Hansen J statistic: 0.081 Chi-sq(1)
P-val = 0.7755; T significant at 10%; * significatt5%; ** significant at 1%

Hypothesis Test for # of Research Universities
To test the second proposition of this essay —fitms with high levels of
innovative prowess are more likely to be locateMBAs with a higher number of

research universities, a number of count regressiatels were developed . The
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parameter coefficients are reported as incideneeratios (IRR) for ease of

interpretation’.

Table10. Determinants of spatial proximity to aegash university

Innov_Prowess
Employ

Age

R&D9802

Computer Mfg
Communication Equip
Semiconductor
Navigation

Surgical Dev
Electrical Equip
Pharmaceutical
Software and Services
CA

MA

Pseudo R squared
Obs

# R-1 Univ

1.121
(2.14)
0.957
(1.47)
0.997
(0.79)
1.009
(2.44Y

1.121

(0.63)

1.162
(0.79)
1.321

(1.52)
0.924
(0.20)

1.251

(1.72)

1.214
(0.98)
1.141
(1.93)
1.043

(0.12)
1.173
(2.33)
1.423
(2.08)

0.025
368

# R-1 Univ "

1.104
(1.84)
0.984
(1.95)
1.002
(1.64)
1.006
(3.03)"
1.433
(1.61)
1.314
(1.58)
1.302
(1.53)
1.313
(1.15)
1.370
(1.69)
1.523
(1.74)
1.362
(1.74)
1.170
(0.74)
1.232
(1.99)"
1.581
(2.13)
0.034
367

t statistics in parentheses * p<0.10, ** p<0.05% px0.01; the two models report

incidence rate ratios (IRR); * second sample ofsennl innovators

7 A zero-truncated negative binomial was selecteceutite assumption that the data is

truncated at zero and that over-dispersion wilbbgerved in the dataset.
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The first model in Table 10 shows that the variadflaterest, Innov_Prowess is
positive and significant (p<0.05) confirming Hypesis 2. Firms with a high level of
innovative prowess (serial innovators) are locatedSAs with 12.1 % more research-
intensive universities than for firms with much lewevels of innovative prowess (non-
serial innovators). Firms in the pharmaceutical sindjical device sectors in particular
are located in MSA’s with significantly more resgauniversities vis-a-vis firms in the
miscellaneous sector (the reference category), %dahd 25.1 % respectively. Using a
second matched sample we observe a weaker relaifofs<0.10) as indicated by the
second model in Table 10. The explanatory powéotth models is weak although the
models overall are statistically significant (p<D.0
Robustness Checks

Two additional analyses have been performed folifdnsciences and the IT
hardware industries as illustrated in Tables 11 Hhdespectively. The first model in
Table 11 using the original matched sample suggleatshe level of innovative prowess
of life science firms is indeed related to the nemtif research-intensive universities in
the focal firm’s MSA (p<0.10). Life science firmgativ high levels of innovative prowess
— serial innovator firms — are located in MSA aredh on average 6.4 % more research
universities than less innovative biotech firmse Bame analysis using the second
sample reveals no such relationship between thet &dwnnovative prowess and the
number of research universities in the MSA, as shbwthe second model in Table 11.
A similar analysis was performed for firms opergtin the IT hardware sector
(semiconductor, communications equipment, comp&tellectronic product mfg, and the

navigational, detection & instrumentation indust}i€l he results reveal strong support
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Tablell. Determinants of spatial proximity to resbauniversities for life science firms

#R-1Univ  #R-1Univ"
Innov_Prowess 1.064 1.039
(1.71) (1.60)
Employ .9984 .9999
(2.23) (1.73)
Age .9920 9923
(0.52) (0.58)
R&D9802 1.005 1.006
(2.31) (1.97)
CA 1.323 1.287
(1.84) (1.92)
MA 1.442 1.394
(2.11y (2.34)
Pseudo R squared 0.016 0.011
Obs 147 147

t statistics in parentheses * p<0.10, ** p<0.05t px0.01; * second sample of non-serial
innovators; both models report incidence rate safiBR)

for Hypothesis 2 (see Table 12). The first mod@hgishe first matched sample indicates

that IT hardware firms with high levels of innowegiprowess reside in MSAs with on

average 23.1 % (p<0.05) more research universfiastheir IT hardware peers with

much lower levels of innovative prowess.

The second model that used the second matchedegiajuls a similar though

statistically weaker result (p<0.10). Using a nagabinomial regression model

specification that does not make the assumptianetlich MSA should have at least one

research university, yielded very similar results.

73



Table12. Determinants of spatial proximity to resbauniversities for IT hardware firms

Innov_Prowess
Employ

Age

R&D9802

CA

MA

Pseudo R squared

Obs

# R-1 Univ

1.231
(2.10)
1.003
(0.25)
.9932
(1.37)
1.004
(0.65)
1.173
(1.84)
1.203
(2.13)

0.043

104

# R-1 Univ®

1.184
(1.74)
.9985
(0.69)
1.006
(1.72)
1.005
(0.89)
1.148
(2.11)
1.188
(2.32)
0.026

107

t statistics in parentheses * p<0.10, ** p<0.05t px0.01; * second sample of non-serial
innovators; both models report incidence rate safiBR)

Discussion of the results

The first part of this essay sought to examine Ywbiea statistically significant

relationship can be observed between the levelffioinés innovative prowess and the

degree of industrial clustering in the focal firnWkSA. The results appear to indicate that

as a whole, firms with high levels of innovativewess do not seem to be located in

MSAs with higher levels of industrial clusteringathfirms with much lower levels of

innovative prowess. This seems to suggest thavatie prowess is not a discriminating

factor in the way firms decide to locate in indigtagglomerations to benefit from both

pecuniary and spillover advantages offering supfoordypothesis 1b. Firms operating

in the Semiconductor and Software & Services imishlso appear to be located in

74



MSAs with significantly higher levels of industriagglomeration as do firms located in
the state of California (see Table 7).

However, distinct differences can be observed wirenlooks at individual
industries or a group of related industries. Fauyisin the pharmaceutical and
biotechnology sector alone, one can observe tloétdiinology firms with higher levels
of innovative prowess are indeed located in MSAh Wigher average levels of
specialization in biotechnology across two matcsetples. Pharmaceutical and
biotechnology firms in CA and MA are also locatadMSAs with significantly higher
levels of industrial agglomeration than those m st of the country. There is weaker
evidence that the same is true for firms in théadfdware sector. These two industry-
level analyses appear to support Hypothesis larbiggneity in terms of innovative
prowess is associated with different needs for kattwledge spillovers and pecuniary
advantages and the need to locate in a strongtimaluduster at least in these two
important high tech industries. Firms with higherdls of innovative prowess are
knowledge spillover-seeking entities that needeeykin very close contact with and
remain attuned to the needs of customers who &a ob-located in industrial clusters.
In doing so, these firms will significantly redutsehnological and market uncertainties
and will improve their chances for competitive sual.

The second part of this essay sought to elucit&t@itoximity of firms with
differential levels of innovative prowess to théestific establishment in their locale.
The hypothesis that firms with higher levels ofamative prowess - a capability built in
part through the reliance on scientific knowledgee located in closer spatial proximity

to research universities than firms with much lovesels of innovative prowess was
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confirmed across two matched samples. The resulisate that firms with high levels of
innovative prowess are consistently located in M8&&k a higher number of research
universities than firms with much lower levels nhovative prowess. Innovative prowess
- a key feature of serial innovator firms — is arfpdeveloped through cross boundary
learning with entities doing mostly exploratoryeasch i.e. universities. Since a lot of
scientific knowledge is incipient and tacit, locetiin areas with a larger number of
research universities facilitates the transfer@ods-boundary learning by the innovative
firm. Noteworthy is the fact that firms in the gatof CA and MA are located in MSAs
with a significantly higher number of research @msities than those in the rest of the
country. This can possibly be ascribed to the &iliwalley (treated here as a Combined
Metropolitan Statistical area) and Boston areastibase a disproportionate number of
serial innovator firms and are home to a significammber of research universities.
Further analysis at the industry level confirms thiincipal finding. In the life
sciences industry (Pharmaceutical & biotechnolegyl surgical & medical device
sector) a weak relationship between innovative pgsaof life science firms and the
number of research universities in the MSAs co@abserved. However, such a
relationship did not hold up in the second matcbetple. One explanation for that is
that more than 60 matches in the sample were ‘lawethe sense that the non-serial
innovator firm was an indirect competitor with ayédifferent technology and market
focus than the focal serial innovator. This mayehdistorted the results. Across both
samples one observes that firms in CA and MA atatkx in MSAs with significantly

more research universities than firms located énrést of the country.
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A second industry-level analysis, in this caseltheardware sector (a collection
of four 3-digit SIC level industries) confirmed th&ain finding that IT hardware firms
with higher levels of innovative prowess are makely to be located in MSAs with
more research universities than IT firms with mimker levels of innovative prowess.
Using a negative binomial regression specificatimtead of a zero-truncated model

yielded very similar results across the board.

Conclusion

This essay empirically demonstrated that the canalepnovative prowess —
firm-specific technological capabilities that eredbmall firms to sustain their innovative
edge — is useful in delineating the spatial prefees of small, technology-based firms
across a range of industrial sectors. Firms initmgortant industries, the pharmaceutical
& biotechnology and the IT hardware industries vehdifferently in their location
preferences vis-a-vis their location in MSA witlgher levels of specialization. More
specifically, firms with high levels of innovatiygowess are on average located in MSAs
with stronger technical specializations than finwigh much lower levels of innovative
prowess.

The innovative prowess of serial innovator firms baen built and maintained in
part by locating in areas with high levels of inuliad clustering. The empirical results
suggest that beyond benefiting from pecuniary athges, firms with higher levels of
innovative prowess appear to seek knowledge spittofrom their immediate
environment. Firms with high levels of innovativewess also appear to be located in
MSAs with more research universities suggestingfiimas with very advanced

technological capabilities that sustain cuttingedmovative activities enhance their
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organizational and technological learning by laogin areas with a larger number of
research-intensive universities. In other wordspgiwith higher levels of innovative
prowess built and maintain this capability by la@cgthear research universities to both
benefit from pecuniary and knowledge spillover adages.

The theoretical framework presented in this essaglves around the central
concept of knowledge spillovers and heterogeneiidmth the sources of spillovers and
abilities of small firms to take advantage of knedge spillovers. The framework was
empirically validated in full for small, highly iravative firms with high levels of
innovative prowess in the pharmaceutical & biotextbgy and IT hardware industries.
The framework explains an asymmetric need andarsgpillovers that originate from
heterogeneous institutional sources by firms witfedng levels of innovative prowess.
However, for firms in other industries the framelvaras only partially validated in the
sense that firms with high levels of innovativepess operating in those industries
appear to have a higher need for knowledge spithvey from research universities than
firms with low levels of innovative prowess. Thepganatory power of the theoretical
framework is robust at least so for firms in thaphaceutical and IT hardware sectors
but empirical results indicate that the frameworkymot be universal across all
industrial sectors, and that other contingent figctoay apply.

Future research efforts should examine other aspéthe innovative prowess
construct and tie it to e.g. firm performance Maliea other than the ones discussed in this
dissertation, such as survival or profitability.témms of limitations one can argue that
the dichotomization between firms with high and lewels of innovative prowess will

lead to a loss of information in the data.
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ESSAY 2: PERFORMANCE DIFFERENTIALS AND INDUSTRIAL

CLUSTERING

Introduction

This essay examines whether geographic clustefiagts firm performance,
more specifically upstream innovation performangerationalized here as the pace of
technology development and the number of new proglucouncements. That is, do
serial innovator firms located in MSA areas witlgthlevels of industrial agglomeration
perform differently than serial innovator firms tlzae located in MSA areas with lower
levels of industrial clustering? Or does theiristads proven (serial) innovators make
their innovative performance invariant to industdlstering? This question will be
explored and two distinct dimensions of the upstr@anovation process will be assessed
in this respect.

That industrial clustering has beneficial effeatsfiom performance in general,
and innovation performance in particular has bestabdished and reported in the extant
literature (Baptista and Swann, 1998; Beaudry are$@hi, 2003; Folta et al, 2006) but
no one has examined firm performance differentals to industrial clustering in an
unusual population of serial innovator firms. Twmednsions of upstream innovative
performance will be assessed of which one is unémekeserves as a measure of the pace
of technological progress of the technology theafis commercializing.

Why are these measures of upstream innovatiomgortant to the long-term

competitiveness and survival of small firms#m innovative performance is of
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paramount importance in today’s high velocity magvironments in which most if not
all of these serial innovator firms are operatiNgw product development is a critical
component of corporate strategy because it carsée 1o leapfrog competition, create
entry barriers, establish a leadership positioa product segment, open up new
distribution channels, or attract new customeiisigrove the firm’s market position
(Clark and Fujimoto, 1991; Wheelwright and ClarR92). Due to shortening product life
cycles, the strategic importance of new produchwation is growing to address
competitive, technological, and customer challer{@alk and Hout, 1990; Wheelwright
and Clark, 1992). At the same time contractiorhmltfe span of products implies that
the speed by which new technologies are develapkkkly to be a key determinant of
firm competitiveness as well.

This essay is structured as follows. The next araiiill briefly review the
literature on the relationship between industriastering and firm performance. In
addition it will elaborate on a proposed theorétinadel that explains the role of
location in the technological learning processiwh$ and two principal hypotheses will
be developed that posit how industrial clusteriraynmpact upstream innovation
processes. The data set, variables, and the apaaltiation of the variables will be
discussed in the third section. The fourth seatibtine essay highlights the results of the
empirical analysis along with a discussion of tbsults. Finally, the last section provides

some concluding remarks.

Theory and Hypothesis Development
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This essay will examine whether industry clustgiimfluences the innovation
processes and the outcomes of the upstream pitae afnovation process of small firms
that we know excel at technological learning. Thstteam part of the innovation process
encompasses the activities ranging from idea géoaraesearch and development, new
product development, and culminates in the indgr@iouncement of a new product. The
downstream part of the innovation process comprisa®eting, distribution, and the
actual sales of the product (Tidd, Bessant, andtPa001).

Regions with high levels of industry clusteringredeen found to influence the
operations, behavior and performance of the fimeated within them as will be
discussed below. Firm performance is a multidimamedi construct and includes
financial, economic impact, social, and innovativetrics. This paper specifically
focuses on the innovative performance of the find #he outcomes of the technological
learning process expressed asrtdte of new product announcemeatslthe pace by
which the technology developed by the serial intayvarogresses.

The finding that increased innovative firm perfame is associated with their
location in areas with high levels of industrialstiering has held empirically across
several performance measures including new pradtroductions (Deeds et al, 1997),
sales growth (Canina, Enz and Harrison, 2005) anddurvival (Folta et al, 2006;
Sorenson and Audia, 2000; Sorenson and Stuart)2803ange of benefits have been
identified that accrue to firms located in techmyl@lusters compared to those in isolated
areas, although there are contingencies that apply.

Porter (1998) argues that with increased leveisdustry clustering firm

performance is affected by the intensity of loaahpetition which in turn serves as a
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strong impetus for cluster-based firms to innovaterder to compete and survive in the
local environment. In a sense, he argues that iriduslusters require firms located in a
cluster to be more innovative than those locatadalated areas. Porter offers no strong
(statistical) empirical evidence and restricts hath® case studies however.

Other scholars found that the presence of sirfiflaus in a particular geographic
location generates demand externalities that le@ucteased financial performance
(Chung and Kalnins, 2001). The same authors fobatstallfirms located in clusters
were benefiting the most in terms of increasedmaeeThese firms appear to leverage
the influx of customers that are drawn to clusbteations by the reputations of the larger
firms in the cluster in that it enables the smiathfto present their offerings to these
customers. Cluster-based serial innovator firmsldiappear to be in a prominent
position to benefit from new customers flockinghe cluster location.

Other contingencies are associated with receibengefits from areas with high
levels of clustering. For example and not surpglsinfirm survival rates decline with
cluster size which suggests that firms, and esjpesiaall firms, may be at a
disadvantage by locating in a large cluster wherapetition is likely to be more intense
than in a smaller cluster (Folta et al., 2006). iGirty, Shaver and Flyer (2000) found
that firms in areas with high levels of industrystiering face higher risks for failure but
noted that ‘weaker’ firms were able to receive muoeaefits from cluster locations than
‘stronger’ firms. This and other research sugdest hew or younger may be more likely
to benefit from a cluster location than more essaleld firms precisely because of the
lack of path dependency, established routines|amer size (Shaver and Flyer, 2000;

Chung and Kalnins, 2001).
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Another contingency that influences the extent quiity of benefits from a firm
cluster location is corporate strategy (Canind,e2@05). Specifically, established firms
pursuing a diversification strategy and locatednrarea with high industry clustering
achieved better performance than firms in simid@ations pursuing a low-cost strategy.
Likewise, Baum and Haveman (1997) found that fithag successfully differentiated
themselves from others in the cluster location &better chance of survival than those
that did not.

Given their innovation intensity, serial innovatoms are likely pursuing
diversification or niche strategies and are therethstinct in their strategies from their
peer firms in a cluster. As successful productedéhtiators they have better chances to
withstand competition within a cluster and therefbave better survival chances in line
with the findings of Baum and Haveman (1997). Téetisn above provided a brief
overview of the impact of industry agglomerationfism-level performance outcomes
along with the contingencies that may moderateithgact. The next section will start
highlighting the theoretical underpinnings how farmay benefit from their geographical

location.

Clusters, knowledge spillovers, and innovation peses

The arguments in the previous section shed sazhedn what conditions higher
levels of firm performance are being observed foster-located firms relative to firms
in isolated areas. Some scholars attribute thergupeerformance of cluster-based firms
to the fact that they have easier access to kn@elegillovers, and specifically the tacit-

related component of knowledge spillovers (Deeds,€t997; Bell, 2005). One may,
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however, not overlook the pecuniary advantagesadet! interdependencies that are in
principal available to all firms located in an irgtitial cluster (Storper, 1997). These
traded interdependencies typically lead to allssofteconomies (scope, scale,
transaction, functional such as R&D etc.) and albbwster-based firms to operate more
efficiently.

Knowledge spillovers are the direct or indirechwwary transfer of various forms
of knowledge from one entity to another at no ¢oshe recipient(s). These spillovers
are the byproduct of research activities by otmgities such as other private firms in the
same (Audretsch, 1998) or another industry (FE¥)2; Jacobs, 1969), universities or
other institutions that perform research relevarthe recipient(s) of the spillovers.
Knowledge spillovers are important since it inforthe recipient(s) of the knowledge
spillover about the technological direction andeleaf progress of the spillover originator
(Brown and Duguid, 2000). Furthermore, knowledgéasgers provide a vantage point
from which new market opportunities can be obsearmtlentrepreneurs are argued to be
the primary beneficiaries (Audretsch and Keilb&d0)4).

It is possible that serial innovator firms miglatvie unique abilities to absorb
knowledge spillovers and to ‘read’ them better ttiair peer non-serial innovator firms
as has been verified in the first essay. Thistgtgtn in part be explained by the high
levels of innovative prowess they built up throwigmificant investments in formal R&D
activities and easy access to external knowledgeces. Serial innovators, being at the
forefront of the technology in their respectivetsex, are also likely to be major sources

of knowledge spillovers.
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Technological spillovers do contribute signifidgrib the development and
exploitation of a firm’s innovative capabilitiescithat’s one reason why foreign firms
often locate subsidiaries in a cluster locatiosdove as a listening post and to learn about
the innovation activities taking place in that @yi{Almeida, 1996; Frost, 2001).
Almeida found that even highly innovative subsidiarfind it valuable to locate in areas
with high industry clustering because they are a&bkssimilate locally produced
knowledge. This is important because knowledge,esmpecially the tacit component,
does not travel easily (at least not at high spaad)might be highly contextualized
(Jaffe et al., 1993). The value and content of Kedge spillovers also tend to decay
across space during the diffusion process (Anstlal, 1997, 2000; Fisher and Varga,
2003).

The principal informal mechanisftthrough which knowledge spillovers is
transmitted are employees, and the mobility of @yges (Almeida and Kogut, 1999). A
mobile workforce facilitates and enhances ‘colleetiearning, as tacit knowledge is
conveyed and shared when professional employees fmmw one company to another
(Lee et al, 2000). It is furthermore argued thatehtire region benefits when knowledge
is being spread around (Appleyard, 1996; Saxedi@@Q). Local knowledge spillovers
not only encompass technical knowledge but alseviedge about new products, new
markets and market opportunities of new modes ofgdbusiness (diffused by e.g.
marketing and sales professionals, or sales ermgimd® change jobs in technology

clusters) that may aid a firm’s innovation acte#tiand may increase their absorptive

18 More formal mechanisms for knowledge spillover smission are strategic alliances,
partnerships, acquisitions and licensing of techgyl
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capacity (Cohen and Levinthal, 1990). The nextigeéhtroduces two theoretical
frameworks on which a theoretical model will belddhat explains how firms learn and

benefit from their spatial context and how this naffect firm performance outcomes.

A model of the effect of clustering on technolodjiearning outcomes of
firms

The mechanism whereby industrial clustering conteb to technological
learning (innovation), and its outcomes (a ranggrof performance measures), can be
modeled by integrating two specific theoreticalgpeictives that represent views on
industrial agglomeration and the theory of the firaspectively. The first one is the New
Economic Geography, a theory that was initiallyratized by Paul Krugman'’s version
of regional agglomeration, which mathematicallyottized economic geography in terms
of the ‘increasing returns’ paradigm and draws mesiteely on the early work of Alfred
Marshall (1920). The second theoretical perspedsitiee evolutionary theory of
technological change that introduces the importantept of organizational routines.

The two perspectives are quite distinct and yieldial insights into the
performance of small innovative firms in spatiagjegnerations. The synthesized
framework offers an explicit account of what fora@pinge upon firms located in
agglomerations and the relationships that explaim performance and intra-firm
technological learning. The first perspective dedi by Paul Krugman and further
developed by others (Audretsch and Feldman, 1986ti&a and Swann, 1998; Jaffe et
al, 1993 and others) on industrial agglomeratiash isideterminants explains the

favorable impact of geographical proximity on inttizd dynamism and performance at
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the meso-level. By contrast, the second evolutypparspective on organizational and
technological change uses a microeconomic lentutty $irm performance at the micro
level. 1 will discuss them in turn and proceed watBynthesis of the two perspectives.

The first theoretical approach was popularized &yl Krugman’s contribution to
regional agglomeration economics but has othenémites as well. Krugman follows
Marshall (1920) in identifying three types of factdhat promote external scale
economies (that operate at the cluster level), fygecialized labor market pooling; the
creation of specialized supplier and related indesstand third, the development of
technological knowledge spillovers. Krugman argiines knowledge spillovers are
limited to high technology agglomerations and a®amal or international in scope
(especially the explicit component), rather thagioral and are hard to model (Krugman,
1986) in the same way Breschi and Lissoni (2000@18) think the local knowledge
spillover school of thought is given too much impoce. Recent research even called
into question the existence of localized knowlesg#overs (Thompson and Fox-Kean,
2005).

Nevertheless, going back to Marshall one can ifietwtio broad categories of
external economies that operate at the clustet. [€hefirst categorycomprises
economies of scale, scope and transaction that glesorts of cost advantages for those
firms located in an agglomeration in proximity ter firms in the same or related
industry, and are known as pecuniary external(tiésrshall, 1920; Richardson and
Gordon, 1978). Theecond categorgonsists of knowledge or technology spillovers,
intellectual gains made through voluntary exchaiegevhich a direct compensation to

the producer of the knowledge is not given (Mansi&20; Feldman and Florida, 1994).
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The role of these two types of external economaesldieen hotly debated with
known skeptics of knowledge spillovers like Bresahd Lissoni (2001a, 2001b), who
believe Marshall’'s economies of specialization dmbr market economies are
important, pitted against the adherents of locavdedge spillover theory like Malmberg
and Maskell (2002), Audretsch and Feldman (1996)Jaife et al. (1993). The debate is
still raging. These external economies are likelincrease with higher levels of firm
agglomeration.

The second theoretical perspective based on NealsoWinter's bookAn
Evolutionary Theory of Economic Changgvelops an evolutionary account of
organizational and technological change that isMaan in nature (Nelson and Winter,
1982). Their work is firmly rooted in the writingg economists like Schumpeter (1934)
and Alchian (1950) and is a successful attempet@kbp a uniqgue model of the
evolution of organizational action. The model pregdin their book also underpins the
theoretical foundations of the various innovatigatem concepts including the regional
innovation systems variant.

Central to the evolutionary theory of technologidainge at the system, sectoral,
and more importantly for this study, the geographister- and firm-level are
organizational routineshat Winter earlier defined as a pattern of behattiat is
followed repeatedly, but is subject to changenfwnstances change (Winter, 1964).
Organizational routines are important conceptsehable us to explain economic,
organizational and technological change. Sevetdbates that are characteristic of

routines are noteworthy:
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» Routines are collective phenomena and involve pieltactors (Nelson and
Winter, 1982; Feldman and Pentland, 2003)

» Recurrence is a key characteristic of routinehiagdrm itself implies
(Winter, 1986)

» Routines are procedural in nature and hold the @®f explaining
technological and organizational change, whichyigldfinition a process.

» Routines are embedded in organizations and itststes and are specific to
the context (Teece and Pisano, 1994; Cohen €996 and others). Several
types of specificity have been suggested

The effects of organizational routines on orgamizetl operational processes and

performance are powerful and multifaceted. Routowsdinate activities within
organizations and tie them together, well knowthicorporate world as business
processes (Nelson and Winter, 1982; March and QI#89; Dosi et al, 2000). As
coordinating devices — and under certain condititimsy can be more efficient than
contracts. Furthermore, Nelson and Winter posit dlagors in their theory are assumed to
be boundedly rational and possess incomplete irgbom and have imperfect
information processing capabilities. Routines &lawve the desirable property of reducing
uncertainty in the face of decision-making in flaidd unpredictable market
environments in that decision makers use rule winths, or gather more information to
reduce the probability of making the ‘wrong’ deoisi(Dosi and Egidi, 1991 and others).
Moreover, routines provide stability in organizaii settings although the stability-
providing impact of routines can become patholdgitaome cases, leading to

deteriorating organizational or system performghe®nard Barton, 1995; Rumelt,
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1995). Finally, routines store knowledge and sawean ‘organizational memory’.

Nelson and Winter argue that ‘the routinisatiorgofivity in an organization constitutes
the most important form of storage of the orgamires specific operational knowledge’
(Nelson and Winter, 1982: p. 99). Routines areyarkpository of knowledge in the firm,

including tacit knowledge (Winter, 1995).

Firms also continuously evaluate routines througdreh processes that may lead
to modification or even replacement of routines #isl process is commonly referred to
aslearning (Nelson and Winter, 1982: p. 400). Nelson and ¥fiargue that this is how
firms accumulate capabilities, bundles of relatmatines that govern the exploitation of
resources. Capabilities that are cross-functionatggrated and coordinated are referred
to ascompetenceand express what a firm particularly excels aalatad and Hamel,
1990). The next section will merge these two thécakframeworks to yield insights into

how small firms learn and benefit from their splat@ntext.

Theoretical Framework

Attempts have been made to integrate the two petigspe discussed above to
examine the firm-level underpinnings of innovatregions, which was hitherto treated as
a black box (Caniels and Romijn, 2005). The keystjoa is how individual firms can
acquire capabilities and develop competences bipcating in space, and how this will
affect the pace and magnitude of technologicahiegrand firm innovative performance
in general. When firms settle in clusters we mighpect them to derive benefits from
three Marshallian factors: 1. presence of a spee@labor pool; 2. an industrial center

with specialized support and supplier firms, ante8hnology spillovers. For reasons of
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convenience we divide these three factors in tveadbicategories, namely pecuniary
(cost) advantages and pure knowledge spillovers.

The pecuniary advantages of being located in afoagggation imply scale,
scope, and transaction economies ( and are therefarket-based) that are not
commonly believed to be contributing to learning @apability development by many
scholars (Malmberg and Maskell, 2002). Howevenélage dissenting views on this
issue most prominently by Breschi and Lissoni (Z)@tho argue that pecuniary effects
may impact learning (innovation) activities becaakthe ‘availability of common sets of
resources...like a pool of specialized and skilldsbfawhose main effect is that of
reducing the costs and uncertainties associatddfiuit’s innovative activities’ (p. 820).

Furthermore it is plausible that pecuniary advaesaaye positively correlated
with the level of industry clustering in a giverear That is, higher levels of pecuniary
advantages are associated with higher levels aisitng clustering. In addition to
pecuniary advantages, it is plausible to expedtttielevel and intensity of knowledge
spillovers is also likely to increase with highevéls of industrial clustering.

Two distinct firm-levellearning mechanismsan be identified that operate at the
firm-level of cluster-based companies (Caniels Rodhijn, 2005): 1trial and error,
which is an unintentional and ad-hoc process, amdwdoes not require systematic
investments in organizational improvement (no costslved), and 2. purposefully and
directedorganizational searcto improve performance is a systematic process and
obviously involves investments in fixed and intdigiassets and human resources. For
our purpose we will focus on the second learninghmaaism, the directed organizational

search for improvement through investments.
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One can for instance examine the effects of spewtapecuniary advantages on
knowledge investments. These advantages occurapemisly in the sense that no
collaborative activities among actors in a cluster required to bring about these
advantages. Clusters can generate a minimum |édeloand for new, specialized
products and services that cannot be produceddeutsiclusters profitably (Stewart and
Ghani, 1991). This will stimulate organizationahssh processes that lead to new
routines and organizational capabilities requiedevelop these products and services.

A second important mechanism that engenders a @gwadvantage is the
presence of specialized suppliers and human cadbétbre attracted by large local
demand for their services and inputs. The presehtieese two factors lowers transaction
costs associated with input procurement and cddisding specialized workers.
Interaction between actors in terms of collaboratimay lead to the capture of additional
externalities. In addition, firms regardless oksmay embark on larger, more capital-
intensive projects because pooling of resources Beveral firms is possible in cluster
arrangements (Caniels and Romijn, 2005). At theestaimme individual firms will
drastically reduce their investments outlays amrdrik they are exposed to. This again
lowers the costs of organizational search whileaexling the scale and scope benefits
accruing to firms.

Various mechanisms by which a firm’s learning pss&s can be enhanced by
pure knowledge spillovers from other firms, anddeimcreasing the efficiencies of
intra-firm search processes have been describéiliterature. Deliberate investments
in innovation and learning are expected to yiekdgher pay off in clusters than outside

(Caniels and Romijn, 2005). Investing in innovatagtivities raises the absorptive
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capacity of the firm that facilitates recognitimaluation, acquisition and assimilation of
external knowledge inputs and will enhance the wative prowess of the firm (Cohen
and Levinthal, 1990). Moreover, the geographicakpnity eases the observance and
absorption of ‘free’ knowledge inputs in the loeavironment, and this is expected to
enhance the new product development process assviile speed of technological
development. The ideas underlying this type of ity of firm learning can be traced
directly to evolutionary theory, namely boundedaradlity and selective perception of
the environment (Simon, 1986).

The hypotheses developed in this essay will focuaativities where purposeful
knowledge investments are made and where knowlggijevers and pecuniary
advantages both contribute to the enhancemenedetihnological capabilities of serial
innovator firms and where efficiencies (e.g. lowansaction costs) can be achieved by
locating in a cluster. The theoretical frameworoalmplies that higher levels of
pecuniary advantages and knowledge spilloverstieadhanced firm level-learning
outcomes such as the rate of new product develdponé¢he speed of technology
developmentThe way thdevel of pecuniary benefits and knowledge spillovers &l
modeled is by using one single index, thester location quotienfThis metric provides
a measure of the degree of clustering in a paaiqgographical area in a specific period
tin an industry i.

Extant research has used different proxies faor firnovation. Beaudry and
Breschi (2003) on one hand used patent countsrasaaure of innovative performance
and concluded that clustering alone is not condutmvhigher innovation performance,

rather the presence of other innovative firms endluster positively affects the
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likelihood of innovating. Non- innovative firms the same industrial sector and located
in the cluster appear to have a strong negatiezefin the focal firm’s innovative
performance. Beaudry and Breschi furthermore fabatia strong presence of firms in
related industries spurs innovative performancetiB& and Swann (1998) on the other
hand found that innovation performance, measureédeasumber of new innovations per
firm, is positively influenced by industrial clusteg in a small sample of UK firms. That
sample includes many firms (75.8 %) that do nobohice new products at all even
during the extended period (eight years) they erathi.e. the dataset contained
predominantly non-innovative firms both small aathe in size. The distribution is
extremely skewed in that in 92.8% of cases the murabinnovations per observation
reports a zero count.

Furthermore, one may expect decreasing returhe tssociated with the number
of new product announcements due to congestionteféand scarcities in essential
innovation inputs with increasing levels of indysttustering (Pouder and St. John,
1996; Prevezer, 1997). Moreover, for high-techngliogns such as serial innovators
competition for scientists and engineers (Zucked.et1999) will increase when levels of
industrial clustering keep rising as does the fisknowledge expropriation by rival
cluster-based firms (Shaver and flyer, 2000). Suwigestions costs raise the possibility
that serial innovator firms may experience disecoies of agglomeration. Prior research
also indicated that diseconomies of agglomeratlag @ role when the size of the cluster
increases and exceeds about 65 firms in a givetdd€olta et al, 2006).

Given what was said above | posit that:
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Hypothesis 1a: A serial innovator firm located im area with higher levels of industry
clustering is likely to announce more new proddicts) a serial innovator firm located in

an area with lower levels of industry clustering.

Hypothesis 1b: The relationship between the lef/gldustry clustering and the rate of
new product announcements is characterized by dsurg returns to increasing levels

of industrial clustering.

The pace of technological progregsfined as the speed by which new
technologies created by (serial innovator) firmgadep is one of the least studied factors
in innovation processes and is often assumed anenmairically verified. As such very
little hard evidence on speed of technological adeaand its implications has been
provided as noted by other authors (Clark and Fatpgm1991; McDonough and Barczak,
1991; Kessler and Bierly, 2002; Carbonell and Rpgrz, 2006). Recently, learning from
customers has been found to be a strong predittonovation speed (Bierly and Daly,
2007) while others have found an inverted U-shdfgeteof innovation speed on new
product quality, indicating that speed has a berafeffect on new product quality at
first, levels off at higher innovation speeds, &edomes detrimental to new product
quality at very high levels of innovation speedKas and Menon, 2004). No study,
however, has empirically examined the speed ofrteldigical advance in a geographical
cluster context, as the relationship has always lassumed.

The second hypothesis uses a new construct taungeshnological progress,

the TCT (Technology Cycle Time) variable, definsdlze median age of the patents
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cited on the front page of a patent (Kayal and VatE999). This patent-based
technology indicator was originally developed bylC&lprivate consulting company
with support from the National Science Foundatibime assumption is that the lower the
median age — the technology is more recent — thre opgickly one generation of
inventions is being replaced by another. One sha$ybeen published that validated the
use of this new indicator to measure technologicagiress in one specific technological
field, that of superconductor technology (Kayal &dters, 1999). It confirmed the
superiority of this metric over that of traditionadtent counts, R&D expenditures or
number of R&D personnel in gauging and assessie@d#te of technological innovation.
The notion of technological progress conceived sscuence of substitutions of
successively better technological combinations igles/a far better measure of
innovation speed (Ayres, 1994). The faster thisieage of substitutions takes place, the
more rapidly the technology progresses over time.

According to the model developed above, both pescyrand knowledge
spillover effects should contribute positively beetspeed of technological advance of the
artifacts developed by serial innovator firms sinoerdination and transaction costs with
co-located innovation partners will be reduced effidiency levels enhanced. The
geographical proximity to other firms with similnowledge bases will speed up
coordination and communication (pecuniary and epdt advantagesyith local partners
involved in innovation and commercialization (Biednd Daly, 2007), and will likely
result in the acceleration of technological devetept activities in which these firms are

engaged. The higher the level of industry clustetire more efficient coordination and
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communication between innovation partners anddkgef new technologies may be
developed.

Hence, one may therefore expect that:

Hypothesis 2: Serial innovators located in areathhigher levels of industry clustering
have on average lower values for TCT (higher legékechnological progression) than a
serial innovator firm in the same industry locatadareas with lower levels of industry

clustering

Schematically, the hypothesized relationships @represented by:

+
HI(H Pace of technological
progress
Levwel of
industyy
clugtering & of nevr
Y procuct
Hla(h AL B Bt E

Fig 3. Relationship between industrial clustering &wo innovation measures.

Dataset

The dataset employed in this essay comprises aeatkfpopulation of serial
innovators® — firms with 500 or fewer employees with a poitobf a minimum of 15
utility patents granted in the 5-year period préwgd2002, who are independently

owned, not bankrupt at the time of this study (90@éd are long-lived — a unique set of

¥ The initial dataset on serial innovators wasemi#d under SBA contract SBAHQ-01-
C-0149 by Dr. Diana Hicks
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strong technology-based firms that have built a petitive advantage around a strong
proprietary technology and have sustained or sthemgd its competitive position while
remaining small in size (Hicks and Hegde, 2005)sT& a population since we include
all US firms that meet the criteria indicated abtwepecify what a serial innovator firm
is.

According to Buchandfl these small firms invest substantial time and rgdne
technological innovation. They furthermore adopt ar least mimic best R&D
management practices used in large firms and mbdhem have a formal R&D
department or group with formal structures, comeetit for assessing new ideas and
approving funds. Compensation of senior managemergonnel is often tied to the
granting of patents or completion of prototypestha form of bonuses. She found that
these firms tend to set a measurable goal thattaircgpercentage of their revenue should
come from new products or be allocated to R&D ainty. Again, these are
organizational routines often encountered in muaigdr firms and this may well be
another feature that sets these serial innovatonsfiapart from the much larger
population of small technology-based firms.

The procedure used to define the population carstbbmmarized as follows:
firms are labeled serial innovators if they meetfibllowing criteria.
1. have 500 or fewer employees, in line with the SnBalkiness Administration
definition of a small firm

2. have been granted 15 or more US utility patenteeérperiod 1998-2002

29 Buchanan profiled a number of serial innovatangrin the August 2002 issue of Inc.
Magazine
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3. are independent, i.e. not majority owned by a ldnge, not a joint venture, and
not a subsidiary of a large US or foreign firm

4. are a going concern, not bankrupt in 2006

5. are long-lived, i.e. have survived at least onkedobnomic cycle

Such firms tend to be long lived. It is importaatrtote that this population has
been restricted tpublic firms because of the greater availability of na@temt firm-level
data critical to test the propositions put forthliea After cleaning for firms that are
defunct, have merged, or have changed names, tiddentomber of serial innovators in
the population dataset numbers 401, that is, 283avately owned and 198 firms are
public.

The author added to the original serial innovatatadnformation derived from
COMPUSTAT, the firms’ websites, Hoover Database, ltexis Nexis database and SEC
10-K annual reports. Cluster data is gleaned frloenGluster Mapping Project at Harvard
Business School and cross-checked with locationiepiodata available from the Bureau
of Labor Statistics (BLS). The section on measaes their operationalization contains

specific data on the data sources used per variable

Measures

Dependent variables:

To test Hypotheses 1a and 1b we use the numbevoproduct announcements
in 2002 (New Product Announcements2002 as the digm¢variable, a non-negative
integer count measure). Data for this measureeisngld from three sources that are

cross-checked with one another: the Lexis Nexialitege for product announcements,
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the firm’s SEC 10 K filing, and the firm’s websipeess release and archive section.
Reconciliation of these three figures yields alfmaw product count result.

To test Hypothesis 2 we use the Technology CysteeTindicator as dependent
variable, a continuous measure (TCT). The Techryoliyrle Time (TCT) parameter is a
new measure of technological progress, or moreifggaly of innovation speed.
Technology cycle time (TCT) indicates how fast ¢ineen technology is turning over,
and is calculated as the median age in years df t8epatent references on the front
page of the company's patents (Kayal and Wate@9; ¥essler and Bierly, 2002; Narin,
1994). Hence patents with relatively shorter cyitees represent technologies that are
advancing more quickly from a prior technologyMte turrent.

Data on the TCT variable was sourced from a peeearch project conducted for
the Small Business Administration (SBA) by Profed3mna Hicks.

Independent variables:
For hypotheses 1a, 1b and 2, the independent \@o&interest is the cluster location
guotient CLQ), discussed earlier. This is a continuous variable
However, a suitable instrumental variable for #gnslogenous variable needs to be
identified.
Control variables:

1.Employ - continuous variable, average number ofleyges of firm in the period
from 1998 to 2002. The assumption is that largganizations with more employees,
have more bureaucratic procedures and routinegyra oomplex management hierarchy

which results in inertia of business processeswislp down both new product
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announcements and progress of technology develdp(merovation speed), two key
metrics of the upstream innovation process (Aldrzd07; Memon et al, 2002).

2.Age - continuous variable of firm age in 2002
Age of the serial innovator firm in years sincedption. Firm age is a differentiating
factor in many industries. Younger companies areemimble, more responsive but may
have routines that are not fully institutionalized;luding those for innovation, which
may result in a slower rate of new product annomasgs and pace of technology
development (Nelson and Winter, 1982; Gopalakrisrarad Bierly, 2006). Older firms,
like serial innovators have created, optimized, iastitutionalized organizational
routines — including new product development preess- that have evolved and been
refined over time (Nelson and Winter, 1982) andtpedy affect new product
performance including the rate of new product ameements and the product
development cycle (Montoya-Weiss and Calantone4Ll%here is also evidence that
organizational learning (including learning howd@velop new products) is more
efficient and faster in older firms than youngeesiiMacPherson and Holt, 2007).

3. R&D9802 - expenditures on R&D in firm over the fiveay@eriod studied. The
influence of R&D levels on the pace of technolobmagress has led to contradictory
findings and needs more empirical research (KessléBierly, 2002). On the one hand,
more resources available for R&D would speed uprietogy development (Menon et
al, 2002), but on the other hand incumbent smaidimay invest most of their R&D
resources in incremental technology developmenept®that would meet the needs of
existing customers and that often is not pater@ddistensen and Bower, 1996;

Hartmann et al., 2002).
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4. # Patent references to science - the agaragber of references on a patent
referring to the science literature. The impadhas variable is unclear because new
technologies are being developed to speed up druglapment processes but it is
recognized that pre-clinical research still is msldwer in terms of development speed
and product development than other types of reBddiftomke et al, 1998).

5. # Expected patent references to scienées-viariable controls for the technology
specific component of the importance of sciencis d¢alculated as the average number
of backward science citations by technology clagkyear, and then matched such
average to each patent of each firm by technoltagsand year. Subsequently the
expected values are averaged across firms, tonobtzat would be expected by a firm
with a similar patent portfolio.

6. Industry dummies One can expect differences in the rate of new modu
announcements across industries. Eleven 3-digitri&IGstries will be included in the
regression models and the codes are obtained freriirns’ SEC-10K reports.

The econometric models for H1la and H1b and H2 thithendogenous explanatory

variable are:

P [New Product Announcements2002Jp& f (CLQ, CLQ, Employ, Age, R&D9802,

Patent ref to science, Industry fixed effects) gatiwe binomial regression model.

E [TCT |X 4 =f (CLQ, Employees, Age, R&D9802, Pat Ref to scie, Industry fixed

effects) an OLS regression model
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Analysis and Results

Descriptive Statistics

The bivariate correlation matrix provided in Takh®indicates that one
correlation coefficient, notably the one betweemdnmmy variable pharmaceutical &
biotechnology industry and the average number péeted science references on a
patent suggests that multi-collinearity might qgr@blem. The variance inflation factors
will be calculated later on to test this possipilit

Significant industry differences in the rate olvygroduct announcements in 2002
can be observed (Table 14). A difference of measisttetween the various industries
and the Pharmaceutical industry (used as a refereategory) indicates that the
Information Technology sector (encompassing theiSamductor, the Communications
Equipment, the Software, and the Computer & Elextrondustries) introduces
significantly more new products than the Pharmacakindustry. Since this dataset is a
population - in the sense that it comprises alldaSed firms that can be labeled serial
innovators - one concludes that even within thentiustry there are significant
differences in new product announcements. As cbeldxpected, the life sciences
industry, more specifically the Pharmaceuticals i&tBchnology industry and to a lesser
extent the Surgical & Medical devices industry hagey low rates of new product
announcements, a testament to the long productajexent cycles of these type of
products, exacerbated by the regulatory procedmiteswvhich these firms have to

comply.
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Table 13. Bivariate Correlation matrix

1 2 3 4 5 6 7 8 9 10 11 12 13
1.Cluster Locat 1.00

2.Employees 0.11 1.00

3.R&Dexp9802 0.02 0.38 1.00

4.Age -0.08 0.06 -0.15 1.00

5.#science ref -0.14 -0.02 0.32 -0.15 1.00

6.#exp science -0.26 -0.16 0.41 -0.24 0.61 1.00

7.Computer& -0.03 0.04 -0.08 0.08.17 -0.25 1.00

8.Communicat 0.04 0.05 -0.10 10.10.15 -0.25 -0.08 1.00

9.Semiconduct 0.46 0.05 -0.05 -0.08 -0210.32 -0.12 -0.11 1.00
10.Electricaleq 0.03  0.02 -0.05 .020 -0.08 -0.15-0.05 -0.04 -0.06 1.00
11.Navigation -0.04  0.09 -0.02 8.0-0.03 -0.05 -0.05 -0.04 -0.06 -0.02 1.00
12.Surgical& -0.09 -0.08 -0240.03 -0.16-0.18 -0.11 -0.10 -0.14-0.06 -0.06 1.00

13.Pharmaceut -0.21 -0.12
14.Software& 0.04 0.10

-0.25
-0.20 -0.08

0.40 -0.15 0.55 0.85
-0.08 0.02 -0.03

* significant at 5 %
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Table 14. Means test of product announcements-vis-fhe pharmaceutical industry

Sector Mean/Obs Mean/Obs (Pharma) Sign
Computer & Electronic 2.53/17 .60/80 *ck
Communications Equip 5/15 .60/80 ok
Semiconductor 8.30/26 .60/80 ok
Navigation & detection 1.2/5 .60/80 n.s
Surgical & medical dev 2.70/24 .60/80 *x
Electrical Equipment 1.8/5 .60/80 *
Software & Services 3.08/12 .60/80 *hk

* significant at 10 % ** significant at 5 %, **sigficant at 1%, n.s. not significant

Hypothesis Test for New Product Announcements

Hypothesis 1a posits that serial innovator firnsated in MSA areas with higher
levels of industry agglomeration are likely to en better in terms of new product
introductions than their peers who are located@aswith lower levels of industry
clustering. The dependent variable for Hypotheseant 1b is the number of new
product announcements made in the year 2002 kgl gamovator firms. The frequency
histogram of the number of new product announcesneari2002 is presented in Fig.4 and
is clearly highly skewed and far from normally distited. Table 15 depicts seven

regression models used to test Hypotheses®ia, b

2 An exploratory approach will be used whereby susigety more control variables are
added to the key explanatory variable of intefEseé Wald-Chi square statistic will be
used to judge when further additions would repreaesignificant improvement over the
base model (Rabe —Hesketh and Everitt, 2007).
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Fig 4. Histogram of the number of product annoursasin 2002
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Across all models one can conclude that the coeffion the key independent
variable of interest (Cluster Location Quotientpasitive and significant (p<0.01), a
robust finding indeed and providing strong suppartypothesis 1a. Social scientists
include a squared term in regression models tdywetether increasing or decreasing
marginal returns can be observed (Wooldridge, 2p0389), a technique applied in a
industrial clustering context by other researcliEesnhaber et al, 2008). The results in
Table 15 indicate that the parameter estimateh®istjuared term is consistently negative
and significant across all models (p<0.01) confirgiHypothesis 1b. The inclusion of a
squared term (Cluster Location Quot. Sq) incretflseexplanatory power of the model

markedly and consequently indicates a better fit Wie observed data as can be seen in
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Table 15. Predicted number of expected product @mrements in 2002

1) )
Cluster Location quotient ~ 0.099 0.174
(4.47) (5.49)
Cluster Location quot sq -0.003
(4.31)

Employees

R&D Expend 9802

Age

Number of science references

Expected number of Science references
Computer and Electronic Product Manufacturing
Communications Equipment Manufacturing, optics
Semiconductor and related Electronics
Navigational, detection, measuring, control
Surgical and medical devices and equipment
Electrical Equipment, Appliances, components

Pharmaceuticals and Biotechnology, Diagnostics

3)
0.169
(5.28)
-0.003
(4.18)
0.001
(0.99)
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4)
8.15
(4.70)
-0.002
(3.53)
0.003
(2.83)
-0.051
(4.36)

(5)
0.163
(5.55)"
-0.002
(3.96)

0.0031
(2.75)
-0.048
(4.46)
0.047

(4.05)

(6)
0.137
(4.63)
-0.002
(3.64)
0.002
(1.68)
-0.029
(2.54)
0.033
(2.84)
-0.011
(1.30)
40.06
(2.19)

(7)
0.123
(4.04)
-0.002
(3.60)
0.002
(2.05)
26.0
(2.22)
0.033
(2.40)
09.0
(1.15)
0.036
(0.82)
-0.475
(0.94)
-0.144
(0.31)
108.
(0.23)
-1.17
(1.91)
-0.355
(0.76)
-1.185
(1.40)
-1.857
(3.51)



Software and Services

Constant 0.495 0.288
(3.06)° (1.76)

Pseudo R2 0.029 0.042

Observations 198 198

0.089
(0.35)

0.043

198

0.393
(1.48)

0.068

187

-0.433
(1.37)

0.090
187

-0.581

(1.07)
.29  0.333
(0.78) (0.58)
90.10  0.132
187 187

Absolute value of z statistics in parentheses
" significant at 10%; * significant at 5%; ** sigmifint at 1%
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a residual analysis where the predicted valuesaappeser to the observed values (not
shown here). The number of new product announcestagmears to increase at a
decreasing rate and reaches a maximum at theypbere the cluster location quotient
takes a value of 30.75 (0.123/2*0.002), after whithhnumber of new product
announcements declines at an increasing rate. Bigaitnde of the clustering effect on
the rate of new product introductions is significas shown in Table 15. For every unit
increase in the value of the cluster location qrdtthe average number of new product
announcements will increase by 13.2 per cent (sé¥eT16).

Table 16. Change in expected number of product@amements in 2002 in per cent

Productannouncements2002 b z P>z % % Std X SD of X

Clusterlocation 0.123 4.03 0.000 13.2 157.1 687.
Cluster location sq -0.002 -3.59 0.061.2 -52.6 377.78
Employees9802 0.002 2.05 0.031 0.2 35.0125.67
R&D9802 -0.026 -2.21 0.027 -2.6 51 14.38
Age 0.033 2.39 0.017 34 29.7 7.66
Navigation & -1.178 -1.65 0.050 -69.2-17.4 0.16
Pharmaceutical -1.857 -3.50 0.000 -84.459.9 0.49

b = raw coefficient
z = z-score for test of b=0
P>z = p-value for z-test
% = percent change in expected count for unit esan X
% St dX = percent change in expected count forr&Pease in X
SD of X = standard deviation of X
The explanatory power of the fully specified moidetatisfactory and has
improved significantly over the base model. Theu#® R2 or McFadden R2, a widely
used measure to assess the explanatory poweraof-Bnear model is 13.2 per cent (see

Table 17). A likelihood ratio test of the alphaiabte indicates that the equi-dispersion
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assumption is violated and that it was correctst® ainegative binomial regression
specification instead of a simple Poisson regressjecificatiof’.

Table 17. Measures of Fit

Measures of Fit

Log-Lik Intercept Only: -396.85 Log-Lik Full ModeB44.32
D (170): 688.6 LR(16): 105.06

Prob > LR: 0.000
McFadden's R2: 0.132 McFadden's Adj R2: 0.094
Maximum Likelihood R2: 0.430 Cragg & Uhler's R2486
AIC: 3.86 AIC*n: 722.65
BIC: -200.63 BIC" -26.59

Control variables and robustness checks

The results for the control variables are alsowotéhy. The size of the firm
(Employees) appears to have a positive impact emate of new product introductions
(p<0.05) in the fully specified model. The amoufherpenditures on R&D (R&D
Expend9802) has a negative impact on the dependeable and is significant (p<0.05).
The extent to which the technologies rely on figdimeported by the scientific literature,
represented by the Number of Science referencesblais not significant. For each firm
another variable was included — Expected numb&cance References — and represents
what would be expected in terms of science refe®by a firm with a similar
age/technology mix of patents (Expected numberc@drge references), to control for
the age profile of the patents and for the techmokpecificcomponent of the

importance of scienéé

22| ikelihood-ratio test of alpha=0: chibar 2 (015#2.15 Prob>=chibar 2 = 0.000

23 This constructed variable can be obtained asvislidirst compute the average number
of backward science citations by technology claskyaear, and then match such average
to each patent of each firm by technology classyaad. Compute the average of the
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The fully specified model on the far right alsaludes the industry fixed effects.
The industry effects indicate that the rate of peaduct announcements is lower in the
Pharmaceutical & Biotechnology industry (p<0.01grtHor the ‘Miscellaneous’ industry
(84.4 % lower rate of new product announcements finas in the Miscellaneous
industry), which serves as the reference indubuiynot so for the Medical Devices and
Software industries. Firms operating in the Naviga& Detection Instrumentation
sector (p<0.10) also seem to have lower rateswfpreduct announcements than those
in the Miscellaneous sector, a 69.2 per cent loatr of new product announcements
than firms in the Miscellaneous industry to be Eec

Separate regression models for the rate of newupt@hnouncements were
developed for the Pharmaceutical & Biotechnology Bhhardware sectors (the merger
of the semiconductor, communications equipmentiga@won & instrumentation, and
electrical equipment industries). The results ibl€d.8 indicate that the level of
industrial clustering (Cluster Location Quotient)the pharmaceutical and biotechnology
industry does not have a bearing on the numbenmd@ancements for new products
therebydisconfirming Hypothesis llaut does in the IT hardware sectanfirming
Hypothesis 1aWe observe that the number of product announcesethe IT hardware
sector increase at a decreasing rate as the lewelustrial clustering increases

confirming Hypothesis 1b

expected values across firms, to obtain what wbaléxpected by a firm with a similar
patent portfolio. This variable controls for thelieology specific component of the
importance of science.
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Table 18. Determinants of new product announcenfentsvo industries

Pharmaceutical IT hardware
Cluster Location quotient -0.034 0.179
(0.73) (2.07)
Cluster Location Quot Sq. -0.001 -0.002
(1.24) (1.98)
Employees 0.002 0.008
(2.38) (2.93)
R&D exp 9802 -0.029 -0.001
(1.77) (1.78)
Age 0.042 0.242
(1.97) (1.88)
Number of science references -0.045 -0.007
(1.78) (1.17)
Expected number of Science references -0.001 0060.0
(0.34) (0.83)
Constant 0.520 0.921
(0.67) (2.04)
Observations 76 107
Pseudo R2 0.021 0.034

Absolute value of z statistics in parentheses eobed for spatial autocorrelation
Tsignificant at 10%; ** significant at 5%; * signifant at 1%

An additional model was developed (Table 19) fer dataset that does not
include firms in the San Francisco Bay area, thst@ometropolitan area, and the
Research Triangle Park. The results are consigiiémthose for the entire dataset

discussed above.
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Table 19. Determinants of new product announcenfente@ms not located in Silicon
Valley, the Boston Area or Research Triangle Park

Cluster Location Quotient 0.242
(1.99¥
Cluster Location Quot. Sq -0.002
(2.04y
Employees 0.012
(0.86)
R&D Expend 9802 -0.002
(0.53)
Age 0.191
(2.31)
Number of science references -0.002
(0.65)
Expected number of Science ref -0.340
(0.91)
Computer and Electronic Mfg -.518
(2.41
Communications Equipment Mfg -0.79
(4.39)
Semiconductor & -0.35
(4.32)
Navigational, & -0.83
(2.25)
Surgical & Medical dev. -0.25
(3.47)
Electrical Equipment & Components -0.29
(3.81)
Pharmaceuticals & Biotechnology -1.63
(2.58)
Software & Services -1.42
(2.59)
Constant 0.22
(2.45)
Observations 106
Pseudo R2 0.022

Absolute value of z statistics in parentheses eobed for spatial autocorrelation

** significant at 5%; * significant at 1%
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To further check the robustness of our result$yawedge production function
was introduced and tested which hypothesized thian& patent output is determined
by the following non-linear function:

# Patents9802 &(G, F, I)

Table 20. Determinants of patent production

Cluster Location quotient 0.026
(2.13)
Cluster Location Quotient Sq. -0.001
(2.91)
Employees 0.000
(0.26)
R&D Expend 9802 0.025
(7.20§
Age 0.006
(2.07)
Number of science references 0.000
(0.18)
Expected number of Science references -0.006
(0.42)
Computer and Electronic Product Manufacturing  -8.31
(1.45)
Communications Equipment Manufacturing, optics 58.2
(1.16)
Semiconductor and related Electronics -0.157
(0.76)
Navigational, detection, measuring, control 0.104
(0.37)
Surgical and medical devices and equipment -0.199
(2.00)
Electrical Equipment, Appliances, components 0.191
(0.61)
Pharmaceuticals and Biotechnology, Diagnostics 8®.2
(1.40)
Software and Services -0.053
(0.23)
Constant 3.237
(13.83)
Observations 184

Absolute value of z statistics in parentheses
* significant at 5%; ** significant at 1%
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where # Patents9802 is a measure of innovativeugu®is a measure for the level of
geographical industry clustering, F is a vectofirofi-level control variables, and | are
the industry fixed effects. The results are depligteTable 20 and indicate that spatial
clustering (Cluster Location Quotient) does haymsitive effect on the number of
patents produced although diminishing returns @oliserved in patent production as a
result of increasing levels of industrial clusterin
Hypothesis Testing for Technology Cycle Time

To test Hypothesis 2 that posits a positive retesiop between the level of
industrial clustering and the pace of technologpralress (the inverse of Technology
Cycle Time) within the firm, an OLS model was sfied and the regression results are
presented in Table 21 in the form of six distinmb@ometric models. Across the six
models presented in Table 21, the coefficient @wtiriable of interest (Cluster Location
Quotient) is negative and not significant (excepthie first model) suggesting that
Hypothesis 2 can not be supported. Furthermoresgeedsing returns can be observed
across all models as the coefficient on the squiared is not significant. The fully
specified model on the far right includes the irnduBxed effects. Again, and confirming
the finding in model five it appears that the mttre firm’s technology is based on
knowledge originating from the science base thevstdhe pace of technological
progress in the firm’s core technology proceed9(Ps). The explanatory power of the

fully specified model is relatively good at 29 ment.
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Table 21. Determinants of the Technology Cycle Timi¢h potentially endogenous variable

OLS 1) 2) 3) 4) ©) (6)
Cluster Location quotient ~ -0.080 -0.065 -0.068 0.043 -0.064 -0.046
(1.77§ (1.43) (1.45) (0.93) (1.36) (1.00)
Clustersq 0.001 0.000 0.000 0.000 0.000 .00
(0.98) (0.73) (0.83) (0.38) (0.67) (0.83)
Employees -0.002 -0.000 -0.001 -0.002 -D.00
(1.71) (0.01) (0.65) (1.18) (1.08)
R&D 9802 -0.035 -0.026 -0.018 -0.018
(2.88) (2.13) (1.29) (1.34)
Age 0.070 0.064 0.054
(3.30) (2.97) (2.61)
Number of science references 0.019 0.018
(2.17) (2.16)
Expected number of Science references -0.082 -0.244
(2.26) (4.73)
Computer and Electronic Product Manufacturing -0.849
(1.13)
Communications Equipment Manufacturing, optics -2.056
(2.71)
Semiconductor and related Electronics 2.20
(3.07)
Navigational, detection, measuring, control -1.313
(1.27)
Surgical and medical devices and equipment -0.044
(0.07)
Electrical Equipment, Appliances, components 0.002
(0.00)
Pharmaceuticals and Biotechnology, Diagnostics 1.33%
(1.80)
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Software and Services -1.479

(1.69)
Constant 7.202 7.585 7.728 6.637 7.165 8.425
(32.63Y (24.16) (22.53) (14.12¥ (12.82) (10.91)
Observations 198 198 187 187 187 187
R-squared 0.02 0.04 0.067 0.12 0.15 0.29

t statistics in parentheses, corrected for spatisdcorrelation
+ significant at 10%; * significant at 5%; ** sidicant at 1%
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The cluster location quotient however might be getously related to the
Technology Cycle Time variabfte The results of the second stage of the regression
procedur® are displayed in Table 22 along with the resuflthe simple Ordinary Least
Squares (OLS) regression. The coefficient on thi@bke of interest (Cluster Location
Quotient) remains statistically insignificant canfing the results obtained by a simple
OLS procedure and providing further empirical ewicke thatHypothesis 2 is not
supported All other coefficients broadly conform to the uéis found in the OLS
regression model.

Control variables and robustness checks

Two within-industry regression models were devetbpnd tested to see what
the determinants of the Technology Cycle Time atkiwspecific industries. Table 23
illustrates two distinct models for the Pharmaamalt& Biotechnology sector and the
Semiconductor industry. Each regression model askerent set of instrumental
variable$®. From Table 23 we note that the cluster locatiootignt in both of the models

is not significant, suggesting no relationship kewthe level of industry clustering and

24 A residual analysis indicates that there is eviéehat this may be the case.

25 Appropriate instrumental variables appear to leeatferage prevailing wage in the
MSA in a particular industry in 2002 as reportedlisy 2002 Economic Census and the
total invested amount of venture capital in theafoodustry and in the MSA over the
five-year period studied. Data for this variablgyorates from the quarterly Price
Waterhouse Coopers MoneyTree report on Venturet&@api

2 For the pharmaceutical industry we use the avenagg in the MSA in the
Pharmaceutical industry in 2002 and the total numbscience & engineering degrees
in the MSA in 2002; for the semiconductor industxerage wage in the MSA in the
semiconductor industry in the MSA in 2002 was cindseaddition to the amount of
invested venture capital in the semiconductor itrgusver the five year period from
1998 to 2002
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Table 22. Determinants of the Technology Cycle T{&feLS)

oLS 2SLE
Cluster Location quotient -0.046 -0.021
(1.00) (0.80)
Cluster Location quotient square 0.000
(0.83)
Employees -0.001 -0.001
(1.08) (1.26)
R&D 9802 -0.018 -0.017
(1.34) (1.31)
Age 0.054 0.056
(2.61) (2.87)
Number of science references 0.018 0.018
(2.16) (2.24)
Expected number of Science references -0.244 400.2
(4.73) (4.89)
Computer and Electronic Manufacturing  -0.849 40.8
(1.13) (1.18)
Communications Equipment Manufacturing -2.056 053.
(2.71) (2.82)
Semiconductor and related Electronics -2.201 52.1
(3.07y (3.07)
Navigational, detection, measuring, control -1.313 -1.312
(1.27) (1.32)
Surgical and medical devices and equipment-0.044 -0.036
(0.07) (0.06)
Electrical Equipment, Appliances, comp. 0.002 0.016
(0.00) (0.01)
Pharmaceuticals and Biotechnology 1.330 1.290
(1.80§ (1.83§
Software and Services -1.479 -1.519
(1.81) (1.94§
Constant 8.425 8.328
(10.91Y (11.465"
Observations 187 187
R-squared 0.29
Centered R-squared 0.286
Uncentered R-squared 0.930
Sargan statistic 1.285

Absolute value of t statistics in parentheses,emted for spatial autocorrelation
" significant at 10%; * significant at 5%; ** sigmitnt at 1%
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Table 23 Determinants of Technology Cycle Time by sectol @5

1) (2)
DV =TCT Pharmaceut. Semicond
Cluster Location quotient ~ -0.088 -0.01
(0.65) (0.73)
Employees -0.002 0.002
(0.86) (2.22)
R&D Expend9802 -0.017 0.011
(1.04) (0.45)
Age 0.128 0.065
(2.51Y (2.03)
# of science references 0.017 0.486
(2.04) (5.50)"
Expect # of Science ref -0.22 -0.82
(2.98Y (1.68)
Constant 8.68 4.87
(5.05) (5.68)
Observations 76 25
F-statistic 5.98 22.75"
Centered R-square 0.33 0.49
Uncentered R-square 0.93 0.97
Sargan statistic 0.088 0.277°

t statistics in parentheses, corrected for spatisdcorrelation
* significant at 5%; ** significant at 1%
the pace of technological progress. As a robsgstobeck, an additional regression
model was run on data that did not include firmghmthree large technology clusters
(Silicon Valley, the Boston MSA, and Research TgiarPark) and Table 24 illustrates
that the results are consistent with those foethtee dataset discussed above.

One- way ANOVA analyses using TCT as the dependamdble and a
dichotomous variable In Tech Cluster as independamable and defined as taking the

value 1 if the cluster location quotient is equagjeeater than 1.2 (a commonly used
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cutoff value in other studies) and the value O otige, were conducted to further test the
robustness of our results.

Table 24. Determinants of Technology Cycle Timé&imfirms outside Silicon Valley,
Boston and Research Triangle Park using 2SLS

DV =TCT
Cluster Location quotient 0.086
(1.44)
Employees -0.004
(2.16)
R&D 9802 -0.008
(0.86)
Age 0.034
(1.09)
Number of science references 0.013
(1.48)
Expected number of Science references -0.155
(2.91)"
Computer and Electronic Manufacturing  -0.126
(0.11)
Communications Equipment Manufacturing -1.08
(1.46)
Semiconductor and related Electronics -0.414
(0.54)

Navigational, detection, measuring, control -0.117

(0.19)
Surgical and medical devices and equipment 0.743
(0.93)
Electrical Equipment, Appliances, comp.  -0.140
(0.14)
Pharmaceuticals and Biotechnology 1.290
(2.11)
Software and Services -0.064
(0.11)
Constant 7.885
(8.18)"
Observations 106
Centered R-squared 0.202
Hansen J statistic 0.327

Absolute value of t statistics in parentheses,emted for spatial autocorrelation
T significant at 5%; ** significant at 5%; *** sigficant at 10%
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The results in Table 25 reveal that in none ofitideistries one can observe statistically
significant differences in the average value ofTeehnology Cycle Time as a result of
being located in a technology cluster or not, didicming Hypothesis 2.

Table 25. ANOVA analyses of differences in Techggl€ycle Time by sector.

ANOVA (cutoff for Cluster Location Quotient: 1.2)

Dependent Var. Independent Var.  Industry # Obs F value Prob>F

TCT In Tech Cluster  Pharmaceutical 78 1.90 0.172
Surgical & Medical 24 00. 0.986°
Electrical Equipm 6 2.870.189°
Computer Manuf 18 0.20 0.660
Software & Serv 12 058 0485
Semiconductor 26 051 0482
Communicat Equip 16  1.70 0:215

Navigation & Detect 5 0.10 @77

* significant at 5% n.s. not significant
Discussion of results

The analysis above sought to examine performariferehtials between serial
innovator firms located in MSA areas with high lisvef industrial clustering and those
that are located in MSA’s with lower levels of irslity agglomeration. The two
dimensions of upstream innovation performance asses this essay are the number of
product announcements made in the year 2002 arghtteeby which the inventive

process progresses. These performance measuttbe argcomes of technological
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learning processes that take place within and arfiong and with the aid of external
knowledge spillovers that enhances the learningge®

Across a range of regression models and after c@orgefor spatial
autocorrelation it was established that firms ledah MSA areas with increased levels
of agglomeration are indeed more productive in geofmew product announcements
than firms located in MSA areas with lower levelsigglomeration. The empirical
analysis also provided evidence indicating thatréte of new product announcements
increases at a decreasing rate with higher le¥etslastrial clustering confirming
Hypothesis 1b. This indicates that both pecunidmaatages and knowledge spillovers
contribute to technological learning within sef@ovator firms and has a positive
impact on this dimension of innovation performabaéat very high levels of industrial
clustering diseconomies of agglomeration set in.

Furthermore significant industry differences cobédobserved among serial
innovator firms in terms of the rate of new prodashouncements. More specifically,
serial innovator firms in the Pharmaceutical & Bictnology and the Navigation &
Detection industries announce significantly fewewrproducts than firms that operate in
the Miscellaneous industry, the reference. Prodegper, a within-industry analysis of
the Pharmaceutical & Biotechnology industry whezepow rates of product
introduction can be observed suggests that indlsitistering does not appear to affect
innovation productivity in terms of new producti€linherent risky nature of the drug
development process and the cumbersome and offgadictable regulatory approval
procedures (Orsenigo, 1989; Orsenigo et al, 20G@) tnump any benefits that may be

received from agglomeration economies. A secondhesgpion is that proportionately
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more firms outside the three large technopoles 3ancisco Bay area, Boston,
Research Triangle Park) are developing and maxkeliisgnostics and assays whereas
firms in the three areas mentioned above are ptiopately more engaged in drug
discovery and development. Therefore any benebts fagglomeration economies to
firms that develop drugs might be offset due tofttwt that firms developing diagnostics
and medical tests — arguably less ‘risky’ produrctierms of technological and

regulatory uncertainty — churn out products atghér rate. In contrast, serial innovator
firms in the IT industry that are located in strandustrial IT agglomerations have
significantly more new product announcements in22@@n their peers located in weaker
IT clusters.

Hypothesis 2 examines whether the pace of techgyaegelopment is different
between those serial innovator firms located in Mf8d&as with elevated levels of
industrial agglomeration and those that are locatedchnology clusters with much
lower industry concentration levels. Across a raofgeconometric specifications and
after conducting two rigorous robustness checkgwidence could be noted to support
Hypothesis 2.

One explanation for this non-finding is that skeinaovator firms mostly develop
general purpose technologies in the sense thaerefes made by a serial innovator
patent are more broadly spread across patent tegyndasses than those of large firm
patents (Hicks and Hegde, 2005) increasing thdhided that the cited patents are

owned by firms that are geographically disperseaddition, Hicks and Hegde found
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that serial innovator firm patents were signifiégmhore generdl in chemicals,
pharmaceuticals, electrical appliances, industniathinery, and office equipméht

The Technology Cycle Time is a function (the mediatue of the referenced
patents grant dates) of references made by a ser@lator firm patent over time from a
whole range of patent technology classes. Anottetufe of serial innovator patents is
their high originality, and therefore the less dative nature of these technologies, in
that these patents reference other patents actossd technological spectrum (Hicks
and Hegde, 2005). A patent with high originality iewer immediate precedents in its
own technology class and therefore draws and syiztbe knowledge from a wide range
of technologies outside the firm, even after cdhbg for self-citations. Given what we
know about the patent referencing behavior of samevator firms and that these
patents refer to previous art in many differenhtesfogy classes ( likely owned by firms
that are geographically dispersed) that each mbuéfarent speeds and the fact that
serial innovator firms self-cite their own patesignificantly less than larger firms, it is
reasonable to assume that indeed the level of induslustering might not impact the
level of the Technology Cycle Time, and converské/pace of technology development.
Tacit knowledge not reported or partially encodeg@atents cited by the serial innovator

firm but required to develop the patented techne®does not travel easily, is sticky and

%’ Trajtenberg et al. (2002, p.60) use the generalitgx as a measure to gauge how
broad-based the technologies described in patemtinaerms of applicability across
industries.

%8 Including a variable that measures the generafithe technology was included in the
models but was not found to be significant. Uparsel inspection it was found that the
variability in this variable is small and hence dat appear statistically significant.
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is location-specific. This may be another reasol wdustrial clustering does not have
any impact on the Technology Cycle Time.

In future studies, it would be advisable to brealvd the references by
geographical origin e.g. those that originate frogar the focal firm’s location, and those
that refer to entities far away from the focal firim a sense one can create a ‘local’ TCT
and a ‘remote’ TCT measure and see whether thiaglisegation of the innovation
speed measure makes a difference. To further eltecttie factors and processes that
impinge on technology cycle times, survey reseafchis set of serial innovator firms
will be required to identify additional and perhdgtter predictors of the pace of
technological progress.

The pace of technological progress also variessadrmustries with firms in the
Pharmaceutical & Biotechnology industry innovataighe slowest speed relative to
those in the ‘Miscellaneous’ industry, while firimsthe Semiconductor and
Communications Equipment industries, and to a fesdent the Software industry
innovating at a significantly higher pace than frin the Miscellaneous industry, the
reference category.

An interesting finding is that the average numifaeterences reported by a
firm’s patent portfolio to the science literatuseniegatively related to the pace at which
the firm innovates, suggesting that science-basgthblogies develop much slower than

technologies that rely less on (life) science, mfpihat has been made repeatedly before.

Conclusion

This essay examined innovation performance diffigaés in a unique set of

small, innovative firms. The two measures of u@strennovation performance
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considered are the number of new product announusmeade by serial innovator firms
and the innovation speed by which technology depraknt processes proceed.

What this essay contributes to the literature ésfétct that innovation
performance should be disaggregated into its doesti dimensions. The results of this
essay suggest that agglomeration economies daplalg even in a population of some
of the most innovative, small firms in America. Howver, there are important differences
across industries that need further examination.

The first performance dimension assessed indi¢hstsndustrial clustering
positively affects the number of new product anroaiments in a given year even in an
unusual population of small, highly innovative fsnHowever, one can observe that as
the level of industrial clustering exceeds soma&pahe marginal benefits to being in a
cluster will decline in line with several extanugtes on the effects of firm
agglomeration.

Another dimension of innovative performance — theeof technological
progress - is invariant to industrial agglomerafpbsusibly because the technologies
developed by serial innovators which are generitaiture draw on technological
developments from a variety of patent technologg®ts whose contributors are spatially
scattered. That's why industrial clustering migbt have the effect hypothesized in this
study.

The theoretical framework employed in this essay patially validated by the
empirical results. In line with extant theoriesradustrial agglomeration and findings in
the literature, the empirical results reportechis essay cogently illustrate the beneficial

impact of increasing levels of industrial clustgrion firm productivity. Overcrowding
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inside industrial clusters however has a tempegffert on productivity gains. In this
specific case firm productivity was proxied by aasere of innovation productivity — the
number of new product announcements over one Yearexplanatory power of the
framework is modest and the validity of the theiaedtframework could not be
confirmed for firms in the pharmaceutical & biotedtogy sectors. The theoretical
framework however is not valid to explain how dififg levels of industrial
agglomeration might affect the pace of technologyetbpment. One possible
explanation is that this might indicate that theamee for the pace of technological
development is not an appropriate indicator foowation speed at the firm-level. An
alternative explanation for this non-finding istthi@e TCT construct comprises a
component that is geography-specific and one thabi and that the combination leads
to a conflation of unique impacts. In a sensmight be that the TCT construct in the
theoretical framework lacks validity and hencengahie to validate the model.

Future initiatives that can be further exploreel #we development of larger
datasets and making the analysis longitudinal gpetihg large-sample within-industry
analyses to assess upstream innovation perfornudrsegial innovator firms, and the
relative position of serial innovator firms in tkeowledge network of technology
clusters. In a sense, one can examine whethet ser@avator firms benefit more or less
from increased industry agglomeration than nonasé@rnovators along a much wider
range of innovation and other performance indicatban presented here. One may also
want to make a distinction between new-to-the-werftdlucts and mere product

improvements.
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ESSAY 3: CLUSTERING AND FIRM INTERNATIONALIZATION

Introduction

This final essay assesses serial innovator firfopmance in the downstream
section of the innovation process, namely commkzetgon, and more specifically, the
sale of this technology to customers outside ohibrae market (the United States). Is
location or more precisely the level of industagglomeration associated with
systematic differences in the internationalizagdfiorts of serial innovator firms? Are
some small technology-based firms benefiting moyenfindustrial clustering than others
in their efforts to internationalize their operats® These are the research questions that
will be addressed in this essay. This essay iststred as follows. In the second section a
theoretical framework will be presented that fratesresearch question in terms of
organizational ecology arguments and the implicegtiof a firm’s ecology on its
performance, including firm growth and commerciaian. The third section of the
essay presents the model along with the operatzati@n of the hypothesized
relationships. The fourth section includes the ltesaf the analysis, and the fifth and

final section proceeds with a discussion of theltss

Theory and Hypotheses Development

The third and final essay intends to make a doution to the new discipline of
International Entrepreneurship (IE), a field thateeged in the early to mid-nineties and
is still in its infancy (Oviatt and McDougall, 1994rhe essay will examine whether
industrial agglomeration has any impact on thermagonalization of small, long-lived

technology-based firms such as serial innovators.likely that the pioneering

149



technologies developed by these firms might séreeneeds and requirements of
customers in markets other than the United Stasgcially sophisticated ones. The
General Purpose Technology character of the teolgied developed by serial innovator
firms (Hicks and Hegde, 2005), technologies thatagplicable in a wide range of
industries, is noteworthy since these technologiag a key role in fueling economic
growth (David, 1991; Bresnahan and Trajtenberg5).99

General Purpose Technologies (GPTs) — often ldiabling technologies - are
characterized by their pervasiveness, as an ingacditating technology that is used by
a wide range of industrial sectors. As a GPT ddtuthroughout an economy, it fosters
investment in (specialized) complementary asseddechnological change in the user
industries, engendering efficiencies and produstigains within industrial sectors and
across the economy as a whole (Helpman and Tratgnh998). Hence these types of
technologies are seen by many industrialists afidymoakers as key enablers of
economic growth, and are therefore prime technekugiith great export potential.

The discussion of the relationship between indelstigglomeration and the
internationalization of serial innovator ventured ise grounded in organizational
ecology arguments. Organizational Ecology (OE) ask®logical metaphor and
analytical techniques to try and explain the caod# under which organizations emerge,
grow, and die (Hannan and Freeman, 1977). OrganiedtEcology analyzes an
environment in which organizations engage and ctengied where the emergence and
disappearance of organizations occurs through alutganary process (natural

selection). This theory provides an evolutionargoamt that examines the founding of
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new ventures, organizational growth and death ghwoizations (Hannan and Freeman,
1989).

This essay will focus on the organizational groptfase. Organizational ecology
predicts that ventures may experience growth becalithe number of similar
organizations in its close vicinity i.e. the vertus located in a geographical cluster that
confers a range of benefits to the cluster-based fLike many other phenomena in the
social sciences however there might be diminisbinigicreasing returns associated with
organizational growth as a consequence of itsapaintext. More specifically, as the
level of industrial agglomeration increases, theher of firms in that area will increase
and by definition the supply of local resources darnpetition for these resources will
intensify, which may limit growth at some point whigrm growth catches up with and
exceeds local resource availability.

The internationalization of small technology-bafeds may sometimes be
spurred by demand for firm products and servicasgpans national boundaries (Oviatt
and McDougall, 1994) or might be motivated by tleedto recover steep development
costs (Qian and Li, 2003). Another motivation tatge abroad is provided by Vernon
(1966) who argues that products that have readteettiécline’ stage in their product life
cycle can extend their life by catering to lesshssiicated (foreign) markets where these
products are perceived as new and sophisticatesid&econtributing to the expansion of
their customer base, internationalization of sriafis is argued to positively impact
venture survival and growth (D’Souza and McDoudE¥89). Many small firms decide
to conduct international business, especially @rthutput markets, by virtue of a pull

from attractive international markets (O’Farrellbét1996).
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The initial location of a small firm (both new agstablished) seems to play a role
in its ability to capture the benefits from intetipaalization. This has been cogently
argued by Dunning (1998) and Porter (1990) whotifled the resources within close
vicinity of a firm’s location to be critical to tHevel of internationalization pursued by
the firm. These resources range from the avaitgtmh managers with expertise in
foreign markets, distribution channel capacity seas, expert knowledge of foreign
markets to other firms with international operati@nd/or exposure. Both authors focus
primarily on large or medium-sized firms and in t@se of Dunning only on
multinational corporations (MNCSs). In addition, yharovide no empirical evidence
beyond anecdotal or case study evidence.

Whether a firm is able to extract what it requiiregn the local environment
depends on specific features of both the localrenment and the firm (Delacroix,
Swaminathan and Solt, 1989). Small firms in paléicare heavily dependent on their
immediate vicinity for critical resources to sustaicompetitive advantage, and even to
operate (Glasmeier, 1988; Romanelli and Schoonh@@91). Critical resources include
skilled labor, access to external knowledge sousaeh as universities, other private
firms, government laboratories, and a whole rarfgaipporting business services and
suppliers. In a sense, the theoretical argumetfined above indicates that industrial
clustering might influence a firm’s ability, includy a serial innovator firm, to

internationalize its commercialization activities.

Industry clustering, resources and small firm im&iionalization
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Industrial clusters comprise many resources timatlsirms may leverage to
initiate and accelerate their internationalizatativities, including international
commercialization. Porter (2000) lists a rangeesburces available to cluster-based
firms: 1. specialized input suppliers, 2. distribatchannels and logistical services; 3.
universities, think tanks, vocational training piaers, trade associations, and standard
setting bodies; 4. an experienced labor pool arfitinbs, both domestic and foreign that
compete directly or indirectly with each other.easing levels of industry clustering
obviously will lead to an increase in both the dsiy and volume of local resources
available for (small) firms to tap into, providdtely have appropriate access to these
resources (Bresnahan et al, 2001).

Beneficial effects of industrial clustering on firnternationalization

Foreign firms in particular are often attractedrdustrial clusters (Birkinshaw
and Hood, 2000; Shaver and Flyer, 2000) and inerdesawareness of and
responsiveness to opportunities in foreign marRéesnon, 1966) in these clusters. In
addition, they signal to other firms in the clustacluding small ones, what standards are
expected when competing in international marketsgll, Wood and Zheng, 1996). A
high number of foreign firms or domestic firms witlternational operations would raise
awareness and knowledge among entrepreneurs aluster to internationalize their
firm’s activities. It thus appears that the preseatforeign firms or domestic firms with
international operations in technology clustershihpsitively influence other actors
within the cluster and may make it more conceivédientrepreneurs to consider

targeting international markets.
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Furthermore, the presence of domestic and forf@iigrs in an area with high
levels of industry clustering may be beneficiattoall firms wanting to internationalize
because of the (specialized) complementary assethith the latter may get access
(Teece, 1986). The terms and conditions of the ceroia agreements between large
and small firms however may prove a bone of cordargince they may be viewed as
unfair or unreasonable by the small firm becauggoefer asymmetries (Christopherson
and Clark, 2007). The situation might be differiemtserial innovator firms precisely
because they do not negotiate from a position @flkwess, primarily because of their
possession of valuable technology assets (patamtis¢xpertise.

Coviello and Munro (1995) argue that technologglagerations can be
conceived as networks of firms embedded in a ggbgral area and serve as a critical
source of expertise and knowledge about opporasiti international markets. Firms
operating in areas with strong industry clustetergy to be better connected to other
firms and hence learn faster about opportunitiesia@ve to them in foreign markets.
Cluster- based firms after all have access to kedge spillovers that not only contain a
technological component, but market related infaromaas well (Audretsch and
Keilbach, 2004).

Networks of firms imply networks of entrepreneukdarge presence of networks
of ethnic entrepreneurs might enhance the intemnatidimension of a technology
agglomeration, both directly and indirectly as bamobserved in such well-known
technology clusters as Silicon Valley and Route 428 Boston (Saxenian, 1996; 2005).
These individuals develop and maintain global lggswith technology agglomerations

in their home countries and in effect contributéh® economic development of these
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countries while at the same time technology clgstethe US benefit from access to
these new industrial clusters (Saxenian and Li3200

Furthermore, areas with high levels of industystéring often have a strong
presence of venture capitalists or other finarsgavices providers that may fund the
internationalization process of small firms in ttester. Venture capitalists often posses
the social capital to bring entrepreneurs in cantath firms that have the expertise and
(specialized) complementary assets that can bedged by the entrepreneur to initiate
international activities (Davila et al, 2003). Asted above, the literature suggests several
mechanisms by which industrial clusters fostemaernational orientation in its
inhabitants. Therefore | hypothesize that
Hypothesis 1aSerial innovator firms located in agglomerationgiwhigh levels of
industry clustering are expected to be more expuagnsive than serial innovator firms

located in agglomerations with low levels of inaystiustering.

Negative effects of industrial clustering on firmeirnationalization and decreasing
returns on agglomeration

Despite the benefits of being located in a dendastrial cluster, there are some
disadvantages to increased levels of industriatehing. Pouder and St John (1996)
point to the fact that growing clusters may reagoiat where congestion and saturation
may begin to ‘choke off’ the benefits of agglomeateconomies. This congestion effect
starts to manifest itself when similar firms opergtin the same area vie for the same
local resources (labor, capital, knowledge inpets) and this might lead to diminishing

returns in the benefits of industrial clusteringttdur, 1990). Other authors have shown
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that as clusters grow in size, firms residing & ¢fuster are exposed to increasing
congestion costs to the point where individual fperformance starts leveling off or
declining, including internationalization (expoaitivities (Folta et al, 2006).

Organizational ecologists argue that in regiortswoo much industrial clustering
competition is so fierce that firms - especiallyatihones - may have a hard time gaining
access to local resources at reasonable termsufA@890). A disconnect from or weak
access to key resources in the region, due toefiemopetition, may make it difficult for
small firms to attract the best employees or treaplest form of finance (Stuart and
Sorenson, 2003; Christopherson and Clark, 20079wHkadge workers are known to be a
key mechanism to channel knowledge spillovers foora firm to another and small
firms that experience difficulty in recruiting sletl personnel may lose out in terms of
spillover acquisition and absorption (Almeida anopgkit, 1999). If access to local
resources is limited, small firms may choose teiserother firms in the cluster or focus
exclusively on the domestic market, which from sorece point of view is less
demanding than pursuing international opportunitiesther markets (Castrogiovanni,
1991).

Serial innovator firms develop pioneering, leadialye (general purpose)
technologies like novel medical instruments or grugew types of digital displays or
revolutionizing electronic or photonic devices teajoy strong patent protection in the
US and in many cases in selected overseas masketslia These technologies
furthermore exhibit a high degree of generalitycftdiand Hegde, 2005) a novel digital

display, a revolutionary new sensor or novel micoopssor architecture are technologies
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that have wide applicability across industrial sestboth in the domestic market and
abroad.

Serial innovator firms are in a unique positiomegotiate with large firms who
do possess (specialized) complementary assetsravidg access to product markets or
who are operating in the markets for technologyiarittense technologies from small,
innovative firms (Arora et al, 2001). These are thistinct modes available to serial
innovators to internationalize their technology coencialization process. Alternatively,
some serial innovator firms may opt to go it alame secure venture capital or more
traditional funding to target international markéfthese attributes or characteristics set
serial innovator firms apart from the larger grafpechnology-based firms who may not
have the leverage, negotiation power or ‘star’ ppweemulate what serial innovator
firms may do.

Serial innovator firms, due to their pioneering/elatechnologies, solid position
in the technology space, and long list of promireerstomers may not be affected as
much by increasing levels of industrial clusterasgthe average small, technology-based
firm, and may even successfully compete with laghester-based firms for cluster-based
resources and access to other institutional ressurctheir respective locations when
levels of industrial clustering keep increasingaflis, these elite firms may not
experience diminishing returns in their internasiliration activities as a result of
increased levels of industrial agglomeration intMSA locations.

Hypothesis 1b: The relationship between serial wator firms’ location in MSA’s with
increasing levels of industry clustering and thenf’ international intensity is not

characterized by decreasing returns.
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Firm heterogeneity, industrial clustering, and imtationalization

Internal resources play a critical role in decidiogenture abroad and offer the
firm’s products in international markets. One af$h resources obviously is technology,
a unique advantage of serial innovator firms thay mot only be exploited domestically
but in international markets as well. Serial innovdirms are well-known technology
pioneers with a stellar reputation in their resprecproduct markets who are regularly
profiled and appear in competitive rankings of $ro@mpanies in widely circulated
international business magazines like Business Weakes 200 Best Small companies
ranking® or Inc. (Hicks and Hegde, 2005), a form of adsémt that might well
introduce the firm and its technology to custontesed in foreign markets.

Having strong technological capabilities and thiditstio learn and innovate is a
significant advantage for firm internationalizatias they help absorb, assimilate, and
reconfigure new knowledge into the firm’s operatidknight and Cavusgil, 2004).
Serial innovator firms are in a stronger positioapability-wise, to benefit from cluster-
based resources in particular, and increased levatslustrial agglomeration in general
than the average technology-based firm. Henceit fias:

Hypothesis 2: Serial innovator firms are expectetenefit more from industrial
clustering than non-serial innovator firms, i.enfitype moderates the relationship

between the level of industry clustering and indional intensity.

The simple model in Fig. 5 below clarifies the pegirelationship

2 http://www.forbes.com/lists/2007/23/biz_07200b&ste-200-Best-Small-Companies_Company.html
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Firm Type

H2(+)
Level of Internationa
industry Intensity
clustering H 1¢(+)
Fig 5. Research model
Dataset

The dataset employed in this essay to address Hggpist1la and 1b comprises a
defined population of serial innovatdts- firms with 500 or fewer employees with a
portfolio of a minimum of 15 utility patents gradten the 5-year period preceding 2002,
who are independently owned, not bankrupt at the tf this study (2006), and are long-
lived — a unique set of strong technology-basemdirthat have built a competitive
advantage around a strong proprietary technologyhave sustained or strengthened its
competitive position while remaining small in si@gicks and Hegde, 2005). This is a
population since we include all US firms that miet criteria indicated above to specify
what a serial innovator firm is.

According to Buchanah these small firms invest substantial time and rgdne
technological innovation. They furthermore adopt ar least mimic best R&D

management practices used in large firms and mbdhem have a formal R&D

% The initial dataset on serial innovators wasemi#d under SBA contract SBAHQ-01-
C-0149 by Dr. Diana Hicks

31 Buchanan profiled a number of serial innovatangirin the August 2002 issue of Inc.
Magazine

159



department or group with formal structures, comeetit for assessing new ideas and
approving funds. Compensation of senior managemergonnel is often tied to the
granting of patents or completion of prototypestha form of bonuses. She found that
these firms tend to set a measurable goal thattaicg@ercentage of their revenue should
come from new products or be allocated to R&D ditiy. Again, these are
organizational routines often encountered in muaigdr firms and this may well be
another feature that sets these serial innovatonsfiapart from the much larger
population of small technology-based firms.
The procedure used to define the population aarslbommarized as follows:
firms are labeled serial innovators if they meet fitllowing criteria.
1. have 500 or fewer employees, in line with the SnBalsiness Administration
definition of a small firm
2. have been granted 15 or more US utility patentierperiod 1998-2002
3. are independent, i.e. not majority owned by a ldmge, not a joint venture, and
not a subsidiary of a large US or foreign firm
4. are a going concern, not bankrupt in 2006
5. are long-lived, i.e. have survived at least onkedobnomic cycle
Such firms tend to be long lived. It is importaatrtote that this population has
been restricted to publirms because of the greater availability of natemt firm-level
data critical to test the propositions put forthliea
The author added to the original serial innovatatadnformation derived from
COMPUSTAT, the firms’ websites, Hoover Database, ltexis Nexis database and SEC

10-K annual reports. Cluster data is gleaned frioenGluster Mapping Project at Harvard

160



Business School and cross-checked with locationiepiodata available from the Bureau
of Labor Statistics (BLS). The section on varialkdesl their operationalization contains
specific data on the data sources used per variable

The dataset to address Hypothesis 2 comprises ahethtdata sample. To
conduct a comparative analysis between serial anesarial innovator firms a matched
sample of ‘serial innovator’ and ‘non-serial inntwa firms was created. The matched
firms — who do not meet the criteria to be labedeskrial innovator firm - were identified

using the following procedure:

1. For each highly innovative small firm | consdltde Hoover's Company &
Capsules Database that provides brief informatiod@,000 public and non-
public companies (Capsules) and 225,000 key exexgjtito identify a

matched non-serial innovator firm. The Profileslude an overview and
history of company operations as well as: key effic competitors, number of

employees and selected historical financial datag(s years).

2. For each innovative firm, Hoover’s yielded & lgf direct competitors,
along with their HQ location and work force sizepetential non-serial

innovator firms.

3. From the list of direct competitors operatinghe relevant niche market, |
selected one firm incorporated and headquarteretthanUS, and having a
workforce of 500 employees or less. These firmgatpein the same ‘niche’
market segment as the serial innovator firm butehavess stellar record of
invention. This step therefore results in the geacof a non-serial innovator

firm.
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4. In case the list of competitors did not yieldan-serial innovator firm that
met these two criteria, a list of competitors framcompeting firm was

checked; i.e. a competitor of a competitor, ofemied “indirect competitor”.

The same procedure was followed and care was tlegrthe firm that met

the two criteria outlined above was active in tame sector as our focal firm.
The problem with indirect competitors is that thrategic focus of these firms
deviates significantly from the focal serial inntaafirm. The danger exist
that one starts to compare firms with distinctlyfetient knowledge- and

technology bases and product portfolios.

5. The procedure highlighted in points 2, 3, avdaé repeated for each of the

innovative firms, resulting in a sample of non-akemnovator firms.

Measures

Dependent variableTo test Hypothesis 1 a,b and 2 we use as depewdeable
international intensity (INT_ INTENS) operation@a as the percentage of total sales
derived from international markets (Autio et al0RQMcDougall and Oviatt, 1996;
Preece et al, 1999; Reuben and Fisher, 1997). mpuet a firm’s international intensity,
| divide the average sales derived from outsiddit8eby the total average revenues of
the firm in the 5 year period studied, both sourteth the SEC 10 K annual filing for
each year.

Independent variabldzor Hypothesis 1 a, b the independent variablatefest is the

cluster location quotienLQ), discussed earlier. This is a continuous varidbbe
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Hypothesis 2, the independent variable is the actésn term between CLQ and Firm
Type.
Control variables:

1.Employ - continuous variable, average number ofleyges of firm in the period
between 1998 and 2002. Small firms are most likelgxport from urban areas and in
concentrated industrial sectors (Mittelstaedt et28106). Until very late into the 20
century, scholars of international business betletleat success in foreign markets
required large size (Gomes-Casseres, 1997) buknbeledge revolution, technology
and globalization have removed many barriers fomlsnhighly innovative firms to
venture abroad (Ghoshal and Bartlett, 1999)

2. Age - the age in years of the firm sincentseption in 2002. Prior research
indicated that older firms have a higher propentitgxport than their younger peers
(Manez et al, 2004).

3. R&D9802 - The average size of the budgeteegpd on R&D in the period between
1998 and 2002. Prior research indicated that R&®Dehmajor positive impact on export
performance (Roper et al, 2006; Yang et al, 2004 tHere has been evidence that R&D
intensity is not significantly related to exportfoemance (Rodriguez and Rodriguez,
2005)

4. # Patents 9802I'he total number of patents granted to a firm dythre period
from 1998 to 2002. Prior studies indicate that ptsteand patent intensity are strong
predictors of export performance (Amendola et 893, Rodriguez and Rodriguez,

2005)
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5. Presence of firms with global operationsimdny variable that indicates the
presence of firms with global operations or forefigms in the industry of the focal firm.
Foreign firms are commonly attracted to regionwidustry clustering (Birkinshaw
and Hood, 2000; Shaver and Flyer, 2000) and inerdressawareness of small firms to
opportunities in international markets (Vernon, @p@®ata is obtained from the Bureau
of Economic Analysis, a government agency thaectdl trade data by state, MSA, and
in some instances even county.

6. Industry dummiesexport performance differs across industries (@aper et al,
2006)

The model for Hla and b is an OLS model expresseddily as:

E [INT_INTENS | Xg] = a + B1CLQ+ B.CLQ?+ BsAge+ B.Employees+BsPatents+
BsR&DExpend+p;Presence of global firmg3s Industry fixed effects

The model for H2 is an OLS model that comprises#araction term:

E [INT_ INTENS | X¢] = o + B1CLQ+ Bo,CLQ?+ BsFirm Type +

B4TypeofFirm*CLQ+3sAge+ BsEmployees+;R&DEXxpend+fs Industry fixed effects

Analysis and Results
Descriptive Statistics
The bivariate correlation matrix provided in TaB@indicates that the largest
correlation coefficient, between the industry valgarepresenting the semiconductor
industry and the Cluster Location Quotient is Ca#@ statistically significant (p<0.05).
Consequently, no problems with multi-collinearityflwe expected although variance

inflation factors will be calculated after the fuBpecified regression model.
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Table. 26. Bivariate correlation matrix

1 2 3 4 56 7 8 9 10 11 1213 14
1. Internat Int 1.00

2.CLQ 0.33 1.00

3. CLQsq 0.230.88 1.00

4. Patents9802 -0.03 0.01 -0.03001.

5. Employees 0.160.12 0.04 0.251.00

6. R&D9802 -0.200.03 0.04 0.44 0.38 1.00

7. Global firms 0.11 0.170.01 -0.11 0.07 -0.05 1.00

8. Computer& 0.22-0.03 -0.02 -0.03 0.05 -0.08 0.06 1.00

9. Communicat 0.13 -0.04 -0.04 -0.03 0.6%509 0.00 -0.09 1.00

10 Semiconduct 0.490.46 0.37-0.01 0.07 -0.04 0.10 -0.12 -0.11001.

11. Navigation 0.05 -0.04 -0.02 0.06 0.08.02 0.02 -0.05 -0.04 -0.06 1.00

12. Surgical

13. Electrical Eq
14. Pharmaceutical
15. Software

-0.04 -0.08 -0.06 ©.10.08 -0.23-0.05 -0.11 -0.11 -0.140.07 1.00

-0.07 0.04 0.0200. 0.02 0.05 0.09 -0.05 -0.04 -0.6602 -0.07 1.00
-05D.20 -0.13 0.07 -0.12 0.460.18 -0.24 -0.23 -0.31 -0.13 -0.30-0.13

0.03 0.05 -0.02-0.00 0.4108 0.15-0.07 -0.07 -0.10 -0.04 -0.09 -0.04 €0).2

* significant at 5%
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On average, serial innovator firms export abouti@igr of their output to foreign

countries (Table 27).

Table 27. Descriptive Statistics — Internationaéfsity of serial innovator firms

Variable # Obs Mean StDev Min  Max
Exportshare1998 198 221 281 0 .94
Exportshare1999 198 .239 281 0 97
Exportshare2000 198 .251 273 0 .98
Exportshare2001 198 .276 .289 0 .98
Exportshare2002 198 .278 295 0 .99
International intensity 198  .253 268 .93

Moreover, Table 27 shows that the share of ex@srts proportion of total sales

of the average serial innovator firm has increas#iter significantly (5 %) over a short

period of five years that coincided with a globalahturn in technology markets. Table

28 shows that significant industry differences barobserved in international or export

intensity. Some industries are more globalized ththers and this is clearly reflected in

Table 28, for instance the semiconductor, compugetufacturing, and

telecommunications equipment industries are veppexoriented since both production

and marketing activities in these industries amy weuch dispersed across the globe.

Small and medium-sized enterprises have becomeasiagly prominent

international participants in the global market awén engage in foreign direct

investments although this again varies by industith the computer and peripherals,
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software, and industrial electronics industriesaspeading this pattern (Oviatt and
McDougall, 1997; Knight and Cavusgil, 1997).

Table 28. Descriptive Statistics — Internationaéfsity by industry

Industry Obs Mean Stdev Min  Max

Computer Manufacturing 17 443 296 O .938

Communications Equipm 15 378 336 O 922

Semiconductor 26 595 163 .378.926
Medical devices 24 218 .205 0 .713
Pharmaceutical 78 .082 .148 0 .794
Software 12 293 .188 0 .704

Other industries such as the pharmaceutical & biwtelogy and medical device
industries face high regulatory hurdles both intibene market and overseas and engage
in international commercialization activities onifnen they have received regulatory
approval to market their products in the home niai®esenigo, 1989). In some cases
though, these firms first seek regulatory approvarseas (the EU has slightly less
stringent regulatory requirements) and subsequétglan application with the Food and
Drug Administration later on, but this depends loe ¢orporate and commercialization
strategy the firm is pursuing. A more plausiblelargtion is that small biotechnology
firms license their drug compounds to large dornsgdtarmaceutical companies who
subsequently bring these drugs to other foreigrketar

Another factor playing a role is the size, scald acope of the US market for the

technologies developed by serial innovator firmg amght in some cases even serve as a
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disincentive to export. Finally, some serial inntmvdirms have extensive commercial
activity in the US defense sector, another fadtat tan prevent them from exporting
their technologies that are considered ‘sensitiyethe Department of Defense or the
National Security Agency.

Table 29. Means test for International Intensityitustry

Industry Mean S | fi@lls Mean Non SI firm/Obs  Sign
Communicat. equipment .378/15 197/ **
Semiconductor .595/26 .365/26 b
Computer & Electron Mfg .420/16 .385/16 .S.n
Navigationalinstrum 34717 316/ 7 n.s.
Surgicalandmedical .213/28 .188/28 n.s.
Electricalequipment .124/6 .226/6 n.s.
Pharmaceutical &Biotech .082/77 .060/77 .S.n
Software & Services .293/12 217112 n.s.

** significant at 5%, *** significant at 1%

A difference of means test (see Table 29) furtloeenneveals that the
international intensity of serial innovator firnsdignificantly higher than for the non-
serial innovator firms in only two industries, tbemmunications equipment (p<0.05)
and the semiconductor industries (p<0.01). In @éoindustries no notable statistically
significant differences could be found betweenaéninovators and non -serial innovator
firms. In a second matched sample (results arshmn in the interest of space)

significant differences in international intensitgn be noted in the Communications
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Equipment (p<0.05), Semiconductor (p<0.01), and Quter & Electronic
Manufacturing (p<0.1) industries.
Hypothesis test for Cluster Location Quotient

Hypotheses la & b posit that industrial clustetiag a beneficial effect on the
export performance of serial innovator firms anat tthis effect does not suffer from
diminishing returns to agglomeration. Across alldeis™ in Table 30 the coefficient of
interest (Cluster Location Quotient) is positivel atatistically significant (at least
p<0.05) providing support for Hypothesis 1a. Mo8lsluggests that a one unit increase in
the value of the cluster location quotient leadari@xpected increase in international
intensity, which is a fraction, of 0.9 percentagenps.

The fully specified in Table 30 also illustratbat the parameter estimate on the
squared term is not significant indicating supfortHypothesis 1%. The fully specified
model includes dummy variables for eight industerd a reference industry, in our case
the Miscellaneous industry. The model indicates fin@s operating in the
Pharmaceutical & Biotechnology industry have aneexgd level of international
intensity that is 12.8 per cent (p<0.05) lower thi@at of the ‘Miscellaneous’ sector.

Firms in the Computer and Electronic Product Maatufidng industry have an expected
level of international intensity that is 19.6 pent(p<0.05) higher than that of firms in
the Miscellaneous industry. Firms in the Semiconalumdustry have an expected level

of international intensity that is 32.7 per cergher than those of their peers in the

32 All models have been corrected for spatial autaation using the SPATWMT
command to create a spatial weights and eigenvahaéisx, and the SPATREG
command to subsequently correct for spatial autetation.

33 A robustness test on the non-serial innovator $anepealed that the coefficient on the
squared term was significant (p<.10) providingHertbut weak support for H1b
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Table 30. Determinants of International Intensitgerial innovator firms

1) 2) 3) (4) (5) )(6
Cluster Location Q 0.012 0.021 0.021 0.02 0.018 0.018
(4.74) (4.65) (4.72) (4.31)  (3.61) (3.59)
Cluster Location & -0.000 -0.000 -0.000 -0.000 -0.000
(2.84Y (2.90)" (2.60) (1.79) (1.79§
Patents 98-02 -0.000 -0.001 0.000  0.000
(0.82) (1.43) (0.20) 1@)
Employees 0.000 0.000 00.0
(1.86) (2.56) (2.52)
R&D 9802 -0.005 050
(4.69) (4.48)
Age -0.000
(0.13)

Firms with global operations in MSA

Computer and Electronic Product Manufacturing
Communications Equipment Manufacturing, optics
Semiconductor and related Electronics
Navigational, detection, measuring, control
Surgical and medical devices and equipment
Electrical Equipment, Appliances, components

Pharmaceuticals and Biotechnology, Diagnostics

170

(7)
0.017
(3.51)
-0.00
(1.73)
0.000
(0.27)
0.000
(2.44)
-0.003
(4.83)
0.000
(0.10)
0.020
(0.49)

(8)
0.009
(2.13)
-0.000
(1.63)
0.000
(0.23)
0.000
(0.27)
-0.000
(0.78)
-0.001
(0.42)
-0.014
(0.40)
0.196
(2.20)
0.175
(1.67)
0.32
(4.45)
0.126
(0.97)
-0.007
(0.10)
-0.098
(1.03)
-0.128
(2.00)



Software and Services

0.045
(0.53)

Constant 0.197 0.170 0.18114D. 0.192 0.187 0.175 0.218
(9.04) (6.71) (6.15)" (3.78)" (4.76) (3.19) (2.88) (2.60)

Observations 198 198 819198 187 187 187 184
R-squared 0.11 0.13 0.18.15 0.19 0.19 0.20 0.48

Robust t statistics in parentheses
T significant at 10%; * significant at 5%; ** sididant at 1%
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Miscellaneous sector (p<0.01), and the correspaniigure for the Communications
Equipment industry is 17.5 per cent (p<0.10). Tiheffthe model has improved
significantly and explains just over 48 per centhaf variation in the dependent variable,
an excellent resuft

Table 31 depicts two within-industry regressioalgses. The first model on the
left pertains to serial innovator firms in the pmaceutical & biotechnology sector and
indicates that the level of industrial clusteriraged not affect the internationalization
processes of biotechnology & pharmaceutical sarradvator firms (disconfirming
Hypothesis 1a and 1b) again highlighting the retgmeissues these firms face or the fact
that most of them license their products to largmestic biotechnology or
pharmaceutical companies. The second model ongheaf Table 31 refers to serial
innovator firms in the IT hardware sector (an araaigtion of 4 SIC industries:
semiconductor, navigation & instrumentation, Comioations equipment, and
Computer & Electronic Product manufacturing). Sanaovators in those sectors do
benefit significantly from industrial clustering<p.05) and appear to experience no
diminishing returns when the clustering effect bees very strong confirming

Hypothesis 1a and 1b, in line with was found fa émtire population in Table 30.

3 Multicollinearity is no issue since the variannéation factors have a mean of 2.56,
substantially close to 1 and no individual variamdtation factor exceeding 10 (Rabe-
Hesketh and Everitt, 2007).

172



Table 31. Determinants of International Intensityy-Industry

Pharmaceutical IT hardware
Cluster Location Q 0.002 0.034
(0.94) (2.07)
Cluster Location ® -0.000 -0.002
(0.61) (0.92)
Patents 98-02 0.072 0.045
(1.92) (2.34)
Employees 0.003 0.002
(2.37) (4.14)
R&D 9802 -0.001 0.003
1.77) (1.69
Age -0.000 0.001
(0.34) (2.55)
Firms with global operations in MSA 0.045 0.030
(3.22) (2.49)
Constant 0.017 1.164
(2.58) (2.71)
Observations 147 107
R-squared 0.39 0.44

T significant at 10%; * significant at 5%; ** sididant at 1%

To test the robustness of the model, a diffeneyt of classifying firms in
industries using the North American Industrial Glasation System (NAICS) at the 3-
digit level has been used to code the industryabéei Table 32 provides the regression
results using this specific industry classificatemimeme and confirms support for our
previous results above in that the coefficienttmndluster location quotient is positive
and significant, albeit at the 10 per cent confaelevel (p<0.10) suggesting that for
each unit increase in the location quotient, therirational intensity increases by 0.7 per

cent on average, in line with the results in T&fle
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Table 32. Determinants of International Intensigyng the NAICS classification

Cluster Location Quotient 0.007
(1.67)
Cluster Location Quotieft -0.000
(0.79)
Patents 98-02 -0.000
(0.24)
Employees 0.000
(0.19)
R&D Expend9802 0.000
(0.21)
Age -0.002
(1.13)
Firms with global operations in MSA -0.045
(1.28)
Chemical, Pharmaceutical, plastics -0.498
(7.49)
Machinery Manufact -0.207
(2.33)
Computer and Electronic Mfg -0.121
(1.88
Medical devices -0.324
(5.24)
Constant 0.577
(5.24)
Observations 178
R-squared 0.49

Robust t statistics in parentheses

T significant at 10%; * significant at 5%; ** sididant at 1%

No decreasing marginal effects in Internation&tmsity can be observed in the
fully specified model, again providing support fétb. The industry effects in Table 32
deviate somewhat from those using the SIC indudassification, and indicate that the
chemical, pharmaceutical, and plastics industrp@leith the medical devices industry
exports much less than the electrical equipmentcantponents industry, the reference

industry for the industry variable. The computed afectronic manufacturing industry
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(which includes the semiconductor industry) app#asnost export-intensive, after the
electrical equipment & components industry in kméh the findings made above.
Hypothesis Test for Firm Type

Additionally, another model has been developet$o Hypothesis 2. The
hypothesized relationship seeks to examine to exi&nt Firm Type can moderate the
relationship between the level of industry agglaatien (proxied by the cluster location
guotient) and international intensity. The resahs depicted in Table 33.
The regression results for the first model usirggdhginal matched sample reveal that
serial innovator firms do benefit more from indiatclustering, by 0.6 percentage points
for each additional unit increase in the valuehef tluster location quotient, than non-
serial innovator firms (p<0.05¢onfirming Hypothesis.Zl'his once more indicates the
pre-eminent position that serial innovator firmswase, among both small and large
firms, in a technology cluster although there agaiicant industry differences notably
between IT hardware and life science firms. Redtieganalysis using the second
matched sample reveals a similar pattern albeisitteeof the effect is slightly smaller

(p<0.05).
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Table 33. Impact of Firm Type as a moderator betweeustry clustering and
international intensity

Matched sample #1 Matched sample #2

Cluster Location Q 0.001 0.002
(0.33) 1.77)
Cluster Location & -0.000 -0.000
(1.09) (1.41)
Type of Firm 0.043 0.052
(1.68) (1.85)
Type of Firm x Cluster Location Q 0.006 0.004
(2.53) (2.06)
Employees 2002 0.000 0.001
(3.42% (2.49)
R&D Expend 9802 -0.002 -0.000
(2.50) (1.77)
Age -0.002 -0.004
(2.51) (2.02)
Computer and Electronic Product Manufacturing  0.193 0.132
(2.61) (2.89)
Communications Equipment Manufacturing, optics 8.08 0.056
(1.27) (1.53)
Semiconductor and related Electronics 0.244 &.43
(3.85) (2.93)
Navigational, detection, measuring, control 0.137 0.173
a.77) (1.01)
Surgical and medical devices and equipment -0.008 0.000
(0.14) (0.47)
Electrical Equipment, Appliances, components -0.039 0.012
(0.51) (1.12)
Pharmaceuticals and Biotechnology, Diagnostics 1-0.1 -0.144
(2.28) (2.71)
Software and Services 0.014 0.239
(0.23) (0.79)
Constant 0.177 0.202
(3.02§ (2.24)
Observations 368 373
R-squared 0.40 0.43

Robust t statistics in parentheses
t significant at 10%; * significant at 5%; ** sididant at 1%
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Discussion of results

The analysis in the previous section indicated sk&al innovator firms located in
MSA areas with high levels of industry clustering aignificantly more export-intensive
than their counterparts that are located in areésmuch lower levels of industry
clustering providing strong support for Hypotheks The magnitude of the impact of
increased levels of firm agglomeration is decidesithall although at moderate to high
levels of industry clustering the effect is ampdfi The analysis furthermore revealed no
diminishing marginal effects in export performamesults providing support for
Hypothesis 2b, a result that is interesting andguning at the same time. This suggests
no negative effects of increased levels of indaktiustering on the export performance
of serial innovator firms can be observed, andnfight indicate that serial innovator
firms are successful in competing for scarce resesiin their respective locales, even
when this competition becomes fiercer and fiercel when large established firms or
multinational companies vie for the same resources.

As expected, significant industry differences barobserved in export
performance with the computer manufacturing induaird the semiconductor sector
being the most export oriented industries whilegharmaceutical & biotechnology
industry, facing strict regulatory hurdles bothhame and overseas and long research and
product development cycles, being the worst peréorim export performance.

As predicted by the organizational ecology thdbgysize and diversity (local &
traded cluster) of a focal firm’s immediate envineent does indeed impact

organizational performance and validates the ceatguments that underpin the theory.
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That no diminishing returns could be observedrigiag as well, and perhaps an
indication that serial innovator firms are in avigged position within the technology
cluster (along with larger firms with internatiorggerations who have inherently more
power, both market and political) and can succdlgsfompete with other cluster-based
firms of all sizes for resources in the MSA. Thessources may range from qualified
personnel, acquisition of knowledge from universitygovernment laboratories, and
access to publicly-funded laboratories, businessces and specialized or generic
complementary assets owned by other firms. Withdustry analyses reveal significant
differences as serial innovator biotechnology figlosnot seem to benefit at all from
industrial clustering in their efforts to interratalize their commercialization process.
Two explanations are advanced here. First strguilegions delay the approval process
by many years and are country or region-specifite @as to go through another round of
expensive clinical trials to obtain approval froondign drug regulation agencies.
Secondly, many biotechnology & pharmaceutical fisah their products through the
markets of technology to mostly US-based licensiessoften possess the
complementary assets, including distribution ch&aerd sales forces in overseas
markets (provided the products are cleared for ptary in those markets).

A regression analysis based on a matched sarhpéial and non-serial
innovator firms indicates that serial innovatonfg do benefit proportionately more from
industrial clustering than their non-serial innargbeers (confirming Hypothesis 2). The
analysis provides additional evidence that seniabvator firms behave differently from

the larger population of small technology-baseahéir These firms appear to be actors in
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an industrial cluster with better, more privilegiztess to localized resources and skills

than less innovative technology firms.

Conclusion

In this essay, a statistically significant emgticelationship was uncovered
between the level of industrial agglomeration and specific dimension of the
downstream innovation process of small, highly wative firms, their export
performance. More specifically, the results of @malysis indicate that for serial
innovator firms, industrial clustering has a pagtinfluence on the commercialization
performance in general, in the sense that higheesdor the cluster location quotient
lead to higher expected levels of internationadmsity. The size of the effect is small,
but becomes relatively larger at higher levelsndiuistrial clustering.

It confirms one of the central premises of orgatianal ecology, which holds
that organizational performance can in part beawrpt by elements of the
organizational ecology of the focal firm, and thxeat to which this firm is surrounded
by other firms with similar knowledge bases anduese requirements. In addition, the
theory predicts that at very high levels of indiadtagglomeration, when the ecology of
like firms becomes very dense and compact, conipetior local resources heats up and
congestion effects may choke off the positive eéffed external agglomeration
economies. However, empirically no such attenuatiaexport performance could be
found. Apparently, serial innovator firms behavéygrartly as explained by the

theoretical framework. The explanatory power ofdhganizational ecology framework
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is strong and robust although the empirical findimat serial innovator firms are not
affected by overcrowding is weak in the statistgmise.

These unique firms might well be able to succelysivithstand competitive
pressures that come with increasing levels of irlgiudustering because of internal
assets such as expertise, technology, and pridlageess to external assets and
knowledge. This is certainly another avenue thatledo be explored in further detail.
Diminishing returns might be experienced earlied tma larger extent by non-serial
innovator firms.

Interestingly enough, the presence of other, Idigas with global operations
that do have the generic or specialized complemgatsets which may assist serial
innovator firms to commercialize their productdoneign markets does not influence the
international intensity of serial innovator firnEhis is another future research direction
that warrants exploration and ties in with the thaett serial innovator firms often operate
in the markets for technology and out-license ttesthnology to larger firms, perhaps not
necessarily located in the firm’s vicinity, for ther commercialization.

The fact that serial innovator firms are more ekputensive than their non-serial
innovator counterparts in at least two importanustries and that their location in MSA
areas with higher levels of industry agglomerafaxilitates the internationalization
process of these firms has policy implicationsifieent levels of administrative
jurisdiction and in a diverse range of substanpekcy areas. It is probably safe to state
for now that these firms do contribute to the intgional stature of the technology cluster

in which they are located and this identifies ysbther research topic that can be
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examined in future research. These implicationsdwanvwill be discussed in a separate
chapter after this essay.

Finally, it was established that serial innovdions benefit more from industrial
clustering than non-serial innovator firms, a fimglthat provides another avenue for

future research into the differential firm behasibetween these two types of firms.
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3. IMPLICATIONS FOR POLICY MAKING

Several implications for policymaking can be erstigd from the empirical
results. The implications may be operative on anmare levels of jurisdiction and the
policy maker may have varying degrees of powentioénce the desired outcome. The
empirical results derived in this research stuklglyi impinge on more than one
substantive policy area. Substantive policy areasrhay be relevant for serial innovator
firms include tax, R&D, human resources, trade, iandvation policy and the complex,
dynamic interplay between these distinct policyaare will divide the implications in
three separate sections that correspond to theieadmontributions of each of the three
essays.

The empirical findings in this dissertation cansbenmarized as follows:

» Innovative prowess — a defining trait of serialamator firms — does not
correlate positively with the strength of the carsh which these firms are
located. However, there is evidence to the confi@rfirms in the
pharmaceutical and IT hardware industries.

» Firms with high levels of innovative prowess i.etial innovator firms are
consistently located in MSAs with a higher numbkeresearch
universities compared to non-serial innovator firms

» Industrial cluster strength is positively relatecohe measure of
innovation performance i.e. new product announcésyéut has no
impact on another measure of innovation performaece¢he pace of

technology progress of serial innovator firms. plaee of technological
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progress is considered to be an upstream innovateasure whereas the
announcement of a new product initiates the comialézation phase of
this product.

» Industrial cluster strength is positively relateccommercial performance
i.e. measured as the export intensity of seriapwator firms.

» Industrial cluster strength benefits serial innovatcommercial
performance (export intensity) more than that af-serial innovator

firm’s.

Location of serial innovator firms

Throughout the discussion that follows, the norme#issumption is made that
firms with high levels of innovative prowess i.erial innovators located in a specific
spatial jurisdiction are making a positive conttiba to local economic development for
a number of reasons:

- the presence of such a firm may initiate a newrteltdyical
trajectory for this region or territory.

- the presence of such a firm may be used by poligkers as a
recruitment tool to illustrate the innovative angdmic potential
of the region and lure other firms to the region.

- the presence of such a firm provides high quatibsj although
limited in number. These firms may generate jobsugh down

the supply chain.
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- the presence of such a firm may have a psycholbejifsct on
budding entrepreneurs in the region to start thwin venture

The principal finding of the first essay is thatrfs with high levels of innovative
prowess — serial innovators - are netessarily located in MSA areas with significantly
higher average levels of industrial clustering than-serial innovator firms of similar
size. However, industry-specific analyses reveat sluch firms in the pharmaceutical &
biotechnology and IT hardware sectors are indeeatéal in MSA areas with a
significantly higher degree of regional speciali@atthan their counterparts with much
lower levels of innovative prowess. Further exartiorain the future is required to
establish similar patterns in other industriesa@ltfh the population-level regression
analysis (that comprises all industries) suggésitadt least in some industries no
differences in location behavior between firms wdttiering levels of innovative
prowess can be expected.

A second finding was that firms with high levelsimhovative prowess are
consistently located in MSAs with a higher numbkeresearch universities compared to
firms that are much less innovative. The formerehawneed to access and benefit from a
pool of expertise in the basic and applied sciefaed newly trained scientists and
engineers) that are often present in agglomeratiatishigh levels of technical
specialization. Cross-boundary organizational &etiriological learning through
partnerships with universities is stimulated asitim®vative prowess of serial innovator
firms has been built in part by conducting a sigaifit amount of exploratory research
and since there is a (significant) overlap in orgational knowledge bases between these

two entities.
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With respect to the first finding, beyond the knedge spillover-seeking
behavior of serial innovator firms one can argu ttese firms also have a strategic
need for (specialized) complementary assets, a theedan be fulfilled by locating in a
cluster where these assets are available (a pegwdaantage). In sum, both pecuniary
and knowledge spillovers are important for firmshahigh levels of innovative prowess.
However, as noted above this phenomenon may béisgeaertain industries.
Pecuniary advantages and knowledge spilloversataigly important in the
pharmaceutical & biotechnology and IT hardware stdas. However, the specific
location behavior of serial innovator firms in atledustries may be different in the
sense that both these unique firms and their noalsenovator peers could be located in
industrial clusters of very similar strength.

The finding that pharmaceutical and IT hardwama$iwith high levels of
innovative prowess are located in areas with siganitly higher levels of industrial
specialization than competing but less innovatikred is intriguing. Upon closer
inspection it was found that a much higher proportf serial innovator firms are
engaged in actual drug discovery and developméeivitaes whereas non-serial
innovator firms are proportionately more engagethendevelopment of diagnostic tests
and assays. The nature of the R&D process in thedase requires arguably more
systemic interaction with other geographically pnaate actors than in the second case
because of the complexity and uncertainty of tiiwation process and the array of
skills required.

To provide case-based evidence and to help electtatpolicy implications of

the location behavior of serial innovator firmsillyrofile a representative sample of
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serial innovator firms in more detail. The serralovator firms discussed here are based
in disparate locations and regions around the U&do provide a balanced picture of
the spatial distribution of these firms.

Calipers Technology pioneered the ‘Lab on Chip’aapt and has since its
founding in 1995 in Boston, MA revolutionized thaywrug discovery is done and has
created a whole new market of laboratory tools th@semicro and nanofluidics that
radically improve the speed by which new molecatampounds are being tested against
known disease targets. Calipers generated $14@miti 2007, 70 % from
pharmaceutical and biotechnology firms in the U8 3@ % from academia and exports.

Evans & Sutherland Inc., a spinout firm from thewémsity of Utah was founded
by David Evans and Ivan Sutherland in 1968, twaeering computer science
professors who are widely considered to be thedmgnfathers of the field of Computer
Graphics. Products developed include flight simartavionics displays, and virtual
reality technology and the firm is not only knowanr fts pioneering technologies but also
for its former employees (Jim Clark who startedc8i Graphics, Ed Catmull who
founded Pixar Inc, and John Warnock who co-fourdlédbe Systems Inc.). Along with
Novell Inc, a software and networking company faeshth 1984, Evans & Sutherland
Inc was responsible for putting the Utah Valleytbe map as a center for high
technology development, an area that also encompdse University of Utah and Utah
State University. Both firms have spun out numemther small firms that focus on

developing specialized niche technologies.
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Ampex Inc®, a serial innovator firm, is another Silicon Valigioneer that was
founded just after WWII to commercialize electromtaging technologies and data
storage systems. Today, the Data Systems diviSig&EX continues to shape
breakthrough technologies for the acquisition,ajerand processing of visual
information.It was the first to develop a digital componenttgm®duction system using
digital image compression technology to produceg@seof unsurpassed quality.
Zymogenetics Iné® (° 1981), based in Seattle, Washington is onaefitst firms spun
out from the University of Washington’s famed Ifeiences laboratories and was
founded by Professors Earl W. Davie and Benjamii&ll of the University of
Washington and the late 1993 Nobel Laureate in @teyrMichael Smith of the
University of British Columbia to commercialize thpeutic proteins. It was one of the
first biotechnology firms in the Seattle area, @ale now known as a vibrant and rapidly
growing cluster of biopharmaceutical and other $iéeences firms.

Finally, Quidel Inc, a rapid diagnostic test bi@swe company commenced
operations in 1979 and was one of the first lifiersce firms to be based in the San Diego
MSA. The firm develops medical diagnostics kits &arange of disease areas including
pregnancy complications, infectious diseases, @ggolautoimmune diseases and
osteoporosis, both for professional and researeH.Jghe firm was founded by Dr.
David H. Katz, an immunologist who was previoustyptoyed by the Scripps Research
Institute in La Jolla and invented the SuppresBaetor of Allergy (SFA) technology,

patented it and commercialized the technology iyngeup Quidel Corp. The first

% For a more complete profile see http://en.wikipenfig/wiki/Ampex
%% For a more complete profile see http://en.wikipentig/wiki/ZymoGenetics
37 For a more complete profile see http://www.quicteh/about/
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biotechnology firm in the San Diego MSA, which vadso a diagnostics firm, Hybritech
Inc was founded in 1978 and was acquired by Litly in 19862 Numerous other serial
innovator firms have similar histories and develeptpatterns as the one discussed
above.

Many of the IT hardware firms that can be labelgderial innovators are
pioneers in their respective product markets anerged in the eighties and nineties in
the well-known technology poles such as Siliconl&glthe Boston area, and the
Austin/Dallas, TX corridors and were the early igators of these technology
agglomerations. When these industries (semicondutdeigation & instrumentation,
communications equipment, and computer manufagyurratured, a dispersion of
followers/late entrants — disproportionately mageotinon-serial innovator firms with
lower levels of innovative prowess and even imitatocould be observed. Examples of
non-serial innovators in this respect are Authextéd°1992 in Albany, NY); Brillian
(°1990 in Phoenix, AZ), Neomedia Technologies f®06 in Fort Myers, FL), Solitron
Devices Inc ( ° 1987 in Miami, FL), Ultradata Syste(° 1995 in St. Louis, MO) and
many others. Similarly, some segments of the biotelogy industry such as assay and
diagnostics development have matured to such ametttat non-serial innovator firms
operating in those product segments can be foupthoes such as Lansing, Ml ( Neogen
Inc.° 1982), Chattanooga, TN (Chattem Inc. °188@gnta, GA (Theragenics Inc.°1981,
Corautus Genetics Inc.® 1992), Portland, OR (A\Wo@iarma Inc.°1985) and Houston,

TX (Lexicon Genetics Inc °1995), Gainesville, FLxé€tech Inc °1985, Ixion

38 http://www.sandiegometro.com/1999/apr/biotech.html
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Biotechnology Inc.®° 1995) among others, locatioaskmown as strong biotechnology or
pharmaceutical agglomerations.

From the foregoing exposition it seems clear tiekahemic development policies
with regard to small, high technology firms shontit be necessarily generic, broad-
based and agnostic about the type of firms onesaxtardttract, grow and retain.
Policymakers in charge of economic development ishioel cognizant about the needs of
the region in question, the current inventory cfedis and resources resident, the type and
development stage of industries and subsectorssiely to target and of course the
strategic objectives they aim to realize. Smatihitech firms too consider their needs
when selecting a location for their operationseeaision they often deem strategic.

In a fundamental sense, one of the roles of polalers responsible for economic
development is to serve as matchmakers between itbgion and small, technology
intensive firms with the objective to achieve miiybeneficial outcomes for both
actors. These individuals therefore need to haweea understanding of both the needs
and objectives of the jurisdiction over which th@gside and the entrepreneurs that
contemplate locating in the jurisdiction. What tesults in the first essay indicate is that
economic development policy ought to take into aotdhe industry, degree of reliance
on the science base, specific subsectors andlifieeicle aspects and the different levels
of innovative prowess that small firms may posssdeed, innovative prowess at least in
the pharmaceutical & biotechnology and IT hardwssetor has proven to be one of the
drivers of firm location. However, founders of s¢innovator firms make other
considerations on where to locate i.e. resistamecelbcation for social or family reasons;

in IT hardware and the pharmaceutical & biotechgglmdustry, the most innovative
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research universities where a large number ofehialsnnovator firms originate from
are located in areas with an already strong presehfirms in these two industries.

In other industries such as e.g. the softwareextical devices industries
innovative prowess plays no significant role, aidgated by preliminary results in the
first essay. For instance, for the software induate have seven serial innovators located
in Silicon Valley (Echelon, Intertrust, MacrovisioRoxio, Secure computing,
Immersion), two in the Los Angeles MSA (3 D Systeftdsiversal Electronics), two in
the Boston area (Media 100; Scansoft) with otheastsred around the nation in
locations like Portland, OR, Las Vegas, NV, St.ispMO, Los Angeles, CA etc. The
spatial distribution of non-serial innovators tregtprn is similar: five firms in Silicon
Valley (Intervideo, Communication Intelligence, Tekvledge, Magma Design
Automation, Websense), two in the Los Angeles MShiith Micro, Moldflow), and
two in the Austin MSA (DTM, Multimedia Games) anther firms in places such as
Boston, MA; Portland, OR, Albany, NY etc. In thedieal devices industry we have
four serial innovator firms in Boston, MA versug 81 the non-serial innovator firm
group; four serial innovator firms in Silicon Vajl@ersus seven in the matched group;
three serial innovator in the Minneapolis, MN aveasus three in the control group; four
serial innovators in the Los Angeles MSA versugséhin the matched group; plus a host
of both single serial innovators and non-seriabirator firms in other locations. In both
industries, a cursory view at the locations of bgribups of firms appears to support the
statistical results obtained in the analysis infite¢ essay. More studies on these and
other industries are required to firmly establisattinnovative prowess does not play a

role in the location of small, innovative firmsdilserial innovators.
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From the statistical analysis in the first essay e case study evidence
presented above it is fair to argue that seriabwaor firms are important foegional
economic developmeint several respects. First, as an initiator oéatirely new
technological trajectory in a particular locatidrat create new market(s) and jobs up and
down the supply chain of these firms. Second, ashiators for sustained innovation and
novel technologies that may be spun off, basicalying as a vehicle of corporate
entrepreneurship in much the same way that laetdogy companies spin off
technologies or have former employees set up tveir ventures with ideas gained from
the parent company. These spinout firms are litelye located in the same area as the
parent organization, thereby further contributioggtonomic development objectives set
by policymakers in that area. Third, because theskwat the technological frontier serial
innovator firms are great training places for stigta and engineers who learn valuable
skills that can be transferable to other firmshia tegion, if and when they seek to leave
the serial innovator firm.

Policymakers can indirectly influence the workiregshe regional innovation
system in which serial biotechnology and IT hardwianovators are embedded through
a set of policy initiatives aimed at fostering @gartive local environment that nurtures
and increases the chances of survival of highlgwative firms. First of all, policy
makers need to make an effort to identify serinbirators in their jurisdiction. They can
do this by conducting a patent analysis on eachl $inma in their jurisdiction. Such an
analysis will also reveal the knowledge bases oithwtine technologies developed by
serial innovators rest. Regional economic develoyro#ficials can subsequently design

policy instruments that assist serial innovatorghair up- or down stream innovation

197



activities, policy interventions that fully levermgnd exploit the range of knowledge
sources and other resources already present negien and over which the policymaker
has some degree of control (i.e. universities)cBipgolicy initiatives range from local
or state support for research in a field of releeato the local serial innovator(s) through
a grant system, the support of relevant educatiograms, tax credits, to the recruitment
of similar firms with specialized or generic complentary assets by the local economic
development agency. More specific policy initiafwbat can be formulated and
implemented to foster the creation and growth abkanovator firms will be suggested
throughout the remainder of this chapter

Turning to the second principal finding of the fiessay which indicated that
firms with high levels of innovative prowess wemmnsistently located in MSA’s with a
larger number of research universities, we can ntiaddollowing observations regarding
policy implications. The disproportional importanafethe science base for firms with
high levels of innovative prowess has obvious daedramplications for policy makers at
several levels. The discussion will be structunediad four topics: 1. University
Entrepreneurship; 2. Efficiencies in the innovagoracess through usage of external
knowledge sources; 3. Universities as major souwt&aowledge spillovers; 4.
Increased effectiveness of the innovation prodasssilocalized and in close proximity
to universities

University EntrepreneurshipA significant number of serial innovator firms
(thirty two percent) are spinoffs from universitirsus only ten per cent of non-serial
innovator firms. This observation indicates thaitvarsity entrepreneurship is very

important to fostering and maintaining a largerydapon of serial innovator firms. This
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suggests that these university spinoffs who likebdintain formal and/or informal
linkages with the parent university will continneeedmphasize innovation, and arguably
the more radical variant of innovation. The BayhldAct of 1980 formalized university
ownership of intellectual property developed byensity scientists and funded by the
federal government (Mowery et al, 2001; Mowery &ietonis, 2002). This institutional
change has contributed to more sophisticated gtest@ursued by universities to exploit
their intellectual property assets in the formeaftinology licensing or company start-up
formation (Shane, 2004).

Serial innovator firms- particularly in the IT havdre and biotechnology sectors-
founded by faculty in entrepreneurial universittes be found in Seattle, San Diego,
Austin, Silicon Valley, Boston, and Princeton amantigers. All these cities are home to
research universities with very active universgghnology transfer offices, in addition to
a number of locally-based and experienced risktabpioviders. University officials can
create policies to foster university entreprengprshch as attractive royalty-sharing
policies, support services for start-up formatiod ancubation, and the provision of
initial seed investment through equity participadSiegel et al, 2003). However,
having well-funded university-based incubators thature and churn out firms that seek
to commercialize university-invented technologesime thing, retaining these firms in
the local community is quite another as can batitated by well-known incubators
managed by the Georgia Institute of Technologya@thdr research-intensive universities
(Markman et al, 2005; Rothaermel and Thursby, 20@5ubstantial number of
university spinoffs are being lured or forced ttocate to areas with higher levels of

venture capital, since venture capitalists arectaht to fund ventures far away from their
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headquarter offices. Serial innovator firms in lifeesciences and IT hardware industries
are disproportionately present in the strongesishg clusters (that are home to venture
capitalists and other risk capital providers) amchted in close proximity to universities.
It may be the case that some of these serial irtopfiams might have been spun out of
universities located in areas with low levels gkrcapital and relocated to stronger
clusters. University science parks are anothecpatfistrument for local or regional
policy makers to look at although these initiatinese had a mixed record in the past
(Lofsten and Lindelof, 2002). Finally, the regiomaleven state authorities should
consider financial support for basic and applieddR& strategic areas such as
nanotechnology and stem cell research as is tleeic&3alifornia or photonics and optics
in Florida, to name just two state initiatives. dntbination of these policies wilicrease
the likelihoodof fostering and creating more serial innovatan§.

Efficiencies in the innovation process through wsafexternal knowledge
sources- The results of the first essay suggested an@asynt pattern in terms of
access to and usage of external scientific knovddmween firms with different levels
of innovative prowess, specifically in the bioteology and IT hardware industries. The
innovation processes to develop leading edge téobies are becoming increasingly
complex, uncertain, and expensive while at the d&mmee competition on a global scale
intensifies and product & technology life cyclesisk (Archibugi and lammarino, 2002).
Firms’ internal resources, and specifically senalbvator firms’, are being augmented
by those in the external environment — notably weses provided by other firms and
universities — in a way that will increase the@éncy and reduce the cost of the

technological learning process (Gulati, 1999). &othakers therefore need to understand
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the systemic character of the innovation procedshaw the upstream innovation
processes of serial innovator firms differ fromsbmf their less innovative peers. Case
study-based evidence indicates that serial innovmatdech and IT firms are
disproportionately located in very strong industiysters such as Silicon Valley (IT and
biotechnology) and South San Francisco (bioteclgy)dan Diego (biotechnology),
Boston (IT and biotechnology), Northern New Jer@egtechnology) etc. and develop
more pioneering technologies (medical drugs) teqtire intense systemic interaction
with other spatially proximate actors than othetadénnovators (that focus on medical
diagnostics and assays) or non-serial innovatatsate more dispersed across the US.

Policies can be crafted to increase interactioh #ie science base through such
initiatives as a grant system that encourageslzmiédion with a university or setting up
University/Industry research centers at the locaersities, very few of which are
already located in the strongest industrial clissterthe US (Santoro and Chakrabarti,
2001¥°. The main objective is to maintain existing linkagvith serial innovators and
increase the absorptive capacity of their lessvative peers. In doing so, the pace of
technological learning within non-serial innovatioms will pick up and the likelihood
for these firms to create patentable frontier tedbgies will increase.

Universities as sources of major knowledge spilleveTheoretical knowledge
produced in university research laboratories iadpspilt over into the public domain in
various formats using a variety of communicatiordiméAnselin et al, 1997). The uses

of this knowledge vary along the innovation spettftom incremental to radical

% See for a list of Industry and University CoopearatResearch Centers
http://lwww.nsf.gov/eng/iip/iucrc/directory/indexgs
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innovation. Collaborative research, licenses, gateérained scientists and engineers, the
academic literature are all media through whichvildedge diffuses, providing inputs at
the early or later stages of the innovation pro¢€sden et al, 2002). Knowledge
spillovers in biotechnology and IT are especialigminent and appear to benefit serial
innovators in those sectors as demonstrated brethdts of the first essay.

Nowadays universities - as a networked actor inélgeonal or local innovation
system - produce knowledge in a Mode-2 type of kadge creation process that is
transient, transdisciplinary, socially accountednte reflexive in nature (Gibbons et al,
1994). Furthermore, this process and the knowlé&dgeates is viewed in the context of
application and blurs institutional boundaries.i@ennovator firms are a key participant
in this Mode 2 knowledge creation process, morthan non-serial innovator firms, a
key reason why these firms arguably have highexlseof absorptive capacity that allows
them to evaluate, assimilate and integrate relekamiviedge originating from the
science base.

Increased effectiveness of the innovation prodasssilocalized and in close
proximity to universities- Incipient knowledge has high levels of tacithessomplex,
and is sticky (Von Hippel, 1998). Face-to-face liat¢éion with university-based scientists
and engineers facilitates the effective transfekrmfwledge and will shape the
technological profiles of the firms that interaatansively with research universities.
Such localized interaction will influence the regimscientific and technological profile
over time (Zucker et al, 1998). Furthermore, pragirto a university will place firms
with high levels of innovative prowess into a mprevileged position to observe

promising researchers and scientists that canbbateecruited by the firm. Policymakers
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at the state or regional level can facilitate thdaration of small, highly innovative
firms — serial innovators or firms with the potehtio become one — by instituting and
supporting university-based business incubatoteamology parks.

In addition to what has been discussed above thenddence that thigirth of
some technology clustecsuld well be attributed to some of these senabvator firms
who put technological trajectories ‘on the mapaiparticular location (see the short
profiles of a selection of serial innovator firmtsoae) and may subsequently have
instigated a bandwagon effect when similar firm&rons with similar technologies
either emerged in the same location or relocatau fother locales. Furthermore, entirely
new markets or market segments have been creatsetiayinnovator firms that have
resulted in a geographical agglomeration of firnmowpecialize in a specific technology.
Given the average age of the serial innovator fimtbe dataset and the continuing
technological leadership role assumed by thesen@ai@ons since their inception it
might well be conceivable that a disproportionatember of serial innovator firms have
had this effect on their local environments. Moegailed qualitative survey and case
study research is needed to probe the role of s serial innovator firms in the

emergence and early growth of a technology cluster.

Performance differentials and geographic clustering
The principal findings of the second essay indith#é the strength of clusters
does positively impact innovation performance messas the rate of new product
announcements in a particular year i.e. 2002, Bstrio bearing on the speed of

technology development in the population of senabvator firms.
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There is probably little local and regional policgkers can do to influence firm
performance beyond providing a local environmemdtwive to doing business.
Policymakers might apply both supply- and demaxé-gicentives to nurture, sustain or
revitalize the dynamics of a cluster (Porter, 19®)pply-side strategies assist producers
and the market rewards the most efficient and/oowative ones. A demand-side focus
targets customers, both in consumer and industidakets, and their consumption of
goods and services.

Supply-side incentives or initiatives develop ogrgale input factor conditions
such as stronger support for local universitieseaech institutes, or vocational training
institutes and the bridges of these institutes Withbusiness community can be
influenced by local/ regional policy makers. Ongartant factor that is crucial to the
innovative success of serial innovators is thelaldity of high quality human capital.
Serial innovators clearly have a need for top netabntists and engineers and
technically schooled individuals with a keen untierding of market needs and trends
and who have the social capital to tap into relewatworks to ensure the long-term
viability of their businesses. Regional policymekeould facilitate the formation of
social capital and regional business networks tiatmg forums, workshops, seminars
and formal and informal gatherings sponsored bydbal economic development
agency. The supply of high quality skilled laboaisecessary though not sufficient
condition to attract, nurture, and retain serialowator firms. Regional policymakers
therefore must support local universities, researstitutes and vocational schools in
areas relevant to serial innovators. Another factiical to the creation, sustainable

development and survival of serial innovators esdkiailability of sufficient levels of risk
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capital. Serial innovators — at the very leastimbiotechnology and IT hardware sectors
- are disproportionately present in MSAs with sgienlevels of technical specialization
with ample numbers of venture capitalists, busireggels and other private investors
with an interest in those industries. In MSAs watlesser endowment in risk capital, the
local or regional economic development agency cealge as investor or co-investor in
promising new ventures that may develop in seniavator firms. Innovation, and
especially the development of pioneering techna®gs both risky and expensive and
the availability of and access to financial resesris a precondition for developing new
products based on these breakthrough technologdetha rate at which this process
occurs. Serial innovators particularly in the batteology and IT hardware sector are on
average located in MSA with significantly lower &s of technical specialization and are
therefore disadvantaged by not having as many &l risk capital providers around
to nurture, sustain and expand innovative (e.g. peduct development) activities.

Finally, innovative performance — although noteesin the second essay - might
well be determined by the access and quality afrex knowledge sources such as
research universities. From the results in thé éssay it became clear that serial
innovators are consistently located in MSAs witsignificantly larger number of
research universities than non-serial innovatongdirThe rate of new product
announcements is higher in MSAs with stronger keweéltechnical specialization since
being located in such an area allows for more gyistenteractions with other actors
including other firms and customers and resultmane efficient technological learning
and innovation outcomes. Taking a ‘regional systefmenovation’ perspective,

policymakers that can create, sustain, and imptioedinkages between and among the
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various actors in the system will stimulate systgide and firm-level technological
learning that will result in enhanced innovatiomfpemance at both levels (Cooke,
2001). The creation and management of these lirskege be influenced by
policymakers by creating bridging institutions (€Ig O offices at government labs,
research institutes, and universities) or othelstawentioned in the first section of this
chapter on the location of serial innovator firms.

On the demand side, government, both at the stdesleral level may take the
lead in serving as a sophisticated lead user faalsenovator firms pioneering output, as
the Defense establishment, Homeland security oEthvironmental Protection Agency
have an enormous need for new technologies to ssidmamplex problems. This is
certainly the case for serial innovator firms sastSecure Computing Inc (encryption
and security related software tools), Evans & Stdihe Inc (avionics, UT), Xybernaut
(wearable computing for defense, VA), Capstone Miabine (low emissions
microturbine systems, CA), Copytele (encryptionides, NY), Fargo Electronics
(personal identification cards, biometrics, MN), Amcan Science & Engineering (X ray
inspection systems, MA) and many others who desulestantial shares of their annual
revenue from public sector markets. This is notie pnarket-based solution although the
government constitutes an attractive market iowa right targeted by many private
firms that develop sophisticated technologies. fsory analysis indicates that serial
innovator firms engaged in federal government @ming seem to be scattered across

the US with no notable concentrations of firms aMvashington, DC.
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The federal government operates an extensive nketwi@mall business
development centers that assists small fifrirsgeneral and serial innovator firms in
particular in aligning their marketing strategieishvthe requirements of potential
customers or serve as brokers to link serial intamia@ms with other small firms that
have a need for sophisticated cutting-edge teclgiredoThe Small Business
Administration, the government agency that admengsthe small business development
center network issues periodically calls for pragedor setting up additional small
business development centers (Buss, 2002). Thea# Business Development Centers
are key tools for regional policymakers to assmtepreneurs and to link supply with
demand across a range of industrial sectors, téoties, products and services.

Furthermore, the federal government must ensursrtieoth working of the
markets for technology in which many serial innavdirms operate. Small, technology-
intensive firms often face power asymmetries winay seek to license their
technologies to large, dominant companies. To aiigiguch asymmetries could provide
affordable and excellent legal counsel through @ $mall Business Development Center
to these small firms when they enter licensing tiagons with much larger firms.
Finally, the social capital of the entrepreneut wildoubtedly play a major role in
developing new business within and outside of &éggon and raising initial funding. As
indicated earlier, the regional authorities cary@aonstructive role in helping

entrepreneurs build the social capital requiresugtain and grow their firms.

Industrial agglomeration and small firm internattimation

% For more information on the network of Small Besia Development Centers, a
program by the Small Business Administration (SB&& http://sbdcnet.org/

207



The principal findings of the third essay indicttat the export performance of
serial innovator firms is positively related to tteength of the industrial cluster in which
they are located and that serial innovator firnggprtionately benefit more from
industrial clustering than non-serial innovatonfi Serial innovator firms as indicated
earlier are at the forefront of the technologiealaiution in their respective industries
and are developing breakthrough technologies, stiméich are application-specific
while others are more generic in nature. Sincedtven of globalization and the
technological revolution that facilitated and fuetlis globalization process,
international trade has been dominated primarilfabge firms (Patel and Pavitt, 1991;
Storper, 1992; Cantwell, 1995). Globalization asasformation process affects
different industries in different ways and someusitgies appear inherently more global
than others as evidenced by both large numbesttali studies and case studies, and
that industries are globalizing over time, albéidifferent speeds. The federal
government should facilitate and promote free traaguding the trade of high
technology products and services. Free trade tiandn and promotion with other
countries should not be restricted to the fedevabgiment as states may initiate and
develop their own trade programs that can be &dléo meet the needs of small firms in
certain industries, subsectors or even technologies

National security policy is an area that may pmgeoblem for serial innovator
firms to export their product offerings to foreigrarkets and the US Commerce
Department has long sought to impose export catwolsensitive technologies, although

the viability of these restrictive trade policissmcreasingly called in doubt since a

208



significant portion of military technology is avallle on the commercial market.
Anecdotal evidence from serial innovator in theadat that are major suppliers of
technology to the Department of Defense (DoD) iatd#is that indeed, these firms are
rarely engaged in export activities for probably thasons just alluded to and because of
the current demand for their products and seniitastime of war. The technologies
developed by serial innovator firms therefore hetearly implications for national
security policy, health policy at home and abroad.(Trimeris, a serial innovator firm
that developed a new class of HIV/AIDS drugs tleat be used by infected people whose
virus has become resistant to all other availahlg degimens and uses Roche America
Inc as commercialization partner) or environmeptdicy which all have inherently
international dimensions.

Throughout the coding process of the datasetaaime clear that a sizable
number of serial innovator firms were founded bryefgn-born entrepreneurs or had one
or multiple foreign executives in their top managatteam. This should come as no
surprise since a significant portion of serial ivator firms are located in the San
Francisco Bay area, Boston, New York, San DiegatifiuMinneapolis and Los
Angeles MSA'’s, areas well known for their preseataetworks of immigrant
knowledge workers, many of whom hold advanced degjire engineering or the sciences
from the best US universities. Although not coré&alfor in this study, the presence of
such individuals will likely have an impact on thepensity for these firms to
internationalize their commercial operations. Kuorelsraeli and Taiwanese
entrepreneurs in Silicon Valley play an importasierin the semiconductor and

electronic components industry, while Indian enteepurs are primarily engaged in
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software-related ventures as demonstrated by prevesearch (Saxenian, 2002 and
2005). The presence of these individuals and th&ras both catalysts for high-tech
entrepreneurship or employment points to the faat policymakers need to recognize
the growing interrelationships between immigrativage, and economic development
policy. This is another interesting avenue to esglor further research in the context of
serial innovator firms.

Anotherimplication of the results in the third essay iatttechnology clusters do
seem to positively impact export performance, astidéor serial innovator firms.
Governments do get involved in export promotioseteral levels. The most extreme
case of an outward trade policy is that of settipgexport processing zones, a tool that
has often been used for economic development, ghna developing and emerging
economies and that use low wages and tax incerdv@slicy instruments to stimulate
exports in specific industries.

In contrast to artificial agglomerations such ag@kprocessing zones, this study
exclusively deals with ‘natural’ technology clugt¢hat in almost all instances have not
been created through deliberate government polcgofter trade policy tool are export
promotion programs which are provided by the gonesnt (federal, regional, local) to
help firms, especially small and medium-sized gntees in an effort to overcome real or
perceived obstacles to internationalize their concrabzation processes. Empirical
evidence offered in the third essay pointed tdféleethat serial innovator firms are more
export- intensive than their non-serial innovatonfcounterparts in at least two
important industries, semiconductors and commuioicaquipment manufacturing.

Serial innovator firms could benefit from such piargs probably more since they offer
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in many ways unique technology solutions to custésn®oblems in ways that large and
small, less innovative firms can’t match.

Furthermore, another finding in the third essaydatks that some small
technology-based firms, in our case serial innavisims benefit more from industrial
clustering than other small, less innovative tetbgyfirms. The policy implication of
this finding can be framed as follows. Viable regibeconomic development policies
seek to create self-sustaining regional econornmekyding technology clusters, and
since serial innovator firms are successful innorgathat have a unique ability to sustain
their innovation efforts and have great export pod, they ought to play an important
role in the regional economic development strateigly regional and spatial
multiplicator effects (in terms of indirect job eten, technology spillovers etc) rippling
through the local economy.

Finally, serial innovator firms who develop uniggeneral purpose technologies
may set (de facto) industry technical standardsrtizay even be adopted by the National
Institute of Standards and Technology (NIST) andctviwill certainly help diffuse the
technology across national borders. Examples adlsanovators that have set actual
technical standards or de-facto industry standarel§ rimeris (HIV fusion inhibitors), 3
D Systems (3-D stereolithography rapid prototymggtem), MIPS Technologies (RISC
Processor technology), Roxio (CD and DVD burninfjvgare), VISX (Lasik laser vision
correction technology) and others. Owning a stpoorgfolio of patents on a novel
(general purpose) technology may help a firm el formal or de-facto technical

standard (Funk and Methe, 2001). A US nationalrieth standard will almost always
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be adopted by other countries, as is prominendyctse in the IT, nanotechnology and

telecommunications industry, among others.

Integration of the empirical results and policy lrogtions

The results of the first essay suggest that thel levinnovative prowess of small,
technology-based firms is not a discriminating éaat deciding whether the firm is
located in a strong industrial cluster or a weaker. However, exceptions to this finding
can be observed in the pharmaceutical and thedweae industries in line with many
other findings reported in the literature. A contgesive search of the literature on
studies that pertain to industrial clusters or aggirations reveals that 345 peer-reviewed
articles have been published in journals adoptethéyscience Citation Index. The vast
majority (73 %) of these studies on industrial tdus focus on only two industries, the
life sciences and the information technology indast Economic development policies
as a result have been informed primarily from thdihgs based on these two high-tech
sectors.

The findings in the first essay are based on mdestries and suggest that the
most innovative firms — those with the highest Ie\a# innovative prowess — are not
necessarily located in areas with higher leveisdfistrial clustering than their less
innovative peers as much of the cluster literasurggests. Innovative prowess and its
impact on geographical location does play a roleeinain industries but not in others.
Hence economic development policies should be inghspecific and even subsector-
specific. As the population of serial innovatonis grows, more empirical studies

applying standard regression analyses across mdngtries could pinpoint how cluster
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and economic development policies regarding srhaghly innovative firms should be
tailored by industry, subsector, and perhaps exeimiblogy. The approach and results
reported in the first essay is a first importaefpsn this direction.

Another finding from the first essay is that innva prowess is associated with
having many research universities located in tineesISA. Furthermore, significantly
more serial innovator firms have been spun off fresearch universities than non-serial
innovator firms, indicating that university entrepeurship is a key mechanism for the
creation of serial innovator firms and that thevensity ‘DNA’ is partly inherited by the
spinout (as will be reflected in the serial inn@rat continuing activities in technological
innovation and perhaps even basic research, witipaay scientists extending their
collaborations and publication activities with pebased at the university or other
academic institutions). This observation is coesistith findings in the extant literature
that demonstrated that technologies developedsaareh universities have a high
science-content, are often more generic, and aagadical nature. Indeed, research
universities have been largely responsible eitirectly or indirectly for the creation of
entirely new industries such as biotechnology, madievices, nanotechnology and
certain sub-sectors of the Information Technologgtar. University spinouts typically
tend to locate not far from the parent universitshwhich they maintain informal or
formal relationships.

Serial innovator firms that do not directly origiadrom a specific university
have very often been founded by a highly educateshBst or engineer that spent part of
his or her career in a technical position at aarmgent company. Proximity to research

universities is important for serial innovator fgracross all industries.
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The second essay provides empirical evidence tihat/ation performance
expressed as the rate of new product announceisguisitively related with the
strength of the industrial cluster. Another measiir@novation performance however —
the speed of technology development — does notaappéde affected by the level of
industrial clustering. In contrast, a measure fanmercial performance — the export
intensity of serial innovator firms — appears toelbp@anced by the strength of industrial
clusters.

Tying together the findings from all three essagsoan state the following:
innovative prowess — a defining characteristicasfad innovator firms — has no real
impact as to where serial innovator firms are leddstrong or weaker clusters) although
we observe differences across industries. Furtherntioe strength of industrial clusters
has a salutary effect on one dimension of innoegberformance (new product
announcements) but not on another (innovation gp&edontrast, the strength of
clusters has always a positive impact on the corialeration success of serial
innovators (as measured by their export intensitiyms with high levels of innovative
prowess. These unique firms appear to benefit ptimpately more from industrial
clustering in their commercialization activitieathnon-serial innovator firms.

From an economic development policy perspectivefdlt that many serial
innovator firms are spinouts from research univiesis particularly relevant since
policy makers, including those in charge of thaalddgher education system have a
significant degree of control and potential impactthis specific mechanism for
technology transfer from research universities.oNe specific policy should be applied

across the board since many different (contexpedmeters would inform and guide
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the policy formulation and implementation processuiaiversity technology transfer.
Different policy options can be envisioned thaktakto account the specific context and
environmental conditions of the region.

One policy option focuses on serial innovator firspawned by rural research
universities who develop great pioneering innovaibut are not necessarily
commercially successful since not all of them aated close to their customers, capital
providers or other firms in the same line of busgee. industrial clusters and therefore
may not benefit from the advantages provided bystrial clusters. To ensure maximum
impact on local economic development, policymakerso craft favorable policies
regarding technology transfer at such universdiesvell as create a local ecosystem that
ensures the retention of these highly innovatikiadi Specific examples are Third Wave
Technologies, a genomics company and Bone Carmétienal, a biotechnology firm,
both located in Madison, WI and spinouts from threvérsity of Wisconsin-Madison;
and Oak Technology Inc, a semiconductor compangdasState College, PA a spinout
of the Pennsylvania State University.

A second policy that can be pursued is to facditae formation of serial
innovator firms from research universities thatelep pioneering technology that have
the potential to initiate a new industry in theiogg Policymakers should first be aware
of the breakthrough technologies developed by lsenavator firms spun out from
universities and the potential of these technolie regional economic development.
They subsequently may proceed with the formuladioa policy that includes both
financial and non-financial incentives for highhynovative firms to assist in the growth

and nurturing of these firms and maximize theivsa@ chances. Notable examples of
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firms that had this transformative effect on spgeag#gions include Evans & Sutherland
(°1968), a computer vision firm spun out from theivérsity of Utah; Myriad Genetics
(°1991), a pioneering molecular diagnostics firmrfded by Professor Walter Gilbert,
Nobel Laureate in chemistry 1980; Sonic Innovati@nk991), the world’s leading
digital hearing aid developer and spinout fromBngham Young University; American
Superconductor Technology (°1987), a developemaanufacturer of superconductor
wires founded by three MIT professors and others.

Finally, a third economic development policy spieeilly for serial innovator
firms is to stimulate local research universitespin out firms in industries with a
strong local presence i.e. strong industrial chgsteolicymakers should focus their
policies on building up industry-relevant reseacapabilities in the local research
universities across the basic-applied researchrgmecExamples are legion and include
numerousserial innovators in Silicon Valley and South Saan€isco that emanated
from research laboratories at Stanford Universitg, Universities of California at San
Francisco and Berkeley, and spinouts from the naaaglemic institutions in the Boston
area and the Research Triangle Park.

In reality, the last two economic development pobptions are often
indistinguishable as is prominently the case in 8ilicon Valley, Research Triangle
Park and the Boston area where universities wettethe source of new groundbreaking
technologies that started new industries and wWloesd and regional policymakers have
channeled resources and crafted policies to fulibiéd research capabilities in local
research universities relevant to the local indestio create a symbiotic relationship that

benefits all actors in the regional innovation eyst
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Final thoughts

As described above, the policy implications of fihdings regarding the spatial
influences on some firm-specific measures of thgytation of small, highly innovative
firms are diverse, multi-faceted and numerous. Havéeyond the implications and
policy options discussed and suggested above ypudikers have only so much influence
over firms that operate in a market economy asdeethe one in the United States. In
this last section, | like to highlight some addit@ implications that leave policymakers
often in a bind as to what policy to formulate dratexisting policy to tweak.

The importance of the presence of serial innovatoesspecific locale has some
profound implications for cluster and local devetemt policies. A preliminary and
cursory qualitative analysis indicates that clustaat do not feature small, highly
innovative firms such as serial innovators — fitmat can be viewed as engines of
sustainable innovation — may show signs of prersadgeing or even decline. For
instance, the optics cluster in Rochester, NY &elmminated by a few very large
incumbent firms (Eastman Kodak and Bausch & Lonmua) @ host of smaller supplier
firms (none of which are serial innovators) tha pre-dominantly focused on
incremental innovations and routinely face harde8rduring economic slumps (with
massive layoffs) and take longer to recover fromkaiadisruptions. Other clusters in a
declining stage or that struggle with economic cetitpeness are the textile and
furniture clusters in South and North Carolina, dséomotive cluster in Detroit, the golf
equipment cluster in New England, and the largertef equipment cluster in Los

Angeles (again clusters that do not house anylgeniavators). However it must be
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noted that this claim essentially amounts to aexinye and that a more rigorous analysis
is required to test that hypothesis.

In contrast, the strong biotechnology and IT hamwadusters in which serial
innovator firms are located (see results from ttet €ssay) are vibrant centers of
innovation that can continuously regenerate ortaéize themselves and quickly recover
after an economic recession. The danger is thatesiwithout small, highly innovative
firms that constantly develop novel, radical tedbgees and whose economic activity is
dominated by a small number of large firms andrtiepply base, may lose their
innovative luster, find themselves struggling fegitimacy or relevancy or in the worst
case disappear entirely. Hence the task beforeymoéikers to foster the creation,
growth, and survival of a set of small, highly imative firms i.e. serial innovators in
their region by e.g. supporting university entregarship.

The last essay suggests that serial innovatorisedter integrated in global value
chains and this may aid in the continuous and distoous upgrading of the cluster if
the serial innovator firm happens to be located strong or even a weaker cluster.
Indeed it might well be that the suppliers (and péits customer base) of these serial
innovator firms are located in the vicinity and berfeel the pressure to upgrade their
operations and offerings to conform to expectatseidy serial innovator firms and
indirectly by other (larger) companies in the glokelue chain. This is prominently the
case for serial innovator firms in the IT hardwseetor and in the biotechnology &
pharmaceutical industry through large intermedgafiarge pharmaceutical and
biotechnology firms that are often co-located vaéhial innovator firms) who appear to

be located in much stronger clusters than theirseial innovator peers as suggested by
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the results in the first essay. Inclusion in a glolalue chain also guards a cluster against
group-think, where cluster-based firms adopt aramgialooking attitude that prevents
them from embracing truly novel ideas and develgpadical technologies (e.g. the
Detroit automotive cluster that very slowly adagatsleveloping and marketing more
fuel-efficient cars).

This has important implications for policymakershrarge of economic
development in the sense that they first need @av@e of the existence of serial
innovator firms in their areas and elsewhere, tréex the better. Second, policymakers
must develop an appreciation of the importancesnfkinnovator firms for economic
development and the fact that these firms drivepstitiveness and innovation in a local
cluster. Third, policymakers should also be cogmizd the international profile of these
small firms as they are often integrated in glozle chains and are operating at the
global technological frontier and pick up shiftscusstomer requirements and preferences
from disparate locations around the world ( thatfed back to the local cluster and make
other cluster-based firms aware of both opportesjtihreats, and shifts that are taking
place in global industries such as IT hardwaresoitlvare and pharmaceuticals &
biotechnology to name just two). Serial innovaion$ therefore serve not only as local
knowledge spillover generators but also act asauib for knowledge spillovers- often
with a strong market-related component — that patg from locations outside the local
cluster. Such knowledge spillovers contribute ®‘thuzz’ in industrial clusters that
cluster-based firms filter for relevancy and inamgte it into their corporate strategies.

The policy implications described in this chapegresent by no means an

exhaustive list and undoubtedly other implications discussed here might have subtle,
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complex and obtuse direct or indirect influenceghanbehavior of this set of small,

unique firms.
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