Energy-filtered HREM images of valence-loss electrons
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Abstract. — A theory is proposed to include the effects of valence excitations in electron image simulations for high-resolution electron microscopy (HREM) based on the single inelastic scattering model. Under the small thickness approximation, this general theory reduces to the simplified theory of perfectly delocalized inelastic scattering model, in which the image can be considered to be an incoherent sum of those incident electrons of different energies weighted by the intensity distribution in the electron energy-loss spectrum from the area where the pattern was taken. The main effect of valence-loss is to introduce a focus shift due to chromatic aberration, resulting in contrast variation (or reversal) of the image. The generalization of this theory for simulations of interface images with considering surface and interface plasmon excitations is given. Calculations for GaAs surface profile images are demonstrated to show the effect of inelastic localization.

1. Introduction.

Electron inelastic scattering is usually classified into three different processes. Plasmon (or valence) excitation, which characterizes the transitions of electrons from the valence band to the conduction band, involves an energy-loss in the range of 5-30 eV and an angular spreading of less than 0.2 mrad for high energy electrons. This scattering process is the main inelastic even in high-resolution electron microscopy (HREM) imaging, because the inelastic mean-free-path (MFP) for valence excitation is quite short compared to those for the following two processes. Atomic core-shell excitations introduce an energy-loss in the range of a few hundreds to thousands eV with an angular spreading of an order \( \vartheta_E = \frac{\Delta E}{2E_0} \), where \( \Delta E \) is the electron energy-loss and \( E_0 \) is the incident electron energy. Since the probability of exciting the core shells is very small, this process is usually neglected in HREM image simulations. Thermal diffuse scattering (TDS) or phonon scattering does not introduce any significant energy-loss but produces large momentum transfer, which can scatter the electrons out of the selecting angular range of the objective aperture. This is partly equivalent to introducing an absorption factor in elastic HREM image simulation. Therefore, valence excitation and phonon scattering are the inelastic scattering processes one needs to consider in HREM image simulations.
In high-energy electron diffraction and imaging, valence excitations are delocalized inelastic scattering processes of many excited states of different energies and momentum transfers. The incoherence of the electrons in these excited states makes the theoretical treatment extremely difficult because the electrons that have excited a specific state have to be considered as a single stream propagating through the rest of the crystal. The diffraction pattern is formed by the incoherent sum of these different streams at the exit face of the crystal. In HREM, valence excitations contribute significant details to the images and become more important if the crystal is thicker [1-3]. Theoretical calculations by these authors are based on a model in which the valence excitation is considered occurring at the entrance face of the crystal slab, the final image being an incoherent superposition of all the electrons with different incident energies. This model was introduced by assuming that the valence excitation is a perfectly delocalized inelastic scattering process, so that whether the inelastic events occur inside or outside the crystal, the image calculations are not affected. This model, in principle, is valid for very thin crystals. However, the questions remain as to how thin the crystal should be to ensure the validity of the model, and what the wave mechanics basis is of this simplified picture. In addition, the excitations of surface and interface plasmons have not been included in these calculations. In order to address these questions, one needs to start from the inelastic scattering theory of high-energy electrons.

The multislice approach is widely applied for calculating images formed with elastically scattered electrons [4]. The application of this multislice method for solving the coupled Schrödinger equations [5] gave birth to a generalized multislice theory of elastic and inelastic electron scattering. The generalized multislice theory considers the electrons in different excited states as a group of waves, the propagation of which is governed by a matrix formula [6]. In practice, this matrix formula can be simplified for the cases of a single excited state, such as single electron core-shell excitations and thermal diffuse scattering (TDS). However, the computation becomes huge if the number of excited states is large, as with valence excitations. In this case, the calculations become unfeasible in practice.

To reduce the computation time, we have recently introduced a new dynamical theory for describing inelastic electron scattering both in perfect crystals and in crystals with defects, and it has been applied to localized inelastic scattering [7]. The phase correlations of the localized inelastic scattering occurring at different atomic sites can be statistically evaluated before any numerical calculations. The application of this theory for calculating the HREM images formed by phonon scattered electrons has been described in our earlier paper. In this paper, this new theory is applied to treat the delocalized valence excitations. A method is introduced to include the effects of valence excitations in the simulation of electron diffraction patterns and images in HREM. The wave mechanics basis of this method is illustrated and its relationship with the simplified model proposed by other authors [1-3] is illustrated. Finally, the newly derived theory is generalized for simulating HREM images of surfaces and interfaces with due consideration of surface and interface plasmon excitations, and some corresponding calculations are given.

2. Basic theory.

Considering the incident electron and the crystal as a whole system, if \( \Psi_0 \) describes the elastically scattered wave of energy \( E_0 = E \), and \( \Psi_n \) describes the inelastically scattered wave of energy \( E_n = E - \varepsilon_n \), with \( n = 1, 2, \ldots \), under the single inelastic scattering approximation, the electron scattering with the presence of the \( n \)th excited state is determined by [5],

\[
\left( \nabla^2 + k_n^2 + \frac{2m_0}{\hbar^2} V(x) \right) \Psi_n \approx \frac{2m_0}{\hbar^2} H_{n0}(x) \Psi_0, \quad \text{with} \quad n = 0, 1, 2 \ldots
\]
where
\[ k_n^2 = \frac{2m_0}{\hbar^2} E_n, \]  
(1b)

\( V \) is the crystal potential, and \( H'_{n0} \) is the transition matrix of the corresponding inelastic scattering process. The solution of equation (1a) can be written in the form [8],

\[ \Psi_n \equiv \phi_n(r) \psi_0^n(r), \]  
(2)

where \( \psi_0^n(r) \) satisfies the elastic scattering Schrödinger equation,

\[ (\nabla^2 + k_n^2) \psi_0^n = -\frac{2m_0e}{\hbar^2} V(r) \psi_0^n. \]  
(3)

Equation (2) means that the effects of inelastic scattering can be considered as a positional modulation to the elastically scattered wave. It is important to note that the modulation function \( \phi_n(r) \) depends not only on \( z \) but also on \((x, y)\). \( \psi_0^n(r) \) is the full multislice solution of equation (3) with considering the boundary conditions. By neglecting the \( \nabla^2 \phi_n \) term under the small-angle approximation, for \( k_{x,y} << k_z \), so that the \( \partial \phi_n(r)/\partial x \) and \( \partial \phi_n(r)/\partial y \) terms can be neglected, and using equation (3), equation (1a) becomes

\[ \frac{\partial \phi_n(r)}{\partial z} \approx \alpha H'_{n0}(r) \psi_0^n(r) \left[ \frac{\partial \psi_0^n(r)}{\partial z} \right]^{-1} \phi_0(r), \]  
(4)

and \( \alpha = m_0/\hbar^2 \). Numerical calculations have shown that the \( \frac{\partial \psi_0^n(r)}{\partial z} \) function never goes to zero.

Assuming that the crystal is so thin that the absorption effects are negligible, i.e., \( \phi_0(r) \approx 1 \), and considering the boundary condition \( \phi_n(b, 0) = 0 \), the solution of equation (4) is,

\[ \phi_n(b, z) \approx \alpha \int_0^z dz' H'_{n0}(b, z') \psi_0^n(b, z') \left[ \frac{\partial \psi_0^n(b, z')}{\partial z} \right]^{-1}, \]  
(5a)

or

\[ \Psi_n(b, z) \approx \alpha \int_0^z dz' \{ H'_{n0}(b, z') S_{n0}(b, z') \} \psi_0^n(b, z), \]  
(5b)

where

\[ S_{n0}(b, z) \equiv \psi_0^n(b, z) \frac{\partial \psi_0^n(b, z)}{\partial z}, \text{ and } b = (x, y). \]  
(5c)

This is the solution of single inelastic scattering under the first order approximation, which has been applied to treat the localized inelastic processes of single electron excitation and thermal diffuse scattering [7, 9]. In the theory of inelastic electron scattering, the most difficult part is to perform the incoherent sum of the intensities contributed by the electrons after exciting different crystal states, because there are too many crystal states to be handled with the limited computation power. With equation (5), we are able to perform this incoherent sum analytically before any numerical calculations. The \( S_{nm}(r) \) function appeared in the integration operation is responsible for forming the Kikuchi pattern.

Equation (5b) appears in a different form compared to either the Bloch wave theory or the multislice theory. It has been proved that equation (5) is equivalent to the inelastic multislice theory (see Appendix A). This firmly establishes the relationship of this new theory with other
existing theories, and confirms the validities of the approximations based on which equations (5) was derived.

In the multislice theory, a crystal is cut into many slices in the \( z \) direction and the atomic structure in each slice is projected on a plane perpendicular to the \( z \) axis. Thus it is not straightforward to find \( \frac{\partial \Psi_n^0(r)}{\partial z} \) by differentiating \( \Psi_n^0 \) with respect to \( z \). For this reason one starts from equation (3), where by taking \( \Psi_n^0(b, z) = \Phi_n^0(b, z) \exp(ik_n \cdot r) \) and neglecting the \( \frac{\partial^2 \Phi_n^0}{\partial z^2} \) term under the small angle approximation, equation (3) becomes

\[
\frac{\partial \Phi_n^0(r)}{\partial z} = -\left\{ \frac{2m_0e}{\hbar^2} V(r) \Phi_n^0 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \Phi_n^0 + i2 \left( k_{nx} \frac{\partial}{\partial x} + k_{ny} \frac{\partial}{\partial y} \right) \Phi_n^0 \right\} / i2k_{nz}, \tag{6}
\]

Then equation (5c) becomes

\[
S_{nm}(r) = \frac{\Phi_m^0 \exp(i(k_m - k_n) \cdot r)}{ik_{nz} \Phi_n^0 - \left\{ \frac{2m_0e}{\hbar^2} V(r) \Phi_n^0 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \Phi_n^0 + i2 \left( k_{nx} \frac{\partial}{\partial x} + k_{ny} \frac{\partial}{\partial y} \right) \Phi_n^0 \right\} / i2k_{nz}, \tag{7}
\]

In the following discussions, \( \Phi_n^0 \) is the solution of the elastic scattering equation (3), which can be solved using the multislice method for high-energy electrons \([4, 10]\). In the right-hand side of equation (7), the first term in the denominator is much larger than the remaining terms, especially for valence excitations, so that

\[
S_{nm}(r) \approx \frac{\Phi_m^0(r) \exp(-iq_{mn} \cdot r)}{ik_{nz} \Phi_n^0(r)}, \tag{8a}
\]

with

\[
q_{mn} \equiv k_n - k_m \tag{8b}
\]

being the momentum transfer during the inelastic scattering from the \( m \)th state to the \( n \)th state. The \( z \) component of the momentum transfer \( q_{n0} \) is only related to the electron energy loss by

\[
(q_{n0})_z = q_n \approx \frac{k_0 \Delta E}{2\gamma E_0}, \tag{9}
\]

where \( \Delta E = \hbar \omega \) is the electron energy-loss and \( \gamma = (1 - v^2/c^2)^{-1/2} \). For the convenience of discussion in the next section, one first introduces the concept of the density operator in inelastic scattering. In general, for \( n \neq m \), the interaction of an external electron with a crystal can be stated as

\[
H'_{nm}(r) = \left\langle m \left| \frac{1}{4\pi\varepsilon_0} \sum_j \frac{e^2}{|r - r_j|} - \sum_k \frac{Z_k e^2}{|r - R_k|} \right| n \right\rangle
= \frac{e^2}{8\pi^3\varepsilon_0} \int \frac{dg}{g^2} \exp(i g \cdot r) \rho_{nm}(g), \tag{10}
\]

where \( r_j \) and \( R_j \) are the positions of the \( j \)th crystal electron and the \( k \)th nucleus respectively, and

\[
\rho_{nm}(g) \equiv \left\langle m \left| \sum_j \exp(-ig \cdot r_j) \right| n \right\rangle, \tag{11}
\]
\( P_{nm} (g) \) is the Fourier-transformed density operator in the Heisenberg representation and is usually a complex function associated directly with the electron distribution inside the crystal. In valence excitations, the density operator can be correlated with the dielectric response function of the crystal.


Before considering the images formed by inelastically scattered electrons, one first calculates the diffraction pattern formed by the electrons after valence excitations. This section is described for the convenience of image calculation in the next section, because the effect of the objective lens need not be considered in diffraction pattern calculation. For easy discussion, one assumes that \( H_{nm}' \) does not depend on \( z \) for volume plasmon excitations. The dependence of \( H_{nm}' \) on \( z \) for surface plasmon excitations will be discussed in sections 6 and 7. At the crystal exit face \( z = d \), equation (5b) can be rewritten as,

\[
\Psi_n (b, d) = \alpha H_{n0}'(b) Y(b, \omega), \tag{12a}
\]

where

\[
Y(b, \omega) = \int_0^d \, dz \frac{\partial \Psi_0^0(b, z, \omega)}{\partial z} \Psi_0^0(b, d, \omega) \tag{12b}
\]

For easier notation, \( \Psi_0^0 (b, d) \) is replaced by \( \Psi_0^0(b, d, \omega) \), where \( \hbar \omega \) is the electron energy loss. The change of symbol simply neglects the \( q \) dependence of \( \Psi_0^0 \) (i.e., presuppose that all states are non-degenerate). For small angle plasmon excitation, the introduction of a small angle spreading (less than 0.2 mrad) actually does not affect the final calculated results. Equation (12) is the fundamental equation used for following calculations. Now one considers the energy-filtered diffraction patterns formed by the valence excited electrons. Taking the Fourier transform of equation (12a), the contributions of all the valence excited states to the final electron diffraction pattern are added incoherently, in reciprocal space \( g_b = (g_x, g_y) \),

\[
I_v(g_b) = \sum_n |\Psi_n (g_b, d)|^2 = \left[ \frac{\alpha d}{8 \pi^3 \varepsilon_0} \right]^2 \sum_n |H_{n0}^0(g_b) \otimes Y(g_b, \omega)|^2, \tag{13}
\]

where the sum of \( n \) is over all the possible valence states of different energies and different momenta; \( \otimes \) indicates a convolution operation of \( g_b \); \( Y(g_b, \omega) \) is the Fourier transform of the function defined in equation (12b). By using equation (10) and expanding the convolution operation, equation (13) can be rewritten as

\[
I_v(g_b) = C_0 \int d\tau_b \int d\tau'_b \frac{Y(g_b - \tau_b, \omega) Y^*(g_b - \tau'_b, \omega)}{\tau^2 \tau'^2} S(\tau, \tau'), \tag{14}
\]

where \( C_0 = \frac{\alpha^2 e^4}{\varepsilon_0^2} \); \( \tau^2 = \tau_b^2 + \tau_z^2 \) with \( \tau_z = q_n = \frac{k_0 \hbar \omega}{2 \gamma E_0} \); and \( S \) is defined as the mixed dynamic form factor,

\[
S(g, g') = \sum_n \rho_0 n(g) \rho_0 n(-g'). \tag{15}
\]

For electron collective excitations, the mixed dynamic form factor is related to the generalized dielectric function by [13, 14]

\[
S(g, g') = \int_{-\infty}^{\infty} \, d\omega \, S(g, g', \omega); \tag{16}
\]
and

\[ S(g, g', \omega) = \frac{i\hbar \varepsilon_0 V}{2\pi e^2 [1 - e^{-\beta \hbar \omega}]} \left\{ \frac{g^2}{\varepsilon_{gg'}(\omega)} - \frac{g'^2}{\varepsilon_{g'g}(\omega)} \right\}, \quad (17) \]

where \( \beta = \frac{1}{k_B T} \). \( T \) is the temperature of the system and \( V \) is the volume of the crystal. Putting equation (17) into (14),

\[
I_v(g_b) = C_0 \int d\tau_b \int d\tau'_b Y(g_b - \tau_b, \omega) Y^*(g_b - \tau'_b, \omega) \times \int_{-\infty}^{\infty} d\omega' \frac{i\hbar \varepsilon_0 V}{2\pi e^2 [1 - e^{-\beta \hbar \omega'}]} \left\{ \frac{1}{\tau'^2 \varepsilon_{\tau\tau'}(\omega')} - \frac{1}{\tau^2 e^2 * \tau\tau'(\omega')} \right\}. \quad (18)
\]

Assuming that the distribution of incident electrons inside the crystal is not significantly affected by a small energy-loss, so that \( Y(g_b - \tau_b, \omega) \) can be approximately included in the integration of \( \omega' \) (In numerical calculations, we found this is actually an excellent approximation), and considering condition \( \hbar \omega / k_B T \gg 1 \) for plasmon excitations, equation (18) becomes

\[
I_v(g_b) \approx C_1 V \int d\tau \int d\tau' \int_{0}^{\infty} d\omega \frac{1}{\tau'^2} \text{Im} \left[ -\frac{1}{\varepsilon_{\tau\tau'}(\omega)} Y(g_b - \tau_b, \omega) Y^*(g_b - \tau'_b, \omega) \right], \quad (19)
\]

where \( C_1 = \frac{e^2 m_0^2}{\pi\varepsilon_0 \hbar^3} \). Equation (19) is a generalized intensity distribution in the valence-loss electron diffraction pattern. Now consider a case where the dielectric function depends only on the electron energy-loss, for a homogeneous medium

\[
\frac{1}{\varepsilon_{\tau\tau'}(\omega)} = \frac{1}{\varepsilon(\omega)} \delta(\tau - \tau') \delta(\tau_z - q_n) / V. \quad (20)
\]

Thus equation (19) becomes

\[
I_v(g_b) = 4\pi^2 k_0^2 \int_{0}^{\infty} d\omega \int d\tau_b \frac{d^2\sigma(\tau_b, \omega)}{d\omega d\tau_b} |Y(g_b - \tau_b, \omega)|^2, \quad (21)
\]

where the electron double-differential scattering cross-section function is defined [15] as

\[
\frac{d^2\sigma(\tau_b, \omega)}{d\omega d\tau_b} = \frac{e^2}{4\pi^3 \varepsilon_0 \hbar^2} \frac{1}{\tau^2_b + q_n^2} \text{Im} \left[ -\frac{1}{\varepsilon(\omega)} \right]. \quad (22)
\]

Therefore, the diffraction pattern is composed of the incoherent addition of all the electrons with different energy-losses \( \hbar \omega \) and momentum transfers, weighted by the double-differential scattering cross-section. Equation (22) is the basic equation for calculating inelastic diffraction patterns formed by valence excited electrons.

For image simulations, considering first the case of a perfect objective lens (i.e. no spherical and chromatic aberration) without objective aperture. Adding the images formed by the electrons after exciting different valence states incoherently, following the analogous procedures as for diffraction case, from equation (12a) we have,

\[ I_v(b) = (2\pi)^6 \sum_{n} |\Psi_n(b, d)|^2 \]

\[ \approx C_0 \int_{-\infty}^{\infty} d\omega \int dq \int dq' \frac{h\varepsilon_0 V}{\pi e^2 [1 - e^{-\beta h\omega}]} \text{Im} \left\{ \frac{-\exp(i(q - q') \cdot b)}{q'^2\varepsilon_{qq'}(\omega)} \right\} |Y(b, E_0 - h\omega)|^2. \tag{23} \]

This equation represents the image formed by the valence-loss electrons. In practice, a non-perfect objective lens has different contrast transfer functions for electrons with different energy-losses, therefore equation (23) can be generalized as

\[ I_v(b) \approx C_0 \int_{-\infty}^{\infty} d\omega \int dq \int dq' \frac{h\varepsilon_0 V}{\pi e^2 [1 - e^{-\beta h\omega}]} \text{Im} \left\{ \frac{-\exp(i(q - q') \cdot b)}{q'^2\varepsilon_{qq'}(\omega)} \right\} \times |Y(b, E_0 - h\omega) \otimes F_{OB}(b, \omega)|^2, \tag{24} \]

where \( F_{OB} \) represents the effect of the objective lens on electrons of energy \( E_0 - h\omega \), the Fourier transform of which is defined in reciprocal space as

\[ F_{OB}(\tau, \omega) = B(\tau) \exp(iW(\tau)), \tag{25a} \]

with

\[ W(\tau) = \lambda \tau^2 \left[ C_\lambda \frac{\tau^2}{8\pi^2} - \Delta f + \Delta f_e \right] / 4\pi, \tag{25b} \]

where \( C_\lambda \) is the lens spherical aberration coefficient, \( B \) defines the shape of the objective aperture, \( \lambda \) is the energy-loss dependent electron wavelength, \( \Delta f \) is the lens defocus, and \( \Delta f_e \) is the focus shift introduced by chromatic aberration

\[ \Delta f_e = \frac{C_e \Delta E}{E_0}, \tag{26} \]

where \( C_e \) is the chromatic aberration coefficient of the objective lens. For \( C_e = 1.2 \text{ mm}, \Delta E = 15 \text{ eV} \) and \( E_0 = 200 \text{ keV} \), equation (26) yields \( \Delta f_e = 90 \text{ nm} \). This is a relatively large change and may produce contrast reversal in the image. Using equations (20) and (22), following procedures analogous to those used for deriving equation (21), equation (24) can be simplified for a homogeneous medium as

\[ I_v(b) \approx 4\pi^2 k_0^2 \int_{0}^{\infty} d\omega \frac{dI(\omega)}{d\omega} |Y(b, \omega) \otimes F_{OB}(b, \omega)|^2. \tag{27} \]

where the electron energy-loss function is defined as

\[ \frac{dI(\omega)}{d\omega} = \int_0^{\tau} d\tau \frac{d^2\sigma}{d\omega d\tau} = \frac{e^2}{4\pi^2 \varepsilon_0 \hbar^2} \ln \left[ 1 + \left( \frac{2q_e\gamma E_0}{k_0 h\omega} \right)^2 \right] \text{Im} \left\{ \frac{1}{\varepsilon(\omega)} \right\}; \tag{28} \]
qc is the cut-off of momentum transfer in valence excitation [15]; \( Y(g_b, \omega) \) is the Fourier transform of the \( Y \) function defined by

\[
Y(b, E) = \int_0^d dz \frac{\partial \Psi_0^0(b, z, E_0)}{\partial z} \frac{\partial \Psi_0^0(b, z, E)}{\partial z} \Psi_0^0(b, d, E),
\]

(29)

\( \Psi_0^0(b, z, E_0) \) and \( \Psi_0^0(b, z, E) \) are the multislice solutions of equation (3) for electron beams of energy \( E_0 \) and \( E = E_0 - \hbar \omega \), respectively. \( Y(b, \omega) \) term contains the perturbation of the electron wave function by the energy-losses, the chromatic aberration or focus shift effect of the lens being introduced in \( F_{OB}(b, \omega) \).

The inelastic wave of particular state excited at crystal depth \( z \) is denoted by a location "tag",

\[
S_{10} = \frac{\Psi_0^0(b, z, E_0)}{\Psi_0^0(b, z, E)}.
\]

This function is responsible for the re-elastic scattering of the electrons after inelastic excitation and is the source for forming Kikuchi patterns. For very small energy losses, i.e., \( \omega \to 0 \), from equation (8a) one has \( S_{10} \approx 1/ikz \). Thus the \( S_{10} \) modulation becomes unimportant. For energy-losses larger than a few eV, the deviation of \( S_{10} \) function becomes more and more significant with the increase of the crystal thickness \( d \). In this case, the valence excitation cannot be considered as occurring at the entrance face of the crystal. All these effects are comprehensively included in equation (27). In general, for \( \hbar \omega << E_0 \), it is possible to calculate \( \Psi_0^0(b, z, E_0 - \hbar \omega) \) from \( \Psi_0^0(b, z, E_0) \) using the perturbation theory (see Appendix B).

It is important to point out that equations (21) and (27) were derived based on the single inelastic scattering model. In practice, the plural plasmon excitation obeys the Poission law, hence the relative intensity of the \( m \)th plasmon loss to the pure elastic peaks is \( (d/\Lambda)^m \), where \( \Lambda \) is the MFP of plasmon excitation and is typically about 200 - 300 nm for 200 keV electrons (see the calculated results in Sect. 6 and 7). In the crystal thickness range of about 50 nm, the condition \( (d/\Lambda)^2 << 1 \) is always satisfied. Therefore, in the thickness range for HREM imaging, the high order plasmon excitations can be neglected. In other words, the single plasmon scattering model is a good approximation. Therefore, equation (27) is a general formula for simulating HREM images of valence-loss electrons.

5. Approaching the perfect delocalization model.

To see the physical meaning of equations (21) and (27) more clearly, one considers a case in which the crystal thickness is assumed to be small. For delocalized valence excitations with energy-loss less than about 30 eV and angular spreading less than 0.5 mrad, their perturbation to the wave function of the high-energy electrons may be neglected if the specimen is thin, i.e., \( \Phi_n^0 \approx \Phi_n^0 \) (For specimens thinner than 20 nm, this actually is an excellent approximation). From equation (8a), one approximately has

\[
S_{10}(x) \approx \frac{\exp(-iq_n z)}{ik_0},
\]

(30)

so that

\[
Y(b, E) = \frac{\exp(-iq_n d) - 1}{k_0 q_n} \Psi_0^0(b, d, E).
\]

(31)

For \( q_n d < 0.6 \) (here 0.6 is chosen based on \( \cos(q_n d) \approx 1 \) and \( \sin(q_n d) \approx q_n d \); this is a rough estimation for thickness), \( Y(b, \omega) \approx \frac{d}{ik_0} \Psi_0^0(b, d, \omega) \). Thus equation (21) becomes

\[
I_v(g_b) \approx d^2 \int_0^\infty d\omega \frac{dI(\omega)}{d\hbar \omega} I_{eb}(g_b, E_0 - \hbar \omega)
\]

(32)
where $I_{el}(g, E)$ is the diffraction pattern formed by elastic electrons of incident energy $E$. Equation (32) means that the diffraction pattern formed by the valence excited electrons is an incoherent superposition of those elastic patterns formed by the electrons with different incident energies, weighted by the electron energy-loss function. For HREM images, equation (27) becomes

$$I_{v}(b) = d^2 \int_{0}^{\infty} d\omega \frac{dI(\omega)}{d\hbar\omega} I_{el}(b, E_{0} - \hbar\omega),$$

(33)

where $I_{el}(b, E)$ is the image formed by the elastically scattering electrons of incidence energy $E$. Therefore, the inelastic image is formed by the incoherent addition of the electrons with different incident energies $E$, weighted by the intensity distribution in the EELS spectrum from the imaged area of the specimen.

Physically, equation (33) indicates that the non-localized valence excitations can be considered as occurring at the entrance face of the crystal for thin specimens. This agrees with the early treatment introduced by Gjønnes and Høier [16]. The final image contrast of the electrons after valence excitation is determined by the inelastic incident wave after penetrating the crystal, i.e. $\Psi_{0}^{v}(b, z, E)$ at the exit face $z = d$. It is not necessary to consider the detailed excitation processes of the valence electrons. This is the result of the perfectly delocalized inelastic scattering model.

Under the small thickness approximation, $q_{n}d < 0.6$, equation (33) establishes the wave mechanics basis of the model used by several authors [1-3]. The condition $q_{n}d = \frac{\pi \Delta E}{\gamma \lambda E_{0}} d < 0.6$ sets a rough criterion for identifying the applicability of the simplified theory (Eq. (33)). For an energy loss of 10 eV and $E_{0} = 200$ keV, yields $d < 9$ nm. This value is approximately the localization of plasmon-losses [17].


For simplification, the dependence of the interaction Hamiltonian $H'$ on $z$ was neglected in the above discussions, so that the final results include only the excitation of volume plasmon. In HREM, the excitation of surface plasmon becomes important for thin specimens. Since surface excitation occurs only when the travelling electrons are very close to the surface within a distance less than about 2 nm, it is a good approximation to consider that the plasmons of the top and bottom surfaces of the specimen (as illustrated in Fig. 1) are excited “locally” at the entrance and exit faces, respectively. For a thin slab geometry as shown in figure 1, the excitation probability of plasmons for a normal incident electron beam [18] is

$$P(\omega) = \frac{dP_{v}(\epsilon)}{dz} d + P_{s}(\epsilon),$$

(34)

where $\frac{dP_{v}(\epsilon)}{dz}$ is the excitation probability of volume plasmon per unit distance

$$\frac{dP_{v}(\epsilon)}{dz} = \frac{e^2}{4\pi^2 \epsilon_{0} \hbar v^2} \text{Im} \left\{ -\frac{1}{\epsilon} \right\} \ln \left[ 1 + \left( q_{c} v / \omega \right)^2 \right];$$

(35)

and $P_{s}$ is the excitation probability of surface plasmon

$$P_{s}(\epsilon) = \frac{e^2}{2\pi^2 \epsilon_{0} \hbar v^2} \int_{0}^{q} dq \frac{q^2}{(q^2 + (\omega / v)^2)^2} \times \text{Im} \left\{ -\frac{1 - \epsilon}{\epsilon} \cdot \frac{2(\epsilon - 1) \cos(\omega d / v) + (\epsilon - 1) \exp(-qd) + (1 - \epsilon^2) \exp(qd)}{(\epsilon - 1)^2 \exp(-qd) - (\epsilon + 1)^2 \exp(qd)} \right\}. \quad (36)$$
Based on equation (27) and above discussions, the images formed by all the electrons can be calculated using

\[
I(b) = \left| \Psi_0^0(b, d, E_0) \otimes F_{OB}(b, 0) \right|^2 + \int_0^\infty d\omega \frac{dp_\omega(\varepsilon)}{dz} \left\{ k_0^2 |Y(b, \omega) \otimes F_{OB}(b, \omega)|^2 \right\} + \frac{1}{2} \int_0^\infty d\omega p_\omega(\varepsilon) \left| \Psi_0^0(b, d, E_0 - \hbar \omega) \otimes F_{OB}(b, \omega) \right|^2 + \frac{1}{2} \int_0^\infty d\omega p_\omega(\varepsilon) \left| \Psi_0^0(b, d, E_0) \otimes F_{OB}(b, \omega) \right|^2,
\]

(37)

where the first term is the image formed by purely elastically scattered electrons, the second, third and fourth terms are the contributions from the electrons after exciting the volume plasmon, the surface plasmon at the entrance and exit faces, respectively. For relatively thin crystals, equation (37) can be simplified as

\[
I(b) \approx \int_0^\infty d\omega \left\{ \delta(\omega) + \frac{dp_\omega(\varepsilon)}{dz} + p_\omega(\varepsilon) \right\} \left| \Psi_0^0(b, d, E_0) \otimes F_{OB}(b, \omega) \right|^2.
\]

(38)

Figure 2 shows a comparison of simulated images of a thin GaAs [110] slab by electrons with no energy-loss (\(\Delta E = 0\)), volume plasmon-loss (\(\Delta E = 14\) eV) and surface plasmon-loss (\(\Delta E = 10\) eV). The simulations were performed under the following conditions: \(C_s = 1.2\) mm, \(C_e = 1.5\) mm, crystal slice thickness 0.2 nm, specimen thickness 20 nm, electron energy 200 keV, objective aperture radius 0.4 Å⁻¹, sampling point 0.109 Å/pixel, and energy-filter width 2 eV. The program used for the simulation was modified from Ishizuka's multislice image simulation program. The \(S_{10}\) function was calculated according to equation (7) using the fast Fourier transform technique. At \(\Delta f = 43.3\) nm, there are significant differences between the images formed by elastic and volume plasmon-loss electrons; the image formed by surface-loss electrons is slightly different from that formed by elastic electrons. At Schertzer defocus, \(\Delta f = 63.3\) nm, the elastic image has the optimum contrast, the non-symmetric Ga-As dumbbell being identified with dark contrast. However, the inelastic images are reversed in contrast and it is not easy to distinguish the Ga from As atomic columns. At \(\Delta f = 83.3\) nm, the elastic and inelastic images are still reversal in contrast, some residual intensity appearing near the Ga columns being observed in the energy-loss images. At \(\Delta f = 103.3\) nm, the 14 eV energy-loss image has the optimum contrast and the
non-symmetric Ga-As dumbbell can be identified. In the 10 eV energy-loss image, however, the Ga-As dumbbell appears in symmetric contrast. This suggests that the inelastic scattering could complicate the image interpretation, and it is necessary to use an energy-filter for quantitative image analysis.

To include the angular spreading of inelastic scattering in the calculation, an incident beam of angular distribution in form of $1/(\theta^2 + \theta_E^2)$ was used for calculating $\Psi^j_0(b, d, E)$, where the cut off value of $\theta$ was $\theta_c = q_e \lambda/2\pi$. The effect of large angle plasmon scattering (a few mrad)
should be considered in this process. However, the results did not show any significant difference as compared to the calculation for parallel beam illumination case. It has been found that the dominant effect of inelastic scattering is to introduce a focus shift in the objective lens transfer function due to chromatic aberration. The calculated images using equations (37) and (38) agree very well for specimens even as thick as 40 nm. This means that the simplified model of perfect delocalization is a good approximation in practice.

In early diffraction contrast imaging, it was illustrated by Howie [8] that the image formed by plasmon-loss electrons preserves the contrast of elastically scattered electrons. This is probably because the smaller size objective aperture used in diffraction contrast (or amplitude contrast) imaging limits the effect of chromatic aberration. However, in phase contrast HREM, the image resolution is determined by the transfer function of the objective lens, so that a small chromatic aberration would significantly affect the phase transfer properties of the lens, resulting in contrast reversal (Fig. 2). Therefore, the preservation of contrast by inelastically scattered electrons is not true in HREM.

The relative contribution of surface plasmon-loss electrons to the image is determined by the thickness of the foil. Figure 3 shows a comparison of the calculated GaAs valence-loss spectra according to equation (34) for three different foil thicknesses. The dielectric function of GaAs was obtained from the optical measurements [19]. For \( d = 5 \) nm, the spectrum is dominated by surface excitation, the surface plasmon shifting to about 6 eV due to the resonance coupling of the top and bottom surfaces. With the increase in the foil thickness \( (d = 20 \) nm), the volume plasmon located at 14 eV is stronger and the surface plasmon located at 10 eV is relatively weak. The shift of the surface plasmon is the result of weak coupling of the two faces. For a relatively thick crystal \( (d = 50 \) nm), the volume plasmon dominates the whole spectrum. The excitation probability of the surface plasmon reduces from 0.019 to 0.01 when the foil thickness changes from 5 to 50 nm. The excitation probability of the volume plasmon is 0.14 for \( d = 50 \) nm and \( E_0 = 200 \) keV, giving the MFP \( \Lambda = 357 \) nm. In the thin slab case, numerical calculations have shown that the surface plasmon excitation is a relatively small factor.

![Fig. 3. — Calculated single-scattering electron energy-loss spectra for GaAs foils of thicknesses \( d = 5, 20 \) and 50 nm. Electron energy is 200 keV, and \( q_c = 1.3 \) Å\(^{-1}\).](image)

Further more, a more complex situation is the inelastic images of an interface of two different materials. This case happens in the surface profile and grain boundary imaging, as schematically shown in figure 4. Since the two media are characterized by different dielectric functions, \(\varepsilon_1\) (left hand side) and \(\varepsilon_2\) (right hand side), the excitation of the interface would depend on the distance of the electron from the interface. It is complex to consider the full dielectric resonance excitation of the entire foil. For simplification, one assumes that the excitations of the top and bottom surfaces and the interface are not strongly coupled, so that they can be treated separately. The excitation of the entrance and exit surfaces can be approximately described by equation (34). By neglecting the finite size of the slab, the interface excitation could be treated using Howie’s method for an electron moving parallel to a large plane [20]. The image formed by all the transmitted electrons may be written as

\[
I(b) = \left| \Psi_0^0(b, d, E_0) \otimes F_{OB}(b, 0) \right|^2 + \\
+ \int_0^\infty d\omega \left\{ \frac{dP_1(\varepsilon_1, x)}{dz} \theta(-x) + \frac{dP_1(\varepsilon_2, x)}{dz} \theta(x) \right\} \left\{ k_0^2 |Y(b, \omega) \otimes F_{OB}(b, \omega)|^2 \right\} + \\
+ \frac{1}{2} \int_0^\infty d\omega \left\{ P_1(\varepsilon_1) \theta(-x) + P_2(\varepsilon_2) \theta(x) \right\} \left| \Psi_0^0(b, d, E_0 - \hbar \omega) \otimes F_{OB}(b, \omega) \right|^2 + \\
+ \frac{1}{2} \int_0^\infty d\omega \left\{ P_1(\varepsilon_1) \theta(-x) + P_2(\varepsilon_2) \theta(x) \right\} \left| \Psi_0^0(b, d, E_0) \otimes F_{OB}(b, \omega) \right|^2 + \\
+ \int_0^\infty d\omega \left\{ \frac{dP_1(\varepsilon_1, \varepsilon_2, x)}{dz} \theta(-x) + \frac{dP_1(\varepsilon_2, \varepsilon_1, x)}{dz} \theta(x) \right\} \left\{ k_0^2 |Y(b, \omega) \otimes F_{OB}(b, \omega)|^2 \right\}, (39)
\]

where the first four terms have a similar meaning as those defined for equation (37), the fifth term is the result of interface excitation

\[
\frac{dP_1(\varepsilon_1, \varepsilon_2, x)}{dz} = \frac{e^2}{2\pi^2\varepsilon_0\hbar v^2} \text{Im} \left\{ \frac{2}{\varepsilon_1 + \varepsilon_2} \right\} K(2\omega x/v);
\]

the volume plasmon excitation probability depends on the distance of the electrons from the interface

\[
\frac{dP_1(\varepsilon, x)}{dz} = \frac{e^2}{2\pi^2\varepsilon_0\hbar v^2} \text{Im} \left\{ -\frac{1}{\varepsilon} \right\} \left[ \ln \left( \frac{q_0v}{\omega} \right) - K(2\omega x/v) \right];
\]

\[
K(2\omega x/v) = \int_0^{\sqrt{\varepsilon}} dq \frac{\exp \left[ -2x \left( q^2 + \omega^2/v^2 \right)^{1/2} \right]}{(q^2 + \omega^2/v^2)^{1/2}};
\]

and \(\theta(x)\) is a step function

\[
\theta(x) = \begin{cases} 
1 & \text{for } x > 0 \\
0 & \text{for } x < 0.
\end{cases}
\]

For thin crystals, equation (39) can be simplified as

\[
I(b) \approx \int_0^\infty d\omega \left\{ \delta(\omega) + \left[ \frac{dP_1(\varepsilon_1, x)}{dz} d + P_1(\varepsilon_1) \right] \theta(-x) + \\
+ \left[ \frac{dP_1(\varepsilon_2, x)}{dz} d + P_2(\varepsilon_2) \right] \theta(x) + \frac{dP_1(\varepsilon_2, \varepsilon_1, x)}{dz} \theta(-x) \right\} \left| \Psi_0^0(b, d, E_0) \otimes F_{OB}(b, \omega) \right|^2, (44)
\]

For thin crystals, equation (39) can be simplified as

\[
I(b) \approx \int_0^\infty d\omega \left\{ \delta(\omega) + \left[ \frac{dP_1(\varepsilon_1, x)}{dz} d + P_1(\varepsilon_1) \right] \theta(-x) + \\
+ \left[ \frac{dP_1(\varepsilon_2, x)}{dz} d + P_2(\varepsilon_2) \right] \theta(x) + \frac{dP_1(\varepsilon_2, \varepsilon_1, x)}{dz} \theta(-x) \right\} \left| \Psi_0^0(b, d, E_0) \otimes F_{OB}(b, \omega) \right|^2, (44)
\]
where the images formed by the elastic, volume and surface plasmon-loss, and interface-loss electrons are characterized by the $\delta$, $\theta$ and $\frac{dP_i}{dz}$ terms, respectively. It is important to note that the excitations of volume ($P_v$) and interface ($P_i$) plasmons depend on the relative position of the electrons with respect to the interface. It is this effect that will introduce some additional contrast in the inelastic images of interfaces, as described below.

To simplify the discussion, the surface profile imaging of GaAs (100) can be taken as an example. Figure 5 shows the calculated excitations of volume and surface plasmons for a 50 nm thick foil. The variations of $dP_v/dz$ and $dP_i/dz$ are quite slow when the electrons move close to the interface from the GaAs side ($x < 0$). The only sharp change occurs when the electron is about 0.3 nm away from the interface. In the vacuum side ($x > 0$), the interaction of the electron beam with the interface is a long range interaction, resulting in some residual surface plasmon excitation even at $x > 3$ nm. This is probably the nature of non-localized inelastic excitation. In the vacuum side, only surface excitation would occur. Although the variations of $dP_v/dz$ and $dP_i/dz$ are quite significant near the interface, the total excitation probability $dP/dz = dP_i/dz + dP_v/dz$ is almost a constant inside GaAs. Figure 6 shows a comparison of the calculated spectra for electrons travelling at different distances from the interface. At the interface ($x = 0$), the surface plasmon at 10 eV is strongly excited. When the electrons move further away into the foil ($x = -0.5$ nm), the volume plasmon is excited. At $x = -2$ nm, the whole spectrum is dominated by volume plasmon excitation.

Surface plasmon excitation is important in dynamic calculations for reflection electron microscopy [21], because the incident electrons would be trapped by the surface for a distance about 100 nm before being reflected into the vacuum. This situation also happens for surface profile imaging, in which the electrons travelling near the surface would suffer more surface-losses, as illustrated in figure 5. This localization effect would affect the image contrast. Figure 7 shows the simulated surface profile images of GaAs (100) viewed along [011] for different energy-losses. For simplification, the GaAs (100) is assumed as a perfect surface without atomic reconstruction. For the elastically scattered electrons, besides the regular lattice images in the GaAs side, some residual contrast is also observed in the vacuum side. For the inelastic images, due to the variations of excitation probabilities close to the surface (or interface), as shown in figure 5, the decrease and increase of image contrast for 14 (volume plasmon) and 10 eV (surface plasmon) losses, respectively, are significant. This may be important in image interpretation. It is worth pointing out that the intensity of energy-filtered surface-loss image does not go to zero at distances far away from the surface, because the surface and volume plasmon peaks for GaAs are not sharp enough so
Fig. 5. — Calculated GaAs volume plasmon \( \frac{dP_v}{dz} \) and interface plasmon (i.e., GaAs with vacuum) \( \frac{dP_i}{dz} \) excitation probabilities per unit distance as a function of the impact parameter \( x \). \( dP/dz = dP_v/dz + dP_i/dz \) is the total excitation probability of plasmons, with \( x < 0 \) inside the crystal and \( x > 0 \) in the vacuum. The variation of \( dP_i/dz \) close to the interface (\( x = 0 \)) indicates the localization effect of surface excitations. Electron energy is 200 keV.

![Graph showing plasmon excitation probabilities](image)

Fig. 6. — Calculated single-scattering electron energy-loss spectra for the GaAs-vacuum interface for impact parameters \( x = 0, -0.5 \) and \(-2 \) nm. The foil thickness is 50 nm, and electron energy is 200 keV.

![Graph showing energy-loss spectra](image)

that the finite width of the energy-filter would receive the contribution from the tail part of the volume plasmon.

In addition, a sharp line contrast is observed at the surface in the 10 eV loss images in figure 7. This effect is an artifact produced in following ways. In classical dielectric theory, a surface is treated as a plane without thickness, and the surface charges are assumed to distribute in this plane. This is actually not precise at the atomic level. Ignoring the dispersion dependence of
\(\varepsilon(\omega)\) actually sets the values of the \(K\) function (Eq. (42)) very high at \(x = 0\), resulting in a sharp intensity wall at \(x = 0\). This artifact can be removed by using more rigorous dielectric theory [22].

**Fig. 7.** — Simulated energy-filtered HREM surface profile images of GaAs (100) of elastic (\(\Delta E = 0\)), volume plasmon-loss (\(\Delta E = 14\) eV) and surface plasmon-loss (\(\Delta E = 10\) eV) electrons. The simulation conditions are the same as those for figure 2. Beam azimuth is [011].

Following the theoretical scheme discussed above, the excitation of interfaces in finite semiconductor superlattices can also be included in image simulation by using the corresponding excitation probability function [23].

Besides the contribution of valence excitation, phonon or thermal diffuse scattering is another important inelastic process in HREM imaging. Localized phonon excitation can scatter the electrons into the angular range outside the objective aperture. This is equivalent to introducing an absorption potential in the calculation of elastic wave. This absorption factor can be calculated either in real [24, 25] or reciprocal [26] space. The phonon scattered electrons falling inside the objective aperture angular range form incoherent atomic resolution image. Calculation of this type of image can also be performed using equation (5), as described elsewhere [9].

**8. Conclusion.**

In conclusion, wave mechanics has been applied to treat inelastic valence excitation in high-energy
electron diffraction and imaging. A general theory has been presented to calculate the diffraction patterns and HREM images of the valence excited electrons based on single inelastic scattering model. The incoherence of the different valence states has been evaluated before any numerical calculations. This new theory reduces to the simplified theory proposed by several authors [1-3] under the small thickness approximation.

For a specimen thinner than the localization of the valence excitations, the valence-loss can be treated as occurring at the entrance face of the crystal foil; their propagation through the crystal can be considered as the elastic scattering of incident inelastic electrons. The inelastic scattering diffraction pattern is formed by the incoherent sum of the “elastically” scattered electrons with different incident energies, being weighted by the intensity distribution in the electron energy-loss spectrum. A similar method can be applied to consider the inelastic effect in HREM images. In addition, a convolution of the objective lens transfer function for electrons with different energies is required.

The proposed theory has been generalized to include the surface and interface excitation in HREM image simulations for surfaces and grain boundary interfaces. Calculations have shown that the localization effect of surface plasmon excitation in profile imaging may introduce some contrast variation near the surface.
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Appendix A

Equivalence of equation (5) with the inelastic multislice theory.

For easy notation, one separates the wave function from its plane wave part by defining

\[ \Psi_n(r) = \varphi_n(b, z) \exp(i k_n \cdot r), \]  
\[ \Psi_0^0(r) = \varphi_0^0(b, z) \exp(i k_n \cdot r). \]

Thus equation (5b) can be rewritten as

\[ \varphi_n(b, z) = \alpha \int_0^z \int_{z'} \left\{ \frac{\partial \Psi_0^0(b, z')}{\partial z} \right\} \varphi_0^0(b, z), \]

By neglecting the back scattering term under the small angle approximation, in the multislice method, the solution of the elastic Schrödinger equation can be written as [5,10]

\[ \varphi_n^0(b, z + \Delta z) = (\varphi_n^0(b, z) Q_0(b)) \otimes P_n(b), \]

where \( P_n \) is the propagation function of the wave in the vacuum for a distance \( \Delta z = z - z_0 \),

\[ P_n(b) \equiv \frac{1}{i \Delta z \lambda_n} \exp \left( i \pi b^2 / 2 \lambda_n \Delta z \right); \]

\[ \sigma = \frac{1}{h \nu}; \] and \( \lambda_n \) is the electron wavelength of energy \( E_n \), and \( Q_0 \) is the so-called phase grating function of the slice,

\[ Q_0(b) \equiv \exp \left[ i \sigma \int_{z}^{z + \Delta z} dz V(b, z) \right]. \]
Now one derives the relationship which governs the inelastic wave \( \varphi_n(b, z) \) before and after being scattered by a very thin crystal slice of thickness \( \Delta z \). From equation (A2), one can directly write

\[
\varphi_n(b, z + \Delta z) - \varphi_n(b, z) = \alpha \int_0^z dz' \left\{ H'_{n0}(b, z') \psi_0^0(b, z')/\frac{\partial \psi_0^0(b, z')}{\partial z} \right\} \times
\]
\[
\times \left[ \varphi_0^0(b, z + \Delta z) - \varphi_0^0(b, z) \right] + \alpha \int_z^{z+\Delta z} dz' \left\{ H_{n0}(b, z') \psi_0^0(b, z')/\frac{\partial \psi_0^0(b, z')}{\partial z} \right\} \varphi_0^0(b, z + \Delta z)
\]
\[
\approx \varphi_n(b, z) \left[ \frac{\varphi_0^0(b, z + \Delta z)}{\varphi_0^0(b, z)} - 1 \right] + \alpha \left\{ h_{n0}(b, z) \psi_0^0(b, z)/\frac{\partial \psi_0^0(b, z)}{\partial z} \right\} \varphi_0^0(b, z + \Delta z). \tag{A6}
\]

where \( h'_{n0}(b, z) = \int_z^{z+\Delta z} dz' H'_{n0}(b, z) \). Equation (A6) can be conveniently written as

\[
\varphi_n(b, z + \Delta z) \approx \varphi_n(b, z) \left( \frac{\varphi_0^0(b, z + \Delta z)}{\varphi_0^0(b, z)} \right) + \alpha \left\{ h_{n0}(b, z) \psi_0^0(b, z)/\frac{\partial \psi_0^0(b, z)}{\partial z} \right\} \varphi_0^0(b, z + \Delta z). \tag{A7}
\]

For fast electrons, it is always a good approximation to assume forward scattering, so that

\[
\frac{\partial \psi_0^0(b, z)}{\partial z} = \left[ ik_{nz} \varphi_0^0(b, z) + \frac{\partial \varphi_0^0(b, z)}{\partial z} \right] \exp(ik_n \cdot r) \approx ik_{nz} \varphi_0^0(b, z) \exp(ik_n \cdot r). \tag{A8}
\]

Using equation (A8), equation (A7) becomes

\[
\varphi_n(b, z + \Delta z) \approx [\varphi_n(b, z) - i\sigma h'_{n0}(b, z) \varphi_0^0(b, z)] \left( \frac{\varphi_0^0(b, z + \Delta z)}{\varphi_0^0(b, z)} \right). \tag{A9}
\]

The physical meaning of equation (A9) can be interpreted as follows. The first term in [...] \((\varphi_n(b, z))\) is the inelastic wave generated before the wave arrives the slice entrance face located at \( z = z \). In the single inelastic scattering model, this part of the wave will only be elastically scattered when penetrating the crystal slice and is responsible for the formation of Kikuchi patterns. The second term in [...] \( (\sigma h'_{n0} \varphi_0) \) is the newly generated inelastic wave when the elastic wave \( (\varphi_0^0) \) penetrates through the slice. The elastic scattering of these two parts within the slice is included in the term \( \varphi_0^0(b, z + \Delta z)/\varphi_0^0(b, z) \). For a very thin slice \( (\Delta z \to 0) \), \( P_n \) is very close to a Dirac \( \delta \) function. Using equation (A3), equation (A9) can thus be approximately written as

\[
\varphi_n(b, z + \Delta z) \approx [\varphi_n(b, z) - i\sigma h'_{n0}(b, z) \varphi_0^0(b, z)] \frac{\left( \varphi_0^0(b, z) Q_0(b, z) \right) \otimes P_n(b)}{\varphi_0^0(b, z)}
\]
\[
\approx [Q_0(b, z) \{\varphi_n(b, z) - i\sigma h'_{n0}(b, z) \varphi_0^0(b, z)\}] \otimes P_n(b). \tag{A10}
\]

Equation (A10) is the exact form of the inelastic multislice theory for single inelastic scattering [6,11-12].
Appendix B

Perturbation theory for calculating \( \Psi^0_0(r, E_0 - \Delta E) \) from \( \Psi^0_0(r, E_0) \).

\( \Psi^0_0(r, E - \Delta E) \) and \( \Psi^0_0(r, E) \) are determined by equations

\[
\left( \nabla^2 + \frac{2m_0}{h^2} (E_0 - \Delta E) \right) \Psi^0_0(r, E - \Delta E) = \frac{-2m_0e}{h^2} V(r) \Psi^0_0(r, E_0 - \Delta E),
\]

(B1)

and

\[
\left( \nabla^2 + \frac{2m_0}{h^2} E_0 \right) \Psi^0_0(r, E_0) = \frac{-2m_0e}{h^2} V(r) \Psi^0_0(r, E_0).
\]

(B2)

If \( \Psi^0_0(r, E - \Delta E) \) can be written in a form

\[
\Psi^0_0(r, E_0 - \Delta E) = \rho(r) \Psi^0_0(r, E_0),
\]

(B3)

for \( \Delta E << E_0 \), it is believed that \( \rho(r) \) is a slow varying function. By neglecting the \( \nabla^2 \rho \) term, for \( k_x, k_y << k_z \), so that the \( \partial \Psi^0_0(r)/\partial x \) and \( \partial \Psi^0_0(r)/\partial y \) terms are relatively small, the equation satisfied by \( \rho(r) \) is

\[
\frac{\partial \rho(r)}{\partial z} \approx \frac{m_0}{h^2} \Delta E \frac{\Psi^0_0(r, E_0)}{\Psi^0_0(r, E_0)} \left[ \frac{\partial \Psi^0_0(r, E_0)}{\partial z} \right]^{-1} \rho(r).
\]

(B4)

Solving equation (B4) and get

\[
\rho(r) = \exp \left\{ k^2 \Theta_E \int_0^z dz' \frac{\Psi^0_0(b, z', E_0)}{\Psi^0_0(b, z', E_0)} \left[ \frac{\partial \Psi^0_0(b, z', E_0)}{\partial z} \right]^{-1} \right\}.
\]

(B5)

Therefore

\[
\Psi^0_0(r, E_0 - \Delta E) \approx \exp \left\{ k^2 \Theta_E \int_0^z dz' \frac{\Psi^0_0(b, z', E_0)}{\Psi^0_0(b, z', E_0)} \left[ \frac{\partial \Psi^0_0(b, z', E_0)}{\partial z} \right]^{-1} \right\} \Psi^0_0(r, E_0).
\]

(B6)

Numerical calculations showed that \( \Psi^0_0(r, E_0 - \Delta E)/\Psi^0_0(r, E_0) \) is very close to 1 even for a 40 nm thick foil.
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