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SUMMARY

This thesis consists of two parts. In the first part, we study stability properties of Hamiltonian systems on the Wasserstein space. Let $H$ be a Hamiltonian satisfying conditions imposed in [2]. We regularize $H$ via Moreau-Yosida approximation to get $H_\tau$ and denote by $\mu_\tau$ a solution of system with the new Hamiltonian $H_\tau$. Suppose $H_\tau$ converges to $H$ as $\tau$ tends to zero. We show $\mu_\tau$ converges to $\mu$ and $\mu$ is a solution of a Hamiltonian system which is corresponding to the Hamiltonian $H$. At the end of first part, we give a sufficient condition for the uniqueness of Hamiltonian systems.

In the second part, we develop a general theory of differential forms on the Wasserstein space. Our main result is to prove an analogue of Green’s theorem for 1-forms and show that every closed 1-form on the Wasserstein space is exact. If the Wasserstein space were a manifold in the classical sense, this result wouldn’t be worthy of mention. Hence, the first cohomology group, in the sense of de Rham, vanishes.
CHAPTER I

PRELIMINARY

In this preliminary chapter, I will fix notations and introduce terminology and some already known facts which I will use later (cfr. [3]).

1.1 Notations

- $\mathcal{P}(\mathbb{R}^D) = \{\mu|\mu\text{ is a Borel probability measure on } \mathbb{R}^D\}$
- Let $\mathcal{M}$ be the subspace of $\mathcal{P}(\mathbb{R}^D)$ with bounded second moment, i.e.
  \[\mathcal{M} := \{\mu \in \mathcal{P}(\mathbb{R}^D) : \mu \geq 0, \int_{\mathbb{R}^D} d\mu = 1, \int_{\mathbb{R}^D} |x|^2 d\mu < \infty\}\]
- Let $\mu \in \mathcal{P}(\mathbb{R}^D)$ and let $f : \mathbb{R}^D \to \mathbb{R}^k$ be a Borel map. Then $\nu := f_\# \mu$ is a Borel measure on $\mathbb{R}^k$ characterized by $\nu[B] = \mu[f^{-1}(B)]$ for all Borel sets $B \subset \mathbb{R}^k$. In this case, we say $f$ pushes $\mu$ forward to $\nu$.
- $C_\infty^c(\mathbb{R}^D)$ is the collection of all infinitely differentiable functions with compact support.
- We denote $C_b(\mathbb{R}^D)$ the collection of all continuous and bounded functions.
- $C_o(\mathbb{R}^D) := \{f|f : \mathbb{R}^D \to \mathbb{R}\}$ where $f$ is continuous and $f(x) \to 0$ as $x \to \infty$.
- $Id : \mathbb{R}^D \to \mathbb{R}^D$ is the identity map i.e $Id(x) = x$ for all $x \in \mathbb{R}^D$.
- Diff$_c(\mathbb{R}^D)$ denotes the set of diffeomorphisms of $\mathbb{R}^D$ with compact support, i.e. those which coincide with the identity map $Id$ outside of a compact subset of $\mathbb{R}^D$.
- Let $\mathcal{X}_c$ denote the space of compactly supported smooth vector fields on $\mathbb{R}^D$.
- Let $\mu \in \mathcal{P}(\mathbb{R}^D)$ and let $f : \mathbb{R}^D \to \mathbb{R}^k$ be $f \in L^2(\mu)$. We denote the $L^2$ norm of $f$ by $||f||^2_\mu$, i.e.
  \[||f||^2_\mu := ||f||^2_{L^2(\mu)} = \int_{\mathbb{R}^D} |f(x)|^2 d\mu(x)\]
- Let $\mu \in \mathcal{P}(\mathbb{R}^D)$, we define $\nabla C^\infty_c$ as the closure of $\{\nabla \phi : \phi \in C^\infty_c(\mathbb{R}^D)\}$ in the $L^2(\mu)$ topology.

- Let $\mu \in \mathcal{P}(\mathbb{R}^D)$, we denote the support of $\mu$ by $\text{supp}(\mu)$.

- Let $r > 0$ and $x \in \mathbb{R}^D$ then $B_r(x)$ denotes the ball in $\mathbb{R}^D$ of center $x$ and radius $r$.

- Let $f : \mathbb{R}^D \to \mathbb{R}^k$ be a Lipschitz function then we denote the Lipschitz constant by $\text{Lip}(f)$.

### 1.2 Wasserstein space

Recall that $\mathcal{M}$ is the subspace of $\mathcal{P}(\mathbb{R}^D)$ with bounded second moment.

**Definition 1.2.1.** Let $\mu, \nu \in \mathcal{M}$. Consider

$$W_2(\mu, \nu) := \left( \inf_{\gamma \in \Gamma(\mu, \nu)} \int_{\mathbb{R}^D \times \mathbb{R}^D} |x - y|^2d\gamma(x, y) \right)^{1/2}. \quad (1)$$

Here, $\Gamma(\mu, \nu)$ denotes the set of Borel measures $\gamma$ on $\mathbb{R}^D \times \mathbb{R}^D$ which have $\mu$ and $\nu$ as marginals, i.e. satisfying $\pi^1_\#(\gamma) = \mu$ and $\pi^2_\#(\gamma) = \nu$ where $\pi^1$ and $\pi^2$ denote the standard projections $\pi^1, \pi^2 : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}^D$ defined by $\pi^1(x_1, x_2) = x_1$ and $\pi^2(x_1, x_2) = x_2$.

Equation (1) defines a distance on $\mathcal{M}$ which is called Wasserstein metric. It is known that the infimum in the right hand side of equation (1) is always achieved. We will denote by $\Gamma_o(\mu, \nu)$ the set of $\gamma$ which minimize this expression. We also denote

$$\Gamma_o(\gamma, \mu) = \{u \in \mathcal{P}(\mathbb{R}^3^D) : \pi^1_\#^2 u = \gamma, \pi^1_\#^3 u \in \Gamma_o(\pi^1_\# \gamma, \mu)\} \quad (2)$$

where $\pi^{1,2}, \pi^{1,3} : \mathbb{R}^D \times \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}^D \times \mathbb{R}^D$ are defined by $\pi^{1,2}(x_1, x_2, x_3) = (x_1, x_2)$ and $\pi^{1,3}(x_1, x_2, x_3) = (x_1, x_3)$.

**Remark 1.2.2.** In the equation (2), $\Gamma_o(\gamma, \mu)$ has nothing to do with any cost functions. It is a conventional notation.

Recall that $\mu$ is absolutely continuous with respect to Lebesgue measure $\mathcal{L}^D$, written $\mu << \mathcal{L}^D$, if it is of the form $\mu = \rho(x) \mathcal{L}^D$ for some function $\rho \in L^1(\mathbb{R}^D)$. In this case for any $\nu \in \mathcal{M}$ there exists a unique map $T : \mathbb{R}^D \to \mathbb{R}^D$ such that $T_\# \mu = \nu$ and
\[ W_2^2(\mu, \nu) = \int_{\mathbb{R}^D} |x - T(x)|^2 d\mu(x), \quad (3) \]

cfr. e.g. [3] [5] or [15]. One refers to \( T \) as the \textit{optimal map} that pushes \( \mu \) forward to \( \nu \). It can be shown that \((\mathcal{M}, W_2)\) is a separable complete metric space, cfr. e.g. [3] Proposition 7.1.5. The following theorem is an important result from Monge-Kantorovich theory.

\textbf{Theorem 1.2.3.} [3] or [29] Let \( \mu, \nu \in \mathcal{M} \), we have

\[ W_2^2(\mu, \nu) = \sup_{u, v \in C(\mathbb{R}^D)} \left\{ \int_{\mathbb{R}^D} u \, d\mu + \int_{\mathbb{R}^D} v \, d\nu : u(x) + v(y) \leq |x - y|^2 \quad \forall x, y \in \mathbb{R}^D \right\}. \quad (4) \]

\textbf{Definition 1.2.4.} [3] Let \( \mu, \nu \in \mathcal{M} \) and let \( \gamma \in \Gamma_o(\mu, \nu) \). The \textit{barycentric projection} \( \bar{\gamma}_\mu : \mathbb{R}^D \to \mathbb{R}^D \) of \( \gamma \) with respect to the first marginal \( \mu \) is characterized by

\[ \int \psi(x) \bar{\gamma}_\mu(x) \, d\mu(x) = \int \psi(x) y \, d\gamma(x, y) \quad \forall \psi \in C_b \quad (5) \]

where \( C_b \) is a collection of all continuous and bounded functions. Similarly, the \textit{barycentric projection} \( \bar{\gamma}_\nu : \mathbb{R}^D \to \mathbb{R}^D \) of \( \gamma \) with respect to the second marginal \( \nu \) is defined by

\[ \int \psi(y) \bar{\gamma}_\nu(y) \, d\nu(y) = \int \psi(y) x \, d\gamma(x, y) \quad \forall \psi \in C_b \quad (6) \]

\textbf{Theorem 1.2.5.} [3] If \( \gamma \in \Gamma_o(\mu_0, \mu_1) \) then the curve \( t \to \mu_t := ((1 - t)\pi_1 + t\pi_2)_\# \gamma \) is a constant speed geodesic connecting \( \mu_0 \) to \( \mu_1 \). Conversely, any constant speed geodesic \( \mu_t : [0, 1] \to \mathcal{M} \) connecting \( \mu_0 \) to \( \mu_1 \) has this representation for a suitable \( \gamma \in \Gamma_o(\mu_0, \mu_1) \).

\textbf{Definition 1.2.6.} [24] Let \( H : \mathcal{M} \to (-\infty, \infty) \) and \( \lambda \in \mathbb{R} \). We say that \( H \) is \( \lambda \)-\textit{convex} if for every \( \mu_0, \mu_1 \in \mathcal{M} \) and every optimal transport plan \( \gamma \in \Gamma_o(\mu_0, \mu_1) \) we have

\[ H(\mu_t) \leq (1 - t)H(\mu_0) + tH(\mu_1) - \frac{\lambda}{2} t(1 - t)W_2^2(\mu_0, \mu_1) \quad \forall t \in [0, 1] \quad (7) \]

Here \( \mu_t = ((1 - t)\pi_1 + t\pi_2)_\# \gamma \).
Remark 1.2.7. In [3], $\lambda$-convexity is defined in a weaker way.

**Definition 1.2.8.** Let $F : \mathcal{M} \to \mathbb{R}$ be a function on $\mathcal{M}$. We say that $\xi \in L^2(\mu)$ belongs to the subdifferential $\partial_- F(\mu)$ if

$$F(\nu) \geq F(\mu) + \sup_{\gamma \in \Gamma_o(\mu, \nu)} \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \xi(x), y - x \rangle \, d\gamma(x, y) + o(W_2(\mu, \nu)),$$

as $\nu \to \mu$. If $-\xi \in \partial_- (-F)(\mu)$ we say that $\xi$ belongs to the superdifferential $\partial^+ F(\mu)$.

If $\xi \in \partial_- F(\mu) \cap \partial^+ F(\mu)$ then, for any $\gamma \in \Gamma_o(\mu, \nu)$,

$$F(\nu) = F(\mu) + \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \xi(x), y - x \rangle \, d\gamma(x, y) + o(W_2(\mu, \nu)). \quad (8)$$

If such $\xi$ exists we say that $F$ is differentiable at $\mu$ and we define the gradient vector $\nabla_\mu F := \pi_\mu(\xi)$ where $\pi_\mu(\xi)$ is the projection defined by the equation (116).

Using barycentric projections one can show that, for $\gamma \in \Gamma_o(\mu, \nu)$,

$$\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \xi(x), y - x \rangle \, d\gamma(x, y) = \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \pi_\mu(\xi)(x), y - x \rangle \, d\gamma(x, y) \quad (9)$$

Thus $\pi_\mu(\xi) \in \partial_- F(\mu) \cap \partial^+ F(\mu) \cap T_\mu \mathcal{M}$ and it satisfies the analogue of equation (8). It can be shown that the gradient vector is unique, i.e. that $\partial_- F(\mu) \cap \partial^+ F(\mu) \cap T_\mu \mathcal{M} = \{\pi_\mu(\xi)\}$.

**Remark 1.2.9.** (i) Let $\gamma \in \Gamma_o(\mu, \nu)$ then

$$\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \xi(x), y - x \rangle \, d\gamma(x, y) = \int_{\mathbb{R}^D} \langle \xi(x), \bar{x}_\mu(x) - x \rangle \, d\mu(x) \quad (10)$$

$$= \int_{\mathbb{R}^D} \langle \pi_\mu(\xi)(x), \bar{x}_\mu(x) - x \rangle \, d\mu(x)$$

$$= \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \pi_\mu(\xi)(x), y - x \rangle \, d\gamma(x, y)$$

We used the fact $\bar{x}_\mu - Id \in T_\mu \mathcal{M}$(cfr. [3]) in the second equality in equation (10).

(ii) Let $\phi \in C_c^\infty(\mathbb{R}^D)$ then $x \to |x|^2/2 + t\phi(x)$ is a convex function for small $t \in (0, 1)$. 


Define \( v_t(x) := x + t \nabla \phi(x) \) and let \( \nu_t = v_t \# \mu \) then \( \nu_t \) is an optimal map that pushes forward \( \mu \) to \( \nu_t \) i.e \( (Id \times v_t) \# \mu \in \Gamma_0(\mu, \nu_t) \) for all small \( t \).

Suppose \( \xi, \eta \in \partial_- F(\mu) \cap \partial_+ F(\mu) \) then by equation (8), we have

\[
F(\nu_t) = F(\mu) + t \int_{\mathbb{R}^D} \langle \xi(x), \nabla \phi(x) \rangle \, d\mu(x) + o(W_2(\mu, \nu_t)).
\]

for all small \( t \in (0, 1) \). Similarly, we have

\[
F(\nu_t) = F(\mu) + t \int_{\mathbb{R}^D} \langle \eta(x), \nabla \phi(x) \rangle \, d\mu(x) + o(W_2(\mu, \nu_t)).
\]

for all small \( t \in (0, 1) \). We combine equations (11) and (12) to get

\[
0 = \int_{\mathbb{R}^D} \langle \eta(x) - \xi(x), \nabla \phi(x) \rangle \, d\mu(x) = \int_{\mathbb{R}^D} \langle \pi_{\mu}(\eta)(x) - \pi_{\mu}(\xi)(x), \nabla \phi(x) \rangle \, d\mu(x).
\]

Since \( \phi \) is arbitrary, equation (13) gives \( \pi_{\mu}(\eta) = \pi_{\mu}(\xi) \). This shows the uniqueness of the gradient vector.

**Lemma 1.2.10.** Let \( H : \mathcal{M} \to (-\infty, \infty) \) be lower semicontinuous and \( \lambda \)-convex for some \( \lambda \in \mathbb{R} \) and let \( \mu \in \mathcal{M} \). Then the following statements are equivalent:

(i) \( \xi \in \partial_- H(\mu) \)

(ii) For all \( \nu \in \mathcal{M} \)

\[
H(\nu) \geq H(\mu) + \inf_{\gamma \in \Gamma_0(\mu, \nu)} \int_{\mathbb{R}^D} \langle \xi(x), y - x \rangle - d\gamma(x, y) + o(W_2(\mu, \nu))
\]

(iii) For all \( \nu \in \mathcal{M} \)

\[
H(\nu) \geq H(\mu) + \sup_{\gamma \in \Gamma_0(\mu, \nu)} \int_{\mathbb{R}^D} \langle \xi(x), y - x \rangle - d\gamma(x, y) + \frac{\lambda}{2} W_2^2(\mu, \nu)
\]

**Proof.** Proposition 4.2 of [2] \[ \square \]

**Lemma 1.2.11.** [3] Let \( \gamma^{12}, \gamma^{13} \in \mathcal{P}(\mathbb{R}^{2D}) \) such that \( \pi_\mu \gamma^{12} = \pi_\mu \gamma^{13} = \mu^1 \). Then there exists \( u \in \mathcal{P}(\mathbb{R}^{3D}) \) such that \( \pi_\mu^1 u = \gamma^{12} \), and \( \pi_\mu^1 u = \gamma^{13} \). Moreover, if \( \mu^2 = \pi_\mu^2 \gamma^{12}, \mu^3 = \pi_\mu^2 \gamma^{13} \in \mathcal{M} \) and \( \gamma^{12} \in \Gamma_0(\mu^1, \mu^2), \gamma^{13} \in \Gamma_0(\mu^1, \mu^3) \) then \( u \in \Gamma_0(\gamma^{12}, \mu^3) \).
Proof. Let $\gamma_{12} = \int_{\mathbb{R}^D} \gamma_{x_1}^{12} d\mu^1, \gamma_{13} = \int_{\mathbb{R}^D} \gamma_{x_1}^{13} d\mu^1$ be the disintegration of $\gamma_{12}, \gamma_{13}$ then the measure $\mathbf{u}$ whose disintegration w.r.t $x_1$ is

$$\int_{\mathbb{R}^D} \gamma_{x_1}^{12} \times \gamma_{x_1}^{13} d\mu^1(x_1)$$

has the required property. Let us denote this $\mathbf{u}$ by $\gamma_{12} \times \gamma_{13}$. □

**Definition 1.2.12.** [3] Given $\mu \in \mathcal{M}$, let $T_\mu \mathcal{M}$ denote the closure of $\nabla C_c^\infty$ in $L^2(\mu)$. We call it the *tangent space* of $\mathcal{M}$ at $\mu$. The *tangent bundle* $T\mathcal{M}$ is defined as the disjoint union of all $T_\mu \mathcal{M}$.

Following [3] we now provide an analytic justification for the above definition of tangent spaces for $\mathcal{M}$.

Suppose we are given a curve $\sigma : (a, b) \to \mathcal{M}$ and a Borel vector field $X : (a, b) \times \mathbb{R}^D \to \mathbb{R}^D$ such that $X_t \in L^2(\sigma_t)$. Here, we have written $\sigma_t$ in place of $\sigma(t)$ and $X_t$ in place of $X(t)$. We will write

$$\frac{\partial \sigma}{\partial t} + \text{div}_\sigma(X) = 0 \quad (14)$$

if the following condition holds: for all $\phi \in C_c^\infty((a, b) \times \mathbb{R}^D),$

$$\int_a^b \int_{\mathbb{R}^D} \left( \frac{\partial \phi}{\partial t} + \nabla \phi \cdot X_t \right) d\sigma_t dt = 0, \quad (15)$$

i.e. if equation (14) holds in the sense of distributions. Given $\sigma_t$, notice that if equation (14) holds for $X$ then it holds for $X+W$, for any Borel map $W : (a, b) \times \mathbb{R}^D \to \mathbb{R}^D$ such that $W_t \in \text{Ker}(\text{div}_{\sigma_t})$, i.e $\int \nabla \phi \cdot W_t d\sigma_t = 0$ for all $\psi \in C_c^\infty(\mathbb{R}^D)$ and $t \in (a, b)$.

The following definition and remark can be found in [3] Chapter 1.

**Definition 1.2.13.** Let $(\mathbb{S}, \text{dist})$ be a metric space. A curve $t \in (a, b) \mapsto \sigma_t \in \mathbb{S}$ is *2–absolutely continuous* if there exists $\beta \in L^2(a, b)$ such that

$$\text{dist}(\sigma_t, \sigma_s) \leq \int_s^t \beta(\tau) d\tau \quad (16)$$
for all \( a < s < t < b \). We then write \( \sigma \in AC_2(a,b;\mathbb{S}) \). For such curves the limit

\[
|\sigma'(t)| := \lim_{s \to t} \text{dist}(\sigma_t, \sigma_s)/|t-s|
\]

exists for \( L^1 \)-almost every \( t \in (a,b) \). We call this limit the \textit{metric derivative} of \( \sigma \) at \( t \). It satisfies \(|\sigma'| \leq \beta L^1 \)-almost everywhere.

\begin{remark}
\begin{enumerate}
\item[(i)] If \( \sigma \in AC_2(a,b;\mathbb{S}) \) then \(|\sigma'\| \in L^2(a,b) \) and \( \text{dist}(\sigma_s, \sigma_t) \leq \int_s^t |\sigma'|(\tau)d\tau \) for \( a < s < t < b \). We can apply Hölder’s inequality to conclude that \( \text{dist}^2(\sigma_s, \sigma_t) \leq c|t-s| \), where \( c = \int_a^b |\sigma'|^2(\tau)d\tau \).
\item[(ii)] It follows from (i) that \( \{\sigma_t : t \in [a,b]\} \) is a compact set, so it is bounded. For instance, \( \text{dist}(\sigma_s, \sigma_a) \leq \sqrt{c|s-a|} \).
\end{enumerate}
\end{remark}

We now recall [3] Theorem 8.3.1. It shows that the definition of tangent space given above is flexible enough to include the velocities of any “good” curve in \( \mathcal{M} \).

\begin{proposition}
If \( \sigma \in AC_2(a,b;\mathcal{M}) \) then there exists a Borel map \( v : (a,b) \times \mathbb{R}^D \to \mathbb{R}^D \) such that \( \partial \sigma/\partial t + \text{div}_\sigma(v) = 0 \) and \( v_t \in L^2(\sigma_t) \) for \( L^1 \)-almost every \( t \in (a,b) \). We call \( v \) a velocity for \( \sigma \). If \( w \) is another velocity for \( \sigma \) then the projections \( \pi_{\sigma_t}(v_t), \pi_{\sigma_t}(w_t) \) coincide for \( L^1 \)-almost every \( t \in (a,b) \) where \( \pi_{\sigma_t} \) is defined by the equation (116). One can choose \( v \) such that \( v_t \in \nabla C^\infty_{c,t} \) and \( ||v_t||_{\sigma_t} = |\sigma'|(t) \) for \( L^1 \)-almost every \( t \in (a,b) \). In that case, for \( L^1 \)-almost every \( t \in (a,b) \), \( v_t \) is uniquely determined. We denote this velocity \( \dot{\sigma} \) and refer to it as the velocity of minimal norm, since if \( w_t \) is any other velocity associated to \( \sigma \) then \( ||\dot{\sigma}_t||_{\sigma_t} \leq ||w_t||_{\sigma_t} \) for \( L^1 \)-almost every \( t \in (a,b) \) and so \( \text{dist}(\sigma_t, \sigma_s) \leq \int_s^t ||\dot{\sigma}_t||_{\sigma_t}d\tau \leq \int_s^t ||w_t||_{\sigma_t}d\tau \) for all \( a < s < t < b \).
\end{proposition}

We also recall [3] Proposition 8.4.6, which gives another taste of tangent space.

\begin{proposition}
If \( \sigma \in AC_2(a,b;\mathcal{M}) \) and let \( v_t = \dot{\sigma}_t \in T_{\sigma_t}\mathcal{M} \) be the velocity of minimal norm. Then, for \( L^1 \)-a.e. \( t \in (a,b) \) the following property holds: for any choice of \( \gamma_h \in \Gamma_o(\mu_t, \mu_{t+h}) \) we have

\[
\lim_{h \to 0} \left( \pi_1, \frac{1}{h}(\pi^2 - \pi^1) \right)_\# \gamma_h = (Id \times v_t)_\# \mu_t \quad \text{in} \quad \mathcal{P}_2(\mathbb{R}^D \times \mathbb{R}^D) \quad (17)
\]

The following remark can be found in [3] Lemma 1.1.4 in a more general context.
Remark 1.2.17 (Lipschitz reparametrization). Let $\sigma \in AC_2(a, b; \mathcal{M})$ and $v$ be a velocity associated to $\sigma$. Fix $\alpha > 0$ and define $S(t) = \int_a^t (\alpha + ||v_\tau||_{\sigma_\tau})d\tau$. Then $S : [a, b] \to [0, L]$ is absolutely continuous and increasing, with $L = S(b)$. The inverse of $S$ is a function whose Lipschitz constant is less than or equal to $1/\alpha$. Define

$$
\tilde{\sigma}_s := \sigma_{S^{-1}(s)}, \quad \tilde{v}_s := \dot{S}^{-1}(s)v_{S^{-1}(s)}.
$$

One can check that $\tilde{\sigma} \in AC_2(0, L; \mathcal{M})$ and that $\tilde{v}$ is a velocity associated to $\tilde{\sigma}$. Fix $t \in (a, b)$ and set $s := S(t)$. Then $v_t = \dot{S}(t)v_{S(t)}$ and $||\tilde{v}_s||_{\sigma_s} = \frac{||v_t||_{\sigma_t}}{\alpha + ||v_t||_{\sigma_t}} < 1$.

Now we introduce some preliminary lemmas which will be used in the construction of Hamiltonian flows.

Lemma 1.2.18. Suppose $\{f_n\}_{n=1}^\infty$ weakly converges to $f$ in $L^2(0, T)$ then we have

$$
f(t) \leq \limsup_{n \to \infty} f_n(t) \quad \text{for a.e } t \in (0, T)
$$

Proof. By slightly modifying theorem 2.13 in [19], we have a sequence $\{F_n\}_{n=1}^\infty$ of convex combinations of $f_n$ converging to $f$ a.e $t \in (0, t)$ i.e

$$
F_n := \sum_{i=n}^m \lambda_i^n f_i \quad \text{where } \sum_{i=1}^n \lambda_i^n = 1, \quad \lambda_i^n \geq 0
$$

converges to $f$ a.e $t \in (0, t)$. So we have

$$
\limsup_{n \to \infty} f_n = \limsup_{n \to \infty} \sup_{i \geq n} f_i \geq \lim_{n \to \infty} F_n = f
$$

Lemma 1.2.19. Let $f : \mathbb{R}^D \to \mathbb{R}^D$ be a Borel map, $\mu \in \mathcal{P}(\mathbb{R}^D)$, and let $v \in L^2(\mu; \mathbb{R}^D)$. Then, setting $\nu = f_\# \mu$, we have $f_\#(v\mu) = w\nu$ for some $w \in L^2(\nu)$ with

$$
||w||_{L^2(\nu)} \leq ||v||_{L^2(\mu)}
$$
Proof. Lemma 7.1 in [2]

Lemma 1.2.20. Let $T > 0$, $C \geq 0$, $\mu_t^n : [0,T] \to \mathcal{M}$ and $v_t^n : \mathbb{R}^D \to \mathbb{R}^k$. Let $v_t^n \in L^2(\mu_t^n; \mathbb{R}^k)$ be satisfying

(a) $\mu_t^n \to \mu_t$ narrowly as $n \to \infty$ for all $t \in [0,T]$ 
(b) $||v_t^n||_{L^2(\mu_t^n; \mathbb{R}^k)} \leq C$ for a.e $t \in [0,T]$ 
(c) The $\mathbb{R}^k$ valued space-time measures $v_t^n \mu_t^n dt$ are weakly* converging in $(0, T) \times \mathbb{R}^D$ to $\sigma$.

Then there exists $v_t \in L^2(\mu_t; \mathbb{R}^k)$ with $||v_t||_{L^2(\mu_t; \mathbb{R}^k)} \leq C$ for a.e $t$ such that $\sigma = v_t \mu_t dt$

Proof. Lemma 7.2 in [2]
CHAPTER II

HAMILTONIAN SYSTEMS

In contrast to the theory of gradient flows on the Wasserstein space [3][9][17][25], the theory of Hamiltonian systems presents many more additional difficulties which have not yet been well understood. The first systematic study addressing evolution problems on $\mathcal{M}$ of the Hamiltonian type was made by Ambrosio and Gangbo [2]. In [2], they studied Hamiltonian systems of the form

$$\begin{cases}
\frac{d}{dt} \mu + \nabla \cdot (Jv, \mu) = 0, & t \in (0, T) \\
v_t \in \partial H(\mu_t) \cap T_{\mu_t} \mathcal{M},
\end{cases} \tag{18}$$

where the given function $H: \mathcal{M} \to \mathbb{R}$ is referred to as a Hamiltonian. Here $J: \mathbb{R}^D \to \mathbb{R}^D$ is a matrix satisfying $Jv \perp v$ for all $v \in \mathbb{R}^D$. When $D = 2d$ then we can simply set $J$ to be the $(2d) \times (2d)$ canonical symplectic matrix. The theory in [2] covers a large class of systems which have recently generated a lot of interest, including the Vlasov-Poisson in one space dimension [6][30], the Vlasov-Monge-Ampere [7][12] and the semigeostrophic systems [4][10][11][12].

Our goal is to study the stability properties of the system (18) for Hamiltonians $H$ satisfying properties imposed in [2]. More precisely, we replace $H$ by a Hamiltonian $H_\tau$ and denote by $\mu_\tau$ the solution of the system with the new Hamiltonian. We suppose that $H_\tau$ converges to $H$ and $\mu_\tau$ converges to $\mu$ as $\tau$ tends to zero. The topology used for these convergences are to be made specific soon. Our stability property is that the limiting solution $\mu$ solves (18). There are not so many natural way to regularize a function $H$ on an infinite dimensional manifold to obtain a new function $H_\tau$. The Moreau-Yosida regularization is one way of regularizing in that context. In this study, we keep our focus on the Moreau-Yosida regularization.
The main result of this chapter is Theorem 2.3.4. In Theorem 2.3.3, we show there exists a solution $\mu^\tau$ of equation (18) where $H$ is substituted by $H_\tau$ and subdifferential is replaced by superdifferential. Here we don’t need the condition (H2') on $H$. Theorem 2.3.4 says that $\{\mu^\tau\}_{\tau>0}$ converges to the solution $\mu$ of equation (18) by imposing the condition (H2’). This result establishes the stability property linking the solution of $H_\tau$ to those of $H$.

We view our study as a preliminary step for gaining enough insights which could be exploited to extend the above results to Hamiltonian systems where $H$ fails to satisfy properties imposed in [2].

### 2.1 Moreau-Yosida approximation

**Definition 2.1.1.** Let $H : \mathcal{M} \to (-\infty, \infty]$ be a lower semicontinuous functional. For $\tau > 0$, the Moreau-Yosida approximation $H_\tau$ of $H$ is defined as

$$H_\tau(\mu) := \inf_{\nu \in \mathcal{M}} \mathbf{H}(\tau, \mu; \nu) = \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) + H(\nu) \right\}$$

(19)

where

$$\mathbf{H}(\tau, \mu; \nu) = \frac{1}{2\tau} W_2^2(\mu, \nu) + H(\nu)$$

(20)

We also set

$$J_\tau[\mu] := \{ \mu_\tau : \mathbf{H}(\tau, \mu; \mu_\tau) \leq \mathbf{H}(\tau, \mu; \nu) \quad \forall \nu \in \mathcal{M} \}$$

(21)

**Lemma 2.1.2.** If $H_\tau(\mu_o) = \frac{1}{2\tau} W_2^2(\mu_o, \nu_o) + H(\nu_o)$ i.e $\nu_o \in J_\tau[\mu_o]$ then

$$H_\tau(\mu) - H_\tau(\mu_o) \leq \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{Id - \tilde{\gamma}_{\mu_o}^{\nu_o}}{\tau}(x, y - x) d\gamma_{\mu_o}^{\nu_o}(x, y) + \frac{1}{2\tau} W_2^2(\mu_o, \mu) \quad \forall \quad \mu$$

(22)

where $\gamma_{\mu_o}^{\nu_o} \in \Gamma_o(\mu_o, \mu)$. In particular, $\frac{Id - \tilde{\gamma}_{\mu_o}^{\nu_o}}{\tau}$ belongs to the super-differential of $H_\tau$ at $\mu_o$. Here $\tilde{\gamma}_{\mu_o}^{\nu_o}$ is the barycentric projection of $\gamma_{\mu_o}^{\nu_o} \in \Gamma_o(\mu_o, \nu_o)$ with respect to $\mu_o$ which is defined by equation (5).

**Proof.**

$$H_\tau(\mu_o) = \frac{1}{2\tau} W_2^2(\mu_o, \nu_o) + H(\nu_o), \quad H_\tau(\mu) \leq \frac{1}{2\tau} W_2^2(\mu, \nu_o) + H(\nu_o) \quad \forall \quad \mu$$
So we have
\[
H_\tau(\mu) - H_\tau(\mu_o) \leq \frac{1}{2\tau} W_2^2(\mu, \nu_o) - \frac{1}{2\tau} W_2^2(\mu_o, \nu_o) \\
\leq \int \frac{x - \bar{\gamma}_{\mu_0}(x)}{\tau}, y - x > d\gamma_{\mu_0}(x, y) + \frac{1}{2\tau} W_2^2(\mu_0, \mu)
\]

The second inequality follows from (-1)-convexity of \(\mu \to -\frac{1}{2} W_2^2(\mu, \nu_o)\) and Proposition 4.2 and 4.3 of [2].

Lemma 2.1.3. Suppose \(\psi : \mathcal{M} \to (-\infty, \infty], \lambda \in \mathbb{R}\) and for every \(\bar{\mu} \in \mathcal{M}\), there exists \(\bar{\xi} \in T_{\bar{\mu}}\mathcal{M}\) such that
\[
\psi(\mu) \geq \psi(\bar{\mu}) + \int \frac{\bar{\xi}(x)}{\tau}, y - x > d\gamma_{\bar{\mu}}(x, y) + \frac{\lambda}{2} W_2^2(\mu, \bar{\mu}). \tag{23}
\]

Then \(\psi\) is \(\lambda\)-convex.

Proof. Let \(\mu_o, \mu_1 \in \mathcal{M}\) and \(t \to \mu_t\) be a geodesic between \(\mu_o\) and \(\mu_1\). We want to show
\[
(1-t)\psi(\mu_o) + t\psi(\mu_1) - \frac{\lambda}{2} t(1-t) W_2^2(\mu_o, \mu_1)
\]

Let \(\gamma_{\mu_o}^{\mu_1} \in \Gamma_0(\mu_0, \mu_1)\), we define \(\gamma_{\mu_0}^{\mu_t} = (\pi_1, (1-t)\pi_1 + t\pi_2)_\# \gamma_{\mu_0}^{\mu_1}\) and \(\gamma_{\mu_1}^{\mu_t} = ((1-t)\pi_1 + t\pi_2, \pi_2)_\# \gamma_{\mu_o}^{\mu_1}\) then
\[
\gamma_{\mu_o}^{\mu_t} \in \Gamma_0(\mu_o, \mu_t), \quad \gamma_{\mu_t}^{\mu_1} \in \Gamma_0(\mu_t, \mu_1),
\]

So
\[
(1-t)\psi(\mu_o) \geq (1-t)\psi(\mu_t) + (1-t) \int \frac{\xi_t(z)}{\tau}, x - z > d\gamma_{\mu_t}^{\mu_1}(z, x) + \frac{\lambda}{2} (1-t) W_2^2(\mu_o, \mu_t) \tag{24}
\]

and
\[
t\psi(\mu_1) \geq t\psi(\mu_t) + t \int \frac{\xi_t(z)}{\tau}, x - z > d\gamma_{\mu_1}^{\mu_t}(z, x) + \frac{\lambda}{2} t W_2^2(\mu_1, \mu_t) \tag{25}
\]
We combine equations (24) and (25) to conclude
\[(1 - t)\psi(\mu_o) + t\psi(\mu_1) \geq \psi(\mu_t) - (1 - t)t\int <\xi_t((1 - t)x + ty), y - x > d\gamma_{\mu_o}^\mu_1(x, y) + (1 - t)t^2\lambda_2 W_2^2(\mu_o, \mu_1) + t\lambda (1 - t)^2 W_2^2(\mu_o, \mu_1) \]
\[= \psi(\mu_t) + \lambda t(1 - t)W_2^2(\mu_o, \mu_1) \]
\[\square \]

**Corollary 2.1.4.** Let \( H : \mathcal{M} \to (-\infty, \infty] \) be a lower semicontinuous functional and \( H_\tau \) be the Moreau-Yosida approximation of \( H \). If \( J_\tau[\mu] \neq \emptyset \) for all \( \mu \in \mathcal{M} \) then \( H_\tau \) is \( \frac{1}{\tau} \)-concave.

**Proof.** Equations (22) and (23) give that \(-H_\tau\) is \(-\frac{1}{\tau}\) convex which means that \( H_\tau \) is \( \frac{1}{\tau} \)-concave. \( \square \)

**Remark 2.1.5.** Suppose \( H \) is lower semicontinuous. If \( H \) is bounded below or \( \lambda \)-convex then \( J_\tau[\mu] \neq \emptyset \) for all \( \mu \in \mathcal{M} \) [3].

**Lemma 2.1.6.** Let \( H : \mathcal{M} \to (-\infty, +\infty) \) be a \( \lambda \)-convex continuous functional and \( H_\tau \) be the Moreau-Yosida approximation of \( H \). Let \( \nu_\tau \in J[\mu_\tau] \) i.e
\[H_\tau(\mu_\tau) = \frac{1}{2\tau} W_2^2(\mu_\tau, \nu_\tau) + H(\nu_\tau)\]
Suppose there exists a function \( S_\tau \) such that \((Id \times S_\tau)\#\mu_\tau \in \Gamma_o(\mu_\tau, \nu_\tau)\) for each \( \tau \), and \( \mu_\tau \) and \( \nu_\tau \) have uniformly bounded support(independent on \( \tau \)) i.e \( \text{supp}(\mu_\tau), \text{supp}(\nu_\tau) \subset B_r(0) \) for some \( r > 0 \). Define
\[v_\tau := \frac{Id - S_\mu_\tau}{\tau} = \frac{Id - S_\tau}{\tau} \in \partial^+ H_\tau(\mu_\tau) \cap T_{\mu_\tau} \mathcal{M}\]
Suppose \( \mu_\tau \to \bar{\mu} \) in \((\mathcal{M}, W_2)\) and \( ||v_\tau||_{L^2(\mu_\tau)} \leq C \) for all \( \tau \) then \( \nu_\tau \to \bar{\mu} \) in \((\mathcal{M}, W_2)\).
Furthermore, if
\[v\bar{\mu} \in \bigcap_{M=1}^\infty \text{co}(\{v_{\tau_n}\mu_{\tau_n} : n \geq M\})\]
where $\co$ denotes the closed convex hull with respect to weak*-topology, then

$$v\tilde{\mu} \in \bigcap_{M=1}^{\infty} \co(\{\xi_n, \nu_n : n \geq M\})$$

where $\xi := \frac{\gamma_{\mu} - Id}{\tau} \in \partial_- H(\nu) \cap T_{\nu, M}$.

Proof. By Lemma 2.1.2, we have for all $\mu$

$$H(\mu) - H(\mu_\tau) \leq \int \frac{x - \tilde{\gamma}_{\mu}(x)}{\tau}, y - x > d_{\gamma_{\tau}}(x, y) + \frac{1}{2\tau} W_2^2(\mu_\tau, \mu)$$

$$= \int \frac{\gamma_{\nu}(x), y - x > d_{\gamma_{\tau}}(x, y) + \frac{1}{2\tau} W_2^2(\mu_\tau, \mu)}{2\tau}$$

where $\gamma_{\tau} \in \Gamma_0(\mu_\tau, \mu)$ and

$$H(\nu) - H(\nu_\tau) \geq -\frac{1}{2\tau} W_2^2(\mu_\tau, \nu) + \frac{1}{2\tau} W_2^2(\mu_\tau, \nu_\tau)$$

$$\geq \int \frac{x_2 - x_1}{\tau}, x_3 - x_1 > d_\mu - \frac{1}{2\tau} W_2^2(\nu_\tau, \nu)$$

$$= \int \frac{\gamma_{\nu}(x) - x}{\tau}, y - x > d_{\gamma_{\tau}}(x, y) - \frac{1}{2\tau} W_2^2(\nu_\tau, \nu)$$

$$= \int \xi_\tau(x), y - x > d_{\gamma_{\tau}}(x, y) - \frac{1}{2\tau} W_2^2(\nu_\tau, \nu)$$

where $\tilde{\gamma}_{\tau} \in \Gamma_0(\nu_\tau, \mu_\tau), \gamma_{\tau}^2 \in \Gamma_0(\nu_\tau, \nu)$ and $\tilde{\mu} = \tilde{\gamma}_{\tau} \times \gamma_{\tau}^2 \in \Gamma_0(\tilde{\gamma}_{\tau}, \nu)$ constructed as in lemma 1.2.11. Define $\xi_\tau(x) := \frac{\gamma_{\nu}(x) - x}{\tau}$ then the equation (27) says $\xi_\tau \in \partial_- H(\nu_\tau)$ and trivially $\xi_\tau \in T_{\nu, M}$. Since $H$ is $\lambda$-convex, Proposition 4.2 of [2] gives

$$H(\nu) - H(\nu_\tau) \geq \int \xi_\tau(x), y - x > d_{\gamma_{\tau}}(x, y) + \frac{\lambda}{2} W_2^2(\nu_\tau, \nu)$$

Notice that $\{H(\nu_\tau)\}_{\tau>0}$ is bounded below. Otherwise $H(\tilde{\mu}) = \inf_{\nu}\{\frac{1}{2\tau} W_2^2(\tilde{\mu}, \nu) + H(\nu)\} = -\infty$ for all $\tau > 0$ and this is a contradiction to the fact that $\{H(\tilde{\mu})\}_{\tau>0}$ converges to $H(\tilde{\mu}) = -\infty$ as $\tau \to 0$. Since $\nu_\tau \in J[\mu_\tau]$,

$$W_2^2(\mu_\tau, \nu_\tau) = 2\tau(H(\mu_\tau) - H(\nu_\tau))$$

$$\leq 2\tau(H(\mu_\tau) - H(\nu_\tau))$$

this together with $H(\nu_\tau)$ is bounded below and $\{\mu_\tau\}_{\tau>0}$ converges to $\tilde{\mu}$ in $W_2$ gives that $\{\nu_\tau\}_{\tau>0}$ also converges to $\tilde{\mu}$ in $W_2$ as $\tau \to 0$. Next, let $\gamma_{\tau} = (Id \times S_\tau)_{\#} \mu_\tau \in \Gamma_0(\mu_\tau, \nu_\tau)$
then
\[
\int <\psi(y), \xi_\tau(y)> d\nu_\tau(y) = \int <\psi(y), \frac{x-y}{\tau}> d\gamma_\tau(x,y) \quad (29)
\]
\[
= \int <\psi(x) + \nabla \psi(\xi_{x,y}) \cdot (y-x), \frac{x-y}{\tau}> d\gamma_\tau(x,y)
\]

where \(\xi_{x,y}\) is in the line segment between \(x\) and \(y\).

Since \(\psi \in C^\infty_c(\mathbb{R}^d, \mathbb{R}^d)\)
\[
|\int <\nabla \psi(\xi_{x,y}) \cdot (y-x), \frac{x-y}{\tau}> d\gamma_\tau(x,y)| \leq C \int |(y-x), \frac{x-y}{\tau}| d\gamma_\tau(x,y)
\]
\[
= C \int \tau |v_\tau(x)|^2 d\mu_\tau(x)
\]
\[
= O(\tau) \quad (30)
\]

We combine equations (29) and (30) to get
\[
\int <\psi(y), \xi_\tau(y)> d\nu_\tau(y) = \int <\psi(x), \frac{x-y}{\tau}> d\gamma_\tau(x,y) + O(\tau) \quad (31)
\]
\[
= \int <\psi(x), v_\tau(x)> d\mu_\tau(x) + O(\tau)
\]

Similarly,
\[
\sum_{i=n}^{m(n)} \lambda_i \int <\psi(y), \xi_{\tau_i}(y)> d\nu_{\tau_i}(y) = \sum_{i=n}^{m(n)} \lambda_i \int <\psi(x), v_{\tau_i}(x)> d\mu_{\tau_i} + O(\tau)
\]

Notice that \(O(\tau)\) is independent of convex combination of \(v_{\tau_i}, \mu_{\tau_i}\) because of uniform bound on \(||v_{\tau_i}||_{L^2(\mu_{\tau_i})}\). And
\[
\int <\psi(x), v(x)> d\vec{\mu}(x) = \lim_{n \to \infty} \sum_{i=n}^{m(n)} \lambda_i \int <\psi(x), v_{\tau_i}(x)> d\mu_{\tau_i} + O(\tau)
\]
\[
= \lim_{n \to \infty} \sum_{i=n}^{m(n)} \lambda_i \int <\psi(y), \xi_{\tau_i}(y)> d\nu_{\tau_i}(y) \quad (32)
\]

This concludes proof.
2.2 Variational problem in connection with the Moreau-Yosida approximation

We first introduce some notation which will be frequently used through this section. Recall $\mathcal{M}$ is the space of probability measures on $\mathbb{R}^D$ with finite second moment. We define

$$\mathcal{M}_r := \{\mu \in \mathcal{M} : \text{supp}(\mu) \subset B_r(0)\}$$

(33)

2.2.1 A special class of Hamiltonian

For a given $\lambda \in \mathbb{R}$, we define

$$H(\mu) = -\sup_{(v,B) \in \mathcal{C}} \left\{ \int v d\mu + B \right\}$$

(34)

where $\mathcal{C} \subset \{(v,B); \frac{\lambda |x|^2}{2} - v(x) \text{ is convex}, B \in (-\infty, \infty)\}$. Without loss of generality, we may assume $v(0) = 0$. Let $\tau \in (0,1)$, we define Moreau-Yosida approximation of $H$

$$H_\tau(\mu) = \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) + H(\nu) \right\}$$

(35)

From the definition of $H_\tau$, we have

$$H_\tau(\mu) = \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) - \sup_{(v,B) \in \mathcal{C}} \left\{ \int v d\nu + B \right\} \right\}$$

(36)

$$= \inf_{(v,B) \in \mathcal{C}} \left\{ \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) + \int -v d\nu \right\} - B \right\}$$

The problem in the equation (36) suggests that we need to well study problem of the form

$$\inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) + \int -v d\nu \right\}$$

(37)

Lemma 2.2.1. For given $\mu \in \mathcal{M}$ and $(v,B) \in \mathcal{C}$, problem (37) has a minimizer $\mu_v$. Furthermore there exists a convex function $\phi_v$ such that $\mu_v = T_v \# \mu$ where $T_v = \nabla \phi_v$ and $T_v$ is Lipschitz continuous with $\text{Lip}(T_v) \leq \frac{1}{\tau(1-\lambda_\tau)}$ which is independent of $v$. So
we have
\[
\inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W^2_2(\mu, \nu) + \int -vd\nu \right\} = \frac{1}{2\tau} \mathcal{W}^2_2(\mu, T_v \# \mu) + \int -dT_v \# \mu
\]
\[
= \int (-v)_\tau d\mu
\]

where \((-v)_\tau\) is defined by equation (41). This implies
\[
H_\tau(\mu) = \inf_{(v, B) \in C} \left\{ \int (-v)_\tau d\mu - B \right\}
\]

Proof. For given \((v, B) \in C\) and \(\mu \in \mathcal{M}\), we have
\[
\inf_{\nu \in \mathcal{M}} \frac{1}{2\tau} W^2_2(\mu, \nu) - \int vd\nu = \inf_{\nu \in \mathcal{M}} \inf_{\gamma \in \Gamma_\nu(\mu, \nu)} \int \frac{|y - x|^2}{2\tau} - v(y) d\gamma(x, y)
\]

Set
\[
(-v)_\tau(x) := \inf_{y \in \mathbb{R}^D} \left\{ \frac{|y - x|^2}{2\tau} - v(y) \right\}
\]

Trivially we have
\[
\inf_{\nu \in \mathcal{M}} \frac{1}{2\tau} W^2_2(\mu, \nu) - \int vd\nu \geq \inf_{\nu \in \mathcal{M}} \inf_{\gamma \in \Gamma_\nu(\mu, \nu)} \int (-v)_\tau(x) d\gamma(x, y)
\]
\[
= \inf_{\nu \in \mathcal{M}} \inf_{\gamma \in \Gamma_\nu(\mu, \nu)} \int (-v)_\tau(x) d\mu(x)
\]
\[
= \int (-v)_\tau d\mu
\]

Let us study (41) more carefully. We fix \(x \in \mathbb{R}^D\) and define \(\phi_x : \mathbb{R}^D \to (-\infty, \infty)\) as
\[
\phi_x(y) := \frac{|y - x|^2}{2\tau} - v(y) = \frac{|y - x|^2}{2\tau} - \frac{\lambda^2}{2} |y|^2 + \frac{\lambda}{2} |y|^2 - v(y)
\]

Since \(v\) is \(\lambda\)-convex, \(\phi_x\) is strictly convex if \(1/\tau - \lambda > 0\) and \(\phi_x(y) \to \infty\) as \(y \to \infty\). So equation (41) has a unique minimizer \(y_x\) ie,
\[
(-v)_\tau(x) = \frac{|x - y_x|^2}{2\tau} - v(y_x)
\]

Next
\[
(-v)_\tau(x) = \inf_y \left\{ \frac{|y|^2}{2\tau} + \frac{|x|^2}{2\tau} - \frac{x \cdot y}{\tau} - v(y) \right\}
\]
\[
= \frac{|x|^2}{2\tau} - \sup_y \left\{ \frac{x \cdot y}{\tau} + v(y) - \frac{|y|^2}{2\tau} \right\}
\]
So

\[
\frac{|x|^2}{2\tau} - (-v)_{\tau}(x) = \frac{1}{\tau} \sup_y \{ x \cdot y + \tau v(y) - \frac{|y|^2}{2} \}
\]

\[
= \frac{1}{\tau} \psi^*(x)
\]

where \( \psi(y) := \frac{|y|^2}{2} - \tau v(y) \) and \( \psi^* \) is the Legendre transform of \( \psi \). Since

\[
\psi(y) = \frac{|y|^2}{2} - \tau v(y) = (1 - \lambda \tau) \frac{|y|^2}{2} + \tau \left( \frac{\lambda}{2} |y|^2 - v(y) \right)
\]

if \( 1 - \lambda \tau > 0 \) then \( \psi \) is strictly convex function and \( \nabla^2 \psi(y) \geq I(1 - \tau \lambda) \). This implies \( \psi^* \in C^1 \) and \( \text{Lip}(\nabla \psi^*) \leq 1/(1 - \lambda \tau) \).

From equation (46), we have

\[
(-v)_{\tau} \in C^1, \quad \text{Lip}(\nabla(-v)_{\tau}) \leq \frac{1}{\tau(1 - \lambda \tau)} + \frac{1}{\tau}
\]

We combine equations (44), (45) and (48) to get

\[
\nabla(-v)_{\tau}(x) = \frac{x}{2} - \frac{y_x}{2} \implies y_x = x - \tau \nabla(-v)_{\tau}(x)
\]

\[
= \nabla\left( \frac{|x|^2}{2} - \tau(-v)_{\tau}(x) \right) = \frac{1}{\tau} \nabla \psi^*(x)
\]

Let us define \( T_v(x) := x - \tau \nabla(-v)_{\tau}(x) = 1/\tau \nabla \psi^*(x) \) then \( T_v \) is the gradient of a convex function. This says \( T_v \) is the optimal transport map between \( \mu \) and \( T_v \# \mu \) i.e \( (Id \times T_v) \# \mu \in \Gamma_0(\mu, T_v \# \mu) \).

Furthermore, from equations (44) and (49) we have

\[
(-v)_{\tau}(x) = \frac{|x - T_v(x)|^2}{2\tau} - v(T_v(x))
\]

Define \( \phi_v := \frac{1}{\tau} \psi^* \) where \( \psi^* \) is defined as in (46). Then the rest of the statement in Lemma 2.2.1 was already proven and we only need to show that the equation (38) holds. Since \( (Id \times T_v) \# \mu \in \Gamma_0(\mu, T_v \# \mu) \),

\[
\inf_{\nu \in \mathcal{M}} \frac{1}{2\tau} W_2^2(\mu, \nu) - \int v d\nu \leq \inf_{\nu = T_v \# \mu} \int \frac{|T_v(x) - x|^2}{2\tau} - v(T_v(x)) d\mu(x)
\]

\[
= \int (-v)_{\tau}(x) d\mu(x)
\]

We combine (42) and (51) to conclude proof. \( \square \)
Remark 2.2.2. For later use, we estimate the minimizer of $-v_\tau(0)$ in the equation (41).

$$(-v)_\tau(0) = \inf_{y \in \mathbb{R}^D} \left\{ \frac{|y|^2}{2\tau} - v(y) \right\} = \inf_{y \in \mathbb{R}^D} \phi_0(y)$$  \hspace{1cm} (52)

Let $y_0$ be the minimizer then, recall that $v(0) = 0$

$$0 = \phi_0(0) \geq \phi_0(y_0) = \left( \frac{1}{2\tau} - \frac{\lambda}{2} \right) |y_0|^2 + \frac{\lambda}{2} |y_0|^2 - v(y_0)$$  \hspace{1cm} (53)

$$\geq \left( \frac{1}{2\tau} - \frac{\lambda}{2} \right) |y_0|^2 + <\xi, y_0>$$

where $\xi \in \partial_\psi(0)$ and $\psi(y) = \frac{\lambda}{2} |y|^2 - v(y)$. This means

$$|T_v(0)| = |y_0| \leq \frac{2\tau}{1-\tau\lambda} |\xi|$$  \hspace{1cm} (54)

Next, $\phi_0(y_0) = (-v)_\tau(0)$ together equation (53) gives an estimate

$$0 \geq (-v)_\tau(0) \geq \left( \frac{1}{2\tau} - \frac{\lambda}{2} \right) |y_0|^2 - |\xi| |y_0| \geq -(\frac{|\xi|}{1-\lambda\tau})^2$$  \hspace{1cm} (55)

So we have

$$0 \leq \frac{\psi^*(0)}{\tau} = -(v)_\tau(0) \leq \left( \frac{|\xi|}{1-\lambda\tau} \right)^2$$  \hspace{1cm} (56)

2.2.2 Properties of minimizers

Now we impose an extra condition on $C$ in equation (34) namely "locally uniform $L_1$ bound" condition;

For every compact $K \subset \mathbb{R}^d$, there exists a constant $M(K)$ only depending on $K$ such that $\int_K |v| dx \leq M(K)$ for all $(v,B) \in C$.

Lemma 2.2.3. Let $H : \mathcal{M} \to (-\infty, \infty)$ be defined by equation (34). If, for every compact $K \subset \mathbb{R}^d$, we have a constant $M(K)$ only depending on $K$ such that $\int_K |\nabla v| dx \leq M(K)$ for all $(v,B) \in C$ then $|\nabla v|_{L^\infty(B,(0))} \leq C_1(r)$ for all $(v,B) \in C$ and $H : \mathcal{M}_r \to (-\infty, \infty)$ is continuous w.r.t $W_2$ distance.
Proof. If \( f \in C \) is convex then we have (Theorem 6.3.1 of [13])

\[
\text{ess sup}_{B_r(0)} |\nabla f| \leq \frac{C_0}{r} \frac{1}{|B_r(0)|} \int_{B_{2r}(0)} |f| dx
\]

Since \( \frac{\lambda |x|^2}{2} - v \) is convex, we have

\[
\text{ess sup}_{B_r(0)} |\nabla v| \leq \lambda r + \frac{1}{r} \int_{B_r(0)} |v - \frac{|x|^2}{2}| dx := C_1(r) 
\]  

(57)

So \( |\nabla v|_{L^\infty(B_r(0))} \leq C_1(r) \) for all \( v \in C \).

Suppose

\[
H(\mu_1) = \int v_1 d\mu_1 + B_1
\]

then

\[
H(\mu_2) - H(\mu_1) \leq \int v_1 (d\mu_2 - d\mu_1) \leq C_1(r) W_1(\mu_1, \mu_2) \leq C_1(r) W_2(\mu_1, \mu_2)
\]

Lemma 2.2.4. Let \( \mu \in \mathcal{M} \) and \( (v, B) \in C \) then the problem 37 has a minimizer \( \mu_v \).

Further more there exists a convex function \( \phi_v \) such that \( \mu_v = T_v \# \mu \) where \( T_v = \nabla \phi_v \) and \( T_v \) is Lipschitz continuous with \( \text{Lip}(T_v) \leq \frac{1}{\tau(1 - \lambda \tau)} \) which is independent on \( v \).

Suppose \( C \) satisfies ” locally uniform \( L_1 \) bound” condition and \( \mu \) has a bounded support i.e \( \text{supp}(\mu) \subset B_R(0) \) then there exist constants \( C_2 \) and \( C_3 \) which are independent on \( v \) such that for all \( x \in B_R(0) \) i.e \( |x| \leq R \)

\[
|T_v(x)| \leq C_2, \quad |\phi_v(x)| \leq C_3
\]  

(58)

and \( \text{supp}(\mu_v) \subset B_{C_2}(0) \).

Proof. With Lemma 2.2.1, we only need to show equation (58). From equations (54) and (57), we have

\[
|T_v(0)| \leq \frac{2\tau}{1 - \lambda \tau} C_1(r)
\]

where \( r \) is any fixed number between 0 and \( R \). So for \( |x| \leq R \),

\[
|T_v(x)| \leq |T_v(0)| + \text{Lip}(T_v)|x| \leq \frac{2\tau}{1 - \lambda \tau} C_1(r) + \frac{1}{\tau(1 - \lambda \tau)} R := C_2
\]  

(59)
Similarly we have

\[ |\phi_v(x)| \leq |\phi_v(0)| + |\nabla \phi_v(y)||x| \]  

(60)

where \( y \) is on the line segment between \( 0 \) and \( x \). Equations (56), (59), (60) together \( T_v = \nabla \phi_v \) give

\[ |\phi_v(x)| \leq \left( \frac{\tau C_1(r)}{1 - \lambda^2} \right)^2 + C_2 R := C_3 \]  

(61)

Theorem 2.2.5. Let \( H : \mathcal{M} \to (-\infty, \infty) \) be defined by equation (34) and let \( \mu \in \mathcal{M} \) have a bounded support. Then

\[
\inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) + H(\nu) \right\}
\]  

(62)

(62) has a minimizer \( \nu_o \) and there exists a Lipschitz function \( T = \nabla \psi \) where \( \psi \) is a convex function such that \( \nu_o = T_# \mu \), \( \text{Lip}(T) \leq \frac{1}{\tau(1-\lambda^2)} \) and \( |T(x)| \leq C_2 \) if \( x \in B_R(0) \).

Proof. Let

\[
l := \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) + H(\nu) \right\}
\]

\[
= \inf_{(v,B) \in \mathcal{C}} \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) - \int v d\nu - B \right\}
\]

Define \( L(\nu, v, B) := \frac{1}{2\tau} W_2^2(\mu, \nu) - \int v d\nu - B \), then there exists a minimizing sequence \( (\nu_k, v_k, B_k) \) such that

\[
l = \lim \inf_{k \to 0} L(\nu_k, v_k, B_k)
\]

(63)

Let \( \tilde{\nu}_k \) be a minimizer of equation (37) w.r.t \( v_k \) i.e \( \tilde{\nu}_k \) satisfies the following,

\[
\frac{1}{2\tau} W_2^2(\mu, \tilde{\nu}_k) - \int v_k d\tilde{\nu}_k = \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu, \nu) - \int v_k d\nu \right\}
\]

\[
\leq \frac{1}{2\tau} W_2^2(\mu, \nu_k) - \int v_k d\nu_k
\]

(64)

By Lemma 2.2.4, there exists a convex function \( \phi_k \) such that \( \tilde{\nu}_k = T_k # \mu \) where \( T_k = \nabla \phi_k \) and \( T_k \) is Lipschitz continuous with \( \text{Lip}(T_k) \leq \frac{1}{\tau(1-\lambda^2)} \). And Lemma 2.2.4
also says $|T_k| \leq C_2$ (independent on k) on the bounded set $B_R(0)$. Equations (63) and (64) give

$$l \leq L(\tilde{v}_k, v_k, B_k) \leq L(v_k, v_k, B_k)$$

and

$$l \leq \frac{1}{2\tau}W_2^2(\mu, \tilde{v}_k) + H(\tilde{v}_k) \leq L(\tilde{v}_k, v_k, B_k) \leq L(v_k, v_k, B_k)$$

Since supp $(\tilde{v}_k)$ are uniformly bounded, up to a subsequence $\{\tilde{v}_k\}_{k=1}^\infty$ converges to $\nuo \in \mathcal{M}$. Since $T_k$ and $\phi_k$ are equi-Lipschitz and equi-bounded, up to a subsequence $\{T_k\}_{k=1}^\infty$ (respectively $\{\phi_k\}_{k=1}^\infty$) converges uniformly to $T$ (respectively $\phi$) and $T = \nabla \phi$. Uniform convergence preserves Lipschitz constant and from $T_k\#\mu = \tilde{v}_k$, we have $T\#\mu = \nu_0$. \qed

### 2.3 Hamiltonian flow

**Definition 2.3.1.** Let $H : \mathcal{M} \to (-\infty, \infty]$ be a proper, lower semicontinuous function. We say that an absolutely continuous curve $\mu_t : [0, T] \to D(H)$ is a solution of the Hamiltonian system relative to $H$, starting from $\bar{\mu} \in \mathcal{M}$, if there exist $v_t \in L^2(\mu_t)$ with $||v_t||_{L^2(\mu_t)} \in L^1(0, T)$, such that

$$\begin{cases}
\frac{d}{dt} \mu_t + \nabla \cdot (Jv_t \mu_t) = 0, & \mu_0 = \bar{\mu} \quad t \in (0, T) \\
v_t \in \partial H(\mu_t) \cap T_{\mu_t} \mathcal{M} \quad a.e \quad t \in (0, T)
\end{cases}$$

(65)

Here $J : \mathbb{R}^D \to \mathbb{R}^D$ is a linear map such that $Jv \perp v$ for all $v \in \mathbb{R}^D$. In other words, we need to find $t \to \mu_t$, $t \to v_t$ satisfying (65) in the sense of distribution: For any $\eta \in C_c^\infty(0, T)$ and $\zeta \in C_c^\infty(\mathbb{R}^d)$, we have

$$\int_0^T \int_{\mathbb{R}^d} \eta'(t)\zeta(x) + \eta(t) < \nabla \zeta(x) : Jv_t(x) > d\mu_t(x) dt = 0$$

Now we are ready to construct a Hamiltonian flow in $\mathcal{M}$ where Hamiltonian $H$ is given by (34). The aim of Lemma 2.3.2 is to show that the Moreau-Yosida approximation $H_\tau$ satisfies assumption which was imposed in [2] to ensure existence of solutions in equation (18) where subdifferential is replaced by superdifferential.
Let \( \mu, \nu \in \mathcal{M} \) and \( \gamma \in \Gamma_o(\mu, \nu) \). Recall from the definition 1.2.4 that \( \bar{\gamma}_\mu^\nu \) is the barycentric projection of \( \gamma \) with respect to \( \mu \).

**Lemma 2.3.2.** Let \( H \) be of the form in the equation (34). Suppose \( \text{supp}(\mu_n) \subset B_R(0) \) and recall that by Theorem 2.2.5, for each \( n \) there exists \( \nu_n \) such that \( \nu_n \) is a minimizer of (35) w.r.t \( \mu_n \), i.e. \( \nu_n \in J_\tau[\mu_n] \). Let \( \mu_n \to \mu \) in \( W_2 \). Then \( \mathcal{K}_o \subset \tilde{\mathcal{K}}_o \) where

\[
\mathcal{K}_o := \bigcap_{m=1}^{\infty} \overline{\text{co}} \left( \left\{ \frac{\text{Id} - \bar{\gamma}_\mu^\nu_n}{\tau} \mu_n : n \geq m \right\} \right)
\]

and

\[
\tilde{\mathcal{K}}_o := \{ w \mu : w = \frac{\text{Id} - \bar{\gamma}_\mu^\nu_n}{\tau} \in \partial H_\tau(\mu), \quad \nu \in J_\tau[\mu], \quad \text{Lip}(w) \leq \frac{1}{\tau^2} \}.
\]

Further more \( \bar{\gamma}_\mu^\nu = \nabla \psi \) for some convex function \( \psi \) such that \((\text{Id} \times \nabla \psi)_\# \mu \in \Gamma_o(\mu, \nu)\).

Here \( \overline{\text{co}} \) denotes the closed convex hull, with respect to weak*-topology.

**Proof.** By Theorem 2.2.5, \( \nu_n \) also has uniformly bounded support. So

\[
\text{supp}(\mu_n), \text{supp}(\nu_n) \subset B_R(0) \quad \text{i.e.} \quad \mu_n, \nu_n \in \mathcal{M}_R
\]

where \( \mathcal{M}_R \) is given as in the equation (33). Let \( H \) and \( H_\tau \) be as in equations (19) and (20)

\[
H(\tau, \mu; \nu) = \frac{1}{2\tau} W_2^2(\mu, \nu) + H(\nu), \quad H_\tau(\mu) = \inf_{\nu} H(\tau, \mu, \nu)
\]

Since

\[
H_\tau(\mu_n) = H(\tau, \mu_n, \nu_n)
\]

using Lemma 2.1.2, we have

\[
H_\tau(\mu) \leq H_\tau(\mu_n) + \int \frac{x - \bar{\gamma}_\mu^\nu_n(x)}{\tau}, y - x > d\gamma(x, y) + \frac{1}{2\tau} W_2^2(\mu_n, \mu)
\]

where \( \gamma \in \Gamma_o(\mu_n, \mu) \). So

\[
\frac{\text{Id} - \bar{\gamma}_\mu^\nu_n}{\tau} \in \partial^+ H_\tau(\mu_n).
\]
Let $\tilde{u} \in K_o$ then,

$$\tilde{u} = \lim_{n \to \infty} \sum_{i=n}^{l(n)} \lambda_i^n \frac{I - \gamma_i^n}{\tau} \mu_i = \lim_{n \to \infty} \sum_{i=n}^{l(n)} \lambda_i^n w_i \mu_i$$

where $\sum_{i=n}^{l(n)} \lambda_i^n = 1$ with $\lambda_i^n \geq 0$, $-\frac{I}{\tau^2} \leq \nabla w_i \leq \frac{I}{\tau^2}$ and $w_i = \frac{I d - \gamma_i^n}{\tau} \mu_i$

From assumption

$$\lim_{i \to \infty} \mu_i = \mu \text{ in } W_2$$

We define

$$\tilde{\mu}_n = \sum_{i=n}^{l(n)} \lambda_i^n \mu_i, \quad \tilde{\nu}_n = \sum_{i=n}^{l(n)} \lambda_i^n \nu_i, \quad \gamma_i \in \Gamma_o(\mu_i, \nu_i), \quad \tilde{\gamma}_n = \sum_{i=n}^{l(n)} \lambda_i^n \gamma_i$$

Set

$$E(\mu) = \{(I d \times \nabla \psi)_{#\mu} \in \Gamma_o(\mu, \nu) : \psi - \text{convex}, \nu \in M_R, H(\tau, \mu, \nu) = H(\mu), \frac{I d - \nabla \psi}{\tau} \in \partial^+ H(\mu) \quad \text{and} \quad -\frac{I}{\tau^2} \leq \nabla \frac{I d - \nabla \psi}{\tau} \leq \frac{I}{\tau^2}\}$$

**Claim 1.** For any $i$, there exists $\eta_i \in E(\mu)$ such that $\delta(\eta_i, \gamma_i) \to 0$ as $i \to \infty$, where $\delta$ is the metric of Remark 5.1.1 of [3] whose topology coincides with the narrow convergence.

(proof) Suppose there exist $\epsilon_o > 0$ and a subsequence $\{\gamma_{i_j}\}_{j=1}^\infty$ such that $\delta(\eta, \gamma_{i_j}) \geq \epsilon_o$ for all $\eta \in E(\mu)$. Since $\mu_{i_j}$ and $\nu_{i_j}$ have uniformly bounded supports, $\gamma_{i_j} \in \Gamma_o(\mu_{i_j}, \nu_{i_j})$ also have uniformly bounded supports. This implies, up to a subsequence we have

$$\nu_{i_j} \to \tilde{\nu}, \quad \gamma_{i_j} \to \gamma \quad \text{in } W_2 \quad (66)$$

Notice that the cyclical monotonicity gives $\gamma \in \Gamma_o(\mu, \tilde{\nu})$. Recall $H(\tau, \mu_i, \nu_i) = H(\mu_i)$ and $(\tilde{\gamma}_{i_j}^\nu_{i_j})_{#\mu_i} = \nu_i$ which means

$$\frac{1}{2\tau} W_2^2(\mu_{i_j}, \nu_{i_j}) + H(\nu_{i_j}) \leq \frac{1}{2\tau} W_2^2(\mu_{i_j}, \nu) + H(\nu) \quad \forall \nu \in M \quad (67)$$
We combine equations (66) and (67) to get

\[
\frac{1}{2\tau} W_2^2(\mu, \tilde{\nu}) + H(\tilde{\nu}) \leq \frac{1}{2\tau} W_2^2(\mu, \nu) + H(\nu) \quad \forall \nu \in \mathcal{M}
\]  

(68)

So we have \( H_\tau(\mu) = H(\tau, \mu, \tilde{\nu}) \). This together with \( \gamma \in \Gamma_o(\mu, \tilde{\nu}) \) gives \( \gamma \in E(\mu) \) which contradicts the fact that \( \delta(\eta, \gamma_i) \geq \epsilon_o \) for all \( \eta \in E(\mu) \).

**Claim 2.** \( \tilde{\eta} = w\mu \) where \( w \in \partial^+ H_\tau(\mu) \) and \( \text{Lip}(w) \leq \frac{1}{\tau} \)

(proof) Set \( \tilde{\gamma}_n = \sum_{i=n}^{l(n)} \lambda_i^n \eta_i \), then

\[
\delta(\tilde{\gamma}_n, \tilde{\eta}_n) \leq \sum_{i=n}^{l(n)} \lambda_i^n \delta(\eta_i, \gamma_i) \leq \sup_{i \geq n} \delta(\eta_i, \gamma_i) \to 0 \quad \text{as} \quad n \to \infty
\]

By definition,

\[
\eta_i \in \Gamma_o(\mu, \tilde{\nu}_i) \quad H(\tau, \mu, \tilde{\nu}_i) = H_\tau(\mu) \quad \eta_i = (Id \times \nabla \psi_i) \# \mu
\]

Set \( \tilde{\psi}_n = \sum_{i=n}^{l(n)} \lambda_i^n \psi_i \) then \( \tilde{\psi}_n \) is convex and \( -\frac{1}{\tau} \leq \nabla \left( \frac{Id - \nabla \tilde{\psi}_n}{\tau} \right) \leq \frac{1}{\tau} \). We extract a subsequence \( \{ \tilde{\psi}_{n_k} \} \) such that

\[
\frac{Id - \nabla \tilde{\psi}_{n_k}}{\tau} \xrightarrow{\text{unif}} \frac{Id - \nabla \tilde{\psi}}{\tau}, \quad \frac{Id - \nabla \psi_{n_k}}{\tau} \xrightarrow{\text{unif}} \frac{Id - \nabla \tilde{\psi}}{\tau}
\]  

(69)

on the bounded set \( B_R(0) \). Since \( \frac{Id - \nabla \tilde{\psi}_{n_k}}{\tau} \in \partial^+ H_\tau(\mu) \) for all \( i \) and \( \partial^+ H_\tau(\mu) \) is convex, we have \( \frac{Id - \nabla \tilde{\psi}_n}{\tau} \in \partial^+ H_\tau(\mu) \) for all \( n \). The uniform convergence in equation (69) implies \( \frac{Id - \nabla \tilde{\psi}_n}{\tau} \in \partial^+ H_\tau. \) By abusing notation, we rename \( \{ \tilde{\psi}_{n_k} \} \) by \( \{ \tilde{\psi}_n \} \)

So, for any continuous function \( F \) with compact support, we have

\[
\int_{\mathbb{R}^D} F \cdot d\tilde{\eta} = \lim_{n \to \infty} \sum_{i=n}^{l(n)} \lambda_i^n \int_{\mathbb{R}^D} F \cdot w_i d\mu_i
\]

\[
= \lim_{n \to \infty} \sum_{i=n}^{l(n)} \lambda_i^n \int_{\mathbb{R}^D} F(x) \cdot \frac{x - y}{\tau} d\gamma_i(x, y)
\]

\[
= \lim_{n \to \infty} \int_{\mathbb{R}^D \times \mathbb{R}^D} F(x) \cdot \frac{x - y}{\tau} d\gamma_n(x, y)
\]
Since we know $\delta(\hat{\gamma}_n, \hat{\eta}_n) \to 0$ and supports of $\mu_n$ and $\nu_n$ are uniformly bounded,

$$\lim_{n \to \infty} \int_{\mathbb{R}^D \times \mathbb{R}^D} F(x) \cdot \frac{x - y}{\tau} \, d\hat{\gamma}_n(x, y) = \lim_{n \to \infty} \int_{\mathbb{R}^D \times \mathbb{R}^D} F(x) \cdot \frac{x - y}{\tau} \, d\hat{\eta}_n(x, y)$$

$$= \lim_{n \to \infty} \sum_{i=n}^{l(n)} \lambda_i^n \int_{\mathbb{R}^D} F(x) \cdot \frac{x - y}{\tau} \, d\eta_i(x, y)$$

Since $\eta_i \in E(\mu)$, we combine this with (69) to conclude

$$\lim_{n \to \infty} \sum_{i=n}^{l(n)} \lambda_i^n \int_{\mathbb{R}^D} F(x) \cdot \frac{x - y}{\tau} \, d\eta_i(x, y) = \lim_{n \to \infty} \sum_{i=n}^{l(n)} \lambda_i^n \int_{\mathbb{R}^D} F(x) \cdot \frac{x - \nabla \psi_i(x)}{\tau} \, d\mu(x)$$

$$= \lim_{n \to \infty} \int_{\mathbb{R}^D} F(x) \cdot \frac{x - \nabla \psi_n(x)}{\tau} \, d\mu(x)$$

$$= \int_{\mathbb{R}^D} F(x) \cdot \frac{x - \nabla \bar{\psi}(x)}{\tau} \, d\mu(x)$$

$$\square$$

Recall that Hamiltonian $H : \mathcal{M} \to (-\infty, \infty]$ is given by

$$H(\mu) = - \sup_{(v,B) \in C} \{ \int v \, d\mu + B \} \quad (70)$$

where $C \subset \{(v, B); \frac{|x|^2}{2} - v(x) \text{ is convex}, B \in (-\infty, \infty)\}$ and $\lambda$ is a given real number.

Also recall that we imposed ”locally uniform $L_1$ bound” condition on $C$:

(H1') For every compact $K \subset \mathbb{R}^D$, there exists a constant $M(K)$ only depending on $K$ such that $\int_K |v| \, dx \leq M(K)$ for all $(v, B) \in C$.

By combining Lemma 2.3.2, Theorem 2.3.3 follows directly from a result in [2] but for the completeness we give a full proof.

**Theorem 2.3.3.** Let $H : \mathcal{M} \to (-\infty, \infty]$ be defined by equation (70) and let $H_\tau$ be Moreau-Yosida approximation of $H$. Suppose $C$ satisfies the (H1’)”locally uniform $L_1$ bound” condition. If $\bar{\mu} \in \mathcal{M}$ has a bounded support, then we have a Hamiltonian flow satisfying

$$\begin{cases}
\frac{d}{dt} \mu^\tau_t + \nabla \cdot (Jv^\tau_t \mu^\tau_t) = 0, & t \in (0, T) \\
v^\tau_t \in \partial^+ H_\tau(\mu^\tau_t) \cap T_{\mu^\tau_t} \mathcal{M} & \text{Lip}(v^\tau_t) \leq \frac{1}{\tau^2}, \quad \mu^\tau_0 = \bar{\mu}
\end{cases} \quad (71)$$
Proof. Step 1 : Construction of a discrete solution

We build discrete solutions $\mu_{t,\tau}^N$ satisfying:

$$
\begin{aligned}
&\frac{d}{dt}\mu_{t,\tau}^N + \nabla \cdot (J\nu_{t,\tau}^N\mu_{t,\tau}^N) = 0, \quad t \in (0, T) \\
v_{t,\tau}^N \in \partial^+H_\tau(\mu_{t,\tau}^N) \cap \mathcal{T}_{\mu_{t,\tau}^N, \mathcal{M}}, \quad t = nh, \quad n = 0, 1, \ldots, N
\end{aligned}
$$

with the following conditions:

(a) The Lipschitz constant of $t \to \mu_{t,\tau}^N$ is less than for some fixed $C_o$

(b) $W_2(\mu_{t,\tau}^N, \bar{\mu}) \leq C_o T$

(c) The delayed Hamiltonian equation

$$
\frac{d}{dt}\mu_{t,\tau}^N + \nabla \cdot (w_{t,\tau}^N\mu_{t,\tau}^N) = 0
$$

holds in the sense of distributions in $(0, T) \times \mathbb{R}^D$.

We build first the solution in $[0, h]$ by setting $w_{0,\tau}^N = J\frac{Id-\gamma}{\tau}\nu_{0,\tau}^N$, where $\nu \in J_\tau[\bar{\mu}]$, i.e

$$
H_\tau(\bar{\mu}) = \inf_{\nu \in P_2(\mathbb{R}^D)} \left\{ \frac{1}{2\tau}W_2^2(\bar{\mu}, \nu) + H(\nu) \right\} = \frac{1}{2\tau}W_2^2(\bar{\mu}, \bar{\mu}) + H(\bar{\mu})
$$

By Theorem 2.2.5, we have $\bar{\mu} = \nabla \psi_\#, \bar{\mu}$ for some convex function $\psi$, that is $\gamma_{\bar{\mu}} = \nabla \psi$.

We then set

$$
\mu_{t,\tau}^N = (Id + tw_{0,\tau}^N)_#\bar{\mu}, \quad w_{t,\tau}^N = \frac{(Id + tw_{0,\tau}^N)_#(w_{0,\tau}^N\bar{\mu})}{\mu_{t,\tau}^N}, \quad t \in [0, h]
$$

We claim that $w_{t,\tau}^N$ is an admissible velocity field for $\mu_{t,\tau}^N$. Indeed, for any $\phi \in C_\infty_c(\mathbb{R}^D)$, we have

$$
\frac{d}{dt} \int \phi d\mu_{t,\tau}^N = \frac{d}{dt} \int \phi(Id + tw_{0,\tau}^N) d\bar{\mu} = \int \nabla \phi(x + tw_{0,\tau}^N) w_{0,\tau}^N > d\bar{\mu} = \int \nabla \phi, w_{t,\tau}^N > d\mu_{t,\tau}^N.
$$
Since \( \phi \) is arbitrary, equation (72) is fulfilled in \([0, h]\). Notice also that Lemma 1.2.19 gives
\[
\int |w_{i,\tau}^N|^2 d\mu_{i,\tau}^N \leq \int |w_{0,\tau}^N|^2 d\mu_{0,\tau}^N = \int |w_{0,\tau}^N|^2 d\bar{\mu}
\]
and Jensen’s inequality gives
\[
\int |w_{N_0,\tau}^N|^2 d\bar{\mu} \leq \int |w_{N_0,\tau}^N|^2 d\bar{\mu} = \int |w_{N_0,\tau}^N|^2 d\bar{\mu} \leq \frac{1}{\tau} W_2^2(\bar{\mu}, \hat{\mu}) \tag{74}
\]
Let’s estimate \( \frac{1}{\tau} W_2^2(\bar{\mu}, \hat{\mu}) \). From equation (73), we have for all \( \nu \in P_2 \)
\[
\frac{1}{2\tau} W_2^2(\bar{\mu}, \hat{\mu}) + H(\hat{\mu}) \leq \frac{1}{2\tau} W_2^2(\bar{\mu}, \nu) + H(\nu)
\]
If we choose \( \nu = \bar{\mu} \) then
\[
\frac{1}{2\tau} W_2^2(\bar{\mu}, \hat{\mu}) + H(\hat{\mu}) \leq H(\bar{\mu})
\]
By lemma 2.2.3
\[
\frac{1}{2\tau} W_2^2(\bar{\mu}, \hat{\mu}) \leq H(\bar{\mu}) - H(\hat{\mu}) \leq C W_2(\bar{\mu}, \hat{\mu})
\]
and so, \( W_2(\bar{\mu}, \hat{\mu}) \leq 2\tau C \). We combine this with (74) to conclude
\[
\int |w_{i,\tau}^N|^2 d\mu_{i,\tau}^N \leq \int |w_{0,\tau}^N|^2 d\mu_{0,\tau}^N \leq (2C)^2
\]
Hence by the Proposition 1.2.15, the Lipschitz constant of \( t \rightarrow \mu_{i,\tau}^N \) in \([0, h]\) is bounded by \( 2C \). We can repeat this process, setting \( w_{h,\tau}^N = J^\frac{Id-s_{h,\tau}}{\tau} \), where
\[
H_{\tau}(\mu_{h,\tau}) = \inf_{\nu \in \mathcal{M}} \left\{ \frac{1}{2\tau} W_2^2(\mu_{h,\tau}, \nu) + H(\nu) \right\} = \frac{1}{2\tau} W_2^2(\mu_{h,\tau}, \hat{\mu}_{h,\tau}) + H(\hat{\mu}_{h,\tau})
\]
and introduce the following extension on \((h, 2h]\)
\[
\mu_{i,\tau}^N = (Id + (t - h)w_{h,\tau}^N) \# (\mu_{h,\tau}^N) \quad w_{i,\tau}^N = \frac{(Id + (t - h)w_{h,\tau}^N) \# (w_{h,\tau}^N \mu_{h,\tau}^N)}{\mu_{i,\tau}^N}
\]
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As before, we have
\[ \int |w_{t,\tau}^N|^2 d\mu_{t,\tau}^N \leq \int |w_{h,\tau}^N|^2 d\mu_{h,\tau}^N \leq (2C)^2 \]
and for any \( \phi \in C^\infty_c(\mathbb{R}^D) \), we have
\[
\frac{d}{dt} \int \phi d\mu_{t,\tau}^N = \frac{d}{dt} \int \phi(Id + (t-h)w_{h,\tau}^N) d\mu_{h,\tau}^N = \int \nabla \phi(x + (t-h)w_{h,\tau}^N), w_{h,\tau}^N > d\mu_{h,\tau}^N
= \int \nabla \phi, w_{t,\tau}^N > d\mu_{t,\tau}^N
\]
For \( t \in [h, 2h] \), the Lipschitz constant of \( t \to \mu_{t,\tau}^N \) is bounded by \( 2C \) and the continuity equation (72) holds in \( (h, 2h] \). By iteration, we have obtained \( t \to \mu_{t,\tau}^N \) satisfying:
(i). For any \( \phi \in C^\infty_c(\mathbb{R}^D) \),
\[
\frac{d}{dt} \int \phi d\mu_{t,\tau}^N = \int \nabla \phi, w_{t,\tau}^N > d\mu_{t,\tau}^N \quad \text{for} \quad t \neq 0, h, 2h, \cdots, Nh \quad (75)
\]
Since equation (75) holds point wise sense in \( (0,T) \) except finite points, (75) holds in the distribution sense in \( (0,T) \), which gives equation (72) is true in \( \mathbb{R}^D \times (0, T) \).
(ii). \( \mu_{t,\tau}^N \) have uniformly bounded supports and \( t \to \mu_{t,\tau}^N \) has a lipshcitz constant bounded by \( 2C \)
So we have that \( t \to \mu_{t,\tau}^N \) is a solution of equation (72) with Lipschitz bound \( C_0 = 2C \)

**Step 2.** \( N \to \infty \)

By (ii), \( t \to \mu_{t,\tau}^N \) are equi-bounded in \( \mathcal{M} \) and equi-Lipschitz continuous. Furthermore we have a uniform Lipshcitz bound \( C_0 \) which is independent of \( \tau \) and \( N \). Since \( \mu_{t,\tau}^N \) have uniformly bounded supports, we may assume (up to a subsequence) that \( \mu_{t,\tau}^N \to \mu_t^\tau \) in \( W_2 \) as \( N \to \infty \). This gives that the \( C_0 \)—Lipschitz bound independent of \( \tau \) in (a) and the distance bound in (b) are preserved in the limit.

It remains to show that \( \mu_t^\tau \) solves the equation (71). To this aim, taking into account Lemma 1.2.20 and possibly extracting a subsequence we can assume that there exist \( w_t^\tau \in L^2(\mu_t^\tau) \), with \( ||w_t^\tau||_{L^2(\mu_t^\tau)} \leq C_0 \) for a.e \( t \), such that the spacetime measures \( \{w_{t,\tau}^N d\mu_t^N dt\}_{N=1}^\infty \) weak* converge to \( w_t^\tau \mu_t^\tau dt \). We have to show that
\[ w_i^r = Jv_i^r \] for some \( v_i^r \in \partial^+ H_\tau(\mu_i^r) \cap T_{\mu_i} \mathcal{M} \). To this aim, notice that for all \( \psi \in C^\infty_c((0, T), \phi \in C^\infty_c(\mathbb{R}^D; \mathbb{R}^D) \) we have

\[
\lim_{N \to \infty} \int_0^T \psi(t) < \phi, w_{i,t,\tau}^N \mu_{t,\tau}^N > dt = \int_0^T \psi(t) < \phi, w_i^r \mu_i^r > dt
\]

For \( \phi \) fixed, this means that the maps \( t \to < \phi, w_{i,t,\tau}^N \mu_{t,\tau}^N > \) weakly converge in \( L^2(0, T) \) to \( < \phi, w_i^r \mu_i^r > \). Lemma 1.2.18 gives

\[
< \phi, w_i^r \mu_i^r > \leq \limsup_{N \to \infty} < \phi, w_{i,t,\tau}^N \mu_{t,\tau}^N >
\]

for a.e \( t \in (0, T) \). Let \( \{ \phi_n \}_{n=1}^{\infty} \) be a countable dense subset of \( C^\infty_c(\mathbb{R}^D; \mathbb{R}^D) \) in the sup norm. Since \( C^\infty_c(\mathbb{R}^D; \mathbb{R}^D) \) is dense subset of \( C_c(\mathbb{R}^D; \mathbb{R}^D) \) in the sup norm, \( \{ \phi_n \} \) is dense in \( C_c(\mathbb{R}^D; \mathbb{R}^D) \) and \( C_0(\mathbb{R}^D; \mathbb{R}^D) \) (the closure, in the sup norm of \( C_c(\mathbb{R}^D; \mathbb{R}^D) \)).

Let \( A_n \subset (0, T) \) be such that equation (76) holds with \( \phi_n \) for \( t \in (0, T) \setminus A_n \) and \( A_n \) is Lebesgue negligible. Define \( \mathcal{N} = \cup A_n \) then \( \mathcal{N} \) is Lebesgue negligible and if \( t \in (0, T) \setminus \mathcal{N} \) then equation (76) holds for all \( \phi_n \). Since \( \{ \phi_n \}_{n=1}^{\infty} \) is dense subset of \( C_0(\mathbb{R}^D; \mathbb{R}^D) \), equation (76) holds for all \( \phi \in C_0(\mathbb{R}^D; \mathbb{R}^D) \) and \( t \in (0, T) \setminus \mathcal{N} \).

Now, fix \( t \in (0, T) \setminus \mathcal{N} \) where equation (76) holds for all \( \phi \in C_0(\mathbb{R}^D; \mathbb{R}^D) \) and apply Hahn-Banach theorem to obtain that

\[
w_i^r \mu_i^r \in \cap_{M=1}^{\infty} \bar{c}o\{ w_{i,t,\tau}^N \mu_{t,\tau}^N : N \geq M \}
\]

where \( \bar{c}o \) is the closed convex hull with respect to the weak* topology on \( C_c(\mathbb{R}^D; \mathbb{R}^D) \).

Indeed, fix \( M \) and assume by contradiction that \( w_i^r \mu_i^r \) does not belong to \( \bar{c}o\{ w_{i,t,\tau}^N \mu_{t,\tau}^N : N \geq M \} \). Then we can strongly separate \( w_i^r \mu_i^r \) and \( \bar{c}o\{ w_{i,t,\tau}^N \mu_{t,\tau}^N : N \geq M \} \) by a continuous linear functional induced by some function \( \phi \in C_c(\mathbb{R}^D; \mathbb{R}^D) \) to obtain a contradiction with equation (76). As

\[
w_{i,t,\tau}^N \mu_{t,\tau}^N = (I + (t - [Nt]/N)w_{[Nt]/N,\tau}^N) \# (w_{[Nt]/N,\tau}^N \mu_{[Nt]/N,\tau}^N) = (I + (t - [Nt]/N)J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau}) \# (J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau} \mu_{[Nt]/N,\tau}^N)
\]

\[ = (I + (t - [Nt]/N)J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau}) \# (J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau} \mu_{[Nt]/N,\tau}^N)
\]

\[ = (I + (t - [Nt]/N)J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau}) \# (J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau} \mu_{[Nt]/N,\tau}^N)
\]

\[ = (I + (t - [Nt]/N)J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau}) \# (J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau} \mu_{[Nt]/N,\tau}^N)
\]

\[ = (I + (t - [Nt]/N)J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau}) \# (J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau} \mu_{[Nt]/N,\tau}^N)
\]

\[ = (I + (t - [Nt]/N)J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau}) \# (J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau} \mu_{[Nt]/N,\tau}^N)
\]

\[ = (I + (t - [Nt]/N)J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau}) \# (J \frac{Id - \gamma_{[Nt]/N,\tau}^N}{\tau} \mu_{[Nt]/N,\tau}^N)
\]
We obtain also that
\[ w_t^\tau \mu_t^\tau \in \bigcap_{M=1}^\infty \bar{co} \left\{ J^{N_{[N]}(N,\tau)}_{[N]} \mu_{[N]}^{N_{[N]}(N,\tau)} : N \geq M \right\} \]

Hence Lemma 2.3.2 gives that \( w_t^\tau \mu_t^\tau = Jv_t^\tau \mu_t^\tau \) for some \( v_t^\tau = \frac{I_d - \gamma^{N_{[N]}(N,\tau)}_{[N]} \mu_{[N]}^{N_{[N]}(N,\tau)}}{\tau} \in \partial^+ H(\mu_t^\tau) \cap T_{\mu_t^\tau} \mathcal{M} \)
where \( v_t^\tau \in J[\mu_t^\tau] \) and \( \text{Lip}(v_t^\tau) \leq \frac{1}{\tau^2} \).
So we have obtained a Hamiltonian system satisfying the equation (71).

2.3.1 Stability of Hamiltonian flows

We impose a condition on \( H \):

(H2') If \( W_2(\mu_n, \mu) \to 0 \), then
\[ \bigcap_{n=1}^\infty \bar{co} \{ v_n \mu_n : v_n \in \partial^+_H(\mu_n) \cap T_{\mu_n} \mathcal{M}, n \geq m \} \subset \{ w \mu : w \in \partial^- H(\mu) \cap T_{\mu} \mathcal{M} \} \quad (77) \]

**Theorem 2.3.4.** Let \( H : \mathcal{M} \to (-\infty, \infty] \) be defined by equation (70) and \( \bar{\mu} \in \mathcal{M} \)
has a bounded support. For each \( \tau \in (0, 1) \), let \( \mu^\tau \) be the solution of equation (71) in
Theorem 2.3.3. Suppose \( H \) satisfies condition (H2'). Let \( \tau \) converge to 0 then \( \{ \mu^\tau \}_{\tau>0} \)
converges to a Hamiltonian flow \( \mu \) which satisfies
\[ \begin{cases} \frac{d}{dt} \mu_t + \nabla \cdot (Jv_t \mu_t) = 0, & t \in (0, T) \\ v_t \in \partial^+_H(\mu_t) \cap T_{\mu_t} \mathcal{M} & \text{a.e } t \in (0, T), \quad \mu_0 = \bar{\mu} \end{cases} \quad (78) \]

**Proof.** By step 2 in the proof of Theorem 2.3.3, \( t \to \mu^\tau_t \) are equi-bounded in \( \mathcal{M} \)
and equi-Lipschitz continuous. Hence we may assume that \( \mu^\tau_{t_n} \to \mu_t \) \( W_2 \) as \( \tau_n \to 0 \) for
some sequence \( \tau_n \). This gives that the \( C_0 \)- Lipschitz bound in (a) and the distance
bound in (b) are preserved in the limit. By the same reasoning as in step 2 in the
proof of Theorem 2.3.3, \( \{ Jv_t^{\tau_n} \mu_t^{\tau_n} dt \}_{n=1}^\infty \) weak* converges to \( Jv_t \mu_t dt \). So \( \mu_t \) satisfies
\[ \begin{cases} \frac{d}{dt} \mu_t + \nabla \cdot (Jv_t \mu_t) = 0, & t \in (0, T) \\ \mu_0 = \bar{\mu} \end{cases} \]
It remains to show $v_t \in \partial H(\mu_t) \cap T_{\mu_t} M$. As in step 2 in the proof of Theorem 2.3.3, for a.e $t \in (0, T)$

$$v_t \mu_t \in \bigcap_{M=1}^{\infty} \text{co} \{v_{t_n}^{\tau_n} \mu_{t_n}^{\tau_n} : n \geq M\}$$

From Lemma 2.1.6, we have $v_t \mu_t \in \bigcap_{M=1}^{\infty} \text{co} \{\xi_{t_n}^{\tau_n} v_{t_n}^{\tau_n} : n \geq M\}$, where $\xi_{t_n}^{\tau_n} = \frac{\eta_{t_n}^{\tau_n} - \text{Id}}{\tau_n} \in \partial H(\nu_{t_n}^{\tau_n}) \cap T_{\nu_{t_n}^{\tau_n}} M$. From (H2') condition, we get $v_t \in \partial H(\mu_t) \cap T_{\mu_t} M$. So we have

$$\frac{d}{dt} \mu_t + \nabla \cdot (J v_t \mu_t) = 0, \quad t \in (0, T)$$

$$v_t \in \partial H(\mu_t) \cap T_{\mu_t} M \quad \text{a.e} \ t \in (0, T) \quad \mu_0 = \bar{\mu}$$

2.3.2 Examples

(i) Let $H$ be a potential energy functional defined as follows

$$H(\mu) = \int v(x) d\mu(x)$$

where $v : \mathbb{R}^D \to (-\infty, \infty] \text{ be a } C^1, \lambda- \text{ convex function. Then it trivially satisfies (H1') "locally uniform } L_1 \text{ bound" condition and (H2') also holds since } \partial_-(H(\mu)) = \nabla v$$

for all $\mu$.

(ii) Let $H : M \to (\infty, \infty)$ be a Hamiltonian defined as follows

$$H(\mu) = -\frac{1}{2} W^2_2(\mu, m_0)$$

where $m_0 \in M$ has a bounded support. Then by the duality formula 4, we have

$$\frac{1}{2} W^2_2(m_0, \mu) = \sup_{u \oplus v \leq c} \{\int u dm_0 + \int v d\mu\} = \sup_{(u, v) \in \mathcal{V}} \{\int v d\mu + \int u dm_0\}$$

where $\mathcal{V}$ be the set of pairs $(u, v)$, such that $x \to |x|^2/2 - u(x), |x|^2/2 - v(x)$ are Legendre transform of each other and so, are convex. Let

$$\mathcal{C} := \{(v, B) | \frac{|x|^2}{2} - v(x) = \phi^*, \quad v(0) = 0, \quad B = \int \frac{|y|^2}{2} - \phi(y) dm_0(y) \}$$
where \( \phi \equiv \infty \) outside the convex hull of the support of \( m_0 \). As a consequence, if 
\((c, B) \in \mathcal{C}\) then \((Id - \nabla v) \subset B_R(0)\) where \( B_R(0) \) is any ball containing the support of \( m_0 \). Thus

\[
|v(x)| \leq |v(0)| + \text{Lip}(v)|x| \leq (1 + R)|x|
\]

(83)

So equations (81) and (82) gives

\[
H(\mu) = -\sup_{(v, B) \in \mathcal{C}} \left\{ \int vd\mu + B : B = \int udm_0 \right\} \quad (84)
\]

and if \( \mu \) has a bounded support then equation (83) says \( \mathcal{C} \) satisfies the ”locally uniform \( L_1 \) bound” condition in Lemma 2.2.3. \( \text{(H2')} \) is satisfied from the fact \( \partial_- H(\mu) \cap T_\mu \mathcal{M} = \{ \bar{\gamma} - Id : \gamma \in \Gamma_0(\mu, m_0) \} \) together the Lemma 7.6 in [2].

Remark 2.3.5. As another interesting Hamiltonian, suppose \( H : \mathcal{M} \to (\infty, \infty) \) is given by an interaction energy as follows

\[
H(\mu) = \iint_{\mathbb{R}^D \times \mathbb{R}^D} w(x - y) d\mu(x) d\mu(y) \quad (85)
\]

where \( w : \mathbb{R}^D \to \mathbb{R} \) is given.

We expect we can do analysis similar to that in subsections 2.2.1 and 2.2.2 to characterize the minimizers of Moreau-Yosida approximation equation (19) by showing

\[
H_\tau(\mu) = \iint_{\mathbb{R}^D \times \mathbb{R}^D} w_\tau(x - y) d\mu(x) d\mu(y)
\]

In this case, \( \nabla w_\tau * \mu_\tau \in \partial^+ H_\tau(\mu_\tau) \cap T_{\mu_\tau} \mathcal{M} \) and we let \( \tau \) converge to 0 and might get the stability result \( \nabla w * \mu \in \partial_- H(\mu) \cap T_\mu \mathcal{M} \) which gives the Hamiltonian flow satisfying equation (78).

2.4 Uniqueness of Hamiltonian flows

Lemma 2.4.1. For \( i = 1, 2, \) let \( \mu^i \in AC_2(0, 1 : \mathcal{M}) \) and \( v^i \in L^2(\mu^i) \) be velocity for \( \mu^i \) i.e

\[
\partial_t \mu^i + \nabla \cdot (\mu^i v^i) = 0
\]
Set \( a(t) = \frac{1}{2} W^2_{2}(\mu^{1}_{t}, \mu^{2}_{t}) \) then \( a \in W_{1,2}^{1}(0,1) \) and

\[
\dot{a} \leq \int < v^{1}_{t}(x) - v^{2}_{t}(y), x - y > \, d\gamma(x, y) \quad \gamma \in \Gamma_{0}(\mu^{1}_{t}, \mu^{2}_{t})
\]  

(86)

**Proof.** Let \( w^{i} \) be the velocity of minimal norm of \( \mu^{i} \). We know there exists a Lebesgue measure zero set \( \mathcal{N} \subset [0,1] \) such that for \( t \in [0,1] \setminus \mathcal{N} \), we have

\[
\lim_{h \to 0} (\pi^{1} \times \frac{\pi^{2} - \pi^{1}}{h})_{#} \gamma^{i}_{h} = (Id \times w^{i})_{#} \mu^{i}_{t} \quad \forall \gamma^{i}_{h} \in \Gamma_{0}(\mu^{i}_{t}, \mu^{i}_{t+h})
\]  

(87)

and

\[
\lim_{h \to 0} \frac{W_{2}(\bar{\mu}^{i}_{t+h}, \mu^{i}_{t+h})}{h} = 0
\]  

(88)

where \( \bar{\mu}^{i}_{t+h} = (Id + hw^{i})_{#} \mu^{i}_{t} \). Define \( b(t) := W_{2}(\mu^{1}_{t}, \mu^{2}_{t}) \) then

\[
b(t+h) - b(t) = W_{2}(\mu^{1}_{t+h}, \mu^{2}_{t+h}) - W_{2}(\mu^{1}_{t}, \mu^{2}_{t})
\]

\[
= W_{2}(\mu^{1}_{t+h}, \mu^{2}_{t+h}) - W_{2}(\mu^{1}_{t+h}, \mu^{2}_{t}) + W_{2}(\mu^{1}_{t+h}, \mu^{2}_{t}) - W_{2}(\mu^{1}_{t}, \mu^{2}_{t})
\]

\[
\leq W_{2}(\mu^{2}_{t+h}, \mu^{2}_{t}) + W_{2}(\mu^{1}_{t+h}, \mu^{1}_{t})
\]

\[
\leq \int_{t}^{t+h} F(\tau) d\tau
\]

where \( F(\tau) = ||v^{1}_{\tau}||_{\mu^{1}_{\tau}} + ||v^{2}_{\tau}||_{\mu^{2}_{\tau}} \). Notice that \( b \in L^{\infty}(0,1) \) and \( F \in L^{2}(0,1) \). This implies \( b \in H^{1}(0,1) \) and \( \dot{a}(t) = b(t) \dot{b}(t) \in L^{2} \Rightarrow a \in H^{1}(0,1) \)

\[
\lim_{h \to 0} \frac{b^{2}(t+h) - b^{2}(t)}{h} = \lim_{h \to 0} \frac{W_{2}^{2}(\mu^{1}_{t+h}, \mu^{2}_{t+h}) - W_{2}^{2}(\mu^{1}_{t}, \mu^{2}_{t})}{h}
\]

\[
= \lim_{h \to 0} \frac{W_{2}^{2}(\mu^{1}_{t+h}, \mu^{2}_{t+h}) - W_{2}^{2}(\bar{\mu}^{1}_{t+h}, \mu^{2}_{t+h})}{h}
\]

\[
+ \lim_{h \to 0} \frac{W_{2}^{2}(\bar{\mu}^{1}_{t+h}, \mu^{2}_{t+h}) - W_{2}^{2}(\bar{\mu}^{1}_{t+h}, \bar{\mu}^{2}_{t+h})}{h}
\]

\[
+ \lim_{h \to 0} \frac{W_{2}^{2}(\bar{\mu}^{1}_{t+h}, \bar{\mu}^{2}_{t+h}) - W_{2}^{2}(\mu^{1}_{t}, \mu^{2}_{t})}{h}
\]  

(89)

First,

\[
\lim_{h \to 0} \frac{W_{2}^{2}(\mu^{1}_{t+h}, \mu^{2}_{t+h}) - W_{2}^{2}(\bar{\mu}^{1}_{t+h}, \mu^{2}_{t+h})}{h}
\]

\[
\leq \lim_{h \to 0} \frac{W_{2}(\mu^{1}_{t+h}, \bar{\mu}^{1}_{t+h})}{h} (W_{2}(\mu^{1}_{t+h}, \mu^{2}_{t+h}) + W_{2}(\bar{\mu}^{1}_{t+h}, \mu^{2}_{t+h})) = 0
\]  
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Similarly, we have

\[
\lim_{h \to 0} \frac{W_2^2(\tilde{\mu}_{i+h}^1, \mu_{i+h}^2) - W_2^2(\tilde{\mu}_{i+h}^1, \tilde{\mu}_{i+h}^2)}{h} = 0
\]  

(91)

and

\[
\lim_{h \to 0} \frac{W_2^2(\tilde{\mu}_{i+h}^1, \tilde{\mu}_{i+h}^2) - W_2^2(\mu_i^1, \mu_i^2)}{h} 
\leq \lim_{h \to 0} \frac{1}{h} \int |(x + hw_i^1(x)) - (y + hw_i^2(y))|^2 - |x - y|^2 d\gamma_t(x, y)
\]

\[
= 2 \int <w_i^1(x) - w_i^2(y), x - y > d\gamma_t(x, y)
\]

Notice that

\[
\int <w_i^1(x), x - y > d\gamma_t(x, y) = \int <w_i^1(x), x - \bar{\gamma}_t(x) > d\mu_i^1(x)
\]

(93)

\[
= \int <v_i^1(x), x - \bar{\gamma}_t(x) > d\mu_i^1(x)
\]

\[
= \int <v_i^1(x), x - y > d\gamma_t(x, y)
\]

Similarly we have

\[
\int <w_i^2(y), x - y > d\gamma_t(x, y) = \int <v_i^2(y), x - y > d\gamma_t(x, y)
\]

(94)

Combining (92),(93) and (94), we have

\[
\lim_{h \to 0} \frac{W_2^2(\tilde{\mu}_{i+h}^1, \tilde{\mu}_{i+h}^2) - W_2^2(\mu_i^1, \mu_i^2)}{h} \leq 2 \int <v_i^1(x) - v_i^2(y), x - y > d\gamma_t(x, y)
\]

(95)

We combine (89),(90),(91) and (95) to get (86). This concludes proof. \qed

**Corollary 2.4.2.** For \(i = 1, 2\), let \(\mu^i \in AC_2(0, 1 : \mathcal{M})\) and \(v^i \in L^2(\mu^i)\) be velocity for \(\mu^i\) i.e

\[
\partial_t \mu^i + \nabla \cdot (\mu^i v^i) = 0
\]

Suppose

\[
\int |v_i^1(x) - v_i^2(y)| d\gamma_t(x, y) \leq CW_2^2(\mu_i^1, \mu_i^2) \left(1 + \log \frac{1}{W_2^2(\mu_i^1, \mu_i^2)}\right)
\]

(96)

for fixed nonnegative constant \(C\) and \(\mu^1_0 = \mu^2_0\) then \(\mu^1_t = \mu^2_t\) for all \(t \in [0, 1]\).
Proof. Let \( a(t) = \frac{1}{2}W^2_2(\mu^1_t, \mu^2_t) \) then (86) gives
\[
\dot{a}(t) \leq \sqrt{C}W^2_2(\mu^1_t, \mu^2_t) \left( 1 + \log \frac{1}{W^2_2(\mu^1_t, \mu^2_t)} \right)
\leq \tilde{C}a(t)(1 + \log \frac{1}{W^2_2(\mu^1_t, \mu^2_t)}) \tag{97}
\]
Since \( a(0) = 0 \), this together with (97) concludes proof.

In general, it is hard to expect conditions like (96) on arbitrary velocity. Furthermore with minimal norm condition on velocity, we have an example of Hamiltonian system which has multiple solutions (cfr. Example 2.4.4). So we restrict Hamiltonian system on some subset \( Q \) of \( \mathcal{M} \).

**Corollary 2.4.3.** Let \( Q \subset \mathcal{M} \) and suppose \( H : \mathcal{M} \to (-\infty, \infty] \) is subdifferentiable on \( Q \).

(i) Suppose \( H \) satisfies, for all \( \mu, \nu \in Q \)
\[
\int |v_\nu - v_\mu| d\gamma(x, y) \leq CW^2_2(\mu, \nu) \left( 1 + \log \frac{1}{W^2_2(\mu, \nu)} \right)
\]
where \( v_\mu \) and is the minimal subdifferential of \( H \) at \( \mu \) in the sense of \( v_\mu \in \partial_- H(\mu) \) and \( ||v_\mu|| \leq ||\xi|| \) for any \( \xi \in \partial_- H(\mu) \). Then there exists at most one solution \( \mu \in Q \) of
\[
\frac{d}{dt}\mu_t + \nabla \cdot (Jv_t\mu_t) = 0, \quad \mu_0 \in Q \tag{98}
\]
where \( v_t \) is the minimal subdifferential of \( H \) at \( \mu_t \).

(ii) Suppose \( H \) is differentiable and its exterior derivative i.e 1-form is regular in the sense of (126) on \( Q \) then there exists at most one solution \( \mu \in Q \) of
\[
\frac{d}{dt}\mu_t + \nabla \cdot (J\nabla H(\mu_t)) = 0, \quad \mu_0 \in Q \tag{99}
\]

**Proof.** (i) follows directly from Corollary 2.4.2. To prove (ii), it is enough to show \( \nabla H \) satisfies (96). Actually, regularity assumption (126) implies
\[
\int |\nabla H(\mu) - \nabla(\nu)|^2 d\gamma \leq CW^2_2(\mu, \nu) \quad \forall \mu, \nu \in Q
\]
where $\gamma \in \Gamma_o(\mu, \nu)$. This concludes proof.

\textbf{Example 2.4.4.} Non-uniqueness

Let $\nu_0 = (-1/2, 1/2)_{L^1}$, define $M : [0, 1] \times \mathbb{R} \to \mathbb{R}$ by

$$M(t, x) = \begin{cases} x - \cos(t - \frac{1}{2})x & t \in [0, \frac{1}{2}] \\ 0 & t \in [\frac{1}{2}, \frac{3}{4}] \\ x - \cos(t - \frac{3}{4})x & t \in [\frac{3}{4}, 1] \end{cases}$$

We denote $M_t(\cdot) := M(t, \cdot)$ and define $\mu_t = (M_t \times \dot{M}_t)_\# \nu_0 \in \mathcal{P}_2(\mathbb{R}^2)$ then $\mu_t$ solves

$$\frac{d}{dt} \mu_t + \nabla \cdot (Jv_t \mu_t) = 0, \quad \mu_0 = (M_0 \times \dot{M}_0)_\# \nu_0$$ (100) 

where $v_t$ is the minimal subdifferential of $H$ at $\mu_t$ and $H$ is defined by

$$H(\mu) = \frac{1}{2} W^2_2(\mu, \nu)$$ (101)

where $\nu = \nu_0 \times \delta_0$.

Define $\tilde{M} : [0, 1] \times \mathbb{R} \to \mathbb{R}$ by

$$\tilde{M}(t, x) = \begin{cases} x - \cos(t - \frac{1}{2})x & t \in [0, \frac{1}{2}] \\ 0 & t \in [\frac{1}{2}, \frac{3}{4}] \end{cases}$$

Similarly, we denote $\tilde{M}_t(\cdot) := \tilde{M}(t, \cdot)$ and define $\tilde{\mu}_t = (\tilde{M}_t \times \dot{\tilde{M}}_t)_\# \nu_0 \in \mathcal{P}_2(\mathbb{R}^2)$ then $\tilde{\mu}_t$ also solves (100).

\textbf{Proof.} (1) Let us show $\mu_t$ satisfies

$$\frac{d}{dt} \mu_t + \partial_y (\xi \mu_t) = \partial_x ((-\gamma_\rho + i\rho) \mu_t)$$ (102) 

where $\rho(t, y) = \int_{\mathbb{R}} d\mu_t(y, \xi), \gamma_\rho \in \Gamma_o(\rho, \nu_0)$.

To see the equation (102) is true, it is enough to show for a.e $t \in (0, 1)$

$$\frac{d}{dt} \int_{\mathbb{R}^2} \phi(y, \xi) d\mu_t(y, \xi) = \int_{\mathbb{R}^2} \xi \partial_y \phi + (\gamma_\rho(y) - y) \partial_x \phi d\mu_t(y, \xi)$$ (103) 

for any $\phi \in C_c^\infty(\mathbb{R}^2)$. We may choose $\phi(y, \xi) = g(y)h(\xi)$ with $g, h \in C_c^\infty(\mathbb{R})$. 
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(a) For $t \in (0, \frac{1}{2})$, we have

$$
\mu_t = \left(\left[1 - \cos\left(t - \frac{1}{2}\right)\right]x, \sin\left(t - \frac{1}{2}\right)x\right)_\#\nu_0,
$$

$$
\rho = \frac{1}{1 - \cos\left(t - \frac{1}{2}\right)} \left(\left[1 - \cos\left(t - \frac{1}{2}\right)\right]x, \sin\left(t - \frac{1}{2}\right)x\right)_{\mathcal{L}_1}
$$

$$
\bar{\gamma}_\rho(y) = \int_{\mathbb{R}^2} xd\gamma(y,x) = \int_{\mathbb{R}^2} x\delta_{y/(1 - \cos(t - \frac{1}{2}))} \times d\rho(y) = \frac{y}{1 - \cos(t - \frac{1}{2})}
$$

By direct computation, we have

$$
\frac{d}{dt} \int_{\mathbb{R}^2} g(y)h(\xi)d\mu_t(y,\xi) = \frac{d}{dt} \int_{\mathbb{R}} g\left([1 - \cos\left(t - \frac{1}{2}\right)]x\right)h\left(\sin\left(t - \frac{1}{2}\right)x\right)d\nu_0(x)
$$

$$
= \int_{\mathbb{R}} g'([1 - \cos\left(t - \frac{1}{2}\right)]x)\sin\left(t - \frac{1}{2}\right)xh\left(\sin\left(t - \frac{1}{2}\right)x\right)d\nu_0(x)
$$

$$
+ \int_{\mathbb{R}} g\left([1 - \cos\left(t - \frac{1}{2}\right)]x\right)h'\left(\sin\left(t - \frac{1}{2}\right)x\right)\cos\left(t - \frac{1}{2}\right)x d\nu_0(x)
$$

From the definition of $\mu_t$, we have

$$
\int_{\mathbb{R}^2} \xi g'\left(y\right)h(\xi)d\mu_t(y,\xi) = \int_{\mathbb{R}} \sin\left(t - \frac{1}{2}\right)xg'\left([1 - \cos\left(t - \frac{1}{2}\right)]x\right)h\left(\sin\left(t - \frac{1}{2}\right)x\right)d\nu_0(x)
$$

(105)

and

$$
\int_{\mathbb{R}^2} (\bar{\gamma}_\rho(y) - y)g(y)h'\left(\xi\right)d\mu_t(y,\xi) = \int_{\mathbb{R}} \cos\left(t - \frac{1}{2}\right)xg\left([1 - \cos\left(t - \frac{1}{2}\right)]x\right)h'\left(\sin\left(t - \frac{1}{2}\right)x\right)d\nu_0(x)
$$

(106)

We combine (104),(105) and (106) to show (103) holds for all $t \in (0, \frac{1}{2})$.

(b) For $t \in (\frac{1}{2}, \frac{3}{4})$, we have

$$
\mu_t = \delta_0 \times \delta_0, \quad \rho = \delta_0, \quad \bar{\gamma}_\rho(0) = \int_{\mathbb{R}^2} xd\gamma(0,x) = \int_{-\frac{1}{2}}^{1/2} xdx = 0
$$

So

$$
\frac{d}{dt} \int_{\mathbb{R}^2} g(y)h(\xi)d\mu_t(y,\xi) = \frac{d}{dt}g(0)h(0) = 0
$$

(107)

and

$$
\int_{\mathbb{R}^2} \xi g'\left(y\right)h(\xi)d\mu_t(y,\xi) = \int_{\mathbb{R}} 0g'(0)h(0)d\nu_0(x) = 0
$$

(108)
\[
\int_{\mathbb{R}^2} (\tilde{\gamma}_\rho(y) - y)g(y)h'(\xi) d\mu_t(y, \xi) = \int_{\mathbb{R}} 0g(0)h'(0) d\nu_0(x) = 0 \quad (109)
\]

From (107), (108) and (109) we have (103) is true for all \(t \in (\frac{1}{2}, \frac{3}{4})\).

(c) Similarly, for \(t \in (\frac{3}{4}, 1)\), we can show (103).

(2) Define \(H(\mu) = -\frac{1}{2}W_2^2(\mu, \nu)\) where \(\nu = \nu_0 \times \delta_0\) then

\[
H(\mu) = -\frac{1}{2}W_2^2(\mu_1, \nu_0) - \frac{1}{2} \int \xi^2 d\mu^2(\xi) \quad \mu^1 = \pi_{\#}^1\mu, \quad \mu^2 = \pi_{\#}^2\mu
\]

\[
=: H_1(\mu^1) + H_2(\mu^2)
\]

(a) For \(t \in (0, \frac{1}{2})\), since \(\mu_t = ([1 - \cos(t - \frac{1}{2})]x) \# \nu_0\) is absolutely continuous with respect to the Lebesgue measure, we do the same calculus as in (112) with \(\tilde{\mu} = (id, T_{\mu_1}^{\nu_0}, T_{\mu_1}^{\nu_0} ) \# \mu_t^1\) then we have

\[
H_1(\mu^1) - H_1(\mu_t^1) \geq \int_{\mathbb{R}^3} < y - x; z - x > - \frac{(y - x)^2}{2} d\tilde{\mu}(x, y, z) \quad (110)
\]

\[
= \int_{\mathbb{R}^3} < y - x; T_{\mu_t^1}^{\nu_0}(x) - x > d\gamma(x, y) - \frac{1}{2}W_2^2(\mu_t^1, \mu^1)
\]

This says \(T_{\mu_t^1}^{\nu_0} - id \in \partial_+ H_1(\mu_t^1)\) and it is easy to see \(T_{\mu_t^1}^{\nu_0} = \tilde{\gamma}_\rho\). For \(\gamma \in \Gamma_o(\mu_t^2, \mu_t^2)\)

\[
H_2(\mu^2) - H_2(\mu_t^2) = -\frac{1}{2} \int \eta^2 - \xi^2 d\gamma(\xi, \eta) \quad (111)
\]

\[
= \int < -\xi; \eta - \xi > d\gamma(\xi, \eta) - \frac{1}{2}W_2^2(\mu^2, \mu_t^1)
\]

We combine (110) and (111) to get \((\tilde{\gamma}_\rho(y) - y, -\xi) \in \partial_- H(\mu_t)\).

(b) For \(t \in (\frac{1}{2}, \frac{3}{4})\), we define \(\tilde{\mu} := \mu_t^1 \times \mu^1 \times \nu_0\) then, since \(\mu_t^1 = \delta_0\), we have

\[
H_1(\mu^1) - H_1(\mu_t^1) = -\frac{1}{2}W_2^2(\mu_1, \nu_0) + \frac{1}{2}W_2^2(\mu_t^1, \nu_0)
\]

\[
\geq \int_{\mathbb{R}^3} -\frac{(y - z)^2}{2} + \frac{(x - z)^2}{2} d\tilde{\mu}(x, y, z)
\]

\[
= \int_{\mathbb{R}^3} < y - x; z - x > - \frac{(y - x)^2}{2} d\tilde{\mu}(x, y, z)
\]

\[
= \int_{\mathbb{R}^2} < y; z > d\mu_1(y) \times \nu_0(z) - \frac{1}{2}W_2^2(\mu_t^1, \mu^1)
\]

\[
= -\frac{1}{2}W_2^2(\mu_t^1, \mu^1)
\]
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and

\[ H_2(\mu^2) - H_2(\mu_t^2) = -\frac{1}{2} \int y^2 d\mu_2(y) = -\frac{1}{2} W^2_2(\mu^2, \mu_t^2) \]  

(113)

From (112) we have \(0 \in \partial_-H_1(\mu_t^1)\) and (113) gives \(0 \in \partial_-H_2(\mu_t^2)\). This implies \((0, 0) \in \partial_-H(\mu_t)\) which coincides with \((\bar{\gamma}_\rho(y) - y, -\xi)\) at \(\mu_t = \delta_0 \times \delta_0\).

(c) For \(t \in (\frac{1}{2}, 1)\), similarly we have \((\bar{\gamma}_\rho(y) - y, -\xi) \in \partial_-H(\mu_t)\).

It is well known that \(\bar{\gamma}_\rho - id \in T_\rho\) which means there exist a sequence \(\phi_n \in C^\infty_c\) such that \(\nabla \phi_n \to \bar{\gamma}_\rho - id\) in \(L^2(\rho)\) so we define \(\psi_n(y, \xi) = \phi_n(y) + \xi^2/2\) then \(\nabla \psi_n \to (\bar{\gamma}_\rho(y) - y, -\xi)\) in \(L^2(\mu_t)\).

From (1) and (2), we know (102) is equivalent to

\[
\begin{cases}
\frac{d}{dt} \mu_t + \nabla \cdot (Jv_t \mu_t) = 0, & t \in (0, 1) \\
v_t \in \partial_-H(\mu_t) \cap T_{\mu_t} \mathcal{M} & \mu_0 = (M_0 \times \dot{M}_0)\#\nu_0
\end{cases}
\]

where \(H(\mu) = -\frac{1}{2} W^2_2(\mu, \nu)\) with \(\nu = \nu_0 \times \delta_0\)

(3) Now, let’s check the minimal norm property.

(a) For \(t \in (\frac{1}{2}, \frac{3}{4})\), we have \(v_t = (\bar{\gamma}_\rho(y) - y, -\xi) = (0, 0)\) and trivially \(0, 0\) has minimal \(L^2(\mu_t)\) norm among all subdifferentials of \(H\).

(b) For \(t \in (0, \frac{1}{2})\), we have \(v_t = (\bar{\gamma}_\rho(y) - y, -\xi)\). Since \(\mu_t^1\) is absolutely continuous with respect to the Lebesgue measure, \(\bar{\gamma}_\rho - id = T_{\mu_t^1}^\alpha - id\) is the only element of \(\partial H_1(\mu_t^1) \cap T_{\mu_t^1}\) (see for instance Proposition 4.3 in [2]) that means \(\bar{\gamma}_\rho - id\) has minimal \(L^2(\mu_t^1)\) norm among all subdifferentials of \(H_1\) at \(\mu_t^1\). And Remark 10.4.3 in [3] says that \(-id\) has the minimal \(L^2(\mu_t^2)\) norm among all subdifferentials of \(H_2\) at \(\mu_t^2\). So \(v_t = (\bar{\gamma}_\rho(y) - y, -\xi)\) has the minimal \(L^2(\mu_t)\) norm among all subdifferentials of \(H\) at \(\mu_t\). Finally, (1), (2) and (3) says \(\mu_t\) solves

\[
\frac{d}{dt} \mu_t + \nabla \cdot (Jv_t \mu_t) = 0, \quad \mu_0 = (M_0 \times \dot{M}_0)\#\nu_0
\]

(114)

where \(v_t\) is the minimal subdifferential of \(H\) at \(\mu_t\). Similarly, we can show that \(\tilde{\mu}_t\) also solves (114).
CHAPTER III

CALCULUS OF DIFFERENTIAL FORMS ON THE
WASSERSTEIN SPACE

As we saw in chapter II, many interesting classes of PDE’s can be viewed as Hamiltonian flows on \( \mathcal{M} \). Developing this idea, however, requires a rigorous symplectic formalism for \( \mathcal{M} \). In a joint work with Gangbo and Pacini [14], we provide the basis for a framework to define and to study Hamiltonian systems on \( \mathcal{M} \) and we achieve two main goals. First, we developed a general theory of differential forms on \( \mathcal{M} \). Next, we show that there exists a natural symplectic and Hamiltonian formalism for \( \mathcal{M} \) which is compatible with this calculus of curves and forms. This chapter is part of [14]. One of our result is an analogue of Green’s theorem for 1-forms (cfr. Theorems 3.2.3 and 3.2.33). A corollary of that is that every closed 1-form on \( \mathcal{M} \) is exact (cfr. Corollary 3.2.35). Hence, the first cohomology group, in the sense of de Rham, vanishes. We point out the recent paper by Gangbo-Tudorascu [16] showing that if we replace \( \mathbb{R}^D \) by \( \pi^D \) although \( \mathcal{P}_2(\pi^D) \) remains a convex set its first de Rham cohomology is not trivial. Hence the fact that the first de Rham cohomology group of \( \mathcal{M} \) is trivial is not a mere consequence of the convexity of \( \mathcal{M} \).

3.1 Tangent and Cotangent bundles

3.1.1 Tangent space

Recall that \( \mathcal{X}_c \) denote the space of compactly supported smooth vector fields on \( \mathbb{R}^D \). And also recall, for given \( \mu \in \mathcal{M} \), \( T_\mu \mathcal{M} \) denote the closure of \( \nabla C^\infty_c \) in \( L^2(\mu) \) and we call it the tangent space of \( \mathcal{M} \) at \( \mu \).

Definition 3.1.1. Given \( \mu \in \mathcal{M} \) we define the divergence operator
\[
\text{div}_\mu : \mathcal{X}_c \rightarrow (C_c^\infty)^*, \quad \langle \text{div}_\mu(X), f \rangle := -\int_{\mathbb{R}^D} df(X) d\mu.
\]

Notice that the divergence operator is linear and that \( \langle \text{div}_\mu(X), f \rangle \leq ||\nabla f||_{\mu} ||X||_{\mu}. \) This proves that the operator \( \text{div}_\mu \) extends to \( L^2(\mu) \) by continuity; we will continue to use the same notation for the extended operator, so that \( \text{Ker}(\text{div}_\mu) \) is now a closed subspace of \( L^2(\mu) \).

It follows from \cite{3} Lemma 8.4.2 that, given any \( \mu \in \mathcal{M} \), there is an orthogonal decomposition
\[
L^2(\mu) = \nabla C_c^\infty \oplus \text{Ker}(\text{div}_\mu). \tag{115}
\]

We will denote by
\[
\pi_\mu : L^2(\mu) \rightarrow \nabla C_c^\infty \tag{116}
\]
the corresponding projection. Notice that each tangent space has a natural Hilbert space structure.

**Remark 3.1.2.** Decomposition 115 shows that \( T_\mu \mathcal{M} \) can also be identified with the quotient space \( L^2(\mu)/\text{Ker}(\text{div}_\mu) \): the map \( \pi_\mu \) provides a Hilbert space isomorphism between these two spaces.

**Lemma 3.1.3.** If \( \phi : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is a Lipschitz map with Lipschitz constant \( \text{Lip} \phi \) then \( \phi_\# : \mathcal{M} \rightarrow \mathcal{M} \) is also a Lipschitz map with the same Lipschitz constant.

**Proof.** Let \( \mu, \nu \in \mathcal{M} \). Note that if \( u(x) + v(y) \leq |x - y|^2 \) for all \( x, y \in \mathbb{R}^D \) then
\[
|u \circ \phi(a) + v \circ \phi(b)| \leq |\phi(a) - \phi(b)|^2 \leq (\text{Lip} \phi)^2 |a - b|^2.
\]

This, together with equation (4) yields
\[
\int_{\mathbb{R}^D} u d\phi_\# \mu + \int_{\mathbb{R}^D} v d\phi_\# \nu = \int_{\mathbb{R}^D} u \circ \phi d\mu + \int_{\mathbb{R}^D} v \circ \phi d\nu \leq (\text{Lip} \phi)^2 W_2^2(\mu, \nu). \tag{117}
\]

We maximize the expression at the left handside of equation (117) over the set of pairs \( (u, v) \) such that \( u(x) + v(y) \leq |x - y|^2 \) for all \( x, y \in \mathbb{R}^D \). Then we use again equation (4) to conclude the proof.
The next results concern the lifted action of $\text{Diff}_c(\mathbb{R}^D)$ on $T\mathcal{M}$.

**Lemma 3.1.4.** For any $\mu \in \mathcal{M}$ and $\phi \in \text{Diff}_c(\mathbb{R}^D)$, the map $\phi_* : \mathcal{X}_c(\mathbb{R}^D) \to \mathcal{X}_c(\mathbb{R}^D)$ has a unique continuous extension $\phi_* : L^2(\mu) \to L^2(\phi_*\mu)$. Furthermore $\phi_* (\ker(\text{div}\mu)) \subseteq \ker(\text{div}\phi_*\mu)$. Thus $\phi_*$ induces a continuous map $\phi_* : T\mu\mathcal{M} \to T\phi_*\mu\mathcal{M}$.

**Proof.** Let $\mu \in \mathcal{M}$, $\phi \in \text{Diff}_c(\mathbb{R}^D)$, $f \in C^\infty_c(\mathbb{R}^D)$ and let $X \in \ker(\text{div}\mu)$. If $C_\phi$ is the $L^\infty$-norm of $\nabla\phi$ we have $||\phi_*X||_{\phi_*\mu} \leq C_\phi||X||_\mu$. Hence $\phi_*$ admits a unique continuous linear extension. Furthermore

$$
\int_{\mathbb{R}^D} \langle \nabla f, \phi_*X \rangle d\phi_*\mu = \int_{\mathbb{R}^D} \langle \nabla f \circ \phi, \phi_*X \circ \phi \rangle d\mu = \int_{\mathbb{R}^D} \langle \nabla f \circ \phi, \nabla \phi X \rangle d\mu = \int_{\mathbb{R}^D} \langle (\nabla \phi)^T \nabla f \circ \phi, X \rangle d\mu = \int_{\mathbb{R}^D} \langle \nabla [f \circ \phi], X \rangle d\mu = 0.
$$

**Lemma 3.1.5.** Let $\sigma \in AC_2(a, b; \mathcal{M})$ and let $v$ be a velocity for $\sigma$. Let $\varphi \in \text{Diff}_c(\mathbb{R}^D)$. Then $t \to \varphi_*(\sigma_t) \in AC_2(a, b; \mathcal{M})$ and $\varphi_*v$ is a velocity for $\varphi_*(\cdot)$.

**Proof.** If $a < s < t < b$, by Lemma 3.1.3, $W_2(\varphi_*\sigma_t, \varphi_*\sigma_s) \leq (\text{Lip}\varphi) W_2(\sigma_t, \sigma_s)$. Because $\sigma \in AC_2(a, b; \mathcal{M})$ one concludes that $d\varphi_*(\sigma) \in AC_2(a, b; \mathcal{M})$. If $f \in C^\infty_c((a, b) \times \mathbb{R}^D)$ we have

$$
\int_a^b \int_{\mathbb{R}^D} \left( \frac{\partial f_t}{\partial t} + df_t(\phi_*v_t) \right) d(\varphi_*\sigma_t) dt = \int_a^b \int_{\mathbb{R}^D} \left( \frac{\partial f_t}{\partial t} \circ \varphi + (df_t(\phi_*v_t)) \circ \varphi \right) d\sigma_t dt = \int_a^b \int_{\mathbb{R}^D} \left( \frac{\partial(f \circ \varphi)_t}{\partial t} + d(f \circ \varphi)_t(v_t) \right) d\sigma_t dt = 0.
$$

To obtain the last equality we have used that $(t, x) \to f(t, \varphi(x))$ is in $C^\infty_c((a, b) \times \mathbb{R}^D)$.

□
3.1.2 Differential forms on $\mathcal{M}$

Recall from Definition 1.2.12 that the tangent bundle $T\mathcal{M}$ of $\mathcal{M}$ is defined as the union of all spaces $T_\mu \mathcal{M}$, for $\mu \in \mathcal{M}$. We now define the pseudo tangent bundle $\mathcal{T}\mathcal{M}$ to be the union of all spaces $L^2(\mu)$. Analogously, the union of the dual spaces $T^*_\mu \mathcal{M}$ defines the cotangent bundle $T^*\mathcal{M}$; we define the pseudo cotangent bundle $T^*_\mathcal{M}$ to be the union of the dual spaces $L^2(\mu)^*$.

It is clear from the definitions that we can think of $T\mathcal{M}$ as a subbundle of $\mathcal{T}\mathcal{M}$. Decomposition 115 allows us also to define an injection $T^*\mathcal{M} \to T^*_\mathcal{M}$ by extending any covector $T_\mu \mathcal{M} \to \mathbb{R}$ to be zero on the complement of $T_\mu \mathcal{M}$ in $L^2(\mu)$. In this sense we can also think of $T^*\mathcal{M}$ as a subbundle of $T^*_\mathcal{M}$. The projections $\pi_\mu$ combine to define a surjection $\pi : T\mathcal{M} \to T\mathcal{M}$. Likewise, restriction yields a surjection $T^*\mathcal{M} \to T^*_\mathcal{M}$.

**Definition 3.1.6.** A 1-form on $\mathcal{M}$ is a section of the cotangent bundle $T^*\mathcal{M}$, i.e. a collection of maps $\mu \mapsto F_\mu \in T^*_\mu \mathcal{M}$. A pseudo 1-form is a section of the pseudo cotangent bundle $T^*_\mathcal{M}$.

Analogously, a 2-form on $\mathcal{M}$ is a collection of alternating multilinear maps

$$
\mu \mapsto \Lambda_\mu : T_\mu \mathcal{M} \times T_\mu \mathcal{M} \to \mathbb{R},
$$

continuous for each $\mu$ in the sense that $|\Lambda_\mu(X_1, X_2)| \leq c_\mu \|X_1\|_\mu \cdot \|X_2\|_\mu$, for some $c_\mu \in \mathbb{R}$. A pseudo 2-form is a collection of continuous alternating multilinear maps

$$
\mu \mapsto \bar{\Lambda}_\mu : L^2(\mu) \times L^2(\mu) \to \mathbb{R}.
$$

For $k = 1, 2$ we let $\Lambda^k\mathcal{M}$ (respectively, $\bar{\Lambda}^k\mathcal{M}$) denote the space of k-forms (respectively, pseudo k-forms). We define a 0-form to be a function $\mathcal{M} \to \mathbb{R}$.

For $k = 1, 2$, the continuity condition implies that any k-form is uniquely defined by its values on any dense subset of $T_\mu \mathcal{M}$ or $T_\mu \mathcal{M} \times T_\mu \mathcal{M}$. For instance we can
take the dense subset defined by smooth gradient vector fields. The analogue is true for pseudo k-forms. Once again, using Decomposition 115 yields an injection \( \Lambda^k M \to \bar{\Lambda}^k M \) and, by restriction, a surjection \( \bar{\Lambda}^k M \to \Lambda^k M \). In this sense every pseudo k-form defines a natural k-form.

Since \( T_\mu M \) is a Hilbert space, by the Riesz representation theorem every 1-form \( \Lambda_\mu \) on \( T_\mu M \) can be written \( \Lambda_\mu(Y) = \int_{R^D} \langle A_\mu, Y \rangle d\mu \) for a unique \( A_\mu \in T_\mu M \) and all \( Y \in T_\mu M \). The analogous fact is true also for pseudo 1-forms.

**Example 3.1.7.** Any \( f \in C_{c}^\infty \) defines a function on \( M \), i.e. a 0-form, as follows:

\[
F(\mu) := \int_{R^D} fd\mu.
\]

We will refer to these as the linear functions on \( M \), in that the natural extension to the space \((C_{c}^\infty)^*\) defines a function which is linear with respect to \( \mu \).

Any \( \bar{A} \in \mathcal{X}_c \) defines a pseudo 1-form on \( M \) as follows:

\[
\bar{\Lambda}(X) := \int_{R^D} \langle \bar{A}, X \rangle d\mu.
\]

We will refer to these as the linear pseudo 1-forms. Notice that if \( \bar{A} = \nabla f \) for some \( f \in C_{c}^\infty \) then \( \bar{\Lambda} \) is actually a 1-form.

Any bounded field \( B = B(x) \) on \( \mathbb{R}^D \) of \( D \times D \) matrices defines a linear pseudo 2-form via

\[
\bar{B}(X, Y) := \int_{R^D} B(X, Y) d\mu.
\]

Recall that \( \text{Diff}_c(\mathbb{R}^D) \) denote the set of diffeomorphisms of \( \mathbb{R}^D \) with compact support, i.e. those which coincide with the identity map \( Id \) outside of a compact subset of \( \mathbb{R}^D \). The action of \( \text{Diff}_c(\mathbb{R}^D) \) on \( M \) can be lifted to forms and pseudo forms as follows.
**Definition 3.1.8.** For $k = 1, 2$, let $\bar{\Lambda}$ be a pseudo $k$-form on $\mathcal{M}$. Then any $\phi \in \text{Diff}_c(\mathbb{R}^D)$ defines a pull-back $k$-multilinear map $\phi^*\bar{\Lambda}$ on $\mathcal{M}$ as follows:

$$(\phi^*\bar{\Lambda})_\mu(X_1, \ldots, X_k) := \bar{\Lambda}_{\phi \# \mu}(\phi_*X_1, \ldots, \phi_*X_k).$$

It is simple to check that $\phi^*\bar{\Lambda}$ is indeed continuous in the sense of Definition 3.1.6 and is thus a pseudo $k$-form.

It follows from Lemma 3.1.4 that the push-forward operation preserves Decomposition 115. This implies that the pull-back preserves the space of $k$-forms, i.e. the pull-back of a $k$-form is a $k$-form.

**Definition 3.1.9.** Let $F : \mathcal{M} \to \mathbb{R}$ be a function on $\mathcal{M}$. Suppose $F$ is differentiable and let $\nabla_\mu F$ be the gradient vector at $\mu \in \mathcal{M}$ as defined in the definition 1.2.8.

If the gradient vector exists for every $\mu \in \mathcal{M}$, we can define the differential or exterior derivative of $F$ to be the 1-form $dF$ determined, for any $\mu \in \mathcal{M}$ and $Y \in T_\mu \mathcal{M}$, by $dF(\mu)(Y) := \int_{\mathbb{R}^D} \langle \nabla_\mu F, Y \rangle d\mu$. To simplify the notation we will sometimes write $Y(F)$ rather than $dF(Y)$.

**Remark 3.1.10.** Assume $F : \mathcal{M} \to \mathbb{R}$ is differentiable. Given $X \in \nabla C^\infty_c(\mathbb{R}^D)$, let $\phi_t$ denote the flow of $X$ i.e $\dot{\phi}_t = X(\phi_t)$, $\phi_0 = Id$. Fix $\mu \in \mathcal{M}$.

(i) Set $\nu_t := (Id + tX)\# \mu$. Then

$$F(\nu_t) = F(\mu) + t \int_{\mathbb{R}^D} \langle \nabla_\mu F, X \rangle d\mu + o(t).$$

(ii) Set $\mu_t := \phi_t\# \mu$. If $||\nabla_\mu F(\mu)||_\mu$ is bounded on compact subsets of $\mathcal{M}$ then

$$F(\mu_t) = F(\mu) + t \int_{\mathbb{R}^D} \langle \nabla_\mu F, X \rangle d\mu + o(t).$$

**Proof.** The proof of (i) is a direct consequence of equation (8) and of the fact that, if $r > 0$ is small enough, $(Id \times (Id + tX))\# \mu \in \varGamma_o(\mu, \nu_t)$ for $t \in [-r, r]$ which was shown in Remark 1.2.9.
To prove (ii), set

\[ A(s, t) := (1 - s)(Id + tX) + s\phi_t \quad s \in [0, 1] \]

Notice that \( ||\phi_t - Id - tX||_\mu \leq t^2|| (\nabla X)X ||_\infty \) and that \( (s, t) \to m(s, t) := A(s, t)\#\mu \) defines a continuous map of the compact set \([0, 1] \times [-r, r]\) into \( \mathcal{M} \). Hence the range of \( m \) is compact so \( ||\nabla_\mu F(\mu)||_\mu \) is bounded there by a constant \( C \). It can be shown that \( F \) is Lipschitz on the range of \( m \). Once we have this, let \( \bar{\gamma}_t := ((Id + tX) \times \phi_t)\#\mu \).

We have \( \bar{\gamma}_t \in \Gamma(\nu_t, \mu_t) \) so \( W_2(\mu_t, \nu_t) \leq ||\phi_t - Id - tX||_\mu = 0(t^2) \). We conclude that

\[ |F(\nu_t) - F(\mu_t)| \leq CW_2(\mu_t, \nu_t) = 0(t^2). \]

This, together with (i), yields (ii).

It remains to prove that \( F \) is Lipschitz on the range of \( m \).

Claim 1. If there is a compact set \( \mathcal{K} \subset \mathcal{M} \) which contains the range of \( m \) and all the constant geodesic between any two elements of it, then \( F \) is Lipschitz on the range of \( m \).

(proof) Let \( \mu_0 \) and \( \mu_1 \) be in the range of \( m \) and suppose that \( t \to \mu_t \) is a constant speed geodesic between \( \mu_0 \) and \( \mu_1 \). Then

\[
F(\mu_1) - F(\mu_0) = \int_0^1 \frac{d}{dt}F(\mu_t)dt = \int_0^1 <\nabla F(\mu_t), \dot{\mu_t} >_{\mu_t} dt \\
= \int_0^1 dt \int <\nabla F(\mu_t), v_t > d\mu_t \\
\leq \int_0^1 dt ||\nabla F(\mu_t)|| ||v_t||
\]

Since \( \mu_t \in \mathcal{K} \) and \( \mathcal{K} \) is compact, \( ||\nabla F(\mu_t)|| \) is bounded by a constant \( C_\mathcal{K} \). So we have

\[
F(\mu_1) - F(\mu_0) \leq C_\mathcal{K} \int_0^1 ||v_t|| dt = C_\mathcal{K} W_2(\mu_0, \mu_1)
\]

This concludes Claim 1.

Claim 2. There exists a compact set \( \mathcal{K} \subset \mathcal{M} \) satisfying the assumption in the claim 1.
(proof) Let us denote the range of $m$ by $\mathcal{R}$. Notice that $\mathcal{R} \subset \mathcal{M}$ is tight and $\mathcal{R}$ has uniformly integrable 2-moments i.e.

$$
\lim_{n \to \infty} \int_{\mathbb{R}^D \setminus B(0,n)} |x|^2 d\mu(x) = 0 \quad \text{uniformly w.r.t. } \mu \in \mathcal{R}
$$

Define $\mathcal{C}$ to be the union of $\mathcal{R}$ and all the constant geodesic between any two elements of $\mathcal{R}$. It is easy to see that $\mathcal{C}$ is tight and $\mathcal{R}$ has uniformly integrable 2-moments. This implies $\mathcal{C}$ is relatively compact. Finally we define $\mathcal{K}$ to be the union of $\mathcal{C}$ and all the limit points of it. Then $\mathcal{K}$ is a set satisfying the assumption in the claim 1.

We combine claim 1 and claim 2 to get $F$ is Lipschitz on the range of $m$.

\[
\square
\]

\textbf{Example 3.1.11.} Fix $f \in C_c^\infty$ and let $F : \mathcal{M} \to \mathbb{R}$ be the corresponding linear function, as in Example 3.1.7. Then $F$ is differentiable with gradient $\nabla_{\mu} F = \nabla f$. Thus $dF$ is a linear 1-form on $\mathcal{M}$. Viceversa, every linear 1-form $\Lambda$ is \textit{exact}. In other words, if $\Lambda_{\mu}(X) = \int_{\mathbb{R}^D} \langle A, X \rangle d\mu$ for some $A = \nabla f$ then $\Lambda = dF$ for $F(\mu) := \int_{\mathbb{R}^D} f d\mu$.

\textbf{Definition 3.1.12.} Let $\bar{\Lambda}$ be a pseudo 1-form on $\mathcal{M}$. We say that $\bar{\Lambda}$ is \textit{differentiable} with \textit{exterior derivative} $d\bar{\Lambda}$ if (i) for all $X \in \nabla C_c^\infty$, the function $\bar{\Lambda}(X)$ is differentiable and (ii) for all $X,Y \in \nabla C_c^\infty$

\[
d\bar{\Lambda}(X,Y) := X\bar{\Lambda}(Y) - Y\bar{\Lambda}(X) - \bar{\Lambda}([X,Y]) \quad (118)
\]

yields a well-defined pseudo 2-form $d\bar{\Lambda}$ on $\mathcal{M}$ (see Definition 1.2.8 for notation).

\textbf{Example 3.1.13.} Assume $\bar{\Lambda}$ is a linear pseudo 1-form, \textit{i.e.} $\bar{\Lambda}(\cdot) = \int_{\mathbb{R}^D} \langle \bar{A}, \cdot \rangle d\mu$ for some $\bar{A} \in \mathcal{X}_c$. Then $\bar{\Lambda}$ is differentiable and $d\bar{\Lambda}(X,Y) = \int_{\mathbb{R}^D} \langle (\nabla \bar{A} - \nabla \bar{A}^T)X, Y \rangle d\mu$.

In particular $d\bar{\Lambda}$ is a linear pseudo 2-form. Furthermore if $\bar{\Lambda}$ is a linear 1-form, \textit{i.e.} $\bar{A} = \nabla f$ for some $f \in C_c^\infty$, then $d\bar{\Lambda} = 0$.

\textbf{3.2 \textit{Calculus of pseudo differential 1-forms}}

Given a 1–form $\alpha$ on a finite-dimensional manifold, Green’s formula compares the integral of $d\alpha$ along a surface to the integral of $\alpha$ along the boundary curves. In
Section 3.2.1 we show that an analogous result for \( \mathcal{M} \) is rather simple when strong regularity assumptions are imposed on the surface in \( \mathcal{M} \). However, from the point of view of applications it is important to establish Green’s formula under weaker assumptions. This is the main goal of this section which we achieve this mainly working with pseudo 1-forms.

### 3.2.1 Green’s formula for smooth surfaces and 1-forms

Let \( S : [0,1] \times [0,T] \rightarrow \mathcal{M} \) denote a map such that, for each \( s \in [0,1] \), \( S(s, \cdot) \in AC_2(0,T;\mathcal{M}) \) and, for each \( t \in [0,T] \), \( S(\cdot, t) \in AC_2((0,1);\mathcal{M}) \). Let \( v(s, \cdot, \cdot) \) denote the velocity of minimal norm for \( S(s, \cdot) \) and \( w(\cdot, t, \cdot) \) denote the velocity of minimal norm for \( S(\cdot, t) \). We assume that \( v, w \in C^2([0,1] \times [0,T] \times \mathbb{R}^D, \mathbb{R}^D) \) and that their derivatives up to third order are bounded. We further assume that \( v \) and \( w \) are gradient vector fields so that \( \partial_s v \) and \( \partial_t w \) are also gradients.

Let \( \Lambda \) be a differentiable pseudo 1–form on \( \mathcal{M} \) such that \( \Lambda(\mu) = 0 \) whenever \( u \in L^2(\mu) \) and \( \text{div}_\mu u = 0 \). Because of this, we may view \( \Lambda \) as a 1–form on \( \mathcal{M} \). Assume that

\[
\sup_{\mu \in \mathcal{K}} ||\Lambda(\mu)|| < \infty \tag{119}
\]

for all compact subsets \( \mathcal{K} \subset \mathcal{M} \), where \( ||\Lambda(\mu)|| := \sup_v \{\Lambda(\mu(v)) : v \in T_\mu \mathcal{M}, ||v||_\mu \leq 1\} \). We also assume that for all compact subsets \( \mathcal{K} \subset \mathcal{M} \) there exists a constant \( C_{\mathcal{K}} \) such that

\[
|\Lambda(\nu)(u) - \Lambda(\mu)(u)| \leq C_{\mathcal{K}} W_2(\mu, \nu)(||u||_\infty + ||\nabla u||_\infty) \tag{120}
\]

for \( \mu, \nu \in \mathcal{K} \) and \( u \in C_b(\mathbb{R}^D, \mathbb{R}^D) \) such that \( \nabla u \) is bounded.

Using Remark 1.2.14, Proposition 1.2.15 and the bound on \( v, w \) and on their derivatives, we find that \( S \) is 1/2–Hölder continuous. Hence its range is compact so \( ||\Lambda_{S(s,t)}|| \) is bounded. We then use equations (119), (120) and Taylor expansions for \( w_{t+h}^s \) and \( v_{t+h}^s \) to obtain that

\[
\partial_t \left( \Lambda_{S(s,t)}(w_{t}^s) \right)_{s=t, t=} = v_t^s (\Lambda_{S(s,t)}(w_t^s)) + \Lambda_{S(s,t)}(\partial_t w_t^s)_{t=}, \tag{121}
\]
where we use the notation of Definition 1.2.8. Similarly,

$$\partial_s \left( \Lambda_{S(s,t)}(v_t^s) \right)_{|s=\bar{s},t=\bar{t}} = w^s_t (\Lambda_{S(s,t)}(v_t^s)) + \Lambda_{S(s,t)}(\partial_s v_t^s)_{|s=\bar{s}}. \quad (122)$$

Now suppose that $S(s, t) = \rho(s, t, \cdot)\mathcal{L}^D$ for some $\rho \in C^1([0, 1] \times [0, T] \times \mathbb{R}^D)$ which is bounded with bounded derivatives. Then the following lemma holds.

**Lemma 3.2.1.** For $(s, t) \in (r, 1) \times (0, T)$ we have $(\partial_t w_t^s - \partial_s v_t^s) - [w_t^s, v_t^s] \in \ker(\text{div}(S(s, t)))$.

**Proof.** We have, in the sense of distributions,

$$\partial_t \rho_t^s + \nabla \cdot (\rho_t^s v_t^s) = 0, \quad \partial_s \rho_t^s + \nabla \cdot (\rho_t^s w_t^s) = 0 \quad (123)$$

and so

$$\nabla \cdot \partial_s (\rho_t^s v_t^s) = -\partial_s \partial_t \rho_t^s = \nabla \cdot (\partial_t \rho_t^s w_t^s).$$

We use that $\rho$, $v$ and $w$ are smooth to conclude that

$$\nabla \cdot (v_t^s \partial_s \rho_t^s + \rho_t^s \partial_s v_t^s) = \nabla \cdot (w_t^s \partial_t \rho_t^s + \rho_t^s \partial_t w_t^s).$$

This implies that if $\varphi \in C_c^\infty(\mathbb{R}^D)$ then

$$\int_{\mathbb{R}^D} \langle \nabla \varphi, v_t^s \partial_s \rho_t^s + \rho_t^s \partial_s v_t^s \rangle = \int_{\mathbb{R}^D} \langle \nabla \varphi, w_t^s \partial_t \rho_t^s + \rho_t^s \partial_t w_t^s \rangle. \quad (124)$$

We use again that $\rho$, $v$ and $w$ are smooth to obtain that equation (123) holds pointwise. We use this fact on equation (124) to obtain

$$\int_{\mathbb{R}^D} \langle \nabla \varphi, -v_t^s \nabla \cdot (\rho_t^s w_t^s) + \rho_t^s \partial_s v_t^s \rangle = \int_{\mathbb{R}^D} \langle \nabla \varphi, -w_t^s \nabla \cdot (\rho_t^s v_t^s) + \rho_t^s \partial_t w_t^s \rangle.$$

Rearranging, this leads to

$$\int_{\mathbb{R}^D} \langle \nabla \varphi, \partial_s v_t^s - \partial_t w_t^s \rangle \rho_t^s d\mathcal{L}^D = \int_{\mathbb{R}^D} \langle \nabla \varphi, v_t^s \rangle \nabla \cdot (\rho_t^s w_t^s) - \langle \nabla \varphi, w_t^s \rangle \nabla \cdot (\rho_t^s v_t^s).$$

Integrating by parts and substituting $\rho_t^s \mathcal{L}^D$ with $S(s, t)$ we obtain

$$\int_{\mathbb{R}^D} \langle \nabla \varphi, \partial_s v_t^s - \partial_t w_t^s \rangle dS(s, t)$$

$$= \int_{\mathbb{R}^D} \left( \langle \nabla^2 \varphi w_t^s + (\nabla w_t^s)^T \nabla \varphi, v_t^s \rangle - \langle \nabla^2 \varphi v_t^s + (\nabla v_t^s)^T \nabla \varphi, w_t^s \rangle \right) dS(s, t)$$

$$= \int_{\mathbb{R}^D} \langle \nabla \varphi, [v_t^s, w_t^s] \rangle dS(s, t).$$

Since $\varphi \in C_c^\infty(\mathbb{R}^D)$ is arbitrary, the proof is finished. \(\square\)
We combine equations (121) and (122) and use Lemma 3.2.1 to conclude the following.

**Proposition 3.2.2.** For each \( t \in (0, T) \) and \( s \in (a, b) \) we have

\[
\partial_t \left( \Lambda_S(s,t)(w_t^s) \right) - \partial_s \left( \Lambda_S(s,t)(v_t^s) \right) = d\Lambda_S(s,t)(v_t^s, w_t^s). \tag{125}
\]

Next, we define \(||d\Lambda_\mu|||\) to be the smallest nonnegative number \( \lambda \) such that

\[
|d\Lambda_\mu(X,Y)| \leq \lambda ||X||_\mu ||Y||_\mu
\]

for \( X, Y \in \nabla C^\infty_c(\mathbb{R}^D)\).

**Theorem 3.2.3** (Green’s formula for smooth surfaces). Let \( S \) be the surface in \( \mathcal{M} \) defined above and let its boundary \( \partial S \) be the union of the negatively oriented curves \( S(r,\cdot), S(\cdot,T) \) and the positively oriented curves \( S(1,\cdot), S(\cdot,0) \). Suppose that \( \mu \to ||d\Lambda_\mu||| \) is also bounded on compact subsets of \( \mathcal{M} \). Then

\[
\int_S d\Lambda = \int_{\partial S} \Lambda.
\]

**Proof.** Recall that \( v_t^s, w_t^s \) and their derivatives are bounded. This, together with equations (119) and (120), implies that the functions \((s,t) \to \Lambda_S(s,t)(v_t^s)\) and \((s,t) \to \Lambda_S(s,t)(w_t^s)\) are continuous. Hence, by Proposition 3.2.2, \((s,t) \to d\Lambda_S(s,t)(v_t^s, w_t^s)\) is Borel measurable as it is a limit of quotients of continuous functions. The fact that \( \mu \to ||d\Lambda_\mu||| \) is bounded on compact subsets of \( \mathcal{M} \) gives that \((s,t) \to d\Lambda_S(s,t)(v_t^s, w_t^s)\) is bounded. The rest of the proof of this theorem is identical to that of Theorem 3.2.33 when we use Proposition 3.2.2 in place of Corollary 3.2.31. \(\blacksquare\)

### 3.2.2 Regularity and differentiability of pseudo 1-forms

**Definition 3.2.4.** Let \( \mu \to \bar{\Lambda}_\mu = \int_{\mathbb{R}^D} \langle \bar{A}_\mu, \cdot \rangle d\mu \) be a pseudo 1-form on \( \mathcal{M} \). We will say that \( \bar{\Lambda} \) is **regular** if for each \( \mu \in \mathcal{M} \) there exists a Borel \( D \times D \) matrix valued function \( B_\mu \in L^\infty(\mathbb{R}^D \times \mathbb{R}^D, \mu) \) and a function \( O_\mu \in C(\mathbb{R}) \) with \( O_\mu(0) = 0 \) such that

\[
\sup_{\gamma} \left\{ \int_{\mathbb{R}^D \times \mathbb{R}^D} |\bar{A}_\mu(y) - \bar{A}_\mu(x) - B_\mu(x)(y-x)|^2 d\gamma(x,y), \gamma \in \Gamma_o(\mu, \nu) \right\} \\
\leq W_2^2(\mu, \nu) \min\{O_\mu(W_2(\mu, \nu)), c(\bar{\Lambda})\}^2. \tag{126}
\]
where $\Gamma_o(\mu, \nu)$ is the set of $\gamma$ minimizers in equation (1) and $c(\bar{A}) > 0$ is a constant independent of $\mu$. We also assume that $||B_\mu||_{L^\infty(\mu)}$ is uniformly bounded. Taking $c(\bar{A})$ large enough, there is no loss of generality in assuming that

$$\sup_{\mu \in \mathcal{M}} ||B_\mu||_{L^\infty(\mu)} \leq c(\bar{A}). \quad (127)$$

Remark 3.2.5. Assumption 126 could be substantially weakened for our purposes. We only make such a strong assumption to avoid introducing more notation and making longer computations.

Example 3.2.6. Every linear pseudo 1-form is regular. In other words, given $\bar{A} \in \mathcal{X}$, if we define $\bar{\Lambda}_\mu(Y) := \int_{\mathbb{R}^D} \langle \bar{A}, Y \rangle d\mu$ then $\bar{\Lambda}$ is regular. Indeed, setting $B_\mu := \nabla \bar{A}$ we use Taylor expansion and the fact that the second derivatives of $A$ are bounded to obtain equation (126).

Remark 3.2.7. Let $\bar{\Lambda}$ be as in Example 3.2.6. Then the restriction of $\bar{\Lambda}$ to $T\mathcal{M}$ gives a 1-form $\Lambda$ defined by

$$\Lambda_\mu(Y) := \int_{\mathbb{R}^D} \langle \pi_\mu(\bar{A}), Y \rangle d\mu \quad \forall Y \in T_\mu \mathcal{M}. \quad (128)$$

It is not clear what smoothness properties the projections $\mu \to \pi_\mu$ might have with respect to $\mu \in \mathcal{M}$. This is one reason why in this context it seems more practical to work with $\bar{A}$ rather than with its projections.

From now till the end of Section 3.2 we assume $\bar{\Lambda}$ is a regular pseudo 1-form on $\mathcal{M}$ and we use the notation $\bar{\Lambda}_\mu$, $B_\mu$ as in Definition 3.2.4.

Remark 3.2.8. If $\mu, \nu \in \mathcal{M}$, $X \in L^2(\mu)$, $Y \in L^2(\nu)$ and $\gamma \in \Gamma_o(\mu, \nu)$ then

$$\bar{\Lambda}_\nu(Y) - \bar{\Lambda}_\mu(X) = \int_{\mathbb{R}^D \times \mathbb{R}^D} \left( \langle \bar{\Lambda}_\mu(x), Y(y) - X(x) \rangle + \langle B_\mu(x)(y - x), Y(y) \rangle \right) d\gamma(x, y)$$

$$= \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{\Lambda}_\nu(y) - \bar{\Lambda}_\mu(x) - B_\mu(x)(y - x), Y(y) \rangle d\gamma(x, y). \quad (128)$$

By equation (126) and Hölder’s inequality

$$\left| \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{\Lambda}_\nu(y) - \bar{\Lambda}_\mu(x) - B_\mu(x)(y - x), Y(y) \rangle \right| \leq W_2(\mu, \nu)c(\bar{A}) ||Y||_\nu. \quad (129)$$
Similarly, equation (127) and Hölder’s inequality yield

\[
\left| \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_\mu(x)(y - x), Y(y) \rangle \right| \leq W_2(\mu, \nu) c(\bar{\Lambda}) ||Y||_\nu. \tag{130}
\]

We use equations (129) and (130) to obtain

\[
\left| \bar{\Lambda}_\nu(Y) - \bar{\Lambda}_\mu(X) - \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_\mu(x), Y(y) - X(x) \rangle d\gamma(x, y) \right| \leq 2c(\bar{\Lambda}) W_2(\mu, \nu) ||Y||_\nu. \tag{131}
\]

**Remark 3.2.9.** Let \( Y \in C^1_c(\mathbb{R}^D) \) and define \( F(\mu) := \bar{\Lambda}_\mu(Y) \). Then

\[
|F(\nu) - F(\mu)| \leq W_2(\nu, \mu) \left( ||\bar{\Lambda}_\nu||_\nu ||\nabla Y||_\infty + 2c(\bar{\Lambda}) ||Y||_\infty \right)
\]

**Proof.** By Hölder’s inequality

\[
\left| \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_\mu(x), Y(y) - X(x) \rangle d\gamma(x, y) \right| \leq ||\bar{\Lambda}_\mu||_\mu ||\nabla Y||_\infty W_2(\nu, \mu).
\]

We apply Remark 3.2.8 with \( Y = X \) and we exchange the role of \( \mu \) and \( \nu \) to conclude the proof. \( \square \)

**Lemma 3.2.10.** The function

\[
\mathcal{M} \rightarrow \mathbb{R}, \quad \mu \mapsto ||\bar{\Lambda}_\mu||_\mu
\]

is continuous on \( \mathcal{M} \) and bounded on bounded subsets of \( \mathcal{M} \). Suppose \( S : [r, 1] \times [a, b] \rightarrow \mathcal{M} \) is continuous. Then

\[
\sup_{(s,t)\in[r,1]\times[a,b]} ||\bar{\Lambda}_{S(s,t)}||_{S(s,t)} < \infty.
\]

**Proof.** Fix \( \mu_0 \in \mathcal{M} \). For each \( \mu \in \mathcal{M} \) we choose \( \gamma_\mu \in \Gamma_o(\mu_0, \mu) \). We have

\[
||\bar{\Lambda}_\mu||_\mu - ||\bar{\Lambda}_{\mu_0}||_{\mu_0} = ||\bar{\Lambda}_\mu(y)||_{\gamma_\mu} - ||\bar{\Lambda}_{\mu_0}(x)||_{\gamma_\mu} \leq ||\bar{\Lambda}_\mu(y) - \bar{\Lambda}_{\mu_0}(x)||_{\gamma_\mu}. \tag{132}
\]

where

\[
||\bar{\Lambda}_\mu||^2_\mu = \int_{\mathbb{R}^D} |\bar{\Lambda}_\mu(y)|^2 d\mu(y) = \iint_{\mathbb{R}^D \times \mathbb{R}^D} |\bar{\Lambda}_\mu(y)|^2 d\gamma_\mu(x, y) =: ||\bar{\Lambda}_\mu(y)||^2_{\gamma_\mu}
\]
Similarly
\[ \|A_{\mu_0}\|_{\mu_0}^2 = \int_{\mathbb{R}^D} |A_{\mu_0}(x)|^2 \, d\mu_0(x) = \int_{\mathbb{R}^D \times \mathbb{R}^D} |A_{\mu_0}(x)|^2 \, d\gamma_{\mu_0}(x, y) =: \|A_{\mu_0}(y)\|_{\gamma_{\mu_0}}^2 \]

Equation (132), together with equations (126) and (127), yields
\[ \left| \|A_{\mu}\|_{\mu} - \|A_{\mu_0}\|_{\mu_0} \right| \leq \|B_{\mu_0}(y)(y - x)\|_{\gamma_{\mu}} + c(\Lambda)W_2(\mu_0, \mu) \leq 2c(\Lambda)W_2(\mu_0, \mu). \]

To obtain the last inequality we have used Hölder’s inequality. This proves the first claim.

Notice that \((s, t) \rightarrow \|A_{S(s,t)}\|_{S(s,t)}\) is the composition of two continuous functions and is defined on the compact set \([r, 1] \times [a, b]\). Hence it achieves its maximum. 

**Lemma 3.2.11.** Let \(Y \in C_c^2(\mathbb{R}^D, \mathbb{R}^D)\) and define \(F(\mu) := \bar{\Lambda}_\mu(Y)\). Then \(F\) is differentiable with gradient \(\nabla_\mu F = \pi(\nabla Y^T(x) \bar{A}_\mu(x) + B_\mu^T(x)Y(x))\).

Furthermore, assume \(X \in \nabla C_c^2(\mathbb{R}^D)\) and let \(\varphi_t(x) = x + tX(x) + t\bar{O}_t(x)\), where \(\bar{O}_t\) is any continuous function on \(\mathbb{R}^D\) such that \(\|\bar{O}_t\|_\infty\) tends to zero as \(t\) tends to zero. Set \(\mu_t := \varphi(t, \cdot)\#\mu\). Then
\[ F(\mu_t) = F(\mu) + t \int_{\mathbb{R}^D} \left[ \langle \bar{A}_\mu(x), \nabla Y(x)X(x) \rangle + \langle B_\mu(x)X(x), Y(x) \rangle \right] \, d\mu(x) + o(t). \]  

**Proof.** Choose \(\mu, \nu \in \mathcal{M}\) and \(\gamma \in \Gamma_0(\mu, \nu)\). As in Remark 3.2.8,
\[ \bar{\Lambda}_\nu(Y) - \bar{\Lambda}_\mu(Y) = \int_{\mathbb{R}^D \times \mathbb{R}^D} \left( \langle \bar{A}_\mu(x), Y(y) - Y(x) \rangle + \langle B_\mu(x)(y - x), Y(y) \rangle \right) \, d\gamma(x, y) = \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_\nu(y) - \bar{A}_\mu(x) - B_\mu(x)(y - x), Y(y) \rangle \, d\gamma(x, y). \]

By equation (126) and Hölder’s inequality,
\[ \left| \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_\nu(y) - \bar{A}_\mu(x) - B_\mu(x)(y - x), Y(y) \rangle \right| \leq o(W_2(\mu, \nu)) \|Y\|_\nu. \]

Since \(Y \in C_c^2(\mathbb{R}^D, \mathbb{R}^D)\) we can write \(Y(y) = Y(x) + \nabla Y(x)(y - x) + R(x, y)(y - x, y - x)\),
for some continuous quadratic form $R = R(x, y)$ with compact support. Then

$$\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\mu}(x), Y(y) - Y(x) \rangle d\gamma(x, y) = \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\mu}(x), \nabla Y(x)(y - x) \rangle d\gamma(x, y)$$

$$+ \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle A_{\mu}(x), R(x, y)(y - x, y - x) \rangle d\gamma(x, y).$$

(134)

We now want to show that the term in equation (134) is of the form $o(W_2(\mu, \nu))$ as $\nu$ tends to $\mu$. For any $\epsilon > 0$, choose a smooth compactly supported vector field $Z = Z(x)$ such that $\|\bar{A}_{\mu} - Z\|_{\mu} < \epsilon$. Then, using Hölder’s inequality,

$$|\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle A_{\mu}(x), R \cdot (y - x)^2 \rangle d\gamma(x, y)| \leq \int_{\mathbb{R}^D \times \mathbb{R}^D} |\langle Z(x), R \cdot (y - x)^2 \rangle| d\gamma(x, y)$$

$$+ \int_{\mathbb{R}^D \times \mathbb{R}^D} |\langle (y - x)^T R^T (A_{\mu}(x) - Z(x)), y - x \rangle| d\gamma(x, y)$$

$$\leq \|(y - x)^T R^T\|_{\infty} \epsilon W_2(\mu, \nu) + \|R^T Z\|_{\infty} W_2^2(\mu, \nu).$$

Since $\epsilon$ and $\|Z\|_{\infty}$ are independent of $\nu$, this gives the required estimate. Likewise,

$$\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_{\mu}(x)(y - x), Y(y) \rangle d\gamma(x, y) = \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_{\mu}(x)(y - x), Y(y) - Y(x) \rangle d\gamma(x, y)$$

$$+ \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_{\mu}(x)(y - x), Y(x) \rangle d\gamma(x, y)$$

$$= \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_{\mu}(x)(y - x), Y(x) \rangle d\gamma(x, y)$$

$$+ o(W_2(\mu, \nu)).$$

Combining these results shows that

$$\bar{A}_{\nu}(Y) = \bar{A}_{\mu}(Y) + \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \nabla Y^T(x) \bar{A}_{\mu}(x) + B_{\mu}^T(x) Y(x), y - x \rangle d\gamma(x, y) + o(W_2(\mu, \nu)).$$

As in Definition 1.2.8, this proves that $F$ is differentiable and that

$$\nabla_{\mu} F = \pi_{\mu}(\nabla Y^T(x) \bar{A}_{\mu}(x) + B_{\mu}^T(x) Y(x)).$$

Now assume that $\phi_t$ is the flow of $X$. Notice that the curve $t \to \mu_t$ belongs to $AC_2(-r, r; \mathcal{M})$ for $r > 0$. We could choose for instance $r = 1$. Hence the curve
is continuous on $[-1,1]$. By Lemma 3.2.10, the composed function $t \to ||\bar{A}_\mu||_\mu$ is also continuous. Hence its range is compact in $\mathbb{R}$, so there exists $\bar{C} > 0$ such that $||\bar{A}_\mu||_\mu \leq \bar{C}$ for all $t \in [-1,1]$. We may now use Remark 3.1.10 to conclude.

The general case of $\phi_t$ as in the statement of Lemma 3.2.11 can be studied using analogous methods.

\[\Box\]

**Lemma 3.2.12.** Any regular pseudo 1-form is differentiable in the sense of Definition 3.1.12. Furthermore, $\forall X,Y \in T_\mu M$,

\[d\bar{\Lambda}(X,Y) = \int_{\mathbb{R}^D} \langle (B_\mu - B^T_\mu) X, Y \rangle d\mu. \quad (135)\]

Proof. We need to check the validity of Definition 3.1.12. Choose $X,Y \in C^2_c(\mathbb{R}^D)$. By Lemma 3.2.11, $\bar{\Lambda}(X)$ and $\bar{\Lambda}(Y)$ are differentiable functions on $M$. Using the expression given in Lemma 3.2.11 for their gradients, it is simple to check that

\[X\bar{\Lambda}(Y) - Y\bar{\Lambda}(X) - \bar{\Lambda}([X,Y]) = \int_{\mathbb{R}^D} \langle (B_\mu - B^T_\mu) X, Y \rangle d\mu. \quad (136)\]

Since the right hand side of equation (136) is continuous, multilinear and alternating, $d\bar{\Lambda}(X,Y)$ is a well-defined pseudo 2-form on $M$. \[\Box\]

### 3.2.3 Further continuity and differentiability properties of regular forms

We collect here various other regularity properties of regular pseudo 1-forms.

**Corollary 3.2.13.** Choose $\sigma \in AC_2(a,b;\mathcal{M})$. For $r > 0$ and $s \in [r,1]$, define

\[D_s : \mathbb{R}^D \to \mathbb{R}^D, \quad D_s(x) := sx.\]

Set $\sigma^s_t = D_s\# \sigma_t$. Then there exists a constant $C_\sigma(r)$ depending only on $\sigma$ and $r$ such that $||\bar{A}_{\sigma^s_t}||_{\sigma^s_t} \leq C_\sigma(r)$ for all $(s,t) \in [r,1] \times [a,b]$.

Proof. By Remark 1.2.14 (i), $\sigma : [a,b] \to \mathcal{M}$ is $1/2$–Hölder continuous: there exists a constant $c > 0$ such that $W^2_2(\sigma_{t_2},\sigma_{t_1}) \leq c |t_2 - t_1|$. Together with lemma 3.1.3 and the fact that $\text{Lip}(D_s) = s \leq 1$, this gives that $t \to \sigma^s_t$ is uniformly $1/2$–Hölder continuous:

\[W^2_2(\sigma^s_{t_2},\sigma^s_{t_1}) \leq W^2_2(\sigma_{t_2},\sigma_{t_1}) \leq c |t_2 - t_1|.\]
Remark 1.2.14 (ii) ensures that \( \{ \sigma_t : t \in [a, b] \} \) is bounded and so there exists \( \bar{c} > 0 \) such that \( W_2(\sigma_t, \delta_0) \leq \bar{c} \) for all \( t \in [a, b] \).

One can readily check that \( \gamma := (D_{s_1} \times D_{s_2}) \sigma_t \in \Gamma(\sigma_t^{s_1}, \sigma_t^{s_2}) \), so

\[
W_2^2(\sigma_t^{s_1}, \sigma_t^{s_2}) \leq \int_{\mathbb{R}^D \times \mathbb{R}^D} |x - y|^2 d\gamma = \int_{\mathbb{R}^D} |D_{s_1} x - D_{s_2} x|^2 d\sigma_t(x) = |s_2 - s_1|^2 \int_{\mathbb{R}^D} |x|^2 d\sigma_t(x) \leq \bar{c}|s_2 - s_1|^2.
\]

Thus \( s \to \sigma_t^{s} \) is 1–Lipschitz. Consequently \( (t, s) \to \sigma_t^{s} \) is 1/2–Hölder continuous.

This, together with Lemma 3.2.10, yields the proof.

\[\square\]

**Lemma 3.2.14.** Assume \( \{ \mu_\epsilon \}_{\epsilon \in E} \subset \mathcal{M} \) and \( v_\epsilon \in L^2(\mu_\epsilon) \) are such that \( C := \sup_{\epsilon \in E} ||v_\epsilon||_{L^2(\mu_\epsilon)} \) is finite. Assume \( \{ \mu_\epsilon \}_{\epsilon \in E} \) converges to \( \mu \) in \( \mathcal{M} \) as \( \epsilon \) tends to 0 and that there exists \( v \in L^2(\mu) \) such that \( \{ v_\epsilon \mu_\epsilon \}_{\epsilon \in E} \) converges weak-* to \( v_\mu_\epsilon \) as \( \epsilon \to 0 \). If \( \gamma_\epsilon \in \Gamma_0(\mu, \mu_\epsilon) \) then \( \lim_{\epsilon \to 0} a_\epsilon = 0 \), where \( a_\epsilon = \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \tilde{A}_\mu(x), v_\epsilon(y) - v(x) \rangle d\gamma_\epsilon(x, y) \).

**Proof.** It is easy to obtain that \( ||v||_{L^2(\mu)} \leq C \). Let \( \gamma_\epsilon \in \Gamma_0(\mu, \mu_\epsilon) \) and \( \xi \in \mathcal{X}_\epsilon \). Then there exists a bounded function \( C_\xi \in C(\mathbb{R}^D \times \mathbb{R}^D) \) and a real number \( M \) such that

\[
\xi(x) - \xi(y) = \nabla \xi(y)(x - y) + |x - y|^2 C_\xi(x, y), \quad |C_\xi(x, y)| \leq M, \quad (137)
\]

for \( x, y \in \mathbb{R}^D \). We use the first equality in equation (137) to obtain that

\[
\langle \tilde{A}_\mu(x), v_\epsilon(y) - v(x) \rangle = \langle \tilde{A}_\mu(x) - \xi(x), v_\epsilon(y) - v(x) \rangle + \langle \xi(x), v_\epsilon(y) \rangle - \langle \xi(x), v(x) \rangle + \langle \nabla \xi(y)(x - y) + |x - y|^2 C_\xi(x, y), v_\epsilon(y) \rangle. \quad (138)
\]

Hence,

\[
|a_\epsilon| \leq ||\tilde{A}_\mu(x) - \xi(x)||_{L^2(\gamma_\epsilon)} ||v_\epsilon(y) - v(x)||_{L^2(\gamma_\epsilon)} + b_\epsilon \\
+ \int_{\mathbb{R}^D \times \mathbb{R}^D} (\nabla \xi(y)(x - y) + |x - y|^2 C_\xi(x, y)) d\gamma_\epsilon(x, y). \quad (139)
\]
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Above, we have set \( b_\epsilon := \left| \int_{\mathbb{R}^D \times \mathbb{R}^D} \left( \langle \xi(y), v_\epsilon(y) \rangle - \langle \xi(x), v(x) \rangle \right) d\gamma_\epsilon(x, y) \right| \). By the second inequality in equation (137) and by equation (139)

\[
|a_\epsilon| \leq 2C||\bar{A}_\mu - \xi||_{L^2(\mu)} + b_\epsilon + ||\nabla \xi||_{\infty} W_2(\mu, \mu_\epsilon) + MW_2^2(\mu, \mu_\epsilon). \tag{140}
\]

By assumption \( \{W_2(\mu, \mu_\epsilon)\}_\epsilon \in \mathcal{E} \) tends to 0 and \( \{b_\epsilon\}_\epsilon \in \mathcal{E} \) tends to 0 as \( \epsilon \) tends to 0. These facts, together with equation (140), yield \( \limsup_{\epsilon \to 0} |a_\epsilon| \leq 2C||\bar{A}_\mu - \xi||_{L^2(\mu)} \) for arbitrary \( \xi \in \mathcal{X}_\epsilon \). We use that \( \mathcal{X}_\epsilon \) is dense in \( L^2(\mu) \) to conclude that \( \lim_{\epsilon \to 0} a_\epsilon = 0 \).

\[\square\]

Corollary 3.2.15. Assume \( \{\mu_\epsilon\}_\epsilon \subset \mathcal{M} \), \( \mu, v_\epsilon \in L^2(\mu_\epsilon) \) and \( v \) satisfy the assumptions of Lemma 3.2.14. Then \( \lim_{\epsilon \to 0} \bar{\Lambda}_{\mu_\epsilon}(v_\epsilon) = \bar{\Lambda}_{\mu}(v) \).

Proof. Let \( \gamma_\epsilon \in \Gamma_o(\mu, \mu_\epsilon) \). Observe that

\[
\langle \bar{A}_{\mu_\epsilon}(y), v_\epsilon(y) \rangle - \langle \bar{A}_\mu(x), v_\epsilon(x) \rangle = \langle \bar{A}_\mu(x), v_\epsilon(y) - v(x) \rangle + \langle B_\mu(x)(y - x), v_\epsilon(y) \rangle + \langle B_\mu(x)(y - x), v_\epsilon(y) \rangle.
\]

We now integrate equation (141) over \( \mathbb{R}^D \times \mathbb{R}^D \) and use equations (126)–(127) and the fact that \( \gamma_\epsilon \in \Gamma_o(\mu, \mu_\epsilon) \). We obtain

\[
|\bar{\Lambda}_{\mu_\epsilon}(v_\epsilon) - \bar{\Lambda}_{\mu}(v)| \leq |a_\epsilon| + ||B_\mu||_{L^\infty(\mu)} W_2(\mu, \mu_\epsilon) ||v_\epsilon||_{\mu_\epsilon} + o(W_2(\mu, \mu_\epsilon)) ||v_\epsilon||_{\mu_\epsilon} \\
\leq |a_\epsilon| + C||B_\mu||_{L^\infty(\mu)} W_2(\mu, \mu_\epsilon) + C o(W_2(\mu, \mu_\epsilon)). \tag{142}
\]

Letting \( \epsilon \) tend to 0 in equation (142) we conclude the proof of the corollary. \[\square\]

Lemma 3.2.16 (continuity of \( \bar{\Lambda}_{\sigma_t}(X_t) \)). Suppose \( \sigma \in AC_2(a, b; \mathcal{M}) \). If \( X \in C((a, b) \times \mathbb{R}^D, \mathbb{R}^D) \) such that \( \sup_t ||X_t||_{\sigma_t} \) is finite then \( t \to \bar{\Lambda}_{\sigma_t}(X_t) =: \lambda(t) \) is continuous on \((a, b)\).
Proof. Fix $t \in (a, b)$ so that $t$ belongs to the interior of a compact set $K^* \subset (a, b)$. Let $\varphi \in C_c(\mathbb{R}^D, \mathbb{R}^D)$ and denote by $K$ a compact set containing its support. Observe that $X$ is uniformly continuous on $K^* \times K$ so

$$
\limsup_{h \to 0} \int_{\mathbb{R}^D} (\varphi(x), X_{t+h}(x)-X_t(x))d\sigma_{t+h}(x) \leq \limsup_{h \to 0} ||\varphi||_{\infty} \sup_{x \in K} |X_{t+h}(x)-X_t(x)| = 0. \quad (143)
$$

Since $\langle X_t, \varphi \rangle \in C_c$ and $\sigma$ is continuous at $t$ by Remark 1.2.14, we also see that

$$
\lim_{h \to 0} \int_{\mathbb{R}^D} (\varphi(x), X_t(x))d\sigma_{t+h}(x) = \int_{\mathbb{R}^D} (\varphi(x), X_t(x))d\sigma_t(x). \quad (144)
$$

Since $\varphi \in C_c(\mathbb{R}^D, \mathbb{R}^D)$ is arbitrary, equations (143) and (144) give that $\{X_{t+h}\sigma_{t+h}\}_{h>0}$ converges weak-* to $\sigma_tX_t$ as $h$ tends to zero. Corollary 3.2.15 yields that $\lambda$ is continuous at $t$. \hfill \Box

Lemma 3.2.17 (Lipschitz property of $\bar{\Lambda}_{\sigma_t}(X_t)$). Suppose that $\sigma \in AC^2([a, b; \mathcal{M})$ and $v$ is a velocity for $\sigma$. Let $X \in C^1([a, b] \times \mathbb{R}^D, \mathbb{R}^D)$ and $\bar{C} > 0$ be such that

$$
\sup_{t \in [a, b]} ||\bar{\Lambda}_{\sigma_t}||_{\sigma_t}, ||v_t||_{\sigma_t}, ||X_t||_{\sigma_t}, ||\partial_t X_t||_{\infty}, ||\nabla X_t||_{\infty} \leq \bar{C}. \quad (145)
$$

Then $t \to \bar{\Lambda}_{\sigma_t}(X_t) =: \lambda(t)$ is $L$-Lipschitz for a constant $L$ which is an increasing function of $\bar{C}$.

Proof. By equation (145)

$$
|X(t+h, y)-X(t, x)| = \left| \int_0^1 (h\partial_t X + \nabla X \cdot (y-x))(t+lh, x+l(y-x))dl \right| \leq \bar{C}(|h|+|y-x|). \quad (146)
$$

Let $\gamma_h \in \Gamma_0(\sigma_t, \sigma_{t+h})$. We exploit equation (131) where we substitute $Y$ by $X_{t+h}$ and use equations (145) and (146) to obtain

$$
|\lambda(t + h) - \lambda(t)| \leq \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{\Lambda}_{\sigma_t}(x), X_{t+h}(y) - X_t(x) \rangle d\gamma_h(x, y) + 2c(\bar{\Lambda})W_2(\sigma_t, \sigma_{t+h}) ||X_{t+h}\rangle_{\sigma_{t+h}}
$$

$$
\leq \bar{C}^2(|h| + W_2(\sigma_t, \sigma_{t+h})) + 2c(\bar{\Lambda})W_2(\sigma_t, \sigma_{t+h}) \bar{C}
$$

$$
\leq 2|h|\bar{C}^2(1 + \bar{C} + 2c(\bar{\Lambda})). \quad (147)
$$
The last inequality in equation (147) is a consequence of equation (145) and Remark 1.2.14, which yield $W_2(\sigma_t, \sigma_{t+h}) \leq \tilde{C}|h|$. Thus $\lambda$ is $L$-Lipschitz with $L := \tilde{C}^2(1 + \tilde{C} + 2c(\bar{\Lambda}))$.

One can identify points where $\lambda$ is differentiable by making additional assumptions on $X$. We next show that the set of differentiability of $\lambda$ contains $(a, b) \setminus \mathcal{N}$. Here, $\mathcal{N}$ is the set of $t \in (a, b)$ for which there exists $\gamma_h \in \Gamma_o(\sigma_t, \sigma_{t+h})$ such that $(\pi_1 \times (\pi^2 - \pi^1)/h)\# \gamma_h$ fails to converge to $(\text{Id} \times \bar{v}_t)\# \sigma_t$ in $\mathcal{P}_2(\mathbb{R}^D \times \mathbb{R}^D)$ as $h$ tends to 0. The derivative of $\lambda$ at $t$ will be written in terms of the projection $\bar{v}_t$ of $v_t$ onto the tangent space $T_{\sigma_t} \mathcal{M}$, i.e. $\bar{v}_t := \pi_{\sigma_t}(v_t)$.

**Lemma 3.2.18** (Differentiability property of $\bar{\Lambda}_{\sigma_t}(X_t)$). Suppose that $\sigma, v$ and $X$ are as in Lemma 3.2.17. We further suppose that $X \in C^2([a, b] \times \mathbb{R}^D, \mathbb{R}^D)$ and

$$||\partial_{tt}^2X_t||_\infty, ||\nabla \partial_t X_t||_\infty, ||\nabla^2 X_t||_\infty \leq \tilde{C}. \quad (148)$$

If $t \in (a, b) \setminus \mathcal{N}$ then

$$\lambda'(t) = \int_{\mathbb{R}^D} \left( \bar{A}_{\sigma_t}(x), \partial_t X_t(x) + \nabla X_t(x) \cdot \bar{v}_t(x) \right) d\sigma_t(x) + \int_{\mathbb{R}^D} \left( B_{\sigma_t}(x) \cdot \bar{v}_t(x), X_t(x) \right) d\sigma_t(x). \quad (149)$$

**Proof.** We shall show that equation (155) holds by establishing a series of inequalities. First, by equations (145) and (148)

$$|X(t+h, y) - X(t, x) - h\partial_t X(t, x) - \nabla X(t, x) \cdot (y - x)| \leq \tilde{C}(|h|^2 + |y - x|^2). \quad (150)$$

We exploit equation (150) to obtain

$$\left| \int_{\mathbb{R}^D \times \mathbb{R}^D} \left( \langle \bar{A}_{\sigma_t}(x), X_{t+h}(y) - X_t(x) \rangle - h \langle \bar{A}_{\sigma_t}(x), \partial_t X_t(x) + \nabla X_t(x) \cdot \frac{y - x}{h} \rangle \right) d\gamma_h(x, y) \right|$$

$$\leq \tilde{C}^2 \left( |h|^2 + W_2^2(\sigma_t, \sigma_{t+h}) \right).$$
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This, together with the fact that \( t \in (a, b) \setminus \mathcal{N} \) yields

\[
\lim_{h \to 0} \int_{\mathbb{R}^D \times \mathbb{R}^D} \left\langle \tilde{A}_{\sigma_t}(x), \frac{X_{t+h}(y) - X_t(x)}{h} \right\rangle d\gamma_h(x, y) = \int_{\mathbb{R}^D} \left\langle \tilde{A}_{\sigma_t}(x), \partial_t X_t(x) + \nabla X_t(x) \cdot \bar{v}_t(x) \right\rangle d\sigma_t(x).
\]

By equations (145) and (150)

\[|X(t + h, y) - X(t, x)| \leq \tilde{C}(|h| + |y - x| + |h|^2 + |y - x|^2)\]

So Hölder’s inequality yields

\[
\left| \int_{\mathbb{R}^D \times \mathbb{R}^D} \left\langle B_{\sigma_t}(x) \cdot (y - x), X_{t+h}(y) - X_t(x) \right\rangle d\gamma_h(x, y) \right|
\leq ||B_{\sigma_t}||_{\sigma_t} \tilde{C} W_2(\sigma_t, \sigma_{t+h}) \cdot \left(|h| + |h|^2 + W_2(\sigma_t, \sigma_{t+h}) + W_2^2(\sigma_t, \sigma_{t+h}) \right)
\leq c(\tilde{\Lambda}) \tilde{C}^2 |h| \left(|h| + |h|^2 + \tilde{C} |h| + \tilde{C}^2 |h|^2 \right) .
\]

To obtain equation (152) we have used equation (127) to bound \( ||B_{\sigma_t}||_{\sigma_t} \). As before, we have also used Remark 1.2.14 to control \( W_2(\sigma_t, \sigma_{t+h}) \) with \( \tilde{C} |h| \). By equation (152) and the fact that \( t \in (a, b) \setminus \mathcal{N} \)

\[
\lim_{h \to 0} \int_{\mathbb{R}^D \times \mathbb{R}^D} \left\langle B_{\sigma_t}(x) \cdot \frac{y - x}{h}, X_{t+h}(y) \right\rangle d\gamma_h(x, y)
\leq \lim_{h \to 0} \int_{\mathbb{R}^D \times \mathbb{R}^D} \left\langle B_{\sigma_t}(x) \cdot \frac{y - x}{h}, X_t(x) \right\rangle d\gamma_h(x, y)
\leq \int_{\mathbb{R}^D} \left\langle B_{\sigma_t}(x) \cdot \bar{v}_t(x), X_t(x) \right\rangle d\sigma_t(x).
\]

If we substitute \( \nu \) by \( \sigma_{t+h} \), \( \mu \) by \( \sigma_t \), \( Y \) by \( X_{t+h} \) and \( X \) by \( X_t \) in equation (129) and as before control \( W_2(\sigma_t, \sigma_{t+h}) \) with \( \tilde{C} |h| \), we obtain

\[
\lim_{h \to 0} \frac{1}{h} \int_{\mathbb{R}^D \times \mathbb{R}^D} \left\langle \tilde{A}_{\sigma_{t+h}}(y) - \tilde{A}_{\sigma_t}(x) - B_{\sigma_t}(x)(y - x), \tilde{A}_{\sigma_{t+h}}(y) \right\rangle d\gamma_h(x, y) = 0 .
\]

We make the same substitution in equation (128) and use equation (154) to obtain

\[
\lambda'(t) = \lim_{h \to 0} \int_{\mathbb{R}^D \times \mathbb{R}^D} \left( \left\langle \tilde{A}_{\sigma_t}(x), \frac{X_{t+h}(y) - X_t(x)}{h} \right\rangle + \left\langle B_{\sigma_t}(x) \cdot \frac{y - x}{h}, X_{t+h}(y) \right\rangle \right) d\gamma_h(x, y).
\]

Thanks to equations (155), (151) and (153) we obtain equation (149).
Throughout this section we suppose that $\eta^t_3 \in C^\infty(\mathbb{R}^D)$ is a mollifier: $\eta^t_3(x) = 1/\epsilon^D \eta(x/\epsilon)$, for some bounded symmetric function $\eta \in C^\infty(\mathbb{R}^D)$ whose derivatives of all orders are bounded. We also impose that $\eta > 0$, $\int_{\mathbb{R}^D} |x|^2 \eta(x) dx < \infty$ and $\int_{\mathbb{R}^D} \eta = 1$. We fix $\mu \in \mathcal{M}$ and define $\mathcal{L}^t(x) := \int_{\mathbb{R}^D} \eta^t_3(x-y) d\mu(y)$. Observe that $\mathcal{L}^t \in C^\infty(\mathbb{R}^D)$ is bounded, all its derivatives are bounded and $\int_{\mathbb{R}^D} \mathcal{L}^t = 1$.

We suppose that $\eta^t_1 \in C^\infty(\mathbb{R})$ is a standard mollifier: $\eta^t_1(t) = 1/\epsilon \eta_l(t/\epsilon)$, for some bounded symmetric function $\eta_l \in C^\infty(\mathbb{R})$ which is positive on $(-1,1)$ and vanishes outside $(-1,1)$. We also impose that $\int_{\mathbb{R}} \eta_l = 1$ and assume that $|\epsilon| < 1$.

Suppose $\sigma \in AC_2(a,b;\mathcal{M})$ and $\nu : (a,b) \times \mathbb{R}^D \to \mathbb{R}^D$ is a velocity associated to $\sigma$ so that $t \to ||v_t||_{\sigma_t} \in L^\infty(a,b)$. Suppose that for each $t \in (a,b)$ there exists $\rho_t > 0$ such that $\sigma_t = \rho_t \mathcal{L}^D$.

We can extend $\sigma$ and $\nu$ in time on an interval larger than $[a,b]$. For instance, set $\tilde{\sigma}_t = \sigma_a$ for $t \in (a-1,a)$ and set $\tilde{\sigma}_t = \sigma_b$ for $t \in (b,b+1)$. Observe that $\tilde{\sigma} \in AC_2(a-1,b+1;\mathcal{M})$ and we have a velocity $\tilde{v}$ associated to $\tilde{\sigma}$ such that $\tilde{v}_t = v_t$ for $t \in [a,b]$. We can choose $\tilde{v}$ such that $||\tilde{v}_t||_{\tilde{\sigma}_t}^2 = 0$ for $t$ outside $(a,b)$. In particular, $\int_{a-1}^{b-1} ||\tilde{v}_t||_{\tilde{\sigma}_t}^2 dt = \int_a^b ||v_t||_{\sigma_t}^2 dt$. If $\sigma$ is time periodic i.e $\sigma_a = \sigma_b$ and $v_a = v_b$ then we set $\tilde{\sigma}_t = \sigma_{t+b-a}$ (respectively $\tilde{v}_t = v_{t+b-a}$) for $t \in (a-1,a)$ and $\tilde{\sigma}_t = \sigma_{t-(b-a)}$ ( $\tilde{v}_t = v_{t-(b-a)}$) for $t \in (b,b+1)$. In the sequel we won’t distinguish between $\sigma$, $\tilde{\sigma}$ on the one hand and $\nu$, $\tilde{v}$ on the other hand. This extension becomes useful when we try to define $\rho^\epsilon_t$ as it appears in equation (156). The new density functions are meaningful if we substitute $\sigma$ by $\tilde{\sigma}$ and impose that $\epsilon \in (0,1)$.

For $\epsilon \in (0,1)$, set

$$
\rho^\epsilon_t(x) := \int_{\mathbb{R}} \eta^t_1(t-\tau) \rho_\tau(x) d\tau, \quad \sigma^\epsilon_t := \rho^\epsilon_t \mathcal{L}^D, \quad \rho^\epsilon_t(x) v^\epsilon_t(x) := \int_{\mathbb{R}} \eta^t_1(t-\tau) \rho_\tau(x) v_\tau(x) d\tau.
$$

(156)

Note that $\rho^\epsilon_t(x) > 0$ for all $t \in (a,b)$ and $x \in \mathbb{R}^D$ and $\rho^\epsilon_t$ is a probability density.
Also, \( v^\epsilon : (a, b) \times \mathbb{R}^D \to \mathbb{R}^D \) is a velocity associated to \( \sigma^\epsilon \).

In the sequel we set

\[
C^2 := \int_{\mathbb{R}^D} |x|^2 \eta(x)dx, \quad C_1 = \int_\mathbb{R} \eta_1(\tau) \tau d\tau, \quad C_v := \sup_{\tau \in (a-1,b+1)} ||v_\tau||_{\sigma_\tau}.
\]

**Lemma 3.2.19.** We assume that for each \( t \in (a, b) \) there exists \( \rho_t > 0 \) such that \( \sigma_t = \rho_t \mathcal{L}^D \). Then \( \sigma_t^\epsilon \in AC_2(a,b, \mathcal{M}) \). For \( a < s < t < b \),

\[
(i) \ W_2(\mu, f^t \mathcal{L}^D) \leq \epsilon C, \quad (ii) ||v_t^\epsilon||_{\sigma_t^\epsilon} \leq C_v \quad \text{and} \quad (iii) W_2(\sigma_t^\epsilon, \sigma_t) \leq \epsilon C_1 C_v.
\]

**Proof.** We denote by \( \mathcal{U} \) the set of pairs \( (u, v) \) such that \( u, v \in C(\mathbb{R}^D) \) are bounded and \( u(x) + v(y) \leq |x - y|^2 \) for all \( x, y \in \mathbb{R}^D \). Fix \( (u, v) \in \mathcal{U} \). By Fubini’s theorem one gets the well-known identity

\[
\int_{\mathbb{R}^D} u(x)f^t(x)dx = \int_{\mathbb{R}^D} d\mu(y) \int_{\mathbb{R}^D} u(x)\eta_t(x - y)dx.
\]  
(157)

Since \( v(y) = \int_{\mathbb{R}^D} v(y)\eta_t(x - y)dx \), equation (157) yields that

\[
\int_{\mathbb{R}^D} u(x)f^t(x)dx + \int_{\mathbb{R}^D} v(y)d\mu(y) = \int_{\mathbb{R}^D} d\mu(y) \int_{\mathbb{R}^D} \eta_t(x - y)(u(x) + v(y))dx
\]
\[
\leq \int_{\mathbb{R}^D} d\mu(y) \int_{\mathbb{R}^D} \eta_t(x - y)|x - y|^2dx \quad (158)
\]
\[
= \int_{\mathbb{R}^D} d\mu(y) \int_{\mathbb{R}^D} \frac{1}{\epsilon^2} \eta_t(z)|z|^2dz = C^2 \epsilon^2.
\]

To obtain equation (158) we have used that \( (u, v) \in \mathcal{U} \). We have proven that \( \int_{\mathbb{R}^D} u(x)f^t(x)dx + \int_{\mathbb{R}^D} v(y)d\mu(y) \leq C^2 \epsilon^2 \) for arbitrary \( (u, v) \in \mathcal{U} \). Thanks to the dual formulation of the Wasserstein distance equation (4), we conclude the proof of (i).

Note that for each \( t \in (a, b) \) and \( x \in \mathbb{R}^D \), \( \eta^\epsilon_t(t - \tau)\rho^\epsilon_t(x)/\rho^\epsilon_t(x) \) is a probability density on \( \mathbb{R} \). Hence, by Jensen’s inequality

\[
|v^\epsilon_t(x)|^2 = \left| 1/\rho^\epsilon_t(x) \int_{\mathbb{R}} \eta^\epsilon_t(t - \tau)\rho^\epsilon_t(x)v_\tau(x)d\tau \right|^2 \leq 1/\rho^\epsilon_t(x) \int_{\mathbb{R}} \eta^\epsilon_t(t - \tau)\rho^\epsilon_t(x)|v_\tau(x)|^2d\tau.
\]

We multiply both sides of the previous inequality by \( \rho^\epsilon_t(x) \). We integrate the subsequent inequality over \( \mathbb{R}^D \) and use Fubini’s theorem to conclude the proof of (ii).
We use (ii) and Remark 1.2.14 (i) to obtain that $\sigma^\varepsilon \in AC_2(a, b; \mathcal{M})$.

We have

$$\int_{\mathcal{D}} u(x)d\sigma^\varepsilon_t(x) = \int_{\mathcal{D}} u(x)dx \int_{\mathcal{R}} \eta^\varepsilon_t(\tau)\rho_{t-\tau}(x)d\tau = \int_{\mathcal{R}} \eta^\varepsilon_t(\tau)d\tau \int_{\mathcal{D}} u(x)d\sigma_{t-\tau}(x).$$

Hence, using that $v(y) = \int_{\mathcal{R}} \eta^\varepsilon_t(\tau)v(y)d\tau$, we obtain

$$\int_{\mathcal{D}} u(x)d\sigma^\varepsilon_t(x) + \int_{\mathcal{D}} v(y)d\sigma_t(y) = \int_{\mathcal{R}} \eta^\varepsilon_t(\tau)d\tau \left( \int_{\mathcal{D}} u d\sigma_{t-\tau} + \int_{\mathcal{D}} v d\sigma_{\tau} \right)$$

$$\leq \int_{\mathcal{R}} \eta^\varepsilon_t(\tau)W^2_2(\sigma_{t-\tau}, \sigma_t)d\tau$$

$$\leq \int_{\mathcal{R}} \eta^\varepsilon_t(\tau)\tau^2 C^2_\varepsilon d\tau = \varepsilon^2 C_1 C^2_\varepsilon.$$ 

(161)

To obtain equation (160) we have used the dual formulation of the Wasserstein distance equation (4) and the fact that $(u, v) \in \mathcal{U}$. We have used Remark 1.2.14 to obtain equation (161). Since $\int_{\mathcal{D}} u d\sigma^\varepsilon_t + \int_{\mathcal{D}} v d\sigma_t \leq \varepsilon CC_\varepsilon$ for arbitrary $(u, v) \in \mathcal{U}$, we conclude that (iii) holds.

$$\Box$$

**Remark 3.2.20.** Assume that for each $t \in (a, b)$ there exists $\rho_t > 0$ such that $\sigma_t = \rho_t\mathcal{L}^D$. Let $\phi \in C_c(\mathcal{R}^D)$. Setting $I_\phi(t) := \int_{\mathcal{D}} \langle \phi, v_t \rangle \rho_t d\mathcal{L}^D$, we have

$$|\int_{\mathcal{D}} \langle \phi, v^\varepsilon_t \rangle \rho^\varepsilon_t d\mathcal{L}^D| = |\eta^\varepsilon_t * I_\phi(t)| \leq ||\phi||_\infty C_v.$$ 

(162)

**Corollary 3.2.21.** Suppose that for each $t \in (a, b)$ there exists $\rho_t > 0$ such that $\sigma_t = \rho_t\mathcal{L}^D$. Then, for each $t \in [a, b]$, $\{\sigma^\varepsilon_t\}_{\varepsilon>0}$ converges to $\sigma_t$ in $\mathcal{M}$ as $\varepsilon$ tends to zero. For $\mathcal{L}^1$–almost every $t \in [a, b]$, $\{\sigma^\varepsilon_t v^\varepsilon_t\}_{\varepsilon>0}$ converges weak-* to $\sigma_t v_t$ as $\varepsilon$ tends to zero.

**Proof.** By Lemma 3.2.19 (iii), $\{\sigma^\varepsilon_t\}_{\varepsilon>0}$ converges to $\sigma_t$ in $\mathcal{M}$ as $\varepsilon$ tends to zero.

Let $\mathcal{C}$ be a countable family in $C_c(\mathcal{R}^D)$. For each $\phi \in C_c(\mathcal{R}^D)$, the set of Lebesgue points of $I_\phi$ is a set of full measure in $[a, b]$. For these points $\eta^\varepsilon_t * I_\phi(t)$ tends to $I_\phi(t)$ as $\varepsilon$ tends to zero. Thus there is a set $S$ of full measure in $[a, b]$ such that for all $\phi \in \mathcal{C}$ and all $t \in S$, $\eta^\varepsilon_t * I_\phi(t)$ tends to $I_\phi(t)$ as $\varepsilon$ tends to zero. Fix $\varphi \in C_c(\mathcal{R}^D)$ and choose
δ > 0 arbitrary. Let φ ∈ C be such that \(||φ - φ||_∞ \leq δ\). Note that

\[
|\eta_1^* I_φ(t) - I_φ(t)| \leq |\eta_1^* I_φ(t) - I_φ(t)| + |\eta_1^* I_φ(t) - I_φ(t)| + |I_φ(t)|.
\]

We use inequality 162 to conclude that

\[
|\eta_1^* I_φ(t) - I_φ(t)| \leq |\eta_1^* I_φ(t) - I_φ(t)| + 2\delta C_v.
\]

If \(t \in S\), the previous inequality gives that \(\limsup_{\epsilon \to 0} |\eta_1^* I_φ(t) - I_φ(t)| \leq 2\delta C_v\).

Since \(δ > 0\) is arbitrary we conclude that \(\lim_{\epsilon \to 0} |\eta_1^* I_φ(t) - I_φ(t)| = 0\). \(\square\)

**Corollary 3.2.22.** Suppose \(σ \in AC_2(a, b; M)\) for all \(a < b\), \(v\) is a velocity associated to \(σ\) and \(∞ > C := \sup_{t \in [a, b]} ||v_t||_σ\). Define

\[
f_t^r(x) := \int_{R^D} η_D(x-y)dσ_t(y), \quad σ_t^r := f_t^r \mathcal{L}^D, \quad f_t^r(x)v_t^r(x) := \int_{R^D} η_D(x-y)v_t(y)dσ_t(y).
\]

As in equation (156), we define for \(0 < \epsilon < 1\),

\[
ρ_t^\epsilon r(x) := \int_\mathbb{R} η_1^*(t-τ)f_τ^r(x)dτ, \quad σ_t^\epsilon r := ρ_τ^\epsilon r \mathcal{L}^D, \quad ρ_τ^\epsilon r(x)v_τ^\epsilon r(x) := \int_\mathbb{R} η_1^*(t-τ)f_τ^r(x)v_τ^r(x)dτ.
\]

Then,

(i) \(v^r\) is a velocity associated to \(σ^r\) and, for each \(t \in (a, b)\), \(\{σ_t^r\}_r\) converges to \(σ_t\) in \(M\) as \(r\) tends to zero. For \(L^1\)-almost every \(t \in (a, b)\), \(||v_t^r||_{σ_t^r} \leq C\) and \(\{v_t^rσ_t^r\}_{r>0}\) converges weak-* to \(\bar{v}_tσ_t\) as \(r\) tends to zero.

(ii) \(v_\epsilon^rσ_t^r\) is a velocity associated to \(σ_\epsilon^rσ_t^r\) and, for each \(t \in (a, b)\), \(\{σ_\epsilon^rσ_t^r\}_\epsilon\) converges to \(σ_t^r\) in \(M\) as \(ε\) tends to zero. For every \(t \in (a, b)\), \(||v_\epsilon^rσ_t^r||_{σ_t^r} \leq C\) while for \(L^1\)-almost every \(t \in (a, b)\), \(\{v_t^rσ_t^r\}_{r>0}\) converges weak-* to \(v_t^rσ_t\) as \(ε\) tends to zero.

(iii) The function \(t → \tilde{Λ}_a^t\epsilon^r(v_t^rσ_t^r)\) is continuous while \(t → \tilde{Λ}_a^t(v_t)\) is measurable on \((0, T)\).

(iv) Suppose in addition that \(σ\) and \(v\) are time-periodic: \(σ_a = σ_b, \quad v_a = v_b\). Then \(σ_\epsilon^rσ_t^r = σ_\epsilon^rσ_t^r\) and \(v_\epsilon^rσ_t^r = v_\epsilon^rσ_t^r\).
Proof. It is well known that $||v^r_t||_{\sigma^r_t} \leq ||v_t||_{\sigma_t} \leq C$ (see [3] Lemma 8.1.10) so, by Remark 1.2.14 (i), $\sigma \in AC_2(a, b; M)$. One can readily check that $v^r$ is a velocity associated to $\sigma^r$. Lemma 3.2.19 shows that, for each $t \in (a, b)$, $\{\sigma^r_t\}_r$ converges to $\sigma_t$ in $M$ as $r$ tends to zero. Let $\varphi \in C_c(\mathbb{R}^D, \mathbb{R}^D)$. Set $\varphi^r := \eta^r_D \ast \varphi$. Since $\{\varphi^r\}_{r>0}$ converges uniformly to $\varphi$,

$$\lim_{r \to 0} \int_{\mathbb{R}^D} \langle \varphi, v^r_t \rangle d\sigma^r_t = \int_{\mathbb{R}^D} \langle v_t, \varphi \rangle d\sigma_t.$$

Thus $\{v^r_t\}_{r>0}$ converges weak-* to $v_t\sigma_t$ as $r$ tends to zero. This proves (i).

We next fix $r > 0$. For a moment we won’t display the dependence in $r$. For instance we write $v^\epsilon$ instead of $v^r_t$. Note that $\rho^\epsilon \in C^1([a, b] \times \mathbb{R}^D)$, $\rho^\epsilon > 0$ and $\rho^\epsilon_t$ is a probability density. Also $v^\epsilon_t \in C^1([a, b] \times \mathbb{R}^D, \mathbb{R}^D)$ and $v^\epsilon$ is a velocity associated to $\sigma^\epsilon$. Fix $t \in [\bar{a}, \bar{b}] \subset (a, b)$. Lemma 3.2.19 gives that $||v^\epsilon_t||_{\sigma^\epsilon_t} \leq C$ for all $\epsilon > 0$ small enough. By Corollary 3.2.21 $\{v^\epsilon_t\}_{\epsilon>0}$ converges weak-* to $v_t\sigma_t$ as $\epsilon$ tends to zero. This proves (ii).

By Lemma 3.2.16, $t \to \bar{\Lambda}_\sigma^\epsilon(t^\epsilon_t)$ is continuous in $(a, b)$. Hence by (ii) $t \to \bar{\Lambda}_\sigma^\epsilon(t^\epsilon_t)$ is measurable as a pointwise limit of measurable functions. We then use (i) to conclude that $t \to \bar{\Lambda}_\sigma^\epsilon(v_t)$ is measurable as a pointwise limit of measurable functions. This proves (iii). The proof of (iv) is straightforward. $\square$

### 3.2.5 Integration of regular pseudo 1-forms

We can now study the properties of regular pseudo 1-forms with respect to integration.

**Corollary 3.2.23.** Let $\sigma \in AC_2(a, b; M)$ and let $v$ be a velocity associated to $\sigma$. Suppose $t \to ||v_t||_{\sigma_t}$ is square integrable on $(a, b)$. Then $t \to \bar{\Lambda}_\sigma^\epsilon(v_t)$ is measurable and square integrable on $(a, b)$.

**Proof.** Let $\bar{\sigma}$ be the reparametrization of $\sigma$ as introduced in Remark 1.2.17 and let $\bar{v}$ be the associated velocity. By Corollary 3.2.22 (iii), because $\sup_{s \in [0, L]} ||\bar{v}_s||_{\bar{\sigma}_s} \leq 1$, we know...
we have that $s \to \bar{\Lambda}_{\sigma_t}(\bar{v}_s)$ is measurable. But $\bar{\Lambda}_{\sigma_t}(v_t) = \dot{S}(t)\bar{\Lambda}_{\sigma_t}(\bar{v}_{S(t)})$. Thus $t \to \bar{\Lambda}_{\sigma_t}(v_t)$ is measurable.

By Corollary 3.2.10 there exists a constant $C_\sigma$ independent of $t$ such that $||\bar{\Lambda}_{\sigma_t}||_{\sigma_t} \leq C_\sigma$ for all $t \in [a, b]$. Thus

$$||\bar{\Lambda}_{\sigma_t}(v_t)|| = \left| \int_{\mathbb{R}^2} \langle \bar{\Lambda}_{\sigma_t}, v_t \rangle d\sigma_t \right| \leq ||\bar{\Lambda}_{\sigma_t}||_{\sigma_t} ||v_t||_{\sigma_t} \leq C_\sigma ||v_t||_{\sigma_t}.$$ 

Since $t \to ||v_t||_{\sigma_t}$ is square integrable, the previous inequality yields the proof. \[\square\]

**Corollary 3.2.24.** Suppose $\{\sigma^r\}_{0 \leq r \leq c} \subset AC_2(a, b; \mathcal{M})$, $v^r$ is a velocity associated to $\sigma^r$ and $\infty > C := \sup_{(t, r) \in E} ||v^r_t||_{\sigma^r_t}$ where $E := [a, b] \times [0, c]$. Suppose that, for $L^1$–almost every $t \in (a, b)$, $\{v^r_t\}_{r > 0}$ converges weak–* to $v_t \sigma_t$ and $\{\sigma^r_t\}_{r > 0}$ converges in $\mathcal{M}$ to $\sigma_t$ as $r$ tends to zero. If $(t, r) \to \sigma^r_t$ is continuous at every $(t, 0) \in [a, b] \times \{0\}$ then $\lim_{r \to 0} \int_a^b \bar{\Lambda}_{\sigma^r}(v^r) dt = \int_a^b \bar{\Lambda}_{\sigma}(v) dt$. Here we have set $\sigma^0_t := \sigma^0_t$.

**Proof.** By Lemma 3.2.10 we may assume without loss of generality that $||\bar{\Lambda}_{\sigma^r_t}||_{\sigma^r_t}$ is bounded on $E$ by a constant $\bar{C}$ independent of $(t, r) \in E$.

We obtain

$$\sup_{(t, r) \in E} ||\bar{\Lambda}_{\sigma^r_t}||_{\sigma^r_t} \leq \sup_{(t, r) \in E} ||\bar{\Lambda}_{\sigma^r_t}||_{\sigma^r_t} ||v^r_t||_{\sigma^r_t} \leq \bar{C}.$$ (163)

Corollary 3.2.15 ensures that $\lim_{r \to 0} \bar{\Lambda}_{\sigma^r_t}(v^r_t) = \bar{\Lambda}_{\sigma_t}(v_t)$ for $L^1$–almost every $t \in [a, b]$. This, together with equation (163) shows that, as $r$ tends to 0, the sequence of functions $t \to \bar{\Lambda}_{\sigma^r_t}(v^r_t)$ converges to the function $t \to \bar{\Lambda}_{\sigma_t}(v_t)$ in $L^1(a, b)$. This proves the corollary. \[\square\]

**Definition 3.2.25.** Let $\sigma \in AC_2(a, b; \mathcal{M})$ and let $v$ be a velocity associated to $\sigma$. Suppose $t \to ||v_t||_{\sigma_t}$ is square integrable on $(a, b)$. By Corollary 3.2.23, $t \to \bar{\Lambda}_{\sigma_t}(v_t)$ is also square integrable on $(a, b)$. It is thus meaningful to calculate the integral

$$\int_a^b \bar{\Lambda}_{\sigma_t}(v_t) dt.$$ 

We will call $\int_a^b \bar{\Lambda}_{\sigma_t}(v_t) dt$ the *integral of $\bar{\Lambda}$ along $(\sigma, v)$*. When $v$ is the velocity of minimal norm we will write this simply as $\int_a^b \bar{\Lambda}$ and call it the *integral of $\bar{\Lambda}$ along $\sigma$*. 

67
Remark 3.2.26. Suppose that \( r : [c, d] \to [a, b] \) is invertible and Lipschitz. Define \( \tilde{\sigma}_s = \sigma_{r(s)} \). Then \( \tilde{\sigma} \in AC_2(c, d; \mathcal{M}) \) and \( \bar{v}_s(x) = \dot{r}(s)v_{r(s)}(x) \) is a velocity for \( \tilde{\sigma} \). Furthermore, \( \int_c^d \bar{\Lambda}_{\tilde{\sigma}_t}(\bar{v}_t)dt = \int_a^b \bar{\Lambda}_{\sigma_t}(v_t)dt \).

Proof. Let \( \beta \in L^2(a, b) \) be as in Definition 1.2.13. Then

\[
W_2(\sigma_{r(s+h)}, \sigma_{r(s)}) \leq \left| \int_{r(s)}^{r(s+h)} \beta(t)dt \right| = \left| \int_s^{s+h} \tilde{\beta}(\tau)d\tau \right| \quad \text{where} \quad \tilde{\beta}(s) := |\dot{r}(s)|\beta(r(s)).
\]

Because \( \tilde{\beta} \in L^2(c, d) \) we conclude that \( \tilde{\sigma} \in AC_2(c, d; \mathcal{M}) \). Direct computations give that, for \( L^1 \) a.e. \( s \in (c, d) \),

\[
\lim_{h \to 0} W_2(\sigma_{r(s+h)}, \sigma_{r(s)})/|h| = |\dot{r}(s)| |\sigma'(r(s))|.
\]

Thus \( |\sigma'(s)| = |\dot{r}(s)| |\sigma'(r(s))| \). Let \( \phi \in C_c^\infty(\mathbb{R}^D) \) and let \( v \) be a velocity for \( \sigma \) (see Proposition 1.2.15). The chain rule shows that, in the sense of distributions,

\[
\frac{d}{ds} \int_{\mathbb{R}^D} \phi d\sigma_{r(s)} = \dot{r}(s)\langle \nabla \phi, v_{r(s)} \rangle_{\sigma_{r(s)}} = \langle \nabla \phi, \bar{v}_s \rangle_{\tilde{\sigma}_s},
\]

where \( \bar{v}_s(x) = \dot{r}(s)v_{r(s)}(x) \). Thus \( \bar{v} \) is a velocity for \( \tilde{\sigma} \). Using the linearity of \( \bar{\Lambda} \) we have

\[
\int_c^d \bar{\Lambda}_{\tilde{\sigma}_s}(\bar{v}_s)ds = \int_c^d \dot{r}(s)\bar{\Lambda}_{\sigma_{r(s)}}(v_{r(s)})ds = \int_a^b \bar{\Lambda}_{\sigma_t}(v_t)dt.
\]

This concludes the proof. \( \square \)

3.2.6 Green’s formula for annuli, the first cohomology of regular pseudo 1-forms

Let \( \sigma \in AC_2(a, b; \mathcal{M}) \) and let \( v \) be its velocity of minimal norm (see Proposition 1.2.15). The following proposition is extracted from [3] Theorem 8.3.1 and Proposition 8.4.5.

Proposition 3.2.27. Let \( \mathcal{N}_1 \) be the set of \( t \) such that \( v_t \) fails to be in \( T_{\sigma_t}\mathcal{M} \). Let \( \mathcal{N}_2 \) be the set of \( t \in [a, b] \) such that \( \left( \pi^1 \times (\pi^2 - \pi^1) \right)/\# \eta_h \) fails to converge to \( (\text{Id} \times v_t)_{\sigma_t} \) in the Wasserstein space \( \mathcal{M}(\mathbb{R}^D \times \mathbb{R}^D) \), for some \( \eta_h \in \Gamma_o(\sigma_t, \sigma_{t+h}) \). Let \( \mathcal{N} \) be the union of \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \). Then \( L^1(\mathcal{N}) = 0 \).
As in Section 3.2.3, for $r \in (0,1)$ and $s \in [r,1]$ we define
\[
D_s z := sz, \quad \sigma(s,t) = \sigma^s_t := D_s#\sigma_t
\]
and
\[
w(s,t,\cdot) = w^s_t(z) := \frac{z}{s} = D_s^{-1}z, \quad v(s,t,\cdot) = v^s_t := D_s v_t
\]
(165)

According to Lemma 3.1.4, for each $s \in [r,1]$, $\sigma(s,\cdot) \in AC^2(a,b;\mathcal{M})$ admits $v(s,\cdot)$ as a velocity. For each $t$ and $\phi \in C^\infty_c(\mathbb{R}^D)$, in the sense of distributions,
\[
\frac{d}{ds} \int_{\mathbb{R}^D} \phi d\sigma^s_t = \frac{d}{ds} \int_{\mathbb{R}^D} \phi(sx)d\sigma_t(x) = \int_{\mathbb{R}^D} \langle \nabla \phi(sx), x \rangle d\sigma_t(x) = \int_{\mathbb{R}^D} \langle \nabla \phi, w^s_t \rangle d\sigma^s_t.
\]

Thus $w(\cdot,t)$ is a velocity for $\sigma(\cdot,t)$.

We assume that
\[
||\sigma'||_\infty := \sup_{t \in [a,b]} ||v||_{\sigma_t} < \infty.
\]

By Remark 1.2.14,
\[
c^0_\sigma := \sup_{t \in [a,b]} W^2(\sigma_t, \delta_0) < \infty.
\]

By the fact that $D_s#\sigma_t = \sigma^s_t$ we have
\[
W^2_2(\sigma^s_t, \delta_0) = s^2 W^2_2(\sigma_t, \delta_0) \leq s^2 c^0_\sigma \leq \bar{C}_\sigma.
\]
(166)

Here, we are free to choose $\bar{C}_\sigma$ to be any constant greater than $c^0_\sigma$.

Remark 3.2.28. Note that $(1 + h/s)Id$ pushes $\sigma^s_t$ forward to $\sigma^{s+h}_t$ and is the gradient of a convex function. Thus
\[
\gamma^h := \left( Id \times (1 + h/s)Id \right) \#: \sigma^s_t \in \Gamma_o(\sigma^s_t, \sigma^{s+h}_t).
\]

For $\gamma^h$–almost every $(x,y) \in \mathbb{R}^D \times \mathbb{R}^D$ we have $y = (1 + h/s)x$, so
\[
v^{s+h}_t(y) = (s+h)v_t \left( \frac{y}{s+h} \right) = (1 + \frac{h}{s})v^s_t \left( \frac{sy}{s+h} \right) = (1 + \frac{h}{s})v^s_t(x).
\]
(167)

Using the definition of $\sigma^s_t$ and $v^s_t$ we obtain the identities
\[
||Id||_{\sigma^s_t} = s||Id||_{\sigma_t} \leq s\bar{C}_\sigma, \quad ||v^s_t||_{\sigma^s_t} = s||v_t||_{\sigma_t} \leq s||\sigma'||_\infty.
\]
(168)
We use the first identity in equation (168) and the fact that \((1 + h/s)Id\) pushes \(\sigma^t_i\) forward to \(\sigma^{t+h}_i\) to obtain
\[
W^2_2(\sigma^t_i, \sigma^{t+h}_i) = \frac{h^2}{s^2}||Id||^2_{\sigma^t_i} = h^2||Id||^2_{\sigma^t_i} = h^2W^2_2(\sigma^t_i, \sigma_0) \leq h^2\bar{C}_\sigma^2. \quad (169)
\]

Set
\[
V(s, t) := \bar{A}_{\sigma^t_i}(v^s_i), \quad W(s, t) := \bar{A}_{\sigma^t_i}(w^s_i)
\]

**Lemma 3.2.29.** For each \(t \in (a, b) \setminus \mathcal{N}\), the function \(V(t, \cdot)\) is differentiable on \((r, 1)\) and its derivative is bounded by a constant \(L_1(r)\) depending only on \(\sigma\) and \(r\).

Furthermore
\[
\partial_s V(s, t) = \int_{\mathbb{R}^D} \langle \bar{A}_{\sigma^t_i}(x), \frac{v^s_i(x)}{s} \rangle d\sigma^t_i(x) + \int_{\mathbb{R}^D} \langle B_{\sigma^t_i}(x)w^s_i(x), v^s_i(x) \rangle d\sigma^t_i(x).
\]

**Proof.** Let \(C_\sigma(r)\) be as in Corollary 3.2.13 and let \(\bar{C}_\sigma\) be as in equation (166). We use equations (131), (167) and then Hölder’s inequality to obtain
\[
|V(s + h, t) - V(s, t)| \leq \frac{h}{s}||\bar{A}_{\sigma^t_i}\||_{\sigma^t_i} ||v^s_i||_{\sigma^t_i} + 2c(\bar{A})W_2(\sigma^t_i, \sigma^{t+h}_i)||v^s_i||_{\sigma^{t+h}_i}. \quad (170)
\]

We combine equations (168), (169) and (170) to conclude that
\[
|V(s + h, t) - V(s, t)| \leq hC_\sigma(r)||\sigma'||_{\infty} + 2hc(\bar{A})\bar{C}_\sigma(s + h)||\sigma'||_{\infty}. \quad (171)
\]

This proves that \(V(\cdot, t)\) is Lipschitz on \((r, 1)\) and that its derivative is bounded by a constant \(L_1(r)\). As in Remark 3.2.8,
\[
\lim_{h \to 0} \frac{V(s + h, t) - V(s, t)}{h} = \lim_{h \to 0} \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma^t_i}(x), \frac{v^{s+h}_i(y) - v^s_i(x)}{h} \rangle d\gamma^h(x, y)
\]
\[
+ \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_{\sigma^t_i}(x)\frac{y-x}{h}, v^{s+h}_i(y) \rangle d\gamma^h(x, y)
\]
\[
+ \frac{1}{h} \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma^{t+h}_i}(y) - \bar{A}_{\sigma^t_i}(x) - B_{\sigma^t_i}(x)(y-x), v^{s+h}_i(y) \rangle \gamma^h(x, y). \quad (172)
\]

By equation (129), the last inequality in equation (168) and equation (169) we have
\[
\lim_{h \to 0} \frac{1}{h} \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma^{t+h}_i}(y) - \bar{A}_{\sigma^t_i}(x) - B_{\sigma^t_i}(x)(y-x), v^{s+h}_i(y) \rangle \gamma^h(x, y) = 0. \quad (173)
\]
We use equations (167), (172), (173) and the fact that, for $\gamma_t^s$—almost every $(x, y) \in \mathbb{R}^D \times \mathbb{R}^D$, $y = (1 + h/s)x$ to conclude that

$$\lim_{h \to 0} \frac{V(s + h, t) - V(s, t)}{h} = \int_{\mathbb{R}^D} \langle \dot{A}_{\sigma_t^s}(x), \frac{v_t^s(x)}{s} \rangle d\sigma_t^s(x) + \lim_{h \to 0} \int_{\mathbb{R}^D} \langle B_{\sigma_t^s}(x)\frac{x}{s}, (1 + \frac{h}{s})v_t^s(x) \rangle d\sigma_t^s(x)$$

$$= \int_{\mathbb{R}^D} \langle \dot{A}_{\sigma_t^s}(x), \frac{v_t^s(x)}{s} \rangle d\sigma_t^s(x) + \int_{\mathbb{R}^D} \langle B_{\sigma_t^s}(x)w_t^s(x), v_t^s(x) \rangle d\sigma_t^s(x). \quad (174)$$

This proves the lemma. 

\[ \square \]

**Lemma 3.2.30.** For each $s \in [r, 1]$ and $t \in (a, b) \setminus \mathcal{N}$, the function $W(s, \cdot)$ is differentiable at $t$ and its derivative is bounded by a constant $L_2(r)$ depending only on $\sigma$ and $r$. Furthermore

$$\partial_t W(s, t) = \int_{\mathbb{R}^D} \langle \dot{A}_{\sigma_t^s}(x), \frac{v_t^s(x)}{s} \rangle d\sigma_t^s(x) + \int_{\mathbb{R}^D} \langle w_t^s(x), B_{\sigma_t^s}(x)v_t^s(x) \rangle d\sigma_t^s(x).$$

**Proof.** We would like to apply Lemmas 3.2.17 and 3.2.18 with $X_t$ substituted by $w_t^s$ and $\sigma_t$ substituted by $\sigma_t^s$. It suffices to show that if $t \in (a, b) \setminus \mathcal{N}$ and $\gamma_t^s \in \Gamma_o(\sigma_t^s, \sigma_{t+h}^s)$ then $\left(\pi^1 \times (\pi^2 - \pi^1)/h\right)\# \gamma_t^s$ converges to $(Id \times v_t^s)\sigma_t^s$ in $\mathcal{M}(\mathbb{R}^D \times \mathbb{R}^D)$ as $h$ tends to 0. Set

$$\gamma_h := (D_s^{-1} \times D_s^{-1})\# \gamma_t^s,$$

where $D_s$ is given in equation (164). Since

$$\pi^1 \circ (D_s^{-1} \times D_s^{-1}) = D_s^{-1} \circ \pi^1 \quad \text{and} \quad \pi^2 \circ (D_s^{-1} \times D_s^{-1}) = D_s^{-1} \circ \pi^2,$$

we conclude that $\gamma_h \in \Gamma(\sigma_t, \sigma_{t+h})$. By the fact that the support of $\gamma_t^s$ is cyclically monotone, we have that the support of $\gamma_h$ is also cyclically monotone. Hence $\gamma_h \in \Gamma_o(\sigma_t, \sigma_{t+h})$. We have

$$\left(\pi^1 \times \frac{\pi^2 - \pi^1}{h}\right)\# \gamma_t^s = (D_s \times D_s)\# \left(\left(\pi^1 \times \frac{\pi^2 - \pi^1}{h}\right)\# \gamma_h\right) \rightarrow (D_s \times D_s)\circ (Id \times v_t)\# \sigma_t = (Id \times v_t^s)\# \sigma_t^s.$$

\[ \square \]
Corollary 3.2.31. For each \( s \in (r, 1) \) and \( t \in (a, b) \setminus N \) we have
\[
\partial_t \left( \bar{\Lambda}_{\sigma_t^s}(w_t^s) \right) - \partial_s \left( \bar{\Lambda}_{\sigma_t^s}(v_t^s) \right) = d\bar{\Lambda}_{\sigma_t^s}(v_t^s, w_t^s).
\]

Proof. This corollary is a direct consequence of Lemmas 3.2.12, 3.2.29 and 3.2.30. □

Remark 3.2.32. Notice that, unlike in Proposition 3.2.2, in Lemma 3.2.29 and Corollary 3.2.31 we don’t assume that \( v \in C^1((r, 1] \times (a, b) \times \mathbb{R}^D, \mathbb{R}^D) \). Although possibly neither \( \nabla v_t^s \) nor \( \partial_s v_t^s \) exist, equation (167) ensures that \( ||v_t^s + h \circ \pi_2 - v_t^s \circ \pi_1||_{\gamma_h} \leq h ||\sigma'||_{\infty} \). That inequality was crucial in the proof of Lemma 3.2.29.

Theorem 3.2.33 (Green’s formula on the annulus). Consider in \( M \) the surface \( S(s,t) = D_{s\#}\sigma \) for \((s,t) \in [r, 1] \times [0, T]\) and its boundary \( \partial S \) which is the union of the negatively oriented curves \( S(r, \cdot), S(\cdot, T) \) and the positively oriented curves \( S(1, \cdot), S(\cdot, 0) \). Then
\[
\int_S d\bar{\Lambda} = \int_{\partial S} \tilde{\Lambda}.
\]

Proof. We use Corollary 3.2.31 to obtain
\[
\begin{align*}
\int_S d\bar{\Lambda} &= \int_0^T dt \int_r^1 d\bar{\Lambda}_{S(s,t)}(v_t^s, w_t^s) ds \\
&= \int_0^T dt \int_r^1 \left[ \partial_t \left( \bar{\Lambda}_{S(s,t)}(w_t^s) \right) - \partial_s \left( \bar{\Lambda}_{S(s,t)}(v_t^s) \right) \right] ds \\
&= \int_r^1 \left( \bar{\Lambda}_{S(s,T)}(w_T^s) - \bar{\Lambda}_{S(s,0)}(w_0^s) \right) ds - \int_0^T \left( \bar{\Lambda}_{S(1,t)}(v_1^t) - \bar{\Lambda}_{S(r,t)}(v_r^t) \right) dt \\
&= \int_{\partial S} \tilde{\Lambda}. \quad (175)
\end{align*}
\]

Corollary 3.2.34. If we further assume that \( \tilde{\Lambda} \) is a closed pseudo 1–form and that \( \sigma_0 = \sigma_T \), then \( \int_0^T \bar{\Lambda}_{\sigma_t}(v_t) dt = 0 \).

Proof. For \( s \in [r, 1] \) define
\[
l(s) = \int_0^T \bar{\Lambda}_{S(s,t)}(v_t^s) dt, \quad \bar{l}(t) = \int_r^1 \bar{\Lambda}_{S(s,t)}(w_t^s) ds.
\]
Since \( w_T^s = w_0^s \) and \( \sigma_T^s = D_s \sigma_T = D_s \sigma_0 = \sigma_0^s \), we have \( \bar{l}(T) = \bar{l}(0) \). This, together with equation (175) and the fact that \( d\bar{\Lambda} = 0 \), yields
\[
\int_0^T \bar{\Lambda}_{\sigma_t}(v_t) dt = \bar{l}(1) = l(r).
\]

But
\[
|l(r)| \leq \int_0^T |\bar{A}_{S(s,t)}(v_t^s)| dt \leq \int_0^T ||\bar{A}_{S(s,t)}||_{S(s,t)} ||v_t^s||_{S(s,t)} dt \leq r ||\sigma'||_{\infty} \int_0^T ||\bar{A}_{S(s,t)}||_{S(s,t)} dt,
\]
where we have used the last inequality in equation (168). The first inequality in equation (166) shows that, for \( r \) small enough, \( \{S(s,t)\}_{t \in [0,T]} \) is contained in a small ball centered at \( \delta_0 \). But Lemma 3.2.10 gives that \( \mu \rightarrow ||\bar{A}_{\mu}||_{\mu} \) is continuous at \( \delta_0 \). Thus there exist constants \( c \) and \( r_0 \) such that \( ||\bar{A}_{S(s,t)}||_{S(s,t)} \leq c \) for all \( t \in [0,T] \) and all \( r < r_0 \). We can now exploit equation (176) to obtain
\[
|l(1)| = \liminf_{r \rightarrow 0} |l(r)| \leq \liminf_{r \rightarrow 0} rTc ||\sigma'||_{\infty} = 0.
\]

\[\Box\]

**Corollary 3.2.35.** Let \( \bar{\Lambda} \) be a regular pseudo 1–form on \( \mathcal{M} \). Let \( \Lambda \) denote the corresponding 1–form on \( \mathcal{M} \), defined by restriction. Assume \( \bar{\Lambda} \) is closed, i.e. \( d\bar{\Lambda} = 0 \). Then \( \Lambda \) is exact, i.e. there exists a differentiable function \( F \) on \( \mathcal{M} \) such that \( dF = \Lambda \).

**Proof.** Fix \( \mu \in \mathcal{M} \). Let \( \sigma \) be any curve in \( AC_2(a,b;\mathcal{M}) \) such that \( \sigma_a = \delta_0 \) and \( \sigma_b = \mu \). Assume that \( v \) is its velocity of minimal norm and that \( \sup_{(a,b)} ||v_t||_{\sigma_t} < \infty \). By Corollary 3.2.34, \( \int_{\sigma} \bar{\Lambda} \) depends only on \( \mu \), i.e. it is independent of the path \( \sigma \). Also, Remark 3.2.26 ensures that \( \int_{\sigma} \bar{\Lambda} \) is independent of \( a, b \). It is thus meaningful to define
\[
F(\mu) := \int_{\sigma} \bar{\Lambda}.
\]

We now want to show that \( F \) is differentiable. Fix \( \mu, \nu \in \mathcal{M} \) and \( \gamma \in \Gamma_0(\mu, \nu) \). Define \( \sigma_t := ((1-t)\pi^1 + t\pi^2)_{\#} \gamma \). Then \( \sigma : [0,1] \rightarrow \mathcal{M} \) is a constant speed geodesic between \( \mu \) and \( \nu \). Let \( v_t \) denote its velocity of minimal norm. Clearly,
\[
F(\nu) - F(\mu) = \int_0^1 \bar{\Lambda}_{\sigma_t}(v_t) dt. \tag{177}
\]
Let $\bar{\gamma} : \mathbb{R}^D \to \mathbb{R}^D$ denote the barycentric projection of $\gamma$. Set $v := \bar{\gamma} - Id$. Then

$$\gamma_t := (\pi^1, (1 - t)\pi^1 + t\pi^2)_{\#}\gamma \in \Gamma_o(\sigma_0, \sigma_t)$$

and

$$\bar{\Lambda}_{\sigma_t}(v_t) - \bar{\Lambda}_{\sigma_0}(v) = \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma_0}(x), v_t(y) - v(x) \rangle + \langle B_{\sigma_0}(x)(y - x), v_t(y) \rangle d\gamma_t(x,y)$$

$$+ \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma_t}(y) - \bar{A}_{\sigma_0}(y) - B_{\sigma_0}(y - x), v_t(y) \rangle d\gamma_t(x,y).$$

By equation (126) and Hölder’s inequality,

$$|\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma_t}(y) - \bar{A}_{\sigma_0}(y) - B_{\sigma_0}(y - x), v_t(y) \rangle d\gamma_t(x,y)| \leq o(W_2(\sigma_0, \sigma_t)) ||v_t||_{\sigma_t}.$$

It is well known (cfr. [3] Lemma 7.2.1) that if $0 < t \leq 1$ then there exists a unique optimal transport map $T^1_t$ between $\sigma_t$ and $\sigma_1$, i.e. $\Gamma_o(\sigma_t, \sigma_1) = \{(Id \times T^1_t)_{\#}\sigma_t\}$. One can check that $v_t(y) = \frac{T^1_t(y) - y}{1 - t}$ and $||v_t||_{\sigma_t} = W_2(\sigma_t, \sigma_1)/(1 - t) = W_2(\sigma_0, \sigma_1)$. Thus

$$\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma_0}(x), v_t(y) - v(x) \rangle d\gamma_t(x,y)$$

$$= \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma_0}(x), \frac{T^1_t(y) - y}{1 - t} - (\bar{\gamma}(x) - x) \rangle d\gamma_t(x,y)$$

$$= \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma_0}(x), \frac{z - ((1 - t)x + tz)}{1 - t} - (z - x) \rangle d\gamma_t(x,z)$$

$$= 0.$$

Similarly,

$$\int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_{\sigma_0}(x)(y - x), v_t(y) \rangle d\gamma_t(x,y) = t \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle B_{\sigma_0}(x)(z - x), z - x \rangle d\gamma(x,y)$$

$$= o(W_2(\sigma_0, \sigma_1)) = o(W_2(\mu, \nu)).$$

Combining these equations shows that

$$\bar{\Lambda}_{\sigma_t}(v_t) - \bar{\Lambda}_{\sigma_0}(v) = o(W_2(\mu, \nu)).$$

(178)

Notice that (178) is independent of $t$. Combining (177) and (178) we find

$$F(\nu) = F(\mu) + \bar{\Lambda}_{\sigma_0}(v) + \int_0^1 \bar{\Lambda}_{\sigma_t}(v_t) - \bar{\Lambda}_{\sigma_0}(v) dt$$

$$= F(\mu) + \bar{\Lambda}_{\sigma_0}(v) + o(W_2(\mu, \nu))$$

$$= F(\mu) + \int_{\mathbb{R}^D \times \mathbb{R}^D} \langle \bar{A}_{\sigma_0}(x), y - x \rangle d\gamma(x,y) + o(W_2(\mu, \nu)).$$
As in Definition 1.2.8, this proves that $F$ is differentiable and that $\nabla_{\mu} F = \pi_{\mu}(\bar{A}_{\mu})$.
Thus $dF = \Lambda$.

3.2.7 Example: Restriction of 1-forms to the space of discrete measures

Fix an integer $n \geq 1$. Given $x_1, \ldots, x_n \in \mathbb{R}^D$, set $x := (x_1, \ldots, x_n)$ and $\mu_x := 1/n \sum_{i=1}^{n} \delta_{x_i}$. Let $M$ denote the set of such measures and $TM$ denote its tangent bundle. It is easy to see $T_{\mu_x} M = L^2(\mu_x)$. Choose a regular pseudo 1–form $\bar{\Lambda}$ on $M$.

By restriction we obtain a 1–form $\alpha$ on $M$, defined by $\alpha_x := \bar{\Lambda}_{\mu_x}$.

Let $A : \mathbb{R}^{nD} \to \mathbb{R}^{nD}$ be defined by

$$A(x) = (A_1(x), \ldots, A_n(x)) := \left(\bar{A}_{\mu_x}(x_1), \ldots, \bar{A}_{\mu_x}(x_n)\right).$$

Let $X = (X_1, \ldots, X_n) \in \mathbb{R}^{nD}$ be such that $X_i = X_j$ whenever $x_i = x_j$. We identify $X$ with $\bar{X} \in L^2(\mu_x)$ defined by $\bar{X}(x_i) = X_i$. Note that $\alpha_x(X) = \frac{1}{n} \langle A(x), X \rangle$. Now define a $nD \times nD$ matrix $B(x)$ by setting

$$B_{k+i,k+j} := \left(B_{\mu_x}(x_{k+1})\right)_{ij}, \quad \text{for } k = 0, \ldots, n-1, \quad i, j = 1, \ldots, D, \quad (179)$$

$$B_{l,m} := 0 \quad \text{if } (l, m) \notin \{(k+i,k+j) : k = 0, \ldots, n-1, \quad i, j = 1, \ldots, D\}. \quad (180)$$

Proposition 3.2.36. The map $A : \mathbb{R}^{nD} \to \mathbb{R}^{nD}$ is differentiable and $\nabla A(x) = B(x)$ for $x \in \mathbb{R}^{nD}$.

Proof. Let $x = (x_1, \ldots, x_n) \in \mathbb{R}^{nD}$. Set $r := \min_{x_i \neq x_j} |x_i - x_j|$. If $y = (y_1, \ldots, y_n) \in \mathbb{R}^{nD}$ and $|y - x| < r/2$ then $\Gamma_o(\mu_x, \mu_y)$ has a single element $\gamma_y = 1/n \sum_{i=1}^{n} \delta(x_i, y_i)$ and $nW_2^2(\mu_x, \mu_y) = |y - x|^2$. By equation (126),

$$|A(y) - A(x) - B(x)(y - x)|^2 = n \circ o\left(\frac{|y - x|^2}{n}\right). \quad (181)$$

This concludes the proof.
Lemma 3.2.37. Suppose \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) and \( X = (X_1, \ldots, X_n), Y = (Y_1, \ldots, Y_n) \in \mathbb{R}^n \) are such that \( X_i = X_j, Y_i = Y_j \) whenever \( x_i = x_j \). Recall that by abuse of notation, define \( X \) with a vector field we still denote \( X \in L^2(\mu_x) \). Similarly, we identify \( Y \) with a vector field we still denote \( Y \in L^2(\mu_y) \).

\[
d\bar{\Lambda}_{\mu_x}(X,Y) = d\alpha_x(X,Y).
\]

Proof. We use Lemma 135 and equations (179–(180)) to obtain

\[
d\bar{\Lambda}_{\mu_x}(X,Y) = \sum_{k=1}^{n} \left\langle (B_{\mu_x}(x_k) - B_{\mu_x}(x_k)^T)X_k, Y_k \right\rangle = d\alpha_x(X,Y).
\]

\[ \square \]

Corollary 3.2.38. Suppose that \( r = (r_1, \ldots, r_n) \in C^2([0, T], \mathbb{R}^n) \) and set \( \sigma_t := 1/n \sum_{i=1}^{n} \delta_{r_i(t)}. \) If \( \bar{\Lambda} \) is closed and \( \sigma_0 = \sigma_T \) then \( \int_{\sigma} \alpha = 0. \)

Proof. This is a direct consequence of Corollary 3.2.34.

\[ \square \]

Remark 3.2.39. One can check by direct computation that the familiar identity \( \partial_t(\alpha_x(\partial_x)) - \partial_s(\alpha_x(\partial_x)) = d\alpha_x(\partial_x, \partial_x) \) holds. Together with Lemma 3.2.37 this shows that

\[
\partial_t \left( \bar{\Lambda}_{\sigma_t}^* (w_t^*) \right) - \partial_s \left( \bar{\Lambda}_{\sigma_t}^* (v_t^*) \right) = d\bar{\Lambda}_{\sigma_t}^* (v_t^*, w_t^*),
\]

which we used to prove Theorem 3.2.34.

Remark 3.2.40. Notice that the assumption \( \sigma_0 = \sigma_T \) is weaker than \( r(0) = r(T). \)
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