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To my family,
This thesis is about the study of bacteriophages and HIV (Human Immunodeficiency Virus). Chapter 1 provides introduction to both bacteriophages and HIV. Bacteriophages have drawn interest from the biophysical community because they have simple structures.

In Chapter 2, the physics of genome translocation of bacteriophages in the presence of Mg$^{+2}$ counterions is studied. Experiments have shown that MgSO$_4$ salt inhibits DNA ejection from bacteriophages nonmonotonically. There is a MgSO$_4$ concentration where the minimum amount of DNA is ejected. We propose that this is the result of DNA overcharging by Mg$^{+2}$ ions. The concept of charge inversion of the double stranded DNA (dsDNA) as bacteriophages genome is used to solve this problem. This explains why Mg$^{+2}$ counterions cannot condense DNA in solution.

In Chapter 3, the problem of DNA-DNA interaction mediated by divalent counterions is studied using computer simulations. Condensation of DNA in the presence of multivalent counterions draws attention because DNA ejection shows non-monotonic behavior in with counterion. Our simulation shows that if DNA configurational entropy is restricted, divalent counterions can cause DNA reentrant condensation similar to that caused by tri- or tetra-valent counterions. DNA-DNA interaction is strongly repulsive at small or large concentration and is negligible or slightly attractive for concentrations in between. This study supports the conclusion of non-monotonic behavior of bacteriophage DNA ejection obtained in Chapter 2.

Understanding the capsid assembly process of HIV, the causative agent of Acute Immune Deficiency Syndrome (AIDS), is very important because of recent interest in capsid oriented viral therapy. The unique conical shapes of mature HIV-1 capsid...
have drawn significant interest in the biological community and have started to attract attention from physicists. To understand HIV-1 capsid assembly, three problems are focused on in this thesis: a study of diversity of in vivo assembled HIV-1 capsids, radial distribution of Ribonucleic Acid (RNA) genomes packaged inside spherical viruses, and RNA condensation in the presence of a single nucleocapsid (NC) protein. These will be discussed in Chapter 4, Chapter 5, and Chapter 6 respectively.

In Chapter 4, how the viral membrane affects the structure of in vivo assembled HIV-1 capsid is studied. Previous studies showed that in a free assembly process, the HIV-1 conical shape is not thermodynamically stable. The viral envelope membrane present during assembly imposes constraints on the length of the capsid. An elastic continuum shell theory is used to approximate the energies of various HIV-1 capsid shapes (spherical, cylindrical and conical) numerically and analytically. It is shown that conical and cylindrical shapes are both thermodynamically stable with the viral envelope membrane constraint.

In Chapter 5, the problem of RNA genomes packaged inside spherical viruses is studied. The viral capsid is modeled as a hollow sphere. The attraction between the inner viral capsid and RNA molecules occurs at the inner capsid surface only and plays an important role in the RNA packaging process. For weak attraction, RNA concentration is maximum at the center of the capsid to maximize configurational entropy. For stronger attraction, RNA concentration peaks near the capsid surface. In the latter case, competition between the branching of RNA secondary structure and its adsorption to the inner capsid results in formation of a dense layer of RNA near the capsid surface. A mean-field approach depending on the adsorption strength of RNA molecules and the inner viral capsid is used to determine how RNA molecules are packaged inside the viral capsid.

In Chapter 6, the condensation of RNA molecules by a single retrovirus NC protein is studied. The core of HIV is composed of a complex of genomic RNA and NC
proteins, surrounded by a shell of capsid proteins. The interaction between RNA molecules and NC proteins is important in the reverse transcription of viral RNA, which relates to the viral infectivity. We model a single NC protein as an infinite well at the origin representing the attractive RNA-NC protein interaction. For weak adsorption of the NC protein, only a small portion of RNA is condensed near the NC protein and the boundary distance $r_0$ between a dilute and a condensed phase of RNA concentration is linearly proportional to the adsorption strength. For strong adsorption, there is more condensed RNA so that $r_0$ is extended much farther than for the weak adsorption case. The latter shows that condensed RNA screens the NC protein.
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CHAPTER I

INTRODUCTION

1.1 Bacteriophage

Bacteriophage, any one of a number of viruses that infect bacteria, has been called the “hydrogen atom of biology” because bacteriophage is among the simplest biological objects. Phage, a shortened name of bacteriophage is commonly used. About 100 hundred years ago, bacteriophages were identified by Frederick Twork [152] and Felix d’Herelle [37] independently. Bacteriophages, like other viruses, carry their genetic information in the form of either DNA or RNA. The Hershey-Chase experiment [65] about 60 years ago confirmed that DNA is genetic material and elucidated that viral DNA leaves its protein capsid to express the proteins required for the assembly of new phages. Bacteriophages are comprised of a protective capsid containing a single molecule of nucleic acids and a hollow, long, cylindrical tail attached to the capsid.

There are two types of bacteriophage life cycles, lytic and lysogenic, as shown in Figure 1. When the tail of bacteriophage recognizes its receptor of the host cell, the nucleic acids of the phage are transferred from the capsid into the cell through the tail. Activation of one set of phase genes results in the lytic cycle to replicate its genetic material and synthesize viral proteins. Empty capsids are synthesized and are packaged with viral genome. Finally, the collar, sheath, and base plates are attached to capsids, and tail fibers are added to complete the bacteriophage assembly before the burst of the cell. The number of newly formed bacteriophages during the lytic cycle is varied between 50 and 200. The phages that induce lytic infection are called virulent phages. Activation of another set of phage genes results in the lysogenic cycle, starting the integration of viral DNA into host cell genome. An integrated
Figure 1: The life cycle of bacteriophage [Wikipedia Commons]. Bacteriophage follows either the lytic or lysogenic pathway depending on which set of viral genes is activated after viral DNA enters into the cell. Viral DNA is shown in red; host-cell DNA in blue;
bacteriophage is referred to as a prophage. A host cell containing a prophage is called a lysogen and stays in a stable state. The phage genome is passed to all daughter cells at cell division. Completing cell division (binary fission), each cell has the phage DNA incorporated. These phages able to undergo lysogeny are known as temperate phages. Some physiological conditions (for example, DNA damage by UV induction) or some spontaneous induction can destabilize the prophage, resulting in its entry into the lytic cycle with the excised viral DNA from the host cell genome.

Most viral capsids are icosahedral, ranging in diameter from 20 to 100nm. Atomic detail from cryo-electron microscopy [9] or X-ray studies of virus crystals [144] shows their structures. There are roughly two types of viruses. One is a virus containing double-stranded DNA such as adenovirus, herpes, and phages T4, λ and φ29. The other is a virus containing single stranded RNA (ssRNA) such as polio, yellow fever, influenza, and Cowpea chlorotic mottle virus. There is a significant difference between these two types of viruses in assembly. Many ssRNA viruses experience a spontaneous process and capsid proteins self assemble. DNA viruses such as phages use ATP to package dsDNA into their capsids. Biologists and physicists have identified these different modes of assembly and have studied them by investigating the general physical processes such as the relationships among capsid size, charge, and genome confinement.

Two different types of experiments have been done to understand the physics of genome translocation such as (1) DNA packaging, and (2) DNA ejection.

(1) DNA packaging forces have been measured by single-molecule measurements. Smith and his collaborators measured the force exerted by the portal motor during the partial packaging of a single molecule of DNA into the capsid of phage φ29 [139]. Fuller and his collaborators followed up on this measurement by adding a second optical trap which allowed them to study the packaging of the entire genome [127, 49, 48]. The relation between and packaging speed and force can be obtained by
maintaining a constant distance between beads and measuring the tension as DNA is packaged. They showed that packaging speed is highest at the initial stages and it slows down in the late stages because internal force from crowding and bending of the packaged DNA builds up, resulting in high pressure inside the capsid. It has also been confirmed that the λ prohead undergoes a maturation process that produces an irreversible expansion of the capsid when the packaging percentage of the genome reaches 30%, and the capsid ruptures at 90% of packaging [49].

(2) Evilevitch and his collaborators developed a quite different approach to measuring the packaging force in phage. They measured the force of DNA ejection instead of the force to package its genome. The experiments were carried out in solutions of phage λ [43]. When LamB, a transmembrane protein involved in maltose transport in bacteria, is added to solutions of phage λ, it diffuses to the virus and attaches to the tail of phage λ. The capsid experiences a conformational change to open the capsid. All of the confined dsDNA are released into the solution of phage λ. If PEG (polyethylene glycol), a water soluble polymer, is introduced in the solution, it produces an opposing force to counterbalance the force of ejection because PEG is impermeable to the capsid. An ultra-visible absorbance measurement was used to measure how much DNA is ejected into solutions. This is done by digestion of the enzyme deoxyribonuclease (DNase), which cuts the ejected DNA into its nucleotides. They showed that the amount of DNA ejected decreases as osmotic pressure increases by increasing the concentration of PEG, and genome release is completely suppressed at around 20 atm external pressure. They also investigated the effect of crowding of DNA on DNA ejection by changing the length of the DNA genome. It has been confirmed that for the wild type (48.5 kilo base pairs (kbp)) virus, suppression occurs at 30 atm, whereas only 15 atm is required for a mutant with a 37.7 kbp of DNA [54]. Moreover, they studied the electrostatic interaction of DNA molecules on DNA ejection in the presence of multivalent counterions. They showed that the level of
osmotic pressure needed for full suppression is much less in the presence of 1mM of spermine, a tetravalent amine, than in the presence of divalent counterions such as Mg$^{+2}$ [42]. Similarly, Fuller and his collaborators showed that the packaging force in φ29 with the addition of Mg$^{+2}$ and Cr$^{+3}$ is reduced [50].

DNA packaging has also been studied using computer simulations. Simulations of DNA packaging provide insight into packaging configurations and forces associated with partially filled capsids [81, 28, 6, 140, 86, 96]. Kindt and coworkers performed Brownian dynamics simulations. In their model, the DNA is a semi-rigid string of spherical beads of Lennard-Jones particles 2.5 nm in diameter, linked to their neighbors by harmonic potentials. They showed that the force of packaging vs. the packaging fraction of DNA increases sharply when the repulsive interaction becomes dominant. For self-attracting chains, donut-like toroids form at an initial stage and expand into a uniaxial spool-like structure with the addition of more beads, but they form disordered structures when there are no attractions between beads. Forrey and Muthukumar have carried out extensive Brownian dynamics simulations as well [47]. The interior capsid is modeled by planes representing the 20 faces of the icosahedron, and the chain is driven into the icosahedral capsid at a constant force (55 pN, consistent with the measured value of the φ29 motor), rather than a constant speed. They showed that in the late stages of packaging, the packaging process pauses and speeds up. For the attractive chains, the conformation in the late stages of packaging is similar to the folded toroid proposed by Hud [73]. Harvey and his collaborators have performed extensive molecular dynamics simulations of DNA packaging in phages. In their model [118], they determined the DNA-DNA interactions by fitting osmotic compression experiments [123]. Their DNA consists of 3212 beads, each of which corresponding to six consecutive base pairs. The DNA chain is linked by the harmonic bending and stretching potentials. They modeled capsids as pseudoatoms arranged
in polyhedra and the interactions between the DNA and the capsid atoms are represented by a semiharmonic restraining force. The DNA chain is driven into the capsid by a ratcheting motion in 1 nm steps, and the DNA is allowed to equilibrate after each step. They confirmed that the force of packaging DNA at each step agrees well with the observed packaging force in single molecule experiments. A decomposition of the internal energy changes in packaging shows that the electrostatic interaction is dominant and the bending energy is much smaller, which is consistent with theory. They also show that the conformation of the fully packaged DNA changes depending on capsid shape.

In the bacteriophage life cycle, genome translocation from capsid into the host cell is one of the interesting physics problems. DNA ejection in the presence of Mg$^{+2}$ counterions shows non-monotonic dependence on ion concentration [42]. In Chapter 2, DNA ejection from the capsid into solution in the presence of Mg$^{+2}$ counterions is studied based on the assumption of overcharging of DNA [89]. DNA-DNA attraction energy mediated by Mg$^{+2}$ counterions is obtained theoretically, which explaining why DNA does not condense in solution by addition of Mg$^{+2}$ counterions. This study also aims to explain the indirect experimental evidence of the charge inversion phenomenon of DNA induced by Mg$^{+2}$.

DNA-DNA electrostatic interaction mediated by divalent counterions plays an important role in DNA ejection problem of bacteriophage and is studied using computer simulation in Chapter 3. Packaging free energy of packaged and ejected segments is calculated. This problem explains DNA-DNA interaction in the presence of divalent counterions depending on the interaxial length between two DNA strands, showing DNA reentrant condensation. This study also supports one of the facts driven by our phenomenological theory in Chapter 2, that DNA can be overcharged depending on the amount of the concentration of divalent counterions, leading to the non-monotonic behavior of divalent counterions on the free energy of DNA packaging inside a DNA
1.2 HIV

1.2.1 AIDS

Acquired immune deficiency syndrome (AIDS) is a disease of the human immune system caused by the human immunodeficiency virus (HIV). A person is diagnosed with AIDS when their immune system fails, leading to life threatening opportunistic infections (an infection caused by pathogens). Infection with HIV is transmitted through blood, semen, vaginal fluid, preseminal fluid, and breast milk [1]. The major routes of this transmission are breast feeding, contaminated needles, unsafe sex, exchange between mother and baby during pregnancy (vertical transmission), or other exposure to bodily fluids. The first recognized cause of Acquired Immune Deficiency Syndrome (AIDS) occurred in the United States in the early 1980s. More than 25 million people died due to AIDS from 1981 to 2006 which is about 0.6% of the world’s population [2]. AIDS is considered pandemic by WHO. In 2007, AIDS claimed an estimated 33.2 million lives worldwide, and estimated 2.1 million people were killed by AIDS including 330,000 children [2]. More than 75% of these deaths occurred in sub-Saharan Africa, increasing poverty and retarding economic growth [11]. There is currently no known cure for AIDS, although antiviral treatment for AIDS can slow the course of the disease. Without treatment, about 90% of people infected by HIV will develop AIDS after 10-15 years [22]. Life expectancy of people infected by HIV is increased by treatment with antivirals. After HIV progresses to AIDS, the survival time with antiviral treatment is estimated to be more than 5 years [134]. Without antiviral therapy, people normally die within 1 year [106]. Antiretroviral drugs are expensive and not available in all countries, leading to the difficulty in controlling the AIDS pandemic.
1.2.2 HIV replication cycle

HIV replication cycle is shown in Figure 2. The life cycle includes binding and fusion, reverse transcription, integration, transcription, assembly and budding.

The cycle begins by viral entry into a target cell. HIV entry requires an interaction between a surface molecule (CD4) of the target cell and a surface unit (gp120) of HIV. This binding process involves the formation of a stable complex between gp120 and CD4. This is a highly specific interaction. The infection efficiency can be reduced by small molecular changes at the binding site of the receptor. Although CD4 is mandatory for gp120 attachment to target cells, CD4 alone is not enough for viral entry. Two kinds of co-receptors are needed for the fusion process. CCR-5 co-receptor is required by macrophage-tropic variants of HIV and CXCR-4 co-receptor is required by T-lymphotropic variants of HIV. After attachment of gp41 protein (Trans Membrane unit of HIV) to cell membrane which mediates fusion of viral envelope with cell membrane, viral genome, transcriptase, integrase, and other viral proteins start to penetrate into cell to begin replication. gp120 spreads over the infected cell membrane. Inside the cell, the capsid dissolves. The viral RNA enters the cytoplasm of a target cell. The next step is reverse transcription (the “retro” flow of genetic information from RNA to DNA) which is a unique characteristic of retrovirus. An HIV enzyme called reverse transcriptase converts the single-stranded HIV RNA to double-stranded HIV DNA using RNA as a template for DNA transcription, but it is a complex process including minus- and plus-strand transfer and RNA- and DNA-dependent polymerase transcription. The newly transcribed HIV DNA enters the host cell’s nucleus, where an HIV enzyme called integrase enables the HIV DNA to be integrated into the DNA of the host cell. This integrated DNA is called provirus. When the host cell receives a signal to become active, the host’s RNA polymerase transcribes one of the viral genomes and produces messenger RNA (mRNA). The viral mRNA leaves the nucleus and the host’s ribosome translates the viral mRNA
Figure 2: The life cycle of HIV [National Institute of Allergy and Infectious Diseases]. Viral RNA is shown in red; viral DNA, in yellow; host-cell DNA, in blue. Matrix, Capsid, and Nucleocapsid proteins are shown in blue, yellow, and light yellow spots respectively.
into viral proteins. Protease, an HIV enzyme, cuts the long HIV proteins into smaller individual proteins. Newly formed viral RNA and Gag and other proteins move to an inner cell surface of the target cell, self assemble into a spherical protein shell called “capsid”, and bud out from the host cell. During the budding process, the new virus takes some part of the cell’s outer envelope and takes back gp120 remaining on the host cell membrane. Gag-Gag attraction is known to be important in this process [166]. The new virion of HIV is called an immature HIV and changes into an infective mature HIV requiring a conformational change of capsid.

Maturation is an essential process for the HIV to become infective. Although the dominant shape of HIV-1 mature capsid is conical, there exist other irregular shapes of mature capsid shown in Figure 9. This capsid morphology problem stimulates curiosity and is dealt by elasticity theory with a constraint of HIV membrane size in Chapter 4 [91]. Chapter 4 explains that conical and cylindrical capsid geometries have equal probability to appear as a mature capsid.

RNA packaging problem also seems to be interesting in HIV immature spherical capsid which contains RNA as its genome material. The RNA distribution profile is originated from interaction strength between capsid protein and RNA. Adjusting the strength explains how RNA genome is distributed inside a spherical capsid. This problem can be applied to HIV immature spherical capsid and an analytic formulation is exploited to solve it in Chapter 5.

1.2.3 Nucleocapsid (NC) protein

NC protein plays numerous important roles during the replication cycle. NC protein is one of the Gag proteins. HIV NC protein is a 55 amino acid long, highly basic nucleic acid-binding protein containing two conserved zinc fingers of the cys-cys-his-cys (CCHC) motif separated by a short basic linker [16, 55, 32, 94, 126]. This highly conserved CCHC sequence is found either once or twice in most retroviral
NC proteins \cite{16, 29} and strongly affects the nucleic acid binding specificity of the NC protein. For example, a mutant form NC protein with ser-ser-his-ser (SSHS) motif is unable to bind zinc and shows a lack of ability to facilitate the minus strand transfer step in reverse transcription \cite{60}. Besides reverse transcription, NC protein is required for many HIV infection processes such as RNA genome dimerization, tRNA primer annealing, viral assembly, and DNA integration. Mature NC proteins coat the genomic RNA, in a dimeric form, in the viral particle. NC protein helps expedite strand transfer reactions by reducing the pausing rate of reverse transcription by destabilization the RNA secondary structures \cite{5, 33, 77, 80, 116, 130, 131, 143, 163}. The NC domain in the Gag precursor plays an important role in specific recognition and packaging of RNA, since mutations to zinc fingers can reduce genome packaging \cite{4, 39, 53, 60, 76, 104, 119, 159, 167}. Studies show that the annealing reaction between the tRNA and protein binding site is extremely slow without NC protein \cite{61}. The NC protein, the genomic RNA, and cellular proteins, and membrane microdomains are also involved in the assembly of HIV in human cells \cite{109} and the zinc fingers of HIV-1 NC were found to be important determinants of Gag assembly and localization in endosomes \cite{56}.

The research about the interaction between NC protein and RNA seems to be needed to help understand the role of NC protein in many replication processes. The interaction between a single NC protein and RNA is studied in Chapter 6 with the same analytic formulation applied in Chapter 5 with a different setup. This study explains that the high adsorption strength of NC protein shows a screening effect.
CHAPTER II

INHIBITION OF DNA EJECTION FROM BACTERIOPHAGE BY Mg\(^{+2}\) COUNTERIONS

2.1 Introduction

Most bacteriophage, or viruses that infect bacteria, are composed of a DNA genome coiling inside a rigid, protective capsid. It is well-known that the persistence length \(l_p\) of DNA is about 50 nm, comparable to or even larger than the inner diameter of the viral capsid. The genome of a typical bacteriophage is about 10 microns or 200 persistence lengths. Thus, the DNA molecule is considerably bent and strongly confined inside the viral capsid, resulting in a substantially pressurized capsid with an internal pressure as high as 50 atm [139, 43, 24, 118]. It has been suggested that this pressure is the main driving force for the ejection of the viral genome into the host cell when the capsid tail binds to the receptor in the cell membrane and subsequently opens the capsid. This idea is supported by various experiments both in vivo and in vitro [43, 24, 93, 19, 108, 122, 41, 42]. The in vitro experiments additionally revealed possibilities of controlling the ejection of DNA from bacteriophages. One example is the addition of PEG (polyethyleneglycol), a large molecule that is incapable of penetrating the viral capsid. A finite PEG concentration in solution produces an osmotic pressure on the capsid. This in turn leads to a reduction or even complete inhibition of the ejection of DNA.

Since DNA is a strongly charged molecule in aqueous solution, the screening condition of the solution also affects the ejection process. At a given external osmotic pressure, by varying the salinity of solution, one can also vary the amount of DNA ejected. Interestingly, it has been shown that monovalent counterions such as NaCl
Figure 3: Inhibition of DNA ejection depends on MgSO$_4$ concentration for bacteriophage $\lambda$ at 3.5 atm external osmotic pressure. Solid circles represent experimental data [42, 44]. The three different colors correspond to three different sets of data. The dashed line is a theoretical fit of our theory.

have negligible effect on the DNA ejection process [43]. In contrast, multivalent counterions such as Mg$^{+2}$, CoHex$^{+3}$ (cobalt hexamine), Spd$^{+3}$ (spermidine) or Spm$^{+4}$ (spermine) exert strong effect. One such result is shown in Figure 3, where the solid circles represent experimental data for the percentage of ejected DNA from bacteriophage $\lambda$ (at 3.5 atm external osmotic pressure) as a function of MgSO$_4$ concentration [42]. Evidently, the effect of multivalent counterions on the DNA ejection is non-monotonic. There is an optimal Mg$^{+2}$ concentration where the least DNA genome is ejected from the phages. Similar qualitative behavior is observed for other multivalent counterions.
In this chapter, we focus on understanding the electrostatics involved in the inhibition of DNA ejection by Mg$^{+2}$ counterions. We propose that the non-monotonic behavior observed in Figure 3 is the result of Mg$^{+2}$ ions inducing an effective attraction between DNA segments inside the capsid, and the so-called overcharging of DNA by multivalent counterions in free solution. The proposed Mg$^{+2}$-mediated attraction between neighboring DNA segments inside the capsid is a central argument of this chapter and needs to be clarified. It is well-known that Mg$^{+2}$ ions do not condense free DNA molecules in aqueous solution [124, 74]. However, we argue that due to the entropic confinement of the viral capsid, DNA is strongly bent and thermal fluctuations of DNA molecule are strongly suppressed compared to those in free solution. It is due to this unique setup of the bacteriophage, where DNA is pre-packaged by a motor protein during virus assembly, that Mg$^{+2}$ ions can induce attractions between DNA. It should be mentioned that Mg$^{+2}$ counterions are shown experimentally to be able to condense DNA in another confined system: the condensation of DNA in two dimensions [84]. Therefore it is not surprising that Mg$^{+2}$ ions can cause DNA-DNA attractions inside the capsid (a zero-dimensional system).

The overall electrostatics of Mg$^{+2}$ modulated DNA ejection from bacteriophages is the following: Due to strong electrostatic interaction between DNA and Mg$^{+2}$ counterions, the counterions condense on the DNA molecule. As a result, the net charge of DNA ($\eta^*$ per unit length) which is the sum of the “bare” DNA charges ($\eta_{\text{bare}} = -1e/1.7\text{Å}$) and the charges of condensed counterions becomes smaller in magnitude than the “bare” charge. There are strong correlations between the condensed counterions at the DNA surface which cannot be described using standard Poisson-Boltzmann mean-field theory. Strongly correlated counterion theories, various experiments and simulations [136, 57, 105] have showed that when these strong correlations are taken into account, $\eta^*$ is not only smaller than $\eta_{\text{bare}}$ in magnitude but can even have opposite sign: this is known as the charge inversion phenomenon.
Specifically, the degree of condensation, hence $\eta^*$, depends logarithmically on the concentration of multivalent counterions, $N$. As $N$ increases from zero, $\eta^*$ becomes less negative, neutral and eventually positive. We propose that the multivalent counterion concentration $N_0$, where DNA net charge is neutral, corresponds to the optimal inhibition due to Mg$^{+2}$ induced DNA-DNA attraction inside the capsid. At lower or higher concentrations, $\eta^*$ is either negative or positive. As a charged molecule at these concentrations, DNA prefers to be in solution to lower its electrostatic self-energy (due to its geometry, the capacitance of DNA molecule is higher in free solution than in the bundle inside the capsid). Accordingly, this leads to a higher percentage of ejected viral genome. The dashed line in Figure 3 is a fit of our theoretical result to the experimental data of MgSO$_4$. The optimal Mg$^{+2}$ concentration is shown to be $N_0 = 64$ mM. The Mg$^{+2}$-mediated attraction between DNA double helices is found to be $-0.004\ k_B T$/base ($k_B$ is the Boltzmann constant and $T$ is the temperature of the system).

### 2.2 Derivation of the DNA ejected length

We begin by writing the total energy of the DNA molecule as the sum of the energy of the DNA segment ejected outside the capsid with length $L_o$ and the energy of the DNA segment remaining inside the capsid with length $L_i = L - L_o$, where $L$ and $L_o$ are the ejected and the total length of the viral DNA genome respectively:

$$E_{\text{tot}}(L_o) = E_{\text{in}}(L_i) + E_{\text{out}}(L_o) \tag{1}$$

#### 2.2.1 Energy outside capsid

Because the ejected DNA segment is under no confinement, we neglect contributions from bending energy and approximate $E_{\text{out}}$ by the electrostatic energy of a free DNA of the same length in solution. Treating the DNA molecule as a uniformly charged...
cylinder with radius $a$ and linear charge density $\eta^*$, one obtains:

$$E_{out}(L_o) = -L_o(\eta^*^2/D) \ln(1 + r_s/a),$$

(2)

where $D = 78$ is the dielectric constant of water and $r_s$ is the Debye-Hückel screening length of the solution. The negative sign signifies the fact that the system of the combined DNA and the condensed counterions is equivalent to a cylindrical capacitor under constant charging potential. The net linear charge density of DNA, $\eta^*$, is a function of the counterion concentration $N$ [136, 57]:

$$\eta^* = -\left(\eta_c/2Z\right) \ln\left(N_0/N\right)/\ln(1 + r_s/a),$$

(3)

where $\eta_c = DK_BT/e$ is Manning critical charge density and $Z$ is the counterion valence. The constant concentration at which DNA is neutral, $N_0$, can be interpreted as the concentration of counterions next to the condensed counterion layer on the DNA surface. A simple derivation for $\eta^*$ can be obtained by dividing the counterion population into two groups, a “bound” (condensed) counterion layer on the DNA and a “free” counterion population in solution [113]. The distribution of the latter is assumed to obey Boltzmann statistics:

$$N(r) = N \exp[-Ze\phi(r)/k_BT]$$

(4)

with $\phi(r)$ being the electrostatic potential at radial distance $r$ from DNA central axis. Denoting $N_0 = N(a)$, one immediately gets

$$\phi(a) = -(k_BT/Ze) \ln(N_0/N).$$

(5)

On the other hand, the surface potential $\phi(a)$ of a charged cylinder with charge density $\eta^*$ in Debye-Hückel approximation is given by [162].

$$\phi(a) = \frac{2\eta^*}{D} \frac{K_0(a/r_s)}{(a/r_s)K_1(a/r_s)} \simeq \frac{2\eta^*}{D} \ln \left(1 + \frac{r_s}{a}\right)$$

(6)
where \( K_{0,1} \) are Bessel functions (this expression is twice the value given in Ref. [162]
because we assume that the screening ion atmosphere does not penetrate the DNA
cylinder.) Eliminating \( \phi(a) \) from Eqs.(5) and (6), one gets Eq. (3).

Obtaining the concentration \( N_0 \) using first principle calculations is a complicated
and non-trivial task [136, 57, 105]. In general, it depends on the correlation between
"bound" counterions at the DNA surface and its competition with the counterion
entropy. However, in practical situations, DNA is almost neutralized (\(|\eta_{bare}/\eta^*| >> 1\))
by the counterions. Therefore, \( N_0 \) can be very well assumed to be independent of
\( N \) and \( \eta^* \). Within the scope of this chapter, we treat it as a phenomenological
constant concentration whose value is obtained by fitting the result of our theory to
the experimental data.

2.2.2 Energy inside capsid

The energy of the DNA segment inside the viral capsid comes from the bending energy
of the DNA coil and the interaction between neighboring DNA double helices:

\[
E_{\text{in}}(L_i, d) = E_{\text{bend}}(L_i, d) + E_{\text{int}}(L_i, d)
\]

where \( d \) is the average DNA-DNA interaxial distance. To calculate \( E_{\text{bend}} \), we employ
the viral DNA packaging model used previously [122, 128, 81]. In this model, the
genome coils co-axially inward with the neighboring DNA helices forming a hexagonal
lattice with lattice constant \( d \) (Figure 4). For a spherical capsid, this model gives:

\[
E_{\text{bend}}(L_i, d) = \frac{4\pi l_p k_B T}{\sqrt{3}d^2} \left\{ \left( \frac{3\sqrt{3}L_i d^2}{8\pi} \right)^{1/3} - \frac{R \ln \left( R + \left( \frac{3\sqrt{3}L_i d^2}{8\pi} \right)^{1/3} \right)}{\left( R^2 - \left( \frac{3\sqrt{3}L_i d^2}{8\pi} \right)^{2/3} \right)^{1/2}} \right\}
\]

where \( R \) is the radius of the inner surface of the viral capsid.

To calculate \( E_{\text{int}}(L_i, d) \), we notice that multivalent counterions can induce con-
densation of free DNA in solution [124, 74]. DNA molecules in such a condensate are
almost neutralized by the counterions and are arranged in a hexagonal lattice (similar
Figure 4: A very simplified model of bacteriophage genome packaging. The viral capsid is modeled as a rigid spherical cavity. The DNA inside coils co-axially inward. Neighboring DNA helices form a hexagonal lattice with lattice constant $d$. A sketch for a cross section of the viral capsid is shown.

to our viral DNA packaging arrangement) with an equilibrium interaxial distance $d_0$. The value of $d_0$ depends on the both valency and the type of counterions used, but is typically about 2.8 nm. As mentioned earlier we argue that, in the confinement of the viral capsid, Mg$^{+2}$ also induces attraction between DNA segments. Neglecting finite size effect, we approximate the interaction energy the viral DNA coiling inside the capsid as

$$E_{\text{int}}(L_i, d_0) = -L_i\epsilon,$$  \hspace{1cm} (9)

where $-\epsilon$ is the DNA-DNA attraction per unit length. Like the aforementioned parameter $N_0$, we treat $\epsilon$ and $d_0$ as constant fitting parameters of our theory. In total, we have three fitting parameters $(N_0, \epsilon, d_0)$ and three fitting constraints (the two coordinates of the minimum and the curvature of the curve $L_0(N)$ in Figure 3). Thus our theory does not contain unnecessary degrees of freedom.

Obviously, due to the strong confinement of the viral capsid, the interaxial distance
between neighboring DNA double helices inside the capsid is smaller than the equilibrium distance \( d_0 \) inside the condensate. The experiments from Ref.([124]) provided an empirical formula that relates the restoring force to the difference \( d_0 - d \). Integrating this restoring force with \( d \), one obtains an expression for the interaction energy between DNA helices for a given interaxial distance \( d \):

\[
E_{\text{int}}(L_i, d) = L_i \sqrt{3} F_0 \left[ (c^2 + cd) \exp \left( \frac{d_0 - d}{c} \right) - (c^2 + cd_0) - \frac{1}{2} (d_0^2 - d^2) \right] - L_i \epsilon \quad (10)
\]

where the empirical values of the constants \( F_0 \) and \( c \) are 0.5 pN/nm\(^2\) and 0.14 nm respectively.

### 2.2.3 Free energy minimization

Equation (1) together with equations (2), (7),(8) and (10) provide the complete expression for the total energy of the DNA genome of our theory. For a given external osmotic pressure, \( \Pi_{\text{osm}} \), and a given multivalent counterion concentration, \( N \), the equilibrium value for the ejected DNA genome length \( L_0^* \) is the length that minimizes the total free energy \( G(L_o) \) of the system, where

\[
G(L_o) = E_{\text{tot}}(L_o) + \Pi_{\text{osm}} L_o \pi a^2.
\quad (11)
\]

Here, \( L_o \pi a^2 \) is the volume of the ejected DNA segment in aqueous solution. The specific procedure is following. The energy \( E_{\text{in}}(L - L_o, d) \) of the DNA segment inside the capsid is minimized with respect to \( d \) to acquire the optimal DNA-DNA interaxial distance for a given DNA ejected length, \( d^*(L_o) \). Then, we substitute \( E_{\text{tot}}(L_o) = E_{\text{in}}[L - L_o, d^*(L_o)] + E_{\text{out}}(L_o) \) into Eq. (11) and optimize \( G(L_o) \) with respect to \( L_o \) to obtain the equilibrium ejected length \( L_0^*(\Pi_{\text{osm}}, N) \). The details of the derivation to the length \( L_0^*(\Pi_{\text{osm}}, N) \) is shown in Appendix A. By fitting this \( L_0^* \) with experiment data we can obtain the values for the neutralizing counterion concentration, \( N_0 \), the Mg\(^{+2}\)-mediated DNA-DNA attraction, \(-\epsilon\), and the equilibrium DNA-DNA distance \( d_0 \). The result of fitting our theoretical ejected length \( L_0^* \) to the experimental data of
Ref. [42] is shown in Figure 3. In this experiment, wild type bacteriophages λ was used, so $R = 29$ nm and $L = 16.49$ μm [9]. Π_{osm} is held fixed at 3.5 atm and the Mg^{+2} counterion concentration is varied from 10 mM to 200 mM. The fitted values are found to be $N_0 = 64$ mM, $\epsilon = 0.004 \, k_B T$ per nucleotide base, and $d_0 = 2.73$ nm.

2.3 Discussion

The strong influence of the multivalent counterions on the process of DNA ejection from bacteriophage appears in several aspects of our theory and is easily seen by setting $d = d_0$, thus neglecting the weak dependence of $d$ on $L_i$ and using Eq. (9) for DNA-DNA interaction inside the capsid. Firstly, the attraction strength $\epsilon$ appears in the expression for the Gibbs free energy, Eq. (11), with the same sign as Π_{osm}. In other words, the attraction between DNA strands inside capsid acts as an additional “effective” osmotic pressure preventing the ejection of DNA from bacteriophage. This switch from repulsive DNA-DNA interaction for monovalent counterion to attractive DNA-DNA interaction for Mg^{+2} leads to an experimentally observed decrease in the percentage of DNA ejected from 50 % for monovalent counterions to 20% for Mg^{+2} counterions at optimal inhibition ($N = N_0$). Secondly, the electrostatic energy of the ejected DNA segment given by Eq. (2) is logarithmically symmetrical around the neutralizing concentration $N_0$. This is clearly demonstrated in Figure 3 where the log-linear scale is used. This symmetry is very similar to the behavior of another system that exhibits charge inversion phenomenon, the non-monotonic swelling of macroion by multivalent counterions [138].

It is very descriptive to compare our fitting values for $\epsilon$ and $N_0$ to those obtained for other multivalent counterions. Fitting done for the DNA condensation experiments by Spm^{+4} and Spd^{+3} shows $\epsilon$ to be 0.07 and 0.02 $k_B T$/base respectively [124, 113]. For our case of Mg^{+2}, a divalent counterion, and bacteriophage λ experiment, $\epsilon$ is found to be 0.004 $k_B T$/base. This is quite reasonable since Mg^{+2} is a much weaker
counterion. Furthermore, \( N_0 \) was found to be 3.2 mM for the tetravalent counterion, 11 mM for the trivalent counterion. Our fit of \( N_0 = 64 \text{ mM} \) for divalent counterions again is in favorable agreement with these independent fits. Note that, in the limit of high counterion valency \((Z \rightarrow \infty)\), \( N_0 \) is shown to vary \textit{exponentially} with \(-Z^{3/2}\) [136, 57, 105]. The large increase in \( N_0 \) from 3.2 mM for tetravalent counterions to 64 mM for divalent counterions is not surprising.

The fitted value \(-\epsilon = -0.004 \, k_B T\) per base explains why Mg\(^{+2}\) ions cannot condense DNA in free solution. It corresponds to an attraction of \(-1.14k_B T\) per persistence length. Since thermal fluctuation energy of a polymer is about \(k_B T\) per persistence length, this attraction is too weak to overcome thermal fluctuations. It therefore cannot condense free DNA in solution. Only in the confinement of the viral capsid, this attraction effect appears in the ejection process. It should be mentioned that computer simulation of DNA condensation by idealized divalent counterions [99] does show a weak short-range attraction comparable to our \( \epsilon \).

The phenomenological constants \(-\epsilon\) and \( N_0 \) depend strongly on the strength of the correlations between multivalent counterions on the DNA surface. The stronger the correlations, the greater the value \( \epsilon \) and the smaller the concentration \( N_0 \). Evidently, for the marginal case of Mg\(^{+2}\) counterions, co-ions can also play important role affecting these correlations. Experimentally, the non-monotonic behavior is observed for tri-, tetra-valent counterions and for Mg\(^{+2}\) and SO\(_4^{2-}\) co-ions. But, up to 100 mM concentration, the minimum is not observed for Mg\(^{+2}\) with Cl\(^-\) co-ions. However, we believe Mg\(^{+2}\) correlations on the surface of DNA are reduced in the presence of Cl\(^-\) co-ions, leading to a smaller \( \epsilon \) and a much higher \( N_0 \) (\( N_0 \) depends \textit{exponentially} on the correlation strength), thus the minimum is not observed up to 100 mM. This is consistent with experimental fact that DNA ejection inhibition at \( N = N_0 \) for MgSO\(_4\) salt is stronger than inhibition for all concentrations of MgCl\(_2\) salt up to 100 mM.
CHAPTER III

DNA-DNA ELECTROSTATIC INTERACTION
MEDIATED BY DIVALENT COUNTERIONS

3.1 Introduction

The problem of DNA condensation in the presence of multivalent counterions has seen a strong revival of interest in recent years. This is because of the need to develop effective ways of gene delivery for the rapidly growing field of genetic therapy. DNA viruses such as bacteriophages provide excellent study candidates for this purpose. One can package genomic DNA into viruses, then deliver and release the molecule into targeted individual cells. Recently there is a large biophysical literature dedicated to the problem of DNA condensation (packaging and ejection) inside bacteriophages [83].

Because DNA is a strongly charged molecule in aqueous solution, the process of ejection of DNA from bacteriophages can be strongly influenced by the screening condition of the solution. By varying the salinity of solution, one can vary the amount of DNA ejected. Interestingly, monovalent counterions such as Na$^{+1}$ have negligible effect on the DNA ejection process [43]. In contrast, multivalent counterions such as Mg$^{+2}$, CoHex$^{+3}$, Spd$^{+3}$ or Spm$^{+4}$ exert strong and non-monotonic effects [42]. There is an optimal counterion concentration, $c_{Z,0}$, where the least DNA genome is ejected from the phages. For counterion concentration, $c_{Z}$, higher or lower than this optimal concentration, more DNA is ejected from phages. The case of divalent counterions is more marginal. The non-monotonicity is observed for MgSO$_4$ salt but not for MgCl$_2$ salt up to the concentration of 100 mM. The hydration effects have been proposed to explain for such dependence on the type of divalent salts [42].
The non-monotonic influence of multivalent counterions on DNA ejection from viruses is expected to have the same physical origin as the phenomenon of reentrant DNA condensation in free solution [113, 133, 117]. Due to strong electrostatic interactions, multivalent counterions condense on the surface of DNA molecules. As a result the apparent charge, \( \eta^* \), of a DNA molecule is not its bare charge, \( \eta_0 = -1e/1.7\text{Å} \), but is the sum of \( \eta_0 \) and the condensed counterions’ charges. At small \( c_Z \), the large entropy of the counterions keeps them from condensing on DNA and \( \eta^* \) is negative. However, at large \( c_Z \) counterions over-condense on the DNA making \( \eta^* \) positive. In both cases, Coulomb repulsion keeps DNA molecules apart. At an intermediate concentration, \( c_Z \approx c_{Z,0} \), DNA molecules are almost neutralized by condensed counterions, \( \eta^* \approx 0 \). Short-range attractions between DNA molecules [111, 52] are able to condense them into bundles for these intermediate concentrations. This is the reentrant DNA condensation phenomenon. The counterion concentration at which DNA is neutral depends on mostly on the counterion valency and is shown to be 3.2 mM and 11 mM for tetravalent and trivalent counterions respectively [113, 124]. Although, divalent counterions are known to condense DNA only partially in free solution [74], DNA virus provides an unique experimental setup. The constraint of the viral capsid strongly eliminates configurational entropic cost of packaging DNA. This allows divalent counterions to influence DNA condensation similar to that of trivalent/tetravalent counterions. Indeed, DNA condensation by divalent counterions has also been observed in another environment where DNA configuration is constrained, namely the condensation of DNA in two dimensional systems [84]. For virus systems, theoretical fitting suggests that the DNA is neutralized at \( c_{Z,0} \approx 75 \text{ mM} \) for divalent counterions, and the short-range DNA attraction at this concentration is \(-0.004k_BT\) per nucleotide base [88]. In this chapter, we study the problem of DNA condensation in the presence of divalent counterions using computer simulation. We calculate the electrostatic contribution to the free energy of packaging DNA into bundles. We show
Figure 5: A DNA bundle is modelled as a hexagonal lattice with lattice constant $d$. Individual DNA molecule is modeled as a hard-core cylinder with negative charges glued on it according to the positions of nucleotides of a B-DNA structure.

that, if only the non-specific electrostatic contribution is included, divalent counte-
rions can indeed induce DNA reentrant condensation like those observed for higher

counterion valences. The simulation results agree reasonably well with the theoretical

fit of viral ejection experiments.

3.2 Model

We model the DNA bundle in hexagonal packing as a number of DNA molecules ar-

ranged in parallel along the $Z$-axis. In the horizontal plane, the DNA molecules form

a two dimensional hexagonal lattice with lattice constant $d$ (the DNA-DNA inter-

axial distance) (Figure 5). Individual DNA molecule is modeled as an impenetrable

cylinder with negative charges glued on it. The charges are positioned in accordance

with the locations of nucleotide groups along the double-helix structure of a B-DNA.

The hardcore cylinder has radius of 7Å. The negative charges are hard spheres of
radius 2Å, charge $-e$ and lie at a distance of 9Å from the DNA axis. This gives an averaged DNA diameter of 1 nm. The solvent water is treated as a dielectric medium with dielectric constant $\epsilon = 78$ and temperature $T = 300^oK$. The positions of DNA molecules are fixed in space. This mimics the constraint on DNA configurational entropy inside viruses and other experiments of DNA condensation using divalent counterions. The mobile ions in solution are modeled as hard spheres with unscreened Coulomb interaction (the primitive ion model). The coions have radius of 2Å and charge $-e$. The divalent counterions have radius of 2.5Å and charge $+2e$.

The interaction between two ions $i$ and $j$ with radii $\sigma_{i,j}$ and charges $q_{i,j}$ is given by

$$U = \begin{cases} 
q_i q_j / \epsilon r_{ij} & \text{if } r_{ij} > \sigma_i + \sigma_j \\
\infty & \text{if } r_{ij} < \sigma_i + \sigma_j 
\end{cases}$$

(12)

where $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$ is the distance between the ions.

The simulation is carried out using the periodic boundary condition. Unless explicitly stated, a periodic simulation cell with $N_{DNA} = 12$ DNA molecules in the horizontal ($x, y$) plane and 3 full helix periods in the $z$ direction is used. The dimensions of the box are $L_x = 3d$, $L_y = 2\sqrt{3}d$ and $L_z = 102\text{Å}$. The long-range electrostatic interactions between charges in neighboring cells are treated using the Ewald summation method. In Ref. [99, 59], it is shown that the macroscopic limit is reached when $N_{DNA} \geq 7$. Our simulation cell contains 12 DNA helices, hence it has enough DNA molecules to eliminate the finite size effect. We did a test run with 1, 4, 7 and 12 DNA molecules to verify that this is indeed the case. These smaller simulations are also used to check the correctness of our computer program by reproducing the results of DNA systems studied in Ref. [99, 59].

In practical situation, the DNA bundle is in equilibrium with a water solution containing free mobile ions at a given concentration. Therefore we simulate the system using Grand Canonical Monte-Carlo (GCMC) simulation. The number of ions are not constant during the simulation. Instead their chemical potentials are
fixed. The chemical potentials are chosen in advance by simulating a DNA-free salt solution and adjusting them so that the solution has the correct ion concentrations. In a simulation, the ions are inserted into or removed from the system in groups to maintain the charge neutrality [155]. We insert/remove one divalent counterion and two monovalent cations at the same time. Following Ref. [155], instead of using two independent chemical potentials, \( \mu_{+2} \) and \( \mu_{-1} \), for individual ion species we use only one chemical potential, \( \mu_{+2 \text{ salt}} = \mu_{+2} + 2\mu_{-1} \), in the Metropolis acceptance criteria of a particle insertion/deletion move.

In this chapter, we simulate DNA bundles at varying concentration \( c_Z \). The limit of small \( c_Z \) poses a nontrivial challenge. If we simulate DNA bundle in the presence of only divalent salt, then even at \( c_z = 0 \), there would be non-zero amount of divalent counterions inside the bundle due to the charge neutrality requirement. This situation is clearly non-physical. In reality, there always a finite amount of monovalent counterions from the buffer solution or from the deprotonization of DNA bases. According to the mass action law, when \( c_Z \) is smaller than a certain value, the monovalent counterions will replace the divalent ones in neutralizing DNA charges. Therefore, in this chapter, to properly simulate the DNA bundle at small \( c_Z \) limit, we include both divalent and monovalent salts in the simulation. The standard GCMC simulation method is generalized to this system by allowing insertion/removal of both kinds of salts in a simulation run. For simplicity, they both assumed to have the same coions. In addition to the chemical potential of a divalent salt molecule, \( \mu_{+2 \text{ salt}} \), we also use the chemical potential of a monovalent salt molecule, \( \mu_{+1 \text{ salt}} = \mu_{+1} + \mu_{-1} \), in the Metropolis criteria. Both \( \mu_{+1 \text{ salt}} \) and \( \mu_{+2 \text{ salt}} \) are adjusted so that the monovalent salt bulk concentration, \( c_1 \), in the DNA-free solution is always at 50 mM and \( c_Z \) is at the desired value. Typical standard deviations in the final salt concentrations are about 10%.
3.3 Results and Discussion

In general, it is not trivial to calculate the free energy of assembling a DNA bundle in a Monte-Carlo simulation because the entropy cannot be calculated explicitly. To overcome this problem, we employed the Expanded Ensemble method [99, 59]. This scheme allows us to calculate the difference of the system free energy at different volumes by sampling these volumes in a simulation run. By sampling two nearly equal volumes, \( V \) and \( V + \Delta V \), and calculate the free energy difference \( \Delta \Omega \), we can calculate the total pressure of the system:

\[
P(T, V, \{\mu_\nu\}) = -\frac{\partial \Omega(T, V, \{\mu_\nu\})}{\partial V} \bigg|_{T,\{\mu_\nu\}} \simeq -\frac{\Delta \Omega}{\Delta V}.
\]  

Here \( \{\mu_\nu\} \) are the set of chemical potentials of different ion species. The osmotic pressure of the DNA bundle is then obtained by subtracting the total pressure of the bulk DNA-free solution, \( P_b(T, V, \{\mu_\nu\}) \), from the total pressure of the DNA system:

\[
P_{\text{osm}}(T, V, \{\mu_\nu\}) = P(T, V, \{\mu_\nu\}) - P_b(T, V, \{\mu_\nu\}) \tag{14}
\]

In Figure 6, the osmotic pressure of DNA bundle at different \( c_Z \) is plotted as a function of the interaxial DNA distance, \( d \). Because this osmotic pressure is directly related to the “effective” force between DNA molecules at that interaxial distance [99, 59], Figure 6 also serves as a plot of DNA-DNA interaction. As one can see, when \( c_Z \) is greater than a value around 20 mM, there is a short-range attraction between two DNA molecules as they approach each other. This is the well-known phenomenon of like-charge attraction between macroions [111, 52]. It is the result of the electrostatic correlations between counterions condensed on the surface of each DNA molecule. The attraction appears when the distance between these surfaces is of the order of the lateral separation between counterions (about 14 Å for divalent counterions). The maximal attraction occurs at the distance \( d \simeq 28 \) Å, in good agreement with various theoretical and experimental results [124, 122]. For smaller \( d \), the
DNA-DNA interaction experiences sharp increase due to the hardcore repulsion between the counterions. One also see that the depth of attractive force between DNA molecules saturates at around -4 atm as $c_Z$ increases. This saturation is easily understood. At small $c_Z$, there are both monovalent and divalent counterions present in the bundle. As $c_Z$ increases, divalent counterions replace monovalent ones in the bundle as the later ions are released into the bulk solution to increase the overall entropy of the solution. However, charge neutrality condition of the DNA macroscopic bundle and the hardcore repulsion between ions limit how many divalent counterions can be present inside the bundle. Once all monovalent counterions are released into solution (replaced by divalent counterions), further increase in $c_Z$ does not significantly change the number of divalent counterions in the bundle. This leads to the observed saturation of DNA-DNA short-range attraction with increasing $c_Z$.

It is also very illustrative to look at the DNA-DNA “effective” interaction at
larger \(d\). At these separations, the distribution of counterions in the bundle can be considered to be composed of two populations: condensed layers of counterions near the surfaces of the DNA molecules and diffused layers of counterions further away. Of course, there is no definite distance that separates condensed from diffused counterions. Nevertheless, it is reasonable to expect the thickness of the condensed counterion layer to be of the order of the average lateral distance between counterions on the DNA surface. So for \(d > 35\,\text{Å}\), both counterion populations are present and one expects DNA-DNA interaction to be the standard screened Coulomb interaction between two charged cylinders with charge density \(\eta^*\). As evident from Figure 6, at small \(c_Z\), such as for \(c_z =14\,\text{mM}\), DNA-DNA interaction is repulsive. As \(c_Z\) increases, DNA-DNA interaction becomes less repulsive and reach a minimum around 75 mM. As \(c_Z\) increases further, DNA-DNA repulsion starts to increase again. This is the same behavior as that of the phenomenon of reentrant DNA condensation by multivalent counterions [113, 136, 57].

The non-monotonic dependence of DNA-DNA “effective” interaction on the counterion concentration is even more clear if one calculates the free energy, \(\mu_{\text{DNA}}\), of packaging DNA into bundles. This free energy is nothing but the difference between the free energy of a DNA molecule in a bundle and that of an individual DNA molecule in the bulk solution \((d = \infty)\). It can be calculated by integrating the pressure with the volume of the bundle. Per DNA nucleotide base, the packaging free energy is given by:

\[
\mu_{\text{DNA}}(d) = \frac{l}{L_z N_{\text{DNA}}} \int_\infty^d P_{\text{osm}}(d')dV = \frac{l}{N_{\text{DNA}}} \int_\infty^d P_{\text{osm}}(d') \frac{2L_z L_y}{d'} dd' 
\]

(15)

here \(l = 1.7\,\text{Å}\) is the distance between DNA nucleotides along the axis of the DNA. The numerical result for \(\mu_{\text{DNA}}(d)\) at the optimal bundle lattice constant \(d = 28\,\text{Å}\) is plotted in Figure 7 as a function of the \(c_Z\). Due to the limitation of computer simulations, the numerical integration is performed from \(d = 28\,\text{Å}\) to \(d = 50\,\text{Å}\) only. However, this will not change the conclusion of this chapter because the omitted
Figure 7: The free energy of packaging DNA molecules into hexagonal bundles as a function of the divalent counterion concentration. The points are results of numerical integration of $P_{\text{osm}}$ from Figure 6. The solid line is a simple cubic spline interpolation.

integration from $d = 50 \text{Å}$ to $d = \infty$ only gives an almost constant shift to $\mu_{\text{DNA}}$.

Once again, the non-monotonic dependence of the electrostatic contribution to DNA packaging free energy is clearly shown. There is an optimal concentration, $c_{Z,0}$, where the free energy cost of packaging DNA is lowest. It is even negative indicating the tendency of the divalent counterions to condense the DNA. At smaller or larger concentrations of the counterions, the free energy cost of DNA packaging is higher and positive. These results are consistent with the correlation theory of DNA reentrant condensation by multivalent counterions [113, 136, 57]. For small $c_Z$, DNA molecules are undercharged ($\eta^* < 0$). For large $c_Z$, DNA molecules are overcharged ($\eta^* > 0$). To condense the DNA molecules, one has to overcome the Coulomb repulsion between them. Therefore, the free energy cost of packaging is positive. For $c_Z \approx c_{Z,0}$, the DNA molecules are almost neutral, $\eta^* \approx 0$. The Coulomb repulsion is negligible and the free energy cost of condensing DNA molecules is lowest. Furthermore, the
like-charge attraction among DNA molecules mediated by the counterions [111, 52] is dominant in this concentration range, causing the electrostatic packaging free energy to become negative. Figure 7 gives $c_{Z,0} \approx 90$ mM and the short-range attraction among DNA molecules at this concentration is shown to be $-0.001k_B T/\text{base}$. These values are slightly off from previous theoretical fit of viral DNA ejection experiments [88]. However, we believe these small quantitative differences are due to our choice of the system physical parameters such as ion size [100]. Nevertheless, the non-monotonic electrostatic influence of divalent counterions on DNA-DNA “effective” interaction is clearly demonstrated in our simulation.
CHAPTER IV

DIVERSITY OF IN VIVO ASSEMBLED HIV-1 CAPSIDS

4.1 Introduction

Assembly and maturation of human immunodeficiency viruses (HIV) are complex and essential processes in the life cycle of this AIDS-causing virus. HIV belongs to the retroviral family of viruses, which all have similar structural components, assembly and infection pathway. Initially, retroviruses assemble as noninfectious particles that contain a spherical capsid composed of the viral structure poly-protein Gag. Upon budding, the capsid is enclosed in a membrane derived from the cell plasma membrane. This immature virion then undergoes a dramatic rearrangement to form the infectious capsid viral particles. This maturation is triggered by the cleavage of Gag into three new proteins, namely, matrix (MA), capsid (CA) and nucleocapsid (NC) proteins. The maturation of HIV is shown in Figure 8. As the viral particle matures, MA remains associated with the plasma membrane, NC associates with the viral RNA genomes, and CA self-assembles into a closed capsid shell that surrounds the RNA-NC complex [27].

Most traditional viruses have either spherical or cylindrical shapes. They are also very robust, highly reproducible in in vitro experiments. In contrast, retroviral capsids in general, and HIV capsid in particular, are highly heterogeneous in both shapes and sizes. Although the immature capsids of retroviruses are spherical, the shapes of the mature capsids vary significantly between different viruses, and between different virions of the same virus. TEM images of HIV-1 capsid show that, besides spherical and cylindrical, these capsids can have conical shapes as well (see Figure 9) [15]. This shape has triggered immense interest in the biology community as evident
Figure 8: Schematic pictures of immature and mature HIV-1 [135]. Gag proteins are rearranged into three major proteins (MA, CA, and NC) during maturation process. Capsid requires a conformational change during maturation process. SU and TM are surface unit and trans membrane protein respectively.

by the growing number of scientific research to understand how the capsid proteins are arranged on such shape, and what physical factors favor the assembly of conical shape over the spherical or cylindrical ones. In the physics community, this conical shape of virus starts to receive broader attention recently. Several alternative explanations for the observed conical shape of the HIV virus were suggested. Henley proposed a kinetical approach to the formation of conical shape [66], where the conical shape is one consequence of an irreversible growth mechanism. The model, however, does not explain how conical shapes are easily obtained in \textit{in vivo} than \textit{in vitro} assembly. Nguyen et al studied a thermodynamic model of the assembly [114, 115]. Using a simple continuum shell approximation to the capsid to calculate the energies of spherical, cylindrical and conical shape they showed that in free assembly experiments (such as \textit{in vitro} condition of empty capsid assembly), the most stable shape is either spherical or cylindrical depending on the spontaneous curvature of the shell. Only when the capsid volume is fixed, the conical shape becomes more stable. This result agreed qualitatively with experimental data showing the increase in conical shape
Figure 9: CryoTEM tomography images showing the diversity of HIV-1 capsids. Three views are shown along three orthogonal directions. Conical capsids are shown in red, Cylindrical capsids in orange, and other irregular shape capsids in yellow. Each capsid is enclosed by the lipid membrane in blue as the constraint of elongation of capsid during maturation process. These various shapes are found from a single cell culture. The size of each box is 160 × 160 nm² [15].
when HIV capsid is assembled \textit{in vitro} in the presence of RNA molecules [51]. Without RNA, the probability of CA proteins assembling into conical shape is very low (5%). However, in the presence of finite RNA molecules which are packaged inside capsid (hence provide a form of volume constraint on the assembly), the conical shapes account for about 20-30% of the total capsid formed.

In this chapter, we extend the continuum shell model to study the \textit{in vivo} assembly of HIV-1 capsid. For this assembly process, HIV-1 capsid is formed inside a viral plasma membrane. This presents an additional constraint on the process which prohibits the formation of highly elongated cylindrical capsid. We investigate the possibility that, similar to the volume constraint in previous study, this membrane constraint can also increase the probability that assembled capsid has conical shape. We found that this is indeed the case, however only marginally. The physical picture is much more interesting. Within numerical errors, it is observed that the energies of optimal conical shape and optimal cylindrical shape are the same or within the thermal energy $k_B T$ from each other. In other words, thermodynamically both conical and cylindrical shapes have similar probability to appear as a result of the self-assembly process during maturation. We propose that this is why \textit{in vivo} assembled HIV-1 capsids are so diverse in shapes and sizes even though \textit{in vitro} assembled HIV-1 capsids are dominantly cylindrical.

### 4.2 Extended isometric construction of viral capsids

A simple continuum elastic shell model to study energy of various viral capsid shapes (spherical, cylindrical and conical) inside the constraint of the viral membrane is used. Both analytical and computational calculations are used. For both calculations, an important starting point is the geometrical construction of the non-spherical capsids using the generalized Caspar-Klug (CK) construction [114, 115]. By using this construction, it is implicitly assumed that CA proteins are arranged in two-dimensional
Figure 10: Caspar Klug construction of icosahedral shell. (a) Folding template for an icosahedral shell consisting of 20 equilateral triangles. The template is specified by the lattice vector $\vec{A} = h\vec{a}_1 + k\vec{a}_2$ of a hexagonal lattice with basis vectors $\vec{a}_1$ and $\vec{a}_2$. (b) An example with $\vec{A} = 3\vec{a}_1 + k\vec{a}_2$. (c) The icosahedron folded from the folding template for this lattice vector, which relates to $T = h^2 + k^2 + 2hk = 13$. Pentagons are located on 12 vertices and 6 hexagons occupy on each 20 equilateral triangles. The number of proteins is $60T = 780$ [115].

hexagonal lattice on the mature capsid. Even though detail organization of CA proteins on mature capsid is not yet available, many lower resolution structural studies of HIV-1 capsid [51, 120] indirectly support this assumption. Since this geometrical construction is important to proper calculation of capsid energy, let us give its detail procedure below, starting from the standard CK construction.
4.2.1 CK construction for spherical capsid

Caspar and Klug deployed their famous geometrical construction of capsid subunits as a way of studying icosahedral capsid. In this construction, the icosahedron is created by folding corresponding inextensible template cut from a triangular lattice (Figure 10). Each so-called quasi-equivalent icosahedron is specified by the triangular lattice vector $\vec{A}$ that connects the neighboring vertices of the folding template (Figure 10A). Like any lattice vectors, $\vec{A}$ in turn is specified by a pairs of two integer numbers $(h, k)$ such that $\vec{A} = h\vec{a}_1 + k\vec{a}_2$, where $\vec{a}_1, \vec{a}_2$ are the two basis vectors of the triangular lattice (Figure 10B). One can see that the capsid made of the two basis units is composed of the 12 pentamers (made of five CA proteins) at the vertices of the icosahedron, and the hexamers (made of six CA proteins) that cover the faces of the icosahedron. Simple calculation shows that the number of capsomers is $10^T + 2$ where $T = h^2 + k^2 + hk$ is the triangulation number (or T-number) of the quasi-equivalent icosahedral shape. The total number of proteins that make up the icosahedral capsid is $60^T$.

4.2.2 Generalized CK construction for non-spherical capsids

The CK construction of icosahedral capsids has been extended to non-icosahedral shapes (cylindrical and conical) by Toan T. Nguyen [114, 115]. The corresponding templates are shown in Figure 11 and Figure 12 respectively.

Cylindrical capsid: Unlike icosahedral template, template for quasi-equivalent non-spherical capsid requires two lattice vectors $\vec{A}$ and $\vec{B}$ in order to be uniquely specified. In the case of cylindrical template (Figure 11A), these vectors can be specified on the lattice by two pairs of integer numbers $(m, n|h, k)$ such that

$$\vec{A} = n(h\vec{a}_1 + k\vec{a}_2),$$
$$\vec{B} = m(h\vec{b}_1 + k\vec{b}_2),$$

where the basis vectors $\vec{a}_{1,2}$ and $\vec{b}_{1,2}$ are shown in Figure 11B. In general, the ratio $m/n$ can be regarded as the asphericity of the cylindrical capsid (the ratio between...
Figure 11: Isometric construction of a spherocylindrical shell (the spherocylinder reduces to an icosahedron for $m = n$). (a) Folding template for an isometric cylinder. (b) The folding template is specified by the two orthogonal basis lattice vectors $\vec{A} = n(h\vec{a}_1 + k\vec{a}_2)$ and $\vec{B} = m(h\vec{b}_1 + k\vec{b}_2)$, with $m > n$ two positive integers and $(h, k)$ two non-negative integers. (c) shows the isometric spherocylinder with $(m, n, h, k) = (4, 2, 1, 0)$ [115].
**Figure 12:** Isometric construction of a 7-5 cone (for \( m = n \), the isometric 7-5 cone again drops to an icosahedron). (a) Folding template for an isometric 7-5 cone. The template is specified by two parallel vectors \( \vec{A} = n(h\vec{a}_1 + k\vec{a}_2) \) and \( \vec{B} = m(h\vec{b}_1 + k\vec{b}_2) \). (b) The case \((m, n, h, k) = (4, 3, 1, 0)\) [115].

The height and width of the cylinder). It is easy to verify that when this ratio is 1, the standard CK construction is recovered. One could also define a T-number \( T = mn(h^2 + k^2 + hk) \) such that the number of capsomers is \( 10T + 2 \) and the number of proteins is \( 60T \), similar to the spherical icosahedral capsid.

Conical capsid: In the case of conical capsid template, the two vectors are shown in Figure 12A. They can also be specified by two pairs of integer numbers \((m, n)\) such that (see Figure 12B):

\[
\vec{A} = n(h\vec{a}_1 + k\vec{a}_2),
\vec{B} = m(h\vec{b}_1 + k\vec{b}_2).
\]

The conical shape is asymmetric with two non-equal caps at the two ends. The ratio \( m/n \) can be regarded as the ratio between the radii of these caps. When \( m/n = 1 \), once again, the standard CK construction is recovered. One can also define the T-number of conical capsid as \( T = (2m^2 - n^2)(h^2 + k^2 + hk) \). Like other cases, the number of capsomers is \( 10T + 2 \) and the number of proteins is \( 60T \).
4.3 Evaluation of capsid energy

4.3.1 Capsid energy from elastic theory of viral capsids

Experiments show that the number of CA proteins in a retroviral capsid is quite large (HIV mature capsid is made of about 1300 proteins [15] and the dimension of the capsid is much larger than the size of individual proteins. Because of this, we approximate the capsid as a continuum elastic shell. The energy of such shell is the sum of two contributions, an "in plane" stretching energy, $H_s$, and an "out-of-plane" bending energy $H_b$. The stretching energy is given by

$$H_s = \frac{1}{2} \int dS \left( 2\mu u_{ij}^2 + \lambda u_{ii}^2 \right),$$  \hspace{1cm} (16)

where $u_{ij}$ is the strain tensor for the in-plane displacement of the shell and $\mu$ and $\lambda$ are two material constants, known as Lame coefficients which are related to the area modulus by $B = \lambda + 2\mu$, and to the (2D) Young modulus by $Y = 4\mu(\mu + \lambda)/(2\mu + \lambda)$. The integration is performed over the area $S$ of the shell.

The bending energy $H_b$ of an elastic shell is given by

$$H_b = \frac{1}{2} \int dS \left[ \kappa (H - C_0)^2 + 2\kappa_G K \right],$$  \hspace{1cm} (17)

where $\kappa$ is the bending modulus of the shell, $H = 1/R_1 + 1/R_2$ is the mean curvature, and $C_0$ is the spontaneous curvature. To the lowest order, this spontaneous curvature is associated with the absence of "up-down" mirror symmetry of individual CA proteins. In the second term, $K = 1/R_1 R_2$ is the Gaussian curvature and $\kappa_G$ is the Gaussian bending modulus. For a closed surface with fixed topology such as viral capsids, this Gaussian curvature is integrated out to a constant. We therefore drop this term from consideration. Thus, an elastic shell can be described by four phenomenological material parameters, the two Lame constants $\lambda$ and $\mu$, the bending modulus $\kappa$ and the spontaneous curvature $C_0$. Given these four parameters and a given capsid shape, one can calculate and optimize its energy as a function of the
aspherity \((m/n)\). The dominant shape in an assembly process is the shape with the lowest optimized energy.

The minimization of the total elastic energy, \(H_s + H_b\), with respect to capsid shape leads to a set of coupled nonlinear equations, so-called Föppl-von Kármán (FvK) equations. This system of equations in general cannot be solved (thus, the capsid elastic energy cannot be calculated) exactly. In this chapter, we calculate the energy by two different methods, a computational one and a complementary analytical approximate one. The two methods are independent of each other for the most part. They are used to provide a consistency check of our results. The numerical method focuses only on the cylindrical and 7-5 conical shapes (where there are 7 pentamers on the larger cap and 5 pentamers on the smaller cap). The analytical method allows us to calculate energy of conical shapes with different cone angles. As we see in the results and discussion later, both methods lead to the conclusion that the membrane constraint makes both conical and cylindrical shapes similar in energy.

4.3.2 Numerical calculation of capsid elastic energy

The exact solution to the FvK continuum elastic equations and calculation of the elastic energy of various capsid shells can be obtained by numerical method as follows. The continuum shell is discretized the shell into a closed triangular net. The discretization follows exactly the isometric construction of the capsid described earlier. This allows us to preserve the underlying symmetry of the stress patterns of the actual protein shell, especially the presence of twelve pentamers on the capsid. Upon discretization, the "in plane" energy, Eq. (16), can be written as the sum of pair-wise interactions between neighboring nodes \(i\) and \(j\) of the net:

\[
H_s = \frac{\epsilon}{2} \sum_{<i,j>} (|\vec{r}_i - \vec{r}_j| - a)^2. \tag{18}
\]

Here \(a\) is the equilibrium spacing of the interaction potential, \(|\vec{r}_i - \vec{r}_j|\) is the distance between two neighboring nodes \((i\) and \(j)\), and \(\epsilon\) is the strength of the interaction.
In the continuum limit where the number of discretization nodes becomes infinite, $\epsilon$ is proportional to the Young modulus of the shell, $\epsilon = \sqrt{3}Y/2$. The "out-of-plane" bending energy, Eq. (17), can be written as the sum of pair-wise interactions between neighboring triangles of the net:

$$H_b = k \sum_{<I,J>} \left[ 1 - \cos(\theta_{IJ} - \theta_0) \right]$$

(19)

Here $\theta_{IJ}$ is the dihedral angle between normal directions of two neighboring triangles $I$ and $J$. In the continuum limit, the energy scale $k$ is proportional to the bending modulus, $k = 2\kappa/\sqrt{3}$, and the preferred angle $\theta_0$ is proportional to the spontaneous curvature of the continuum shell, $\theta_0 = \sqrt{3}C_0a/2$. If number of nodes of our discretizing mesh is large enough, we could simulate the corresponding continuum (spherical or non-spherical) shell accurately. Previous study [114] shows that the continuum limit is reached when the number of nodes exceeds 10000. In this limit, for given material parameters and capsid shape, the capsid energy does not depend on specific value of the set $(m, n| h, k)$ but only on the aspherity $m/n$. Therefore, in this chapter, unless stated explicitly, we choose $h = 1$ and $k = 0$. The reference icosahedral capsid has $m = n = 55$ corresponding to 30252 nodes.

Starting from the isometric discretization, we then optimize the position of the nodes in space to minimize the total energy of the system using the conjugate gradient method. For given material parameters, $\epsilon, k$, given capsid area and membrane radius, the energy of a shell shape is calculated as a function of the aspherity $m/n$. The shape with the optimum $m/n$ whose energy is lowest is chosen. Comparing energy of spherical shell with the energies of the optimum cylindrical shell and the optimum conical shell, we can determine the most thermodynamically stable shape corresponding to this given set of parameters. Experimentally, these parameters depend on specific CA protein (or their mutations) interactions. Mapping available experimental results of assembled shapes, we can work out the strength of these interactions.
4.3.3 Analytical approximation to elastic energy

Since the numerical computation focuses only on 7-5 conical shapes, we use a complementary analytical calculation which can address any conical shapes in general. This approximation was proposed by in Ref. [95] and generalized to non-spherical capsid and to include non-zero spontaneous curvature in Ref. [114]. It is based on the fact that there are exactly 12 pentamers on viral capsids. Each pentamer can be considered a five-fold disclination defect on the 2D hexagonal lattice of the CA proteins. For typical range of the capsid protein elastic parameters, the elastic stress is significant only near the center of these disclinations. Thus, one can approximate the energy of the spherical capsid as the sum of elastic energies of 12 five-fold disclinations centered at the pentamers. This gives the energy of a spherical capsid by [114]:

$$ E_0(\gamma, \alpha) = 6B \left[ 1 + \ln \left( \frac{\gamma}{\gamma_B} \right) \right] + C(\gamma, \alpha) + D(\gamma, \alpha) \quad (20) $$

where the background bending energy $D(\gamma, \alpha)$ of the core region of the disclinations,

$$ D(\gamma, \alpha) = 8\pi - 4\sqrt{\pi} \alpha \sqrt{\gamma_B / \gamma} + (\alpha^2/2) \gamma_B / \gamma \quad (21) $$

and the contribution, $C(\gamma, \alpha)$, to the bending energy of the outer region of the disclination due to non-zero $C_0$ is

$$ C(\gamma, \alpha) = 6B \left[ -\frac{2\alpha}{\sqrt{\pi}} \left( \sqrt{F(\gamma)} - \sqrt{\gamma_B / \gamma} \right) + \frac{\alpha^2}{4\pi} \left( F(\gamma) - \gamma_B / \gamma \right) \right] \quad (22) $$

where $F(\gamma) = \frac{1-\gamma_B/\gamma(1-3\cos\theta_1/\tan\theta_1)}{3\cos\theta_1/\tan\theta_1}$ with $\theta_1 = \arcsin(\frac{5}{6}) \sim 56 \text{ deg}$ equal to the largest cone angle consistent with forming a truncated cone from a hexagonal lattice. The elastic energy depends on two dimensionless parameters $\gamma$ and $\alpha$. $\gamma = YS/\kappa$ ($S$ is the capsid area) is the FvK number, which gives the relative strength of stretching and bending energies of the capsid shell and $\alpha = C_0S^{1/2}$ is spontaneous curvature parameter which is proportional to the preferred angle $\theta_0$. $\gamma_B$ and $B$ are two numerical numbers. Although the theoretical values for them are 1935 and $11\pi/30$ respectively
Figure 13: Approximate shape for non-spherical capsid. (a) Construction of a smooth shell by connecting a larger hemisphere of radius $R_l$ on the top to a smaller hemisphere of radius $R_s$ on the bottom by a cone that is cotangent to the two spheres. The cone aperture angle is $2\theta$. Curvature is discontinuous on the surface along the two matching circles. (b) Construction of a smooth spherocylindrical shell with height $h$ and cylinder radius $\rho$ [114].
[95], they are treated as fitting parameters to numerical calculations. It should be noted that Eq. (20) is valid only for $\gamma > \gamma_B$. It can be shown from experimental estimates (as we will see in the more detail in the discussion section) that this is indeed the case for retroviruses.

Non-spherical capsids (cylindrical and conical) can be approximated by a closed surface consisting of two spherical caps connected by a smooth body (cylinder or cone) with aperture angle $2\theta$ (see Figure 13). The 12 disclinations are distributed on the caps. The smooth body is constructed from a hexagonal lattice of CA proteins, hence it contains no disclinations (see previous section on generalized CK construction). For cylindrical capsid, each cap has 6 disclinations. For conical capsid, there are two partially spherical caps at the two ends with radii $R_l$ and $R_s$ respectively. The larger cap has $12 - M$ disclinations and the smaller cap has $M$ disclinations where $M = 2, 3, 4$, or $5$ (the special case $M = 1$ corresponds to spherical capsid and $M = 6$ to cylindrical capsid). Simple geometrical calculation gives the cone angle $\theta_M$ as $\sin \theta_M = 1 - M/6$. The non-spherical capsid is now characterized by two FvK numbers corresponding to the radii of the caps, $\gamma_{l,s} = Y 4\pi R_{l,s}^2 / \kappa$. The elastic energy of non-spherical capsid is approximated as the sum of three parts: the energy of two spherical caps, $E_0(\gamma, \alpha)/\kappa$, given by Eq. (20) but scaled by the appropriate number of disclinations, and the energy of the smooth connecting body:

$$\frac{E_M(\gamma_l, \gamma_s, \alpha)}{\kappa} = \frac{12 - M}{M} \frac{E_0(\gamma_l, \alpha)}{\kappa} + \frac{M}{12} \frac{E_0(\gamma_s, \alpha)}{\kappa} + D_M(\gamma_l, \gamma_s, \alpha)$$ (23)

The energy, $D_M(\gamma_l, \gamma_s, \alpha)$, of the smooth body is given by:

$$D_M(\gamma_l, \gamma_s, \alpha) = \frac{\cos \theta_M}{2 \tan \theta_M} \left[ \pi \ln \frac{\gamma_l}{\gamma_s} - 2 \sqrt{\pi} \alpha \left( \sqrt{\frac{\gamma_l}{\gamma}} - \sqrt{\frac{\gamma_s}{\gamma}} \right) + \frac{\alpha^2}{4} \left( \frac{\gamma_l}{\gamma} - \frac{\gamma_s}{\gamma} \right) \right]$$ (24)

The Eqs.(20) and (23) form the basis of our analytical approximation to calculate the energy of various capsids.
Figure 14: Visual image of a virus accommodating a conical capsid during capsid maturation. Immature HIV-1 changes its spherical membrane to an ellipsoidal membrane shape by pushing the inner membrane with the maturing capsid. The lengths of the long and short semi-axes of the membrane are $c$ and $a$. 
4.4 Model for the membrane and its energy

To study the effect of the viral membrane on the assembly process of retroviral capsids, we model the membrane as a flexible ellipsoidal shell. As capsid matures from spherical to cylindrical or conical, the membrane is elongated along the long axis of the capsid (Figure 14). Denote $c$ as the polar radius (larger radius), $a$ the equatorial radius (shorter radius) and $x = a/c$ the reciprocal of the aspect ratio of the ellipsoid. The membrane energy is described by its surface tension $\sigma$, osmotic pressure $P$ and bending rigidity $\kappa_m$ as:

$$H_m = -\sigma S(c, x) + PV(c, x) + H_{\text{bend}}.$$  \hspace{1cm} (25)

Here $S(c, x)$ and $V(c, x)$ are surface area and enclosed volume of the membrane respectively:

$$S(c, x) = 2\pi(cx)^2 + \left(1 + \frac{\arcsin\sqrt{1-x^2}}{x\sqrt{1-x^2}}\right),$$
$$V(c, x) = \frac{4\pi}{3}c^3x^2.$$  \hspace{1cm} (26)

$H_{\text{bend}}$ (the bending energy of the membrane) can be obtained with $H$ (mean curvature) as

$$H_{\text{bend}} = 2\int dS\kappa_m H^2,$$  \hspace{1cm} (27)

where

$$H = \frac{c^2}{16a^2} \frac{(3a^2 + c^2 + (a^2 - c^2)\cos(2\theta))^2}{(a^2\cos^2\theta + c^2\sin^2\theta)^3}.\hspace{1cm} (28)$$

To proceed Eq. (27) further, we need to calculate $\int dS$ using $z = c\cos\theta$:

$$\int dS = 2\pi a \int_{-c}^{c} \sqrt{1 + \frac{(a-c)(a+c)z^2}{c^4}} dz = 2\pi ac \int_{0}^{\pi} \sqrt{1 + \frac{(a-c)(a+c)}{c^2}\cos^2\theta \sin\theta} d\theta.$$  \hspace{1cm} (29)
Inserting Eq. (28) and Eq. (29) into Eq. (27), we can obtain the following equation:

\[ H_{\text{bend}} = \frac{\kappa_m \pi c^3}{a} \int_0^\pi d\theta \sqrt{1 - \left(\frac{c^2 - a^2}{c^2}\right) \cos^2 \theta \sin \theta} \]

\[ \times \left( \frac{1}{a^2 \cos^2 \theta + c^2 \sin^2 \theta} + \frac{2a^2}{(a^2 \cos^2 \theta + c^2 \sin^2 \theta)^2} + \frac{a^4}{(a^2 \cos^2 \theta + c^2 \sin^2 \theta)^3} \right) \]

(30)

Integrating each term of the above equation, \( H_{\text{bend}} \) can be finally written by

\[ H_{\text{bend}} = 2\kappa_m \pi \left( \frac{7 + 2x^2}{3} + \frac{\arcsin \sqrt{1 - x^2}}{x\sqrt{1 - x^2}} \right). \]

(31)

This is the simplest physical model that mimics the constraint of viral membrane on capsid assembly. Note that the membrane surface tension and osmotic pressure are not independent, \( P = \sigma / 2R_m \). For a given elongation \( c \), the optimal \( x \) (and hence the membrane energy) is obtained by minimizing \( H_m \).

### 4.5 Results

#### 4.5.1 Numerical computations of spherical, cylindrical and 7-5 conical capsids

It is known that in the absence of the viral membrane, the fraction of conical capsids in self-assembly experiments is very small. Numerical simulation confirms this observation \([114, 115]\). The authors showed that at small spontaneous curvature parameter, \( \alpha \), the dominant shape is spherical. As \( \alpha \) increases beyond some critical value, \( \alpha_c \), the capsid shell undergoes a first order transition and the most dominant shape is cylindrical with \( h/\rho \sim 2 \). This critical \( \alpha_c \) varies non-monotonously with \( \gamma \) (decreases then increases as \( \gamma \) increases, see Figure 15). As \( \alpha \) increases further, the optimal cylindrical shape becomes more elongated and remains lower in energy than both conical and spherical ones. An important observation is that the conical shape is never a thermodynamically stable shape in this unconstrained assembly. Our numerical calculation reproduces their phase diagram (the most stable capsid shape as a function of the dimensionless parameters \( \gamma \) and \( \alpha \)) by setting the membrane surface
Figure 15: Shape phase diagram without membrane. The vertical axis is the FvK number $\gamma = YS/\kappa$; the horizontal axis is the dimensionless spontaneous curvature $\alpha = 2\theta_0 S^{1/2}/\sqrt{3}a$. For low $\alpha$, icosahedral shells are stable for all FvK numbers. The black squares are the shape phase boundary between spherical shells and the cylindrical shells obtained from numerical simulation. The cylindrical shape becomes more stable than the spherical shapes with high $\alpha$. The dotted line corresponds to the FvK number of HIV-1 capsids ($\gamma \sim 21000 > \gamma_B$) [114].
Figure 16: Dependence of the membrane energy $H_m$, in terms of the bending rigidity $\kappa_m$, on $x = a/c$, the reciprocal of the aspect ratio of the membrane for dimensionless membrane tension parameter ($\frac{\sigma R_m^2}{\kappa_m} = 50$) which is in the range for HIV-1.

tension $\sigma$ to zero. The situation is very different when the capsid matures in the presence of the constraining viral envelop membrane. This membrane must elongate along the long axis of the capsid during the maturation process and is deformed into an ellipsoidal membrane. Thus additional energetic cost occurs when the capsid elongates. For the case of HIV-1 viral membrane, we can use typical experimental values: $\sigma \sim 1pN/nm$, $R_m \sim 60-80nm$, $\kappa_m \sim 20-40k_BT$. The range of $\sigma R_m^2/\kappa_m$ is from 21.95 to 78.05. In Figure 16, this energetic cost of deforming the viral membrane (normalized by the bending rigidity $\kappa_m$) is plotted as a function of $x$ (the membrane aspherity), for the dimensionless membrane tension parameter, $\sigma R_m^2/\kappa_m = 50$ which

50
is in the range of $\sigma R^2_m/\kappa_m$ for HIV-1. The membrane energy $H_m$ continuously decreases and is minimal at $x = 1$. Note that the decreasing behavior of $H_m$ with increasing $x$ does not depend on the strength of the dimensionless membrane surface tension parameter. Thus, HIV-1 membrane retains its spherical shape during the expansion to accommodate the capsid and after its maturation process. This simplifies our expression for the membrane energy significantly. The bending energy of a sphere is well-known to be a constant, $8\pi\kappa_m$. It does not depend on the size of a sphere. We can drop out the bending energy term for HIV-1 membrane from consideration. The only term in the membrane deformation cost which depends on capsid length $L_{max}$ is:

$$H_m = 4\pi\sigma (L_{max}/2 - R_m)^2.$$  

(32)

4.5.2 The effect of the length constraint on the thermodynamics of retroviral mature shape is shown in the range for HIV-1

The capsid energy (normalized by the bending modulus $\kappa$) without the membrane ($\sigma R^2_m/\kappa = 0$) is plotted as function of $L_{max}$ for different values of $\alpha$ in Figure 17. The green line corresponds to the conical shape, and the blue line corresponds to the cylindrical shape. At small $\alpha$ (Figure 17A), the cylindrical shape is considerably lower in energy than the conical. As $\alpha$ increases, the energies of conical and cylindrical capsids become identical for $L_{max}$ close to $2R_m$ (Figure 17B). However, the optimal cylindrical shape (cylindrical shape with lowest energy) is much lower in energy than the optimal conical shape. This optimal cylindrical shape has $m/n$ ratio $\sim 5$, and is highly elongated. In Figure 18, the capsid energy in the presence of the membrane constraint with $\sigma R^2_m/\kappa = 63.81$ is plotted. The elongated shape becomes prohibitively high in energy and the optimal shape has $L_{max}$ close to $2R_m$. In this case, we can see that conical and cylindrical are very similar in energy. The optimal conical shape (green curve) is even smaller than the optimal cylindrical shape (blue curve). However, the difference is within numerical error.
Figure 17: Dependence of the elastic energy, in terms of the bending constant $\kappa$, of the spherocylindrical capsid (blue line) and conical capsid (green line) on the length of the capsid at two different $\alpha$ without membrane from numerical calculation (NBG). (a) The dimensionless spontaneous curvature $\alpha$ is 5. The spherocylindrical shape starts to be more stable than spherical. (b) is drawn at $\alpha = 15$. Conical and spherocylindrical shape are identical in energy up to $L_{max} = 2R_m$. 

$$\frac{\sigma R_m^2}{\kappa} = 0$$
Figure 18: Dependence of the total energy of the system, in terms of the bending constant $\kappa$, the spherocylindrical capsid (blue line) and conical capsid (green line) on the length of the capsid for the case $\left(\frac{\sigma R^2}{\kappa m} = 63.81\right)$. Two energies are identical in energy up to $2R_m$. 
4.5.3 Analytical approximation for capsid energy

Numerical result shows that the presence of the viral membrane imposes certain restriction on the length of the capsid depending on the strength of the membrane surface tension. For HIV-1, available experimental data show that the diameter of the viral membrane \(2R_m\) and the cylindrical and conical capsid diameter \(L_{\text{max}}\) are very similar, \(2R_m/L_{\text{max}} \sim 1\). The lowest energy capsids, therefore, will have their largest diameter, \(L_{\text{max}}\), only slightly bigger than \(2R_m\). Since these capsids are most relevant ones in an assembly process, it is natural to consider only them and approximate their energy by expanding \(E_M(\gamma, \alpha, \epsilon)/\kappa\) in terms of the small parameter \(\epsilon = (L_{\text{max}} - 2R)/2R\) \((R\) is spherical capsid radius) and keep only terms up to the second order. After some mathematical manipulation we get:

\[
\frac{E_M(\gamma, \alpha, \epsilon)}{\kappa} \approx \frac{E_M(\gamma, \alpha, 0)}{\kappa} + \epsilon \frac{E_M^{(1)}(\gamma, \alpha, 0)}{\kappa} + \epsilon^2 \frac{E_M^{(2)}(\gamma, \alpha, 0)}{\kappa} \tag{33}
\]

The first term is simply the energy of the spherical capsid at the same capsid area given by Eq. (20), thus is independent of \(M\) (identical for cylindrical and conical capsids). It is found that the second term is also independent of \(M\):

\[
\frac{E_M^{(1)}(\gamma, \alpha, 0)}{\kappa} = -12B + 4\pi + \alpha \left[-4\sqrt{\pi} + \frac{6B}{\sqrt{11\pi}} \frac{20}{\sqrt{10 + \gamma B/\gamma}}\right] + \alpha^2 \left(1 - \frac{30B}{11\pi}\right). \tag{34}
\]

However, the third term in the expansion is dependent on \(M\), and is the main energy term responsible for the difference in energies between capsids:

\[
\frac{E_M^{(2)}(\gamma, \alpha, 0)}{\kappa} = \left[-\frac{132(5M^2 - 60M + 144)}{22(12 - M)M}B + \frac{6(M^2 - 12M + 48)}{(12 - M)M} - \frac{\pi}{\gamma}\right] + \alpha \left[2\sqrt{\pi} - \frac{6B}{\sqrt{11\pi}} \left(200 + \frac{10(M^2 - 12M + 144)}{(12 - M)M} \frac{\gamma B}{\gamma}\right) \right] \left(10 + \frac{\gamma B}{\gamma}\right)^{-\frac{3}{2}} + \alpha^2 \left[-\frac{(M^2 - 12M + 144)}{2(12 - M)M} + \frac{30(M^2 - 12M + 144)B}{22(12 - M)M} \frac{\pi}{\gamma}\right]. \tag{35}
\]
Then, we can write Eq. (33) as

\[
\frac{E_M(\gamma, \alpha, \epsilon)}{\kappa} \simeq \frac{E_M(\gamma, \alpha, 0)}{\kappa} + \epsilon \frac{E_M^{(1)}(\gamma, \alpha, \epsilon)}{\kappa} + \epsilon^2 \frac{E_M^{(2)}(\gamma, \alpha, \epsilon)}{\kappa}
\]

\[
= 6B \left[ 1 + \ln \left( \frac{\gamma}{\gamma_B} \right) \right] + 8\pi + \alpha \left[ \frac{12B}{\sqrt{\pi}} \sqrt{\frac{\gamma_B}{\gamma}} - 4\sqrt{\pi} \sqrt{\frac{\gamma_B}{\gamma}} \right] - 12B \sqrt{\frac{10}{11\pi}} \left( 1 + \frac{\gamma_B}{10\gamma} \right) + \alpha^2 \left[ \frac{15}{11\pi} B + \frac{\gamma_B}{2\gamma} - \frac{15B \gamma_B}{11\pi \gamma} \right]
\]

\[
+ \epsilon \left\{ -12B + 4\pi + \alpha \left[ -4\sqrt{\pi} + \frac{6B}{\sqrt{11\pi}} \sqrt{\frac{20}{10 + \gamma_B/\gamma}} \right] + \alpha^2 \left( 1 - \frac{30B}{11\pi} \right) \right\}
\]

\[
+ \epsilon^2 \left\{ \left[ -132 \left( 5M^2 - 60M + 144 \right) B + \frac{6(M^2 - 12M + 48)}{(12 - M)M} \pi \right] \right\}
\]

\[
+ \alpha \left[ 2\sqrt{\pi} - 6B \right] + \frac{10(M^2 - 12M + 144) \gamma_B}{(12 - M)M \gamma} \left/ \left( 10 + \frac{\gamma_B}{\gamma} \right)^{3/2} \right] \right\}
\]

\[
+ \alpha^2 \left[ \frac{-(M^2 - 12M + 144)}{2(12 - M)M} + \frac{30(M^2 - 12M + 144) B}{22(12 - M)M \pi} \right] \right\}. \quad (36)
\]

The detail derivation is shown in Appendix B.

### 4.6 Discussion

Let us start this section by showing the expected range of elastic parameters for HIV-1 capsid. Many elastic fitting of various viruses [107] indicated that typical ratio between Young modulus and the bending rigidity of viral shell is about \( Y/\kappa \sim 1 \text{ nm}^{-2} \) in general (with about 30 % variation between viruses). The total area of HIV-1 capsid is about 21000 \( \text{nm}^2 \) with standard deviation 9000 \( \text{nm}^2 \). Thus the range of the FvK number \( \gamma \) for HIV-1 is estimated to be 12000 \( \sim 30000 \). The spontaneous curvature of CA protein shell can be deduced from the fact that cylindrical capsid formed in experiment has diameter of about 40 \( \text{nm} \), leading to \( C_0 \sim 1/20 \text{ nm} \) and the range of \( \alpha \sim (5.48 \sim 8.66) \). According to Figure 15, the optimal shape for a self-assembly experiment is a cylindrical one. The elastic model thus confirms the dominance of cylindrical shape in \textit{in vitro} experiment. It should be noted that our calculation using these HIV-1 parameters shows that conical shape is also lower in energy than spherical shape. However, the highly elongated cylindrical is the most stable one because (at
high spontaneous curvature parameter $\alpha$) it lowers the total bending of the capsid.

The situation is very interesting when HIV-1 capsid matures in the presence of the strong envelope membrane constraint. All elongated capsid greater than the membrane diameter $2R_m$ becomes very expensive in energy and only capsid with $L_{\text{max}} \sim 2R_m$ remains. The analytical formula, Eq. (33), shows that the energies of both cylindrical and conical with different cone angle $\theta_M$ are identical up to the first order. The third term of Eq. (33) is tabulated in Table 1 for theoretical value $B = 11\pi/30$ and the semi-empirical value $B = 1.27$ in the range of HIV-1. If one uses the theoretical value $B = 11\pi/30$, the terms proportional to $\alpha^2$ in the third expansion term are identically zero. This term only depends on the first order of $\alpha$. The energy difference between $E_5^{(2)}(\gamma, \alpha, 0)$ and $E_6^{(2)}(\gamma, \alpha, 0)$ (7-5 conical and cylindrical) is $0.07\kappa \sim 0.7 k_BT$ which is less than $1 k_BT$, the thermal energy in the whole range of $\alpha$ for HIV-1. On the other hand, if one uses the semi-empirical value $B \sim 1.27$, then the third term not only depends on $\alpha$, but also $\alpha^2$. Both $E_5^{(2)}(\gamma, \alpha, 0)/\kappa$ and $E_6^{(2)}(\gamma, \alpha, 0)/\kappa$ calculated with semi-empirical value $B \sim 1.27$ is higher than those with the theoretical value $B = 11\pi/30$ because $\alpha^2$ is not zero. In the semi-empirical case, the difference between the energy of the 7-5 conical shape and the cylindrical shape is less than the thermal energy $1 k_BT$ up to $\alpha \sim 6.6$. This energy difference reaches $2.9 k_BT$ at the highest value $\alpha = 8.66$ of the range of HIV-1 because of the quadratic of $\alpha$ term. However, the difference between $E_5^{(2)}(\gamma, \alpha, 0)/\kappa$ and $E_6^{(2)}(\gamma, \alpha, 0)/\kappa$ in the medium range of $\alpha$ for HIV-1 is also $\sim 1 k_BT$. Therefore, our analytical expansion to the energy for conical and cylindrical shape calculated with both the theoretical and semi-empirical value shows that the energy difference between both shapes are negligible. On the other hand, if one uses the semi-empirical value $B \sim 1.30$, then the coefficient of the $\alpha^2$ term in $E_5^{(2)}(\gamma, \alpha, 0)/\kappa$ is 0.200 while in $E_6^{(2)}(\gamma, \alpha, 0)/\kappa$, it is 0.192. In other words, for this value of $B$, $E_5^{(2)}(\gamma, \alpha, 0)/\kappa$ would be slightly smaller than $E_6^{(2)}(\gamma, \alpha, 0)/\kappa$ at small $\alpha$ and slightly larger at large $\alpha$. When we use the word
Table 1: $E_{M}^{(2)}(\gamma, \alpha, 0)/\kappa$ for different $M$’s for empirical and theoretical values $B$.

<table>
<thead>
<tr>
<th>$B = 1.27$</th>
<th>$E_{2}^{(2)}(\gamma, \alpha, 0)/\kappa$</th>
<th>$E_{3}^{(2)}(\gamma, \alpha, 0)/\kappa$</th>
<th>$E_{4}^{(2)}(\gamma, \alpha, 0)/\kappa$</th>
<th>$E_{5}^{(2)}(\gamma, \alpha, 0)/\kappa$</th>
<th>$E_{6}^{(2)}(\gamma, \alpha, 0)/\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 5$</td>
<td>$-5.70$</td>
<td>$-5.59$</td>
<td>$-5.55$</td>
<td>$-5.53$</td>
<td>$-5.52$</td>
</tr>
<tr>
<td>$\alpha = 6$</td>
<td>$-6.85$</td>
<td>$-7.80$</td>
<td>$-8.23$</td>
<td>$-8.42$</td>
<td>$-8.48$</td>
</tr>
<tr>
<td>$\alpha = 7$</td>
<td>$-7.38$</td>
<td>$-9.57$</td>
<td>$-10.55$</td>
<td>$-11.00$</td>
<td>$-11.13$</td>
</tr>
<tr>
<td>$\alpha = 8$</td>
<td>$-7.26$</td>
<td>$-10.89$</td>
<td>$-12.51$</td>
<td>$-13.26$</td>
<td>$-13.48$</td>
</tr>
<tr>
<td>$\alpha = 9$</td>
<td>$-6.51$</td>
<td>$-11.77$</td>
<td>$-14.11$</td>
<td>$-15.20$</td>
<td>$-15.52$</td>
</tr>
<tr>
<td>$B = \frac{1}{10}$</td>
<td>$E_{2}^{(2)}(\gamma, \alpha, 0)/\kappa$</td>
<td>$E_{3}^{(2)}(\gamma, \alpha, 0)/\kappa$</td>
<td>$E_{4}^{(2)}(\gamma, \alpha, 0)/\kappa$</td>
<td>$E_{5}^{(2)}(\gamma, \alpha, 0)/\kappa$</td>
<td>$E_{6}^{(2)}(\gamma, \alpha, 0)/\kappa$</td>
</tr>
<tr>
<td>$\alpha = 5$</td>
<td>$-8.27$</td>
<td>$-7.10$</td>
<td>$-6.57$</td>
<td>$-6.33$</td>
<td>$-6.26$</td>
</tr>
<tr>
<td>$\alpha = 6$</td>
<td>$-12.16$</td>
<td>$-10.99$</td>
<td>$-10.47$</td>
<td>$-10.22$</td>
<td>$-10.15$</td>
</tr>
<tr>
<td>$\alpha = 7$</td>
<td>$-16.05$</td>
<td>$-14.88$</td>
<td>$-14.36$</td>
<td>$-14.11$</td>
<td>$-14.04$</td>
</tr>
<tr>
<td>$\alpha = 8$</td>
<td>$-19.94$</td>
<td>$-18.77$</td>
<td>$-18.25$</td>
<td>$-18.00$</td>
<td>$-17.93$</td>
</tr>
</tbody>
</table>

"slightly", we mean that, even for $\alpha \sim 8$, the difference in value between these two different terms, and hence the difference between the energy of the conical shape and the cylindrical shape is less than $0.1\kappa \sim 1k_{B}T$, the thermal energy. This shows that the cylindrical and conical has the same probability to appear after in vivo maturation process. This agrees well with available experimental data.

Our numerical calculation also shows that the energies of conical and cylindrical shapes are nearly identical in the range of HIV-1 capsid. In Figure 17, we showed that cylindrical capsid has lower energy than the conical capsid at small $\alpha$ but the energies of the conical capsid and the cylindrical capsid are almost same until these capsids matures up to $2R_{m}$ at high $\alpha$. Also shown is the average value for the diameter of the HIV viral membrane, $2R_{m}$.

The optimal cylindrical shape in this case (without membrane) has length of 350 nm. In Figure 18, the total energy in the presence of the membrane is plotted as a function of the length of the capsid (for the typical surface tension or osmotic pressure of HIV-1 capsid). The 350 nm cylindrical shell becomes very high in energy and is no longer the most stable one. Now the optimal cylindrical and conical capsids
have the same energies (the conical one is actually slightly smaller in energy but it is within our numerical error). More impressive is the fact that up to 40% of elongation, cylindrical and conical shapes have the same energy. This shows that the analytical expansion we used in Eq. (33) has very large range of validity.

In summary, we introduce a way to study the morphologies of HIV-1 capsid using Caspar-Klug construction for spherical capsid and the generalized isometric construction for non-spherical capsids. We suggested evidences for the question of diversity of *in vivo* assembled HIV-1 capsids by using the continuum elastic theory and the flexible elliptical membrane model. Both our numerical calculations for cylindrical and 7-5 conical capsids and analytical calculations for cylindrical and all conical capsids support that the presence of the viral membrane plays an important role in the diversity of *in vivo* retroviral capsids. Without the membrane, the cylindrical is the most dominant shape in CA protein assembly. However, with the membrane, retroviral conical capsids and cylindrical capsids have similar energy and equal probability to appear in the assembly.
CHAPTER V

RADIAL DISTRIBUTION OF RNA GENOMES PACKAGED INSIDE SPHERICAL VIRUSES

5.1 Introduction

Viruses attract broad interests from physics community due to their ability of spontaneous self assembly. Many viruses can be produced both in vivo and in vitro as highly robust and monodisperse particles. As a result, beside biomedical applications, understanding virus assembly can also have novel promising applications in nanofabrication. At the basic level, viruses consist of viral genomes (RNA or DNA molecules) packaged inside a protective protein shell (viral capsid). The structures of viral capsids for most viruses are well understood from high-resolution experiments using cryoelectron microscopy or X-ray analysis [151, 78], as well as theoretical studies [95, 115]. Single-stranded RNA (ssRNA) viruses also package their genome spontaneously during assembly. Several theoretical studies have demonstrated that the interaction between capsid proteins and RNA nucleotide basis plays an important role in the RNA packaging process, both energetically and kinetically [71, 14, 132, 156, 72]. However, unlike the structural study of viral capsid, there is still a lack of general understanding of structure of packaged RNA. In references [14, 156, 72], different models of RNA packaging inside viruses were studied. However, all these works treat RNA molecules as linear flexible polymers. In this chapter, we want to address the question of how RNA molecules are arranged inside a spherical virus, explicitly taking into account the branching degree of freedom of RNA secondary structure. We focus on a particular class of ssRNA viruses where the interaction between capsid proteins and RNA molecules is non–specific and occurs dominantly at the inner surface of the
capsid. This is the case for viruses where basic amino acids are located on the surface and electrostatic interaction is strongly screened in the bulk solution (examples of such viruses are bacteriophage MS₂, Q Beta, Dengue, Immature Yellow Fever,... generally viruses belonging to group B and C mentioned in Ref [72]). (In some viruses such as pariacoto virus [145], the viral capsid forces some fraction of RNA molecules to adopt it dodecahedron structure. In that case, the theory presented below should be applied to the free fraction of these RNAs.) Even though RNA-capsid interaction only occurs at the surface, RNA radial concentration profiles and the amount of RNA packaged inside a virus can be dictated by the strength of this interaction. The main result of this chapter is that there are two different profiles for the radial RNA

Figure 19: Two different profiles for RNA monomer concentration inside spherical viruses. Points are experimental data and solid lines are theoretical fit. a) Profile II, Eq. (48), fitted to RNA concentration of Dengue virus obtained from cryoelectron microscopy experiment [85]. b) Profile III, Eq. (51), fitted to RNA concentration of bacteriophage MS₂ obtained from small angle neutron scattering experiment [75].
nucleotide concentration. For small capsid attraction, the RNA concentration is maximum at the center of the capsid. A representative virus (the Dengue virus) for this profile is shown in Figure 19a. For larger capsid attraction, the RNA concentration is maximum at a distance close to (but always smaller than) the inner capsid radius. A representative virus (the bacteriophage MS₂) for this profile is shown in Figure 19b. For the later case, the RNA molecules form a dense layer at the inner capsid surface. The thickness of this layer varies very slowly (logarithmic) with the capsid radius. As a result, the amount of RNA packaged inside such viruses is proportional to the capsid area (or the number of capsid proteins) instead of its volume.

5.2 Model

Inner capsid of a spherical virus is considered as a hollow sphere only including RNA molecules which interact with the inner capsid surface in order to show how RNA molecules are radially distributed inside a spherical virus. It is well known that ssRNA molecules fold on themselves due to base-pairing interaction between their nucleotides. Because nucleotide sequence of ssRNA molecules is not perfect for such pairing, their secondary structure is highly nonlinear. To the first approximation, RNA molecules are considered to be highly flexible branch polymers which can fluctuate freely over all possible branching configurations. Different branching configurations are described in the schematic way shown in Figure 20, characterized by fugacities for “bi-functional” units (linear sequences), “tri-functional units” (branching points) and “endpoints” (stem-loops or hair-pins). We assume good solvent condition with repulsive interactions between the different units (with no “tertiary” pairing). Using a mean-field approximation [112] to a field theory for solutions of branching polymers of this type [98], one can write down an expression for the free energy density of RNA solution $W[Q(\vec{r})]$ as

$$\frac{W[Q(\vec{r})]}{m} = \frac{\epsilon}{2} Q(\vec{r})^2 - \frac{w}{6} Q(\vec{r})^3 + \mu Q(\vec{r})^4 - h Q(\vec{r}) \, ,$$

(37)
Figure 20: Schematic representation of the secondary structure of a single-stranded RNA molecule as a collection of linear sections, branch-points, and end-points. The molecule can freely fluctuate between different branching configurations.

where $\epsilon$, $w$, $h$ and $m$ are the fugacities of the monomers, branch points, the end-points and the whole polymers respectively. The coefficient $u$ is proportional to the second-order virial coefficient for monomer-monomer interaction (since RNA molecules are assumed to be in good solvent, $u$ is positive). $Q(\vec{r})$ is the order parameter of the field theory and is proportional to the concentration of end-points. Note that if one sets $w = 0$ (the branching degree of freedom is suppressed), Eq. (37) recovers the well known expression for the free energy density of a solution of linear polymers [35]. Based on this mean-field expression, it is suggested that RNA are prone to a surface condensation which is different from that of linear polymer[112]. In this chapter, we will use the mean-field expression, Eq. (37), to study how RNA molecules are packaged inside a virus. For simplicity, we model the viral capsid as a hollow sphere with inner radius $R$. We also assume that RNA molecules are radially distributed inside the capsid so that $Q(\vec{r}) \equiv Q(r)$ where $r$ is the radial distance from the center.
of viral capsid. As a result, the excess free energy of the RNA molecules packaged inside a capsid can be written as

\[ H_{MF} = H_s + \int_0^R 4\pi r^2 dr \left\{ \frac{m}{2} \left( \frac{dQ}{dr} \right)^2 + \Delta W[Q] \right\}, \tag{38} \]

with \( \Delta W[Q(r)] = W[Q(r)] - W[Q_{bulk}] \). The first term in Eq. (38) denotes the interaction energy of the capsid proteins with the RNA molecules. Assuming this interaction occurs only at the inner capsid surface, \( H_s \) can be written as the sum of contributions from monomers and endpoint adsorptions:

\[ H_s = 4\pi R^2 m \left[ -\gamma_1 Q(R) - \gamma_2 Q(R)^2 / 2 \right], \tag{39} \]

where \( \gamma_{1,2} \) are the strengths of the adsorption.

Due to the cubic term proportional to \( w \) in Eq. (37), for small positive \( \epsilon \), the free energy density \( W(Q) \) has two minima, \( Q_D \) and \( Q_C \), corresponding to, respectively, the mean-field order parameter of a dilute bulk RNA solution and that of a condensed bulk RNA solution. A first-order condensation transition takes place when \( W(Q_D) = W(Q_C) \). We will always assume RNA solution lies at this coexistence regime so that both the dilute and dense phases of RNA solution are close in energy. Therefore, we set bulk value \( Q_{bulk} = Q_D \). The equilibrium RNA concentration profile corresponds to the profile \( Q(r) \) that minimizes the Hamiltonian Eq. (38). Setting the functional derivative, \( \delta H_{MF}/\delta Q \) to zero, we obtain the Euler-Lagrangian equation

\[ \frac{d^2 Q}{dr^2} + \frac{2}{r} \frac{dQ}{dr} - \frac{1}{m} \frac{\partial \Delta W}{\partial Q} = 0, \tag{40} \]

and a boundary condition at the inner capsid surface:

\[ \left. \frac{dQ}{dr} \right|_{r=R} = \frac{H_s'[Q(R)]}{4\pi R^2 m} = -\gamma_1 Q(R). \tag{41} \]

The detail derivation for Euler Lagrange equation and boundary condition is shown in Appendix C.1. To proceed further, we approximate \( \Delta W \) using the double parabolic
potential form[70]:

$$\Delta W(Q) = \begin{cases} \frac{1}{2}m\lambda_D^2(Q - Q_D)^2 & \text{for } Q < Q_m, \\ \frac{1}{2}m\lambda_C^2(Q - Q_C)^2 & \text{for } Q > Q_m, \end{cases}$$  (42)

where $Q_m = (\lambda_D Q_D + \lambda_C Q_C)/(\lambda_D + \lambda_C)$ is the point where the two parabolas cross each other forming a cusp. Here, $Q_m$ can be calculated by setting two double parabolas of Eq. (42) equal:

$$\frac{1}{2}m\lambda_D^2(Q_m - Q_D)^2 = \frac{1}{2}m\lambda_C^2(Q_m - Q_C)^2.$$  (43)

The two coefficients $\lambda_D^2, \lambda_C^2$ are the stiffness of the free energy density of RNA solution near the two minima. They are proportional to the corresponding correlation lengths of the two phases. In general, this double parabolic potential form for the free energy density breaks down near the critical temperature where the first order transition becomes second order, or when the fugacity of branch points, $w$, goes to 0 (the branching degree of freedom is suppressed and RNA molecules behave as a linear polymer). However, it was shown [112] that the mean-field expression, Eq. (37), breaks down before this limit is approached. If one stays within the limit of mean-field theory, the double parabola approximation is a reasonable approximation. We will come back to its limitation in later discussion.

5.3 RNA condensation inside a spherical capsid

With this approximate form of $\Delta W$, Eq. (40) becomes linear and easy to solve. The general solution is a linear combination of $\exp(\pm \lambda_D r)/r$. We try to solve six possible concentration profiles for the RNA molecules in this chapter.

Profile I. If for all $r$, $Q(r) < Q_m$, we can set up the solution to the Euler equation is

$$Q(r) = C_1 \frac{\exp(\lambda_D r)}{r} + C_2 \frac{\exp(-\lambda_D r)}{r} + C_0,$$  (44)

where $C_1, C_2,$ and, $C_0$ are constants determined by the boundary condition Eq. (41) and the potential form Eq. (42) with the condition that the free energy density at
$r=0$, $Q(r=0)$ should be finite. This finity condition at $r=0$ gives $C_1 = -C_2$. We can easily obtain $C_0 = Q_D$. This relation is the result of the Euler Lagrange Equation Eq. (40). After putting Eq. (44) into the boundary condition Eq. (41), we obtain the solution to the Euler equation

$$Q(r) = -C_{10}\sinh(\lambda_D r)/(\lambda_D r) + Q_D.$$ 

(45)

where

$$C_{10} = \frac{(\gamma_1 + \gamma_2 Q_D)R}{\cosh(\lambda_D R) + (\gamma_2 R - 1) \sinh(\lambda_D R)/(\lambda_D R)}.$$ 

(46)

Because the interaction of the RNA monomers with the viral capsid is attractive, $\gamma_{1,2} > 0$, the coefficient $C_{10}$ is a positive quantity. According to Eq. (45), this means that for all $r$, the endpoint (and monomer) concentration in this profile is always smaller than the bulk value, $Q(r) < Q_D = Q_{bulk}$. This is a non physical situation. Therefore, we discard this solution from later consideration.

**Profile II.** The second possibility is the case that for all $r$, $Q > Q_m$. We can also write down the general solution to this case

$$Q(r) = C_1\exp(\lambda_C r)/r + C_2\exp(-\lambda_C r)/r + C_0.$$ 

(47)

$C_1$, $C_2$, and $C_0$ can also be determined by the fact that $Q(r=0)$ should be finite and a result of the Euler Lagrange equation Eq. (40) leading to $C_1 = -C_2$ and $C_0 = Q_C$. The solving method is the same as that used in **Profile I** except for using the stiffness coefficient $\lambda_C$ for a condensed phase instead of $\lambda_D$ for a dilute phase. Accordingly, by inserting Eq. (47) into the boundary condition Eq. (41), we arrive at the solution

$$Q(r) = -C_{20}\sinh(\lambda_C r)/(\lambda_C r) + Q_C,$$

(48)

where

$$C_{20} = \frac{(\gamma_1 + \gamma_2 Q_C)R}{\cosh(\lambda_C R) + (\gamma_2 R - 1) \sinh(\lambda_C R)/(\lambda_C R)}.$$ 

(49)

This solution is a monotonously decreasing function of $r$ and the RNA concentration is maximum at the center of the capsid. Because of the requirement that $Q(R)$ must
be greater than $Q_m$, this profile is possible only for very weak adsorption (in practice, $\lambda_C R \gg 1$, this requirement means $(\gamma_1/Q_C + \gamma_2)/\lambda_D < 1$). As a result, RNA monomers want to concentrate at the center of the capsid to gain their configurational entropy (minimizing the gradient term in Eq. (38)).

**Profile III.** The third possibility is that $Q(r)$ passes through $Q_m$ at some distant $r = r_0$ ($0 < r_0 < R$) such that $Q(r = r_0) = Q_m$. We can interpret $r_0$ as the boundary between the dilute and the condensed phases of RNA molecules inside the capsid. The solution can be written down by

$$Q(r) = \begin{cases} 
C_1 \frac{\exp(\lambda_D r)}{\lambda_D r} + C_2 \frac{\exp(-\lambda_D r)}{\lambda_D r} + Q_D & \text{for } r < r_0 \\
C_31 \frac{\exp(\lambda_C r)}{\lambda_C r} + C_32 \frac{\exp(-\lambda_C r)}{\lambda_C r} + Q_C & \text{for } r_0 < r < R.
\end{cases} \quad (50)$$

With $Q(r = 0)$ being finite, we can rewrite the above Equation,

$$Q(r) = \begin{cases} 
(Q_0 - Q_D) \frac{\sinh(\lambda_D r)}{\lambda_D r} + Q_D & \text{for } r < r_0 \\
C_31 \frac{\exp(\lambda_C r)}{\lambda_C r} + C_32 \frac{\exp(-\lambda_C r)}{\lambda_C r} + Q_C & \text{for } r_0 < r < R.
\end{cases} \quad (51)$$

Now we have four unknown parameters $C_{31}$, $C_{32}$, $r_0$ and $Q_0$. We have three requirements (two continuity requirements and one condition at the interface $r_0$): (1) the density profile $Q(r)$ should be continuous and (2) the derivative of the density profile $Q'(r)$ also should be continuous. (3) the density profile $Q(r = r_0)$ at the interface between a dilute and a condensed phase for RNA molecule is equal to $Q_m$. We also have one more boundary condition Eq. (41). Using two continuity requirements $Q(r = r_0^+) = Q(r = r_0^-)$ and $Q'(r = r_0^+) = Q'(r = r_0^-)$, we can obtain the next two equations for $C_1$ and $C_2$:

$$C_31 \frac{\exp(\lambda_C r_0)}{\lambda_C r_0} + C_32 \frac{\exp(-\lambda_C r_0)}{\lambda_C r_0} + Q_C = (Q_0 - Q_D) \frac{\exp(\lambda_D r_0) - \exp(-\lambda_D r_0)}{2\lambda_D r_0} + Q_D. \quad (52)$$
and

\[
C_{31} \left( -\frac{\exp(\lambda_C r_0)}{\lambda_C r_0^2} + \frac{\exp(\lambda_C r_0)}{r_0} \right) + C_{32} \left( -\frac{\exp(-\lambda_C r_0)}{\lambda_C r_0^2} - \frac{\exp(-\lambda_C r_0)}{r_0} \right) = (Q_0 - Q_D) \left( -\frac{\exp(\lambda_D r_0) - \exp(-\lambda_D r_0)}{2\lambda_D r_0^2} + \frac{\exp(\lambda_D r_0) + \exp(-\lambda_D r_0)}{2r_0} \right).
\]

(53)

Solving for \( C_{31} \) and \( C_{32} \) from two equations (52) and (53), we obtain

\[
C_{31} = -\exp[-(\lambda_C + \lambda_D) r_0] (Q_0 - Q_D) (\lambda_C / \lambda_D - 1)/4 + \exp[-(\lambda_C - \lambda_D) r_0] (Q_0 - Q_D) (\lambda_C / \lambda_D + 1)/4 - \exp(-\lambda_C r_0) (Q_C - Q_D) (\lambda_C r_0 + 1)/2,
\]

\[
C_{32} = \exp[(\lambda_C + \lambda_D) r_0] (Q_0 - Q_D) (\lambda_C / \lambda_D - 1)/4 - \exp[(\lambda_C - \lambda_D) r_0] (Q_0 - Q_D) (\lambda_C / \lambda_D + 1)/4 - \exp(\lambda_C r_0) (Q_C - Q_D) (\lambda_C r_0 - 1)/2.
\]

\( r_0 \) and \( Q_0 \) are two unknowns in the solution Eq. (51) with two coefficients \( C_{31} \) and \( C_{32} \). To find the unknowns \( r_0 \) and \( Q_0 \), the boundary condition, Eq. (41), and the condition \( Q(r_0) = Q_m \). The later condition with Eq. (51) gives

\[
Q_m = (Q_0 - Q_D) \frac{\exp(\lambda_D r_0) - \exp(-\lambda_D r_0)}{2\lambda_D r_0} + Q_D.
\]

(54)

Replacing \( Q_m \) by \((\lambda_D Q_D + \lambda_C Q_C)/\lambda_D + \lambda_C)\) and solving for \( Q_0 \), it gives

\[
Q_0 - Q_D = (Q_C - Q_D) \frac{\lambda_C}{\lambda_C + \lambda_D} \frac{\lambda_D r_0}{\sinh(\lambda_D r_0)}.
\]

(55)

The above relation will be used in the equation obtained from the boundary condition. The boundary condition, Eq. (41) gives another equation :

\[
C_{31} \left( -\frac{\exp(\lambda_C R)}{\lambda_C R^2} + \frac{\exp(\lambda_C R)}{R} \right) + C_{32} \left( -\frac{\exp(-\lambda_C R)}{\lambda_C R^2} - \frac{\exp(-\lambda_C R)}{R} \right) = -\gamma_1 - \gamma_2 Q(R).
\]

(56)
Plugging \(Q(R)\) of Eq. (51) into the above equation and factorize with \(C_{31}\) and \(C_{32}\), we get

\[
[(\lambda_C + \gamma_2)R - 1]C_{31}\exp(\lambda_C R) - [(\lambda_C - \gamma_2)R + 1]C_{32}\exp(-\lambda_C R)
= - (\gamma_1 + \gamma_2 Q_C)\lambda_C R^2. \tag{57}
\]

Inserting \(C_{31}\) and \(C_{32}\) into Eq. (57), it gives

\[
[(\lambda_C + \gamma_2)R - 1] \exp[\lambda_C (R - r_0)] \times
\left[ -\frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_D r_0) + \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_D r_0) - \frac{(\lambda_C r_0 + 1) Q_C - Q_D}{2\lambda_C} \right]
-[(\lambda_C - \gamma_2)R + 1] \exp[-\lambda_C (R - r_0)] \times
\left[ \frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_D r_0) - \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_D r_0) - \frac{(\lambda_C r_0 - 1) Q_C - Q_D}{2\lambda_C} \right]
\frac{(\gamma_1 + \gamma_2 Q_C) R^2}{Q_0 - Q_D} = 0. \tag{58}
\]

Using the relation between \(Q_0 - Q_D\) and \(Q_C - Q_D\), Eq. (55), we get

\[
[(\lambda_C + \gamma_2)R - 1] \exp[\lambda_C (R - r_0)] \times
\left[ -\frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_D r_0) + \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_D r_0) - \frac{(\lambda_C r_0 + 1) (\lambda_C + \lambda_D) \sinh(\lambda_D r_0)}{2\lambda_C} \right]
-[(\lambda_C - \gamma_2)R + 1] \exp[-\lambda_C (R - r_0)] \times
\left[ \frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_D r_0) - \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_D r_0) - \frac{(\lambda_C r_0 - 1) (\lambda_C + \lambda_D) \sinh(\lambda_D r_0)}{2\lambda_C} \right]
\frac{(\gamma_1 + \gamma_2 Q_C) R^2 (\lambda_C + \lambda_D) \sinh(\lambda_D r_0)}{Q_C - Q_D} \lambda_C \lambda_D r_0 = 0. \tag{59}
\]

After some simple calculations, we arrive at the equation for \(r_0\):

\[
\left(1 + \frac{\gamma_2}{\lambda_C} - \frac{1}{\lambda_C R}\right) \left[-\frac{\lambda_D r_0 \exp(-\lambda_D r_0)}{\sinh(\lambda_D r_0)} + 1 + \frac{\lambda_D}{\lambda_C}\right] u^2
- 2\lambda_J R u
- \left(1 - \frac{\gamma_2}{\lambda_C} + \frac{1}{\lambda_C R}\right) \left[\frac{\lambda_D r_0 \exp(\lambda_D r_0)}{\sinh(\lambda_D r_0)} - 1 - \frac{\lambda_D}{\lambda_C}\right] = 0, \tag{60}
\]

where \(u = \exp[\lambda_C (R - r_0)]\). The parameter

\[
\lambda_s = (1 + \lambda_D/\lambda_C)(\gamma_1 + \gamma_2 Q_C)/(Q_C - Q_D), \tag{61}
\]

68
is proportional to the strength of RNA adsorption at the inner capsid surface and has dimension of inverse length. The solution to Eq. (60) is

\[
u = \left\{ \lambda_s R \pm \left[ \left( \frac{\gamma_2}{\lambda_C} - \frac{1}{\lambda_C R} \right)^2 \right]ight. \times \left. \left\{ \left( \frac{\lambda D r_0}{\sinh (\lambda D r_0)} \right)^2 + 2 \left( 1 + \frac{\lambda D}{\lambda_C} \right) \frac{\lambda D r_0}{\tanh (\lambda D r_0)} - (1 + \frac{\lambda D}{\lambda_C})^2 \right\} \right\}^{1/2}
\]

\[
\times \left\{ \left( 1 + \frac{\gamma_2}{\lambda_C} - \frac{1}{\lambda_C R} \right) \left( \frac{\lambda D r_0 \exp (-\lambda D r_0)}{\sinh (\lambda D r_0)} + 1 + \frac{\lambda D}{\lambda_C} \right) \right\}^{1/2} \right. \right) \tag{62}
\]

Profile IV. The fourth possibility is that \( Q(r) \) passes through \( Q_m \) at some distant \( r = r_0 \) \((0 < r_0 < R)\) such that \( Q(r = r_0) = Q_m \) and \( Q(r) \) starts from above \( Q_m \) at inner capsid center and decreases as the \( r \) approaches to \( r_0 \). The solution to the Euler Lagrange equation (40) can be set up dy

\[
Q(r) = \left\{ \begin{array}{ll}
C_1 \frac{\exp (\lambda_C r)}{\lambda_C} + C_2 \frac{\exp (-\lambda_C r)}{\lambda_C} + Q_C & \text{for} \quad r < r_0 \\
C_{41} \frac{\exp (\lambda_D r)}{\lambda_D} + C_{42} \frac{\exp (-\lambda_D r)}{\lambda_D} + Q_D & \text{for} \quad r_0 < r < R.
\end{array} \right. \tag{63}
\]

With the density profile \( Q(r) \) at \( r = 0 \) being finite, we can write down the solution

\[
Q(r) = \left\{ \begin{array}{ll}
(Q_0 - Q_C) \frac{\sinh (\lambda_C r)}{\lambda_C} + Q_C & \text{for} \quad r < r_0 \\
C_{41} \frac{\exp (\lambda_D r)}{\lambda_D} + C_{42} \frac{\exp (-\lambda_D r)}{\lambda_D} + Q_D & \text{for} \quad r_0 < r < R.
\end{array} \right. \tag{64}
\]

where \( Q_0 = Q(0) \). In Eq. (64), there are four unknowns which can be solved by four requirements: two continuities of the density profile and its derivative at its phase boundary at \( r_0 \) (1) \( Q(r_0^+) = Q(r_0^-) \) and 2) \( Q'(r_0^+) = Q'(r_0^-) \), 3) one condition \( Q_m = Q(r_0) \), 4) the boundary condition Eq. (41). Applying the first two requirements, we can get two equations for \( C_1 \) and \( C_2 \):

\[
C_{41} \frac{\exp (\lambda_D r_0)}{\lambda_D r_0} + C_{42} \frac{\exp (-\lambda_D r_0)}{\lambda_D r_0} + Q_D = (Q_0 - Q_C) \frac{\exp (\lambda_C r_0) - \exp (-\lambda_C r_0)}{2 \lambda_C r_0} + Q_C.
\]  

\[
(65)
\]
and
\[ C_{41} \left( -\exp(\lambda_D r_0) + \frac{\exp(\lambda_D r_0)}{r_0^2} \right) + C_{42} \left( -\exp(-\lambda_D r_0) - \frac{\exp(-\lambda_D r_0)}{r_0^2} \right) = (Q_0 - Q_C) \left( \frac{-\exp(\lambda_C r_0) - \exp(-\lambda_C r_0)}{2\lambda_C r_0^2} + \frac{\exp(\lambda_C r_0) + \exp(-\lambda_C r_0)}{2r_0} \right). \] (66)

Solving Eq. (65) and Eq. (66), we can express \( C_1 \) and \( C_2 \):
\[
C_{41} = -\exp[-(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4 \\
+ \exp[(\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4 \\
+ \exp(-\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 + 1)/2,
\]
\[
C_{42} = \exp[(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4 \\
- \exp[-(\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4 \\
+ \exp(\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 - 1)/2.
\]

\( r_0 \) and \( Q_0 \) are two unknowns in the solution above and there are two requirements left. The condition \( Q(r_0) = Q_m \) gives
\[
Q_0 - Q_C = -(Q_C - Q_D)\frac{\lambda_D}{\lambda_C + \lambda_D \sinh(\lambda_C r_0)}.
\] (67)

The above relation will be used in the equation obtained from the boundary condition.

The boundary condition, Eq. (41) gives another left equation:
\[
C_{41} \left( -\frac{\exp(\lambda_D R)}{\lambda_D R^2} + \frac{\exp(\lambda_D R)}{R} \right) + C_{42} \left( -\frac{\exp(-\lambda_D R)}{\lambda_D R^2} - \frac{\exp(-\lambda_D R)}{R} \right) = -\gamma_1 - \gamma_2 Q(R).
\] (68)

Plugging \( Q(R) \) of Eq. (64) into the above equation and factorize with \( C_{41} \) and \( C_{42} \), we get
\[
[(\lambda_D + \gamma_2)R - 1]C_{41} \exp(\lambda_D R) - [(\lambda_D - \gamma_2)R + 1]C_{42} \exp(-\lambda_D R) \\
= -(\gamma_1 + \gamma_2 Q_D)\lambda_D R^2.
\] (69)
Inserting $C_{41}$ and $C_{42}$ into Eq. (69), it gives

$$
[(\lambda_D + \gamma_2)R - 1] \exp[\lambda_D(R - r_0)] \times
\left[ \frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_C r_0) + \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_C r_0) - \frac{(\lambda_D r_0 + 1)}{2\lambda_D} \frac{(\lambda_C + \lambda_D)}{\lambda_D} \sinh(\lambda_C r_0) \right]
- [(\lambda_D - \gamma_2)R + 1] \exp[-\lambda_D(R - r_0)] \times
\left[ -\frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_C r_0) - \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_C r_0) - \frac{(\lambda_D r_0 - 1)}{2\lambda_D} \frac{(\lambda_C + \lambda_D)}{\lambda_D} \sinh(\lambda_C r_0) \right]
+ \frac{(\gamma_1 + \gamma_2 Q_D) R^2}{Q_0 - Q_C} \left( \frac{\lambda_C}{\lambda_D} \right) \sinh(\lambda_C r_0) = 0.
$$

Using the relation between $Q_0 - Q_C$ and $Q_C - Q_D$, Eq. (67), we get

$$
[(\lambda_D + \gamma_2)R - 1] \exp[\lambda_D(R - r_0)] \times
\left[ \frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_C r_0) + \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_C r_0) - \frac{(\lambda_D r_0 + 1)}{2\lambda_D} \frac{(\lambda_C + \lambda_D)}{\lambda_D} \sinh(\lambda_C r_0) \right]
- [(\lambda_D - \gamma_2)R + 1] \exp[-\lambda_D(R - r_0)] \times
\left[ -\frac{(\lambda_C - \lambda_D)}{4\lambda_C\lambda_D} \exp(\lambda_C r_0) - \frac{(\lambda_C + \lambda_D)}{4\lambda_C\lambda_D} \exp(-\lambda_C r_0) - \frac{(\lambda_D r_0 - 1)}{2\lambda_D} \frac{(\lambda_C + \lambda_D)}{\lambda_D} \sinh(\lambda_C r_0) \right]
- \frac{(\gamma_1 + \gamma_2 Q_D) R^2}{Q_C - Q_D} \left( \frac{\lambda_C}{\lambda_D} \right) \sinh(\lambda_C r_0) = 0.
$$

After doing some algebra, we can finally get

$$
(1 + \frac{\gamma_2}{\lambda_D} - \frac{1}{\lambda_D R}) \left[ -\frac{\lambda_C r_0 \exp(-\lambda_C r_0)}{\sinh(\lambda_C r_0)} + 1 + \frac{\lambda_C}{\lambda_D} \right] u^2
+ 2\lambda'_s Ru
- \left( 1 - \frac{\gamma_2}{\lambda_D} + \frac{1}{\lambda_D R} \right) \left[ \frac{\lambda_C r_0 \exp(\lambda_C r_0)}{\sinh(\lambda_C r_0)} - 1 - \frac{\lambda_C}{\lambda_D} \right] = 0,
$$

where $u = \exp[\lambda_D(R - r_0)]$. The parameter

$$
\lambda_s' = \left( 1 + \frac{\lambda_C}{\lambda_D} \right) (\gamma_1 + \gamma_2 Q_D)/(Q_C - Q_D)
$$

is proportional to the strength of RNA adsorption at the inner capsid surface and has
The solution to Eq. (72) is
\[
 u = \left\{ -\lambda'_s R \pm \left( (\lambda'_s R)^2 + \left( 1 - \left( \frac{\gamma_2}{\lambda_D} - \frac{1}{\lambda_D R} \right)^2 \right) \right) \times \left( -\left( \frac{\lambda_C r_o}{\sinh(\lambda_C r_o)} \right)^2 + 2 \left( 1 + \frac{\lambda_C}{\lambda_D} \right) \frac{\lambda_C r_o}{\tanh(\lambda_C r_o)} - \left( 1 + \frac{\lambda_C}{\lambda_D} \right)^2 \right)^{\frac{1}{2}} \right\} / \left\{ \left( 1 + \frac{\gamma_2}{\lambda_D} - \frac{1}{\lambda_D R} \right) \times \left( -\lambda_C r_o \exp(\lambda_C r_o) + 1 + \frac{\lambda_C}{\lambda_D} \right) \times \lambda_D^{\frac{1}{2}} \right\}
\] (74)

As we consider simple calculations, we can compare the solutions Eq. (51) of Profile III with Eq. (64) of Profile IV. Eq. (64) can be easily obtained by interchanging subscripts between a condensed phase and a dilute phase from Eq. (51) without actually solving the Euler Lagrange Equation Eq. (40) with the boundary conditions Eq. (41). Also, the rest of equations such as Eq. (67), Eq. (72) and Eq. (74) can be derived from Eq. (55), Eq. (60) and Eq. (62) respectively by substituting each other \((\lambda_C \leftrightarrow \lambda_D, Q_C \leftrightarrow Q_D)\). This observation can reduce a little heavy calculations into simple ones.

Profile V. The fifth possibility is that \(Q(r)\) increases and passes through \(Q_m\) at \(r = r_0\) \((0 < r_0 < R)\) such that \(Q(r = r_0) = Q_m\) and passes again through \(Q_m\) at \(r = r_1\) \((r_0 < r_1 < R)\). \(r_1\) can also be considered as the boundary between the dilute and the condensed phases of RNA molecules inside the capsid as \(r_0\). A dilute phase changes into a condensed phase at \(r_0\) and the condensed phase again changes into a dilute phase at \(r_1\).

The solution to the Euler Lagrange Equation (40) can be written by
\[
 Q(r) = \begin{cases} 
 (Q_0 - Q_D) \frac{\sinh(\lambda_D r)}{\lambda_D r} + Q_D & \text{for } r < r_0 \\
 C_{31} \frac{\exp(\lambda_C r)}{\lambda_C r} + C_{32} \frac{\exp(-\lambda_C r)}{\lambda_C r} + Q_C & \text{for } r_0 < r < r_1 \\
 C_{51} \frac{\exp(\lambda_D r)}{\lambda_D r} + C_{52} \frac{\exp(-\lambda_D r)}{\lambda_D r} + Q_D & \text{for } r_1 < r < R 
\end{cases}
\] (75)
where \(Q_0 = Q(0)\). The coefficients \(C_{31}\) and \(C_{32}\) is the same as \(C_{31}\) and \(C_{32}\) in Profile III because we can apply the same continuities of \(Q(r)\) and \(Q'(r)\) at \(r_0\), and follow the process of calculation of Profile III with the same requirements \(Q_0 = Q(0)\) and
$Q(r_0) = Q_m$. There are still four unknown parameters $C_{51}$, $C_{52}$, $r_0$ and $r_1$. We can obtain these four unknowns with two continuities of the density profile at $r_1$, one requirement $Q(r_1) = Q_m$, and the boundary condition, Eq. (41).

Let’s apply two continuity conditions 1) $Q(r_1^-) = Q(r_1^+)$ and 2) $Q'(r_1^-) = Q'(r_1^+)$. The first continuity condition gives

$$C_{31} \frac{\exp(\lambda_C r_1)}{\lambda_C r_1} + C_{32} \frac{\exp(-\lambda_C r_1)}{\lambda_C r_1} + Q_C = C_{51} \frac{\exp(\lambda_D r_1)}{\lambda_D r_1} + C_{52} \frac{\exp(-\lambda_D r_1)}{\lambda_D r_1} + Q_D.$$  
(76)

The second continuity condition gives

$$C_{31} \left( - \frac{\exp(\lambda_C r_1)}{\lambda_C r_1^2} + \frac{\exp(\lambda_C r_1)}{r_1} \right) + C_{32} \left( - \frac{\exp(-\lambda_C r_1)}{\lambda_C r_1^2} - \frac{\exp(-\lambda_C r_1)}{r_1} \right) =$$

$$C_{51} \left( - \frac{\exp(\lambda_D r_1)}{\lambda_D r_1^2} + \frac{\exp(\lambda_D r_1)}{r_1} \right) + C_{52} \left( - \frac{\exp(-\lambda_D r_1)}{\lambda_D r_1^2} - \frac{\exp(-\lambda_D r_1)}{r_1} \right).$$  
(77)

Combining Eq. (76) and Eq. (77), we can solve for $C_{51}$ and $C_{52}$:

$$C_{51} = C_{32} \exp[-(\lambda_C + \lambda_D) r_1](\lambda_D/\lambda_C - 1)/2$$

$$+ C_{31} \exp[(\lambda_C - \lambda_D) r_1](\lambda_D/\lambda_C + 1)/2$$

$$+ \exp(-\lambda_D r_1)(Q_C - Q_D)(\lambda_D r_1 + 1)/2,$$

$$C_{52} = C_{31} \exp[(\lambda_C + \lambda_D) r_1](\lambda_D/\lambda_C - 1)/2$$

$$+ C_{32} \exp[-(\lambda_C - \lambda_D) r_1](\lambda_D/\lambda_C + 1)/2$$

$$+ \exp(\lambda_D r_1)(Q_C - Q_D)(\lambda_D r_1 - 1)/2,$$
where

\[ C_{31} = -\exp[-(\lambda_C + \lambda_D)r_0](Q_0 - Q_D)(\lambda_C/\lambda_D - 1)/4 \]
\[ + \exp[-(\lambda_C - \lambda_D)r_0](Q_0 - Q_D)(\lambda_C/\lambda_D + 1)/4 \]
\[ - \exp(-\lambda_C r_0)(Q_C - Q_D)(\lambda_C r_0 + 1)/2, \]

\[ C_{32} = \exp[(\lambda_C + \lambda_D)r_0](Q_0 - Q_D)(\lambda_C/\lambda_D - 1)/4 \]
\[ - \exp[(\lambda_C - \lambda_D)r_0](Q_0 - Q_D)(\lambda_C/\lambda_D + 1)/4 \]
\[ - \exp(\lambda_C r_0)(Q_C - Q_D)(\lambda_C r_0 - 1)/2. \]

There are still two unknowns \( r_0 \) and \( r_1 \) in the density profile. The condition \( Q(r_1) = Q_m \) gives

\[ Q_m = C_{31} \frac{\exp(\lambda_C r_1)}{\lambda_C r_1} + C_{32} \frac{\exp(-\lambda_C r_1)}{\lambda_C r_1} + Q_C. \]  

(78)

Using the relation \( Q_m - Q_C = -\frac{\lambda_D(Q_C - Q_D)}{\lambda_C + \lambda_D} \), Eq. (78) can be ordered

\[ C_{31} \frac{\exp(\lambda_C r_1)}{\lambda_C r_1} + C_{32} \frac{\exp(-\lambda_C r_1)}{\lambda_C r_1} = -\frac{\lambda_D}{\lambda_C + \lambda_D}(Q_C - Q_D). \]  

(79)

Plugging \( C_{31} \) and \( C_{32} \) into the above equation and factorizing it with exponential terms, we can get

\[ -\frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[\lambda_C(r_1 - r_0) - \lambda_D r_0] \]
\[ +\frac{(Q_0 - Q_D)(\lambda_C + \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[\lambda_C(r_1 - r_0) + \lambda_D r_0] \]
\[ -\frac{(Q_C - Q_D)(\lambda_C r_0 + 1)}{2\lambda_C r_1} \exp[\lambda_C(r_1 - r_0)] \]
\[ +\frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[-\lambda_C(r_1 - r_0) + \lambda_D r_0] \]
\[ -\frac{(Q_0 - Q_D)(\lambda_C + \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[-\lambda_C(r_1 - r_0) - \lambda_D r_0] \]
\[ -\frac{(Q_C - Q_D)(\lambda_C r_0 - 1)}{2\lambda_C r_1} \exp[-\lambda_C(r_1 - r_0)] = \frac{-\lambda_D}{\lambda_C + \lambda_D}(Q_C - Q_D). \]  

(80)
We can write the above equation with trigonometric functions as

\[-\frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)}{2\lambda_C\lambda_D r_1} \sinh[\lambda_C(r_1 - r_0) - \lambda_D r_0] + \frac{(Q_0 - Q_D)(\lambda_C + \lambda_D)}{2\lambda_C\lambda_D r_1} \sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \frac{(Q_C - Q_D)(\lambda_C r_0)}{\lambda_C r_1} \cosh[\lambda_C(r_1 - r_0)] - \frac{(Q_C - Q_D)}{\lambda_C r_1} \sinh[\lambda_C(r_1 - r_0)] = -\frac{\lambda_D}{\lambda_C + \lambda_D}(Q_C - Q_D). \tag{81}\]

Using the relation Eq. (55) between $Q_0 - Q_D$ and $Q_C - Q_D$, we can simplify Eq. (81) as

\[-\frac{(\lambda_C - \lambda_D)\lambda_D r_0}{2(\lambda_C + \lambda_D)\lambda_D r_1 \sinh(\lambda_D r_0)} \sinh[\lambda_C(r_1 - r_0) - \lambda_D r_0] + \frac{\lambda_D r_0}{2\lambda_D r_1 \sinh(\lambda_D r_0)} \sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \frac{\lambda_C r_0}{\lambda_C r_1} \cosh[\lambda_C(r_1 - r_0)] - \frac{1}{\lambda_C r_1} \sinh[\lambda_C(r_1 - r_0)] = -\frac{\lambda_D}{\lambda_C + \lambda_D}. \tag{82}\]

After some algebraic calculations, we finally arrive at

\[-\frac{1}{2\lambda_D r_1 \sinh(\lambda_D r_0)} \left\{ \sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \frac{\lambda_C - \lambda_D}{\lambda_C + \lambda_D} \sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] \right\} - \frac{1}{\lambda_C r_1} \{ \lambda_C r_0 \cosh[\lambda_C(r_1 - r_0)] + \sinh[\lambda_C(r_1 - r_0)] \} + \frac{\lambda_D}{\lambda_C + \lambda_D} = 0. \tag{83}\]

The boundary condition, Eq. (41) initially gives

\[C_{51} \left( -\frac{\exp(\lambda_D R)}{\lambda_D R^2} + \frac{\exp(\lambda_D R)}{R} \right) + C_{52} \left( -\frac{\exp(-\lambda_D R)}{\lambda_D R^2} - \frac{\exp(-\lambda_D R)}{R} \right) = -\gamma_1 - \gamma_2 Q(R). \tag{84}\]

Plugging $Q(R)$ obtained from Eq. (75) into the above equation, we can factorize it with $C_{51}$ and $C_{52}$ as

\[C_{51} \left( -\frac{\exp(\lambda_D R)}{\lambda_D R^2} + \frac{\exp(\lambda_D R)}{R} + \gamma_2 \frac{\exp(\lambda_D R)}{\lambda_D R} \right) + C_{52} \left( -\frac{\exp(-\lambda_D R)}{\lambda_D R^2} - \frac{\exp(-\lambda_D R)}{R} + \gamma_2 \frac{\exp(-\lambda_D R)}{\lambda_D R} \right) = -\gamma_1 - \gamma_2 Q_D. \tag{85}\]
The above equation can be rewritten neatly by

\[
[(\lambda_D + \gamma_2)R - 1] \exp(\lambda_D R) C_{51} - [(\lambda_D - \gamma_2)R + 1] \exp(-\lambda_D R) C_{52} = (-\gamma_1 - \gamma_2 Q_D) \lambda_D R^2.
\] (86)

We need to calculate \( C_{51} \) and \( C_{52} \) to write down the above equation completely.

Plugging \( C_{31} \) and \( C_{32} \) into \( C_{51} \) and \( C_{52} \), we can obtain

\[
C_{51} = \{ \exp[(\lambda_C + \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D - 1)/4 \\
- \exp[(\lambda_C - \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D + 1)/4 \\
- \exp(\lambda_C r_0)(Q_C - Q_D)(\lambda_C r_0 - 1)/2 \} \\
\times \exp[-(\lambda_C + \lambda_D) r_1](\lambda_D/\lambda_C - 1)/2 \\
+ \{ - \exp[-(\lambda_C + \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D - 1)/4 \\
+ \exp[-(\lambda_C - \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D + 1)/4 \\
- \exp(-\lambda_C r_0)(Q_C - Q_D)(\lambda_C r_0 + 1)/2 \} \\
\times \exp[(\lambda_C - \lambda_D) r_1](\lambda_D/\lambda_C + 1)/2 \\
+ \exp(-\lambda_D r_1)(Q_C - Q_D)(\lambda_D r_1 + 1)/2, \quad (87)
\]

\[
C_{52} = \{ - \exp[-(\lambda_C + \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D - 1)/4 \\
+ \exp[-(\lambda_C - \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D + 1)/4 \\
- \exp(-\lambda_C r_0)(Q_C - Q_D)(\lambda_C r_0 + 1)/2 \} \\
\times \exp[(\lambda_C + \lambda_D) r_1](\lambda_D/\lambda_C - 1)/2 \\
+ \{ \exp[(\lambda_C + \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D - 1)/4 \\
- \exp[(\lambda_C - \lambda_D) r_0](Q_0 - Q_D)(\lambda_C/\lambda_D + 1)/4 \\
- \exp(\lambda_C r_0)(Q_C - Q_D)(\lambda_C r_0 - 1)/2 \} \\
\times \exp[-(\lambda_C - \lambda_D) r_1](\lambda_D/\lambda_C + 1)/2 \\
+ \exp(\lambda_D r_1)(Q_C - Q_D)(\lambda_D r_1 - 1)/2. \quad (88)
\]
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We can express the first term in the left hand side of Eq. (86) as

\[
[(\lambda_D + \gamma_2)R - 1]\exp(\lambda_D R)C_{51} = \\
- \frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)^2}{8\lambda_C\lambda_D}[(\lambda_D + \gamma_2)R - 1]\exp[-\lambda_C(r_1 - r_0) + \lambda_D(R + r_0 - r_1)] \\
+ \frac{(Q_0 - Q_D)(\lambda_C + \lambda_D)^2}{8\lambda_C\lambda_D}[(\lambda_D + \gamma_2)R - 1]\exp[-\lambda_C(r_1 - r_0) + \lambda_D(R - r_0 - r_1)] \\
+ \frac{(Q_C - Q_D)(\lambda_Cr_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_C}[(\lambda_D + \gamma_2)R - 1]\exp[-\lambda_C(r_1 - r_0) + \lambda_D(R - r_1)] \\
+ (Q_C - Q_D)(\lambda_Dr_1 + 1)[(\lambda_D + \gamma_2)R - 1]\exp[\lambda_D(R - r_1)]/2 \\
= [(\lambda_D + \gamma_2)R - 1]\exp[\lambda_D(R - r_1)] \\
\times \left[ - \frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)^2}{8\lambda_C\lambda_D}\exp[-\lambda_C(r_1 - r_0) + \lambda_Dr_0] \\
+ \frac{(Q_0 - Q_D)(\lambda_C + \lambda_D)^2}{8\lambda_C\lambda_D}\exp[-\lambda_C(r_1 - r_0) + \lambda_Dr_0] \\
+ \frac{(Q_C - Q_D)(\lambda_Cr_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_C}\exp[-\lambda_C(r_1 - r_0)] + \frac{(Q_C - Q_D)(\lambda_Dr_1 + 1)}{2} \\
- \frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)^2}{8\lambda_C\lambda_D}\exp[-\lambda_C(r_1 - r_0) + \lambda_Dr_0] \\
- \frac{(Q_0 - Q_D)(\lambda_C + \lambda_D)^2}{8\lambda_C\lambda_D}\exp[-\lambda_C(r_1 - r_0) + \lambda_Dr_0] \\
- \frac{(Q_C - Q_D)(\lambda_Cr_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_C}\exp[-\lambda_C(r_1 - r_0)] + \frac{(Q_C - Q_D)(\lambda_Dr_1 + 1)}{2} \right]
\]
Using the relation \( Q_0 - Q_D = \frac{\lambda_C(Q_C - Q_D)}{\lambda_C + \lambda_D} \cdot \frac{\lambda_D r_0}{\sinh(\lambda_D r_0)} \), we can finally get

\[
[(\lambda_D + \gamma_2)R - 1] \exp(\lambda_D R) C_{51}
\]

\[
= (Q_C - Q_D)[(\lambda_D + \gamma_2)R - 1] \exp(\lambda_D (R - r_1)) \times \left[ \frac{\lambda_C}{\lambda_C + \lambda_D} \frac{\lambda_D r_0}{\sinh(\lambda_D r_0)} \right] 
\]

\[
\times \left\{ \frac{\lambda_C}{4\lambda_D} \left[ \cosh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \cosh[\lambda_C(r_1 - r_0) - \lambda_D r_0] \right] 
\right\}
\]

\[
+ \frac{\lambda_D}{4\lambda_C} \left[ \sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] + \sinh[\lambda_C(r_1 - r_0) - \lambda_D r_0] \right] 
\]

\[
+ \frac{1}{2} \cosh[\lambda_C(r_1 - r_0)] \exp(\lambda_D r_0) \}
\]

\[
- \frac{1}{2} (\lambda_C r_0 + \frac{\lambda_D}{\lambda_C}) \sinh[\lambda_C(r_1 - r_0)] - \frac{1}{2} (\lambda_D r_0 + 1) \cosh[\lambda_C(r_1 - r_0)] + \frac{(\lambda_D r_1 + 1)}{2} \right] .
\]

(89)
Similarly, the second term in the left hand side of Eq. (86) is calculated as

\[-[(\lambda_D - \gamma_2)R + 1]\exp(-\lambda_D R)C_{52} = \]

\[-\frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)^2}{8\lambda_C\lambda_D}[(\lambda_D - \gamma_2)R + 1]\exp[\lambda_C(r_1 - r_0) - \lambda_D(R + r_0 - r_1)] \]

\[+ \frac{(Q_0 - Q_D)(\lambda_C^2 - \lambda_D^2)}{8\lambda_C\lambda_D}[(\lambda_D - \gamma_2)R + 1]\exp[\lambda_C(r_1 - r_0) - \lambda_D(R - r_0 - r_1)] \]

\[- \frac{(Q_C - Q_D)(\lambda_C r_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_C}[(\lambda_D - \gamma_2)R + 1]\exp[\lambda_C(r_1 - r_0) - \lambda_D(R - r_1)] \]

\[+ \frac{(Q_0 - Q_D)(\lambda_C + \lambda_D)^2}{8\lambda_C\lambda_D}[(\lambda_D - \gamma_2)R + 1]\exp[-\lambda_C(r_1 - r_0) - \lambda_D(R + r_0 - r_1)] \]

\[- \frac{(Q_0 - Q_D)(\lambda_C^2 - \lambda_D^2)}{8\lambda_C\lambda_D}[(\lambda_D - \gamma_2)R + 1]\exp[-\lambda_C(r_1 - r_0) - \lambda_D(R - r_0 - r_1)] \]

\[+ \frac{(Q_C - Q_D)(\lambda_C r_0 - 1)(\lambda_C + \lambda_D)}{4\lambda_C}[(\lambda_D - \gamma_2)R + 1]\exp[-\lambda_C(r_1 - r_0) - \lambda_D(R - r_1)] \]

\[= [(\lambda_D - \gamma_2)R + 1]\exp[-\lambda_D(R - r_1)] \]

\[\times \left[ -\frac{(Q_0 - Q_D)(\lambda_C - \lambda_D)^2}{8\lambda_C\lambda_D}\exp[\lambda_C(r_1 - r_0) - \lambda_D r_0] \right] \]

\[+ \frac{(Q_0 - Q_D)(\lambda_C^2 - \lambda_D^2)}{8\lambda_C\lambda_D}\exp[\lambda_C(r_1 - r_0) + \lambda_D r_0] \]

\[- \frac{(Q_C - Q_D)(\lambda_C r_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_C}\exp[\lambda_C(r_1 - r_0)] - \frac{(Q_C - Q_D)(\lambda_D r_1 - 1)}{2} \]

\[= [(\lambda_D - \gamma_2)R + 1]\exp[-\lambda_D(R - r_1)] \]

\[\times \left[ -\frac{(Q_0 - Q_D)(\lambda_C^2 - 2\lambda_C\lambda_D + \lambda_D^2)}{8\lambda_C\lambda_D}\exp[\lambda_C(r_1 - r_0) - \lambda_D r_0] \right] \]

\[+ \frac{(Q_0 - Q_D)(\lambda_C^2 - \lambda_D^2)}{8\lambda_C\lambda_D}\exp[\lambda_C(r_1 - r_0) + \lambda_D r_0] \]

\[- \frac{(Q_C - Q_D)(\lambda_C r_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_C}\exp[\lambda_C(r_1 - r_0)] \]

\[+ \frac{(Q_0 - Q_D)(\lambda_C^2 + 2\lambda_C\lambda_D + \lambda_D^2)}{8\lambda_C\lambda_D}\exp[-\lambda_C(r_1 - r_0) - \lambda_D r_0] \]

\[- \frac{(Q_0 - Q_D)(\lambda_C^2 - \lambda_D^2)}{8\lambda_C\lambda_D}\exp[-\lambda_C(r_1 - r_0) + \lambda_D r_0] \]
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+ \frac{(Q_C - Q_D)(\lambda_C r_0 - 1)(\lambda_C + \lambda_D)}{4\lambda_C} \exp[-\lambda_C(r_1 - r_0)] - \frac{(Q_C - Q_D)(\lambda_D r_1 - 1)}{2}

= [(\lambda_D - \gamma_2)R + 1] \exp[-\lambda_D(R - r_1)]

\times \left[ - \frac{(Q_0 - Q_D)}{4\lambda_C \lambda_D} (\lambda_C^2 \cosh[\lambda_C(r_1 - r_0) - \lambda_D r_0] + \lambda_D^2 \sinh[\lambda_C(r_1 - r_0) - \lambda_D r_0]

- \lambda_C \lambda_D \exp[\lambda_C(r_1 - r_0) - \lambda_D r_0])

+ \frac{(Q_0 - Q_D)}{4\lambda_C \lambda_D} (\lambda_C^2 \cosh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \lambda_D^2 \sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0]

+ \lambda_C \lambda_D \exp[-\lambda_C(r_1 - r_0) - \lambda_D r_0])

- \frac{(Q_C - Q_D)}{4\lambda_C} ((\lambda_C r_0 + 1)(\lambda_C - \lambda_D) \exp[\lambda_C(r_1 - r_0)]

- (-\lambda_C r_0 - 1)(\lambda_C + \lambda_D) \exp[-\lambda_C(r_1 - r_0)])

- \frac{Q_0 - Q_D}{2\lambda_C} \left\{ \lambda_C (\lambda_C r_0 - \frac{\lambda_D}{\lambda_C}) \sinh[\lambda_C(r_1 - r_0)] - \lambda_C (\lambda_D r_0 - 1) \cosh[\lambda_C(r_1 - r_0)] \right\}

- \frac{(Q_C - Q_D)(\lambda_D r_1 - 1)}{2} \right].

Substituting the relation $Q_0 - Q_D = \frac{\lambda_C(Q_C - Q_D)}{\lambda_C + \lambda_D} \frac{\lambda_D r_0}{\sinh(\lambda_D r_0)}$ into the above equation, we can finally get

$$
-[(\lambda_D - \gamma_2)R + 1] \exp(-\lambda_D R) C_{52}

= (Q_C - Q_D)[(\lambda_D - \gamma_2)R + 1] \exp[-\lambda_D(R - r_1)] \times \left[ \frac{\lambda_C}{\lambda_C + \lambda_D} \frac{\lambda_D r_0}{\sinh(\lambda_D r_0)}

\times \left\{ \frac{\lambda_C}{4\lambda_D} (\cosh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \cosh[\lambda_C(r_1 - r_0) - \lambda_D r_0])

- \frac{\lambda_D}{4\lambda_C} (\sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] + \sinh[\lambda_C(r_1 - r_0) - \lambda_D r_0])

+ \frac{1}{2} \cosh[\lambda_C(r_1 - r_0)] \exp(-\lambda_D r_0) \right\} - \frac{1}{2} \left( \lambda_C r_0 - \frac{\lambda_D}{\lambda_C} \right) \sinh[\lambda_C(r_1 - r_0)]

+ \frac{1}{2} (\lambda_D r_0 - 1) \cosh[\lambda_C(r_1 - r_0)] - \frac{1}{2} (\lambda_D r_1 - 1) \right].

(90)
Plugging Eq. (89) and Eq. (90) into Eq. (86), we ultimately get another equation for $r_0$ and $r_1$:

$$
\left(1 + \frac{\gamma_2}{\lambda_D} - \frac{1}{\lambda_D R}\right) \left[ \frac{\lambda_C}{\lambda_C + \lambda_D \sinh(\lambda_D r_0)} \left\{ \frac{\lambda_C}{2\lambda_D} (\cosh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \cosh[\lambda_C(r_1 - r_0) - \lambda_D r_0]) + \frac{\lambda_D}{2\lambda_C} (\sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] + \sinh[\lambda_C(r_1 - r_0) - \lambda_D r_0]) \cosh[\lambda_C(r_1 - r_0)] \exp[\lambda_D r_0] \right\} - \frac{\lambda_C r_0 + \lambda_D}{\lambda_C} \sinh[\lambda_C(r_1 - r_0)] + (\lambda_D r_1 + 1)\right] \exp[\lambda_D(R - r_1)]

+ \left(1 - \frac{\gamma_2}{\lambda_D} + \frac{1}{\lambda_D R}\right) \left[ \frac{\lambda_C}{\lambda_C + \lambda_D \sinh(\lambda_D r_0)} \left\{ \frac{\lambda_C}{2\lambda_D} (\cosh[\lambda_C(r_1 - r_0) + \lambda_D r_0] - \cosh[\lambda_C(r_1 - r_0) - \lambda_D r_0]) - \frac{\lambda_D}{2\lambda_C} (\sinh[\lambda_C(r_1 - r_0) + \lambda_D r_0] + \sinh[\lambda_C(r_1 - r_0) - \lambda_D r_0]) \cosh[\lambda_C(r_1 - r_0)] \exp[-\lambda_D r_0] \right\} - \frac{\lambda_C r_0 - \lambda_D}{\lambda_C} \sinh[\lambda_C(r_1 - r_0)] - (\lambda_D r_1 - 1)\right] \exp[-\lambda_D(R - r_1)] + \frac{2R(\gamma_1 + \gamma_2 Q_D)}{Q_C - Q_D} = 0. \quad (91)
$$

We get two equations, Eq. (83) and Eq. (91) by applying the boundary condition Eq. (41) and the condition $Q(r_1) = Q_m$. The unknown coefficients $r_0$ and $r_1$ can be obtained by solving Eq. (83) and Eq. (91) together.

**Profile VI.** The sixth possibility is that $Q(r)$ decreases and passes through $Q_m$ at $r = r_0$ ($0 < r_0 < R$) such that $Q(r = r_0) = Q_m$ and passes again through $Q_m$ at $r = r_1$ ($r_0 < r_1 < R$). $r_1$ can also be considered as the boundary between the dilute and the condensed phases of RNA molecules inside the capsid as $r_0$. A condensed phase changes into a dilute phase at $r_0$ and the dilute phase again changes into a condensed phase at $r_1$.  
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Combining Eq. (93) and Eq. (94), we can solve for \( C \) where

\[
Q = \left\{ \begin{array}{ll}
(Q_0 - Q_C) \frac{\sinh(\lambda_C r)}{\lambda_C} + Q_C & \text{for } r < r_0 \\
C_{41} \exp(\lambda_D r_1) + C_{42} \exp(-\lambda_D r_1) + Q_D & \text{for } r_0 < r < r_1 \\
C_{61} \exp(\lambda_C r_1) + C_{62} \exp(-\lambda_C r_1) + Q_C & \text{for } r_1 < r < R
\end{array} \right.
\]  

(92)

where \( Q_0 = Q(0) \). The coefficients \( C_{41} \) and \( C_{42} \) is the same as \( C_{41} \) and \( C_{42} \) in Profile IV because we can apply the same continuities of \( Q(r) \) and \( Q'(r) \) at \( r_0 \), and follow the process of calculation of Profile IV with the same requirements \( Q_0 = Q(0) \) and \( Q(r_0) = Q_m \). There are still four unknown parameters \( C_{61}, C_{62}, r_0 \) and \( r_1 \). We can obtain these four unknowns with two continuities of the density profile at \( r_1 \), one requirement \( Q(r_1) = Q_m \), and the boundary condition, Eq. (41).

Let’s apply two continuity conditions 1) \( Q(r_1^-) = Q(r_1^+) \) and 2) \( Q'(r_1^-) = Q'(r_1^+) \).

The first continuity condition gives

\[
C_{41} \frac{\exp(\lambda_D r_1)}{\lambda_D r_1} + C_{42} \frac{\exp(-\lambda_D r_1)}{\lambda_D r_1} + Q_D = C_{61} \frac{\exp(\lambda_C r_1)}{\lambda_C r_1} + C_{62} \frac{\exp(-\lambda_C r_1)}{\lambda_C r_1} + Q_C.
\]

(93)

The second continuity condition gives

\[
C_{41} \left( -\frac{\exp(\lambda_D r_1)}{\lambda_D r_1} + \frac{\exp(\lambda_D r_1')}{r_1} \right) + C_{42} \left( -\frac{\exp(-\lambda_D r_1)}{\lambda_D r_1'} - \frac{\exp(-\lambda_D r_1)}{r_1} \right) =
C_{61} \left( -\frac{\exp(\lambda_C r_1)}{\lambda_C r_1} + \frac{\exp(\lambda_C r_1')}{r_1} \right) + C_{62} \left( -\frac{\exp(-\lambda_C r_1)}{\lambda_C r_1'} - \frac{\exp(-\lambda_C r_1)}{r_1} \right).
\]

(94)

Combining Eq. (93) and Eq. (94), we can solve for \( C_{61} \) and \( C_{62} \):

\[
C_{61} = C_{42} \exp[-(\lambda_C + \lambda_D) r_1](\lambda_C/\lambda_D - 1)/2 \\
+C_{41} \exp[-(\lambda_C - \lambda_D) r_1](\lambda_C/\lambda_D + 1)/2 \\
- \exp(-\lambda_C r_1)(Q_C - Q_D)(\lambda_C r_1 + 1)/2,
\]

\[
C_{62} = C_{41} \exp[(\lambda_C + \lambda_D) r_1](\lambda_C/\lambda_D - 1)/2 \\
+C_{42} \exp[(\lambda_C - \lambda_D) r_1](\lambda_C/\lambda_D + 1)/2 \\
- \exp(-\lambda_C r_1)(Q_C - Q_D)(\lambda_C r_1 - 1)/2,
\]
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where
\[ C_{41} = -\exp[-(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4 \]
\[ \quad + \exp[(\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4 \]
\[ \quad + \exp(-\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 + 1)/2, \]
\[ C_{42} = \exp[(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4 \]
\[ \quad - \exp[-(\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4 \]
\[ \quad + \exp(\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 - 1)/2. \]

There are still two unknowns \( r_0 \) and \( r_1 \) in the density profile. The condition \( Q(r_1) = Q_m \) gives
\[ Q_m = C_{41} \frac{\exp(\lambda_D r_1)}{\lambda_D r_1} + C_{42} \frac{\exp(-\lambda_D r_1)}{\lambda_D r_1} + Q_D. \] (95)

Using the relation \( Q_m - Q_C = -\frac{\lambda_D(Q_C - Q_D)}{\lambda_C + \lambda_D} \), Eq. (95) can be ordered
\[ C_{41} \frac{\exp(\lambda_D r_1)}{\lambda_D r_1} + C_{42} \frac{\exp(-\lambda_D r_1)}{\lambda_D r_1} = \frac{\lambda_C}{\lambda_C + \lambda_D}(Q_C - Q_D). \] (96)

Plugging \( C_{41} \) and \( C_{42} \) into the above equation and factorizing it with exponential terms, we can get
\[ \frac{(Q_0 - Q_C)(\lambda_C - \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[\lambda_D(r_1 - r_0) - \lambda_C r_0] \]
\[ + \frac{(Q_0 - Q_C)(\lambda_C + \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[\lambda_D(r_1 - r_0) + \lambda_C r_0] \]
\[ + \frac{(Q_C - Q_D)(\lambda_D r_0 + 1)}{2\lambda_D r_1} \exp[\lambda_D(r_1 - r_0)] \]
\[ - \frac{(Q_0 - Q_C)(\lambda_C - \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[-\lambda_D(r_1 - r_0) + \lambda_C r_0] \]
\[ - \frac{(Q_0 - Q_C)(\lambda_C + \lambda_D)}{4\lambda_C \lambda_D r_1} \exp[-\lambda_D(r_1 - r_0) - \lambda_C r_0] \]
\[ + \frac{(Q_C - Q_D)(\lambda_D r_0 - 1)}{2\lambda_D r_1} \exp[-\lambda_D(r_1 - r_0)] = \frac{\lambda_C}{\lambda_C + \lambda_D}(Q_C - Q_D). \] (97)
We can write the above equation with trigonometric functions as

\[
\frac{(Q_0 - Q_C)(\lambda_C - \lambda_D)}{2\lambda_C\lambda_D r_1} \sinh[\lambda_D(r_1 - r_0) - \lambda_C r_0] + \frac{(Q_0 - Q_C)(\lambda_C + \lambda_D)}{2\lambda_C\lambda_D r_1} \sinh[\lambda_D(r_1 - r_0) + \lambda_C r_0] + \frac{(Q_C - Q_D)(\lambda_D r_0)}{\lambda_D r_1} \cosh[\lambda_D(r_1 - r_0)] + \frac{(Q_C - Q_D)}{\lambda_D r_1} \sinh[\lambda_D(r_1 - r_0)] = \frac{\lambda_C}{\lambda_C + \lambda_D} (Q_C - Q_D) .
\]  

Using the relation Eq. (67) between \( Q_0 - Q_C \) and \( Q_C - D_D \), we can simplify Eq. (98) as

\[
\frac{(\lambda_C - \lambda_D)\lambda_C r_0}{2(\lambda_C + \lambda_D)\lambda_C r_1 \sinh(\lambda_C r_0)} \sinh[\lambda_D(r_1 - r_0) - \lambda_C r_0] + \frac{\lambda_C r_0}{2\lambda_C r_1 \sinh(\lambda_C r_0)} \sinh[\lambda_D(r_1 - r_0) + \lambda_C r_0] - \frac{\lambda_D r_0}{\lambda_D r_1} \cosh[\lambda_D(r_1 - r_0)] - \frac{1}{\lambda_D r_1} \sinh[\lambda_D(r_1 - r_0)] + \frac{\lambda_C}{\lambda_C + \lambda_D} = 0 .
\]  

After some algebraic calculations, we finally arrive at

\[
\frac{1}{2\lambda_C r_1 \sinh(\lambda_C r_0)} \left\{ \sinh[\lambda_D(r_1 - r_0) + \lambda_C r_0] + \frac{\lambda_C - \lambda_D}{\lambda_C + \lambda_D} \sinh[\lambda_D(r_1 - r_0) + \lambda_C r_0] \right\} - \frac{\lambda_D r_0}{\lambda_D r_1} \cosh[\lambda_D(r_1 - r_0)] + \frac{\lambda_C}{\lambda_C + \lambda_D} = 0 .
\]  

The boundary condition, Eq. (41) initially gives

\[
C_{61} \left( -\exp(\lambda_C R) + \frac{\exp(\lambda_C R)}{R} \right) + C_{62} \left( -\exp(-\lambda_C R) + \frac{\exp(-\lambda_C R)}{R} \right) = -\gamma_1 - \gamma_2 Q(R) .
\]  

Plugging \( Q(R) \) obtained from Eq. (92) into the above equation, we can factorize it with \( C_{61} \) and \( C_{62} \) as

\[
C_{61} \left( -\exp(\lambda_C R) + \frac{\exp(\lambda_C R)}{R} + \gamma_2 \frac{\exp(\lambda_C R)}{\lambda_C R} \right) + C_{62} \left( -\exp(-\lambda_C R) - \frac{\exp(-\lambda_C R)}{R} + \gamma_2 \frac{\exp(-\lambda_C R)}{\lambda_C R} \right) = -\gamma_1 - \gamma_2 Q_C .
\]  

84
The above equation can be rewritten neatly by

\[(\lambda_C + \gamma_2)R - 1] \exp(\lambda_C R)C_{61} - [(\lambda_C - \gamma_2)R + 1] \exp(-\lambda_C R)C_{62}\]

\[= (-\gamma_1 - \gamma_2 Q_C)\lambda_C R^2 . \quad (103)\]

We need to calculate \( C_{61} \) and \( C_{62} \) to write down the above equation completely.

Plugging \( C_{41} \) and \( C_{42} \) into \( C_{61} \), we can obtain

\[C_{61} = \{\exp[(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4\]

\[- \exp[(-\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4\]

\[+ \exp(\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 - 1)/2\} \times \exp[-(\lambda_C + \lambda_D)r_1](\lambda_C/\lambda_D - 1)/2\]

\[+ \{- \exp[-(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4\]

\[+ \exp[(\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4\]

\[+ \exp(-\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 + 1)/2\} \times \exp[-(\lambda_C - \lambda_D)r_1](\lambda_C/\lambda_D + 1)/2\]

\[- \exp(-\lambda_C r_1)(Q_C - Q_D)(\lambda_C r_1 + 1)/2, \quad (104)\]

\[C_{62} = \{- \exp[-(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4\]

\[+ \exp[(\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4\]

\[+ \exp(-\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 + 1)/2\} \times \exp[(\lambda_C + \lambda_D)r_1](\lambda_C/\lambda_D - 1)/2\]

\[+ \{\exp[(\lambda_C + \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C - 1)/4\]

\[- \exp[-(\lambda_C - \lambda_D)r_0](Q_0 - Q_C)(\lambda_D/\lambda_C + 1)/4\]

\[+ \exp(\lambda_D r_0)(Q_C - Q_D)(\lambda_D r_0 - 1)/2\} \times \exp[(\lambda_C - \lambda_D)r_1](\lambda_C/\lambda_D + 1)/2\]

\[- \exp(\lambda_C r_1)(Q_C - Q_D)(\lambda_C r_1 - 1)/2 . \quad (105)\]
We can express the first term in the left hand side of Eq. (103) as

\[
(\lambda C + \gamma_2)R - 1 \exp(\lambda C R)C_{61} = \\
- \frac{(Q_0 - Q_C)(\lambda C - \lambda_D)^2}{8\lambda C\lambda_D}[(\lambda C + \gamma_2)R - 1] \exp[-\lambda_D(r_1 - r_0) + \lambda_C(R + r_0 - r_1)] \\
- \frac{(Q_0 - Q_C)(\lambda C - \lambda_D)^2}{8\lambda C\lambda_D}[(\lambda C + \gamma_2)R - 1] \exp[-\lambda_D(r_1 - r_0) + \lambda_C(R - r_0 - r_1)] \\
+ \frac{(Q_C - Q_D)(\lambda_D r_0 - 1)(\lambda C - \lambda_D)}{4\lambda_D}[(\lambda C + \gamma_2)R - 1] \exp[-\lambda_D(r_1 - r_0) + \lambda_C(R - r_1)] \\
+ \frac{(Q_0 - Q_C)(\lambda C + \lambda_D)^2}{8\lambda C\lambda_D}[(\lambda C + \gamma_2)R - 1] \exp[\lambda_D(r_1 - r_0) + \lambda_C(R + r_0 - r_1)] \\
+ \frac{(Q_0 - Q_C)(\lambda C + \lambda_D)^2}{8\lambda C\lambda_D}[(\lambda C + \gamma_2)R - 1] \exp[\lambda_D(r_1 - r_0) + \lambda_C(R - r_0 - r_1)] \\
+ \frac{(Q_C - Q_D)(\lambda_D r_0 + 1)(\lambda C + \lambda_D)}{4\lambda_D}[(\lambda C + \gamma_2)R - 1] \exp[\lambda_D(r_1 - r_0) + \lambda_C(R - r_1)] \\
- (Q_C - Q_D)(\lambda_C r_1 + 1)[(\lambda C + \gamma_2)R - 1] \exp[\lambda_C(R - r_1)]/2 \\
= [(\lambda C + \gamma_2)R - 1] \exp[\lambda_C(R - r_1)] \\
\times \left[ \frac{(Q_0 - Q_C)(\lambda C - \lambda_D)^2}{8\lambda C\lambda_D} \exp[-\lambda_D(r_1 - r_0) + \lambda_Cr_0] \\
- \frac{(Q_0 - Q_C)(\lambda C - \lambda_D)^2}{8\lambda C\lambda_D} \exp[-\lambda_D(r_1 - r_0) - \lambda_Cr_0] \\
+ \frac{(Q_C - Q_D)(\lambda_D r_0 - 1)(\lambda C - \lambda_D)}{4\lambda_D} \exp[-\lambda_D(r_1 - r_0)] \\
+ \frac{(Q_0 - Q_C)(\lambda C + \lambda_D)^2}{8\lambda C\lambda_D} \exp[\lambda_D(r_1 - r_0) + \lambda_Cr_0] \\
+ \frac{(Q_0 - Q_C)(\lambda C + \lambda_D)^2}{8\lambda C\lambda_D} \exp[\lambda_D(r_1 - r_0) - \lambda_Cr_0] \\
+ \frac{(Q_C - Q_D)(\lambda_D r_0 + 1)(\lambda C + \lambda_D)}{4\lambda_D} \exp[\lambda_D(r_1 - r_0)] - \frac{(Q_C - Q_D)(\lambda_C r_1 + 1)}{2} \right] \\
= [(\lambda C + \gamma_2)R - 1] \exp[\lambda_C(R - r_1)] \\
\times \left[ \frac{(Q_0 - Q_C)(\lambda C^2 - 2\lambda_C\lambda_D + \lambda_D^2)}{8\lambda C\lambda_D} \exp[-\lambda_D(r_1 - r_0) + \lambda_Cr_0] \\
- \frac{(Q_0 - Q_C)(\lambda C^2 - \lambda_D^2)}{8\lambda C\lambda_D} \exp[-\lambda_D(r_1 - r_0) - \lambda_Cr_0] \\
+ \frac{(Q_C - Q_D)(\lambda_D r_0 - 1)(\lambda C - \lambda_D)}{4\lambda_D} \exp[-\lambda_D(r_1 - r_0)] \\
+ \frac{(Q_0 - Q_C)(\lambda C^2 + 2\lambda_C\lambda_D + \lambda_D^2)}{8\lambda C\lambda_D} \exp[\lambda_D(r_1 - r_0) + \lambda_Cr_0] \\
+ \frac{(Q_0 - Q_C)(\lambda C^2 - \lambda_D^2)}{8\lambda C\lambda_D} \exp[\lambda_D(r_1 - r_0) - \lambda_Cr_0] \right]
\]
Using the relation $Q - Q = \frac{-\lambda_d (Q - Q_d)}{\lambda_c + \lambda_d} \frac{\lambda_c r_0}{\sinh(\lambda_c r_0)}$, we can finally get

$$[(\lambda_c + \gamma_2) R - 1] \exp(\lambda_c R) C_{61}$$

$$= - (Q - Q_d) [(\lambda_c + \gamma_2) R - 1] \exp[\lambda_c (R - r_1)] \times \left[ \frac{\lambda_d}{\lambda_c + \lambda_d} \frac{\lambda_c r_0}{\sinh(\lambda_c r_0)} \right]$$

$$\times \left\{ \frac{\lambda_d}{4 \lambda_c} (\cosh[\lambda_d (r_1 - r_0) + \lambda_c r_0] - \cosh[\lambda_d (r_1 - r_0) - \lambda_c r_0]) + \frac{\lambda_c}{4 \lambda_d} (\sinh[\lambda_d (r_1 - r_0) + \lambda_c r_0] + \sinh[\lambda_d (r_1 - r_0) - \lambda_c r_0]) \right. \right.$$  

$$\left. \left. + \frac{1}{2} \cosh[\lambda_d (r_1 - r_0)] \exp(\lambda_c r_0) \right\} - \frac{1}{2} (\lambda_d r_0 + \frac{\lambda_c}{\lambda_D}) \sinh[\lambda_d (r_1 - r_0)] - \frac{1}{2} (\lambda_c r_0 + 1) \cosh[\lambda_d (r_1 - r_0)] + \frac{(\lambda_c r_1 + 1)}{2} \right\} \right. \right.$$  

$$\left. \left. + \frac{(Q - Q_d) (\lambda_d r_0 + 1) (\lambda_c + \lambda_d)}{4 \lambda_d} \exp[\lambda_d (r_1 - r_0)] - \frac{(Q - Q_d) (\lambda_c r_1 + 1)}{2} \right\} \right. \right.$$  

$$= [(\lambda_c + \gamma_2) R - 1] \exp[\lambda_c (R - r_1)]$$

$$\times \left[ \frac{(Q - Q_c)}{4 \lambda_c} \lambda_d \left\{ \lambda_d^2 \cosh[\lambda_d (r_1 - r_0) - \lambda_c r_0] - \lambda_c^2 \sinh[\lambda_d (r_1 - r_0) - \lambda_c r_0] \right. \right.$$  

$$\left. \left. - \lambda_c \lambda_d \exp[-\lambda_d (r_1 - r_0) + \lambda_c r_0]) \right\} + \lambda_c \lambda_d \exp[\lambda_d (r_1 - r_0) + \lambda_c r_0] \right.$$  

$$\left. \left. + \frac{(Q - Q_d)}{4 \lambda_D} ((\lambda_d r_0 - 1)(\lambda_c - \lambda_d) \exp[-\lambda_d (r_1 - r_0)] \right. \right.$$  

$$\left. \left. + (\lambda_d r_0 + 1)(\lambda_c + \lambda_d) \exp[\lambda_d (r_1 - r_0)] \right. \right.$$  

$$\left. \left. - \frac{(Q - Q_d) (\lambda_c r_1 + 1)}{2} \right\} \right. \right.$$  
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Similarly, the second term in the left hand side of Eq. (103) is calculated as

\[-[(\lambda_C - \gamma_2)R + 1]\exp(-\lambda_C R)C_{62} =
-\frac{(Q_0 - Q_C)(\lambda_C - \lambda_D)^2}{8\lambda_C \lambda_D}[(\lambda_C - \gamma_2)R + 1]\exp[\lambda_D (r_1 - r_0) - \lambda_C (R + r_0 - r_1)]
-\frac{(Q_0 - Q_C)(\lambda_2^2 - \lambda_D^2)}{8\lambda_C \lambda_D}[(\lambda_C - \gamma_2)R + 1]\exp[\lambda_D (r_1 - r_0) - \lambda_C (R - r_0 - r_1)]
-\frac{(Q_C - Q_D)(\lambda_D r_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_D}[(\lambda_C - \gamma_2)R + 1]\exp[\lambda_D (r_1 - r_0) - \lambda_C (R - r_1)]
+\frac{(Q_0 - Q_C)(\lambda_C + \lambda_D)^2}{8\lambda_C \lambda_D}[(\lambda_C - \gamma_2)R + 1]\exp[\lambda_D (r_1 - r_0) - \lambda_C (R - r_0 - r_1)]
+\frac{(Q_0 - Q_C)(\lambda_2^2 - \lambda_D^2)}{8\lambda_C \lambda_D}[(\lambda_C - \gamma_2)R + 1]\exp[\lambda_D (r_1 - r_0) - \lambda_C (R - r_0 - r_1)]
-\frac{(Q_C - Q_D)(\lambda_D r_0 - 1)(\lambda_C + \lambda_D)}{4\lambda_D}[(\lambda_C - \gamma_2)R + 1]\exp[\lambda_D (r_1 - r_0) - \lambda_C (R - r_1)]
+ (Q_C - Q_D)(\lambda_C r_1 - 1) \frac{[(\lambda_C - \gamma_2)R + 1]\exp[-\lambda_C (R - r_1)]}{2}
\]

\[
= [\lambda_C - \gamma_2)R + 1]\exp[-\lambda_C (R - r_1)]
\times \left[ -\frac{(Q_0 - Q_C)(\lambda_C - \lambda_D)^2}{8\lambda_C \lambda_D} \exp[\lambda_D (r_1 - r_0) - \lambda_C r_0] -\frac{(Q_0 - Q_C)(\lambda_2^2 - \lambda_D^2)}{8\lambda_C \lambda_D} \exp[\lambda_D (r_1 - r_0) + \lambda_C r_0] -\frac{(Q_C - Q_D)(\lambda_D r_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_D} \exp[\lambda_D (r_1 - r_0)] +\frac{(Q_C - Q_D)(\lambda_C r_1 - 1)}{2} \right]
\]

\[
= [\lambda_C - \gamma_2)R + 1]\exp[-\lambda_C (R - r_1)]
\times \left[ -\frac{(Q_0 - Q_C)(\lambda_C^2 - 2\lambda_C \lambda_D + \lambda_D^2)}{8\lambda_C \lambda_D} \exp[\lambda_D (r_1 - r_0) - \lambda_C r_0] -\frac{(Q_0 - Q_C)(\lambda_2^2 - \lambda_D^2)}{8\lambda_C \lambda_D} \exp[\lambda_D (r_1 - r_0) + \lambda_C r_0] -\frac{(Q_C - Q_D)(\lambda_D r_0 + 1)(\lambda_C - \lambda_D)}{4\lambda_D} \exp[\lambda_D (r_1 - r_0)] +\frac{(Q_0 - Q_C)(\lambda_2^2 - \lambda_D^2)}{8\lambda_C \lambda_D} \exp[\lambda_D (r_1 - r_0)] \right]
\]
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Substituting the relation we can finally get

\[
-(Q_C - Q_D)(\lambda_D r_0 - 1)(\lambda_C + \lambda_D) \frac{4\lambda_D}{\lambda_C - \gamma_2} \exp[-\lambda_D(r_1 - r_0)] + \frac{(Q_C - Q_D)(\lambda_C r_1 - 1)}{2}
\]

\[
= [(\lambda_C - \gamma_2)R + 1] \exp[-\lambda_C(R - r_1)]
\]

\[
\times \left[ -\frac{(Q_0 - Q_C)}{4\lambda_C \lambda_D} (\lambda_D^2 \cosh[\lambda_D(r_1 - r_0) - \lambda_C r_0] + \lambda_C^2 \sinh[\lambda_D(r_1 - r_0) - \lambda_C r_0] \\
- \lambda_C \lambda_D \exp[\lambda_D(r_1 - r_0) - \lambda_C r_0]) \\
+ \frac{(Q_0 - Q_C)}{4\lambda_C \lambda_D} (\lambda_D^2 \cosh[\lambda_D(r_1 - r_0) + \lambda_C r_0] - \lambda_C^2 \sinh[\lambda_D(r_1 - r_0) + \lambda_C r_0] \\
+ \lambda_C \lambda_D \exp[-\lambda_D(r_1 - r_0) - \lambda_C r_0]) \\
+ \frac{(Q_C - Q_D)}{4\lambda_D}(-\lambda_D r_0 + 1)(\lambda_C - \lambda_D) \exp[\lambda_D(r_1 - r_0)] \\
- \frac{(Q_C - Q_D)(\lambda_C r_1 - 1)}{2}
\right].
\]

Substituting the relation \(Q_0 - Q_C = \frac{-\lambda_D (Q_C - Q_D)}{\lambda_C + \lambda_D} \frac{\lambda_C r_0}{\sinh(\lambda_C r_0)}\) into the above equation, we can finally get

\[
-[(\lambda_C - \gamma_2)R + 1] \exp(-\lambda_C R) C_{62}
\]

\[
= -(Q_C - Q_D)[(\lambda_C - \gamma_2)R + 1] \exp[-\lambda_C(R - r_1)] \times \left[ \frac{\lambda_D}{\lambda_C + \lambda_D} \frac{\lambda_C r_0}{\sinh(\lambda_C r_0)} \\
\times \left\{ \frac{\lambda_D}{4\lambda_C} (\cosh[\lambda_D(r_1 - r_0) + \lambda_C r_0] - \cosh[\lambda_D(r_1 - r_0) - \lambda_C r_0]) \\
- \frac{\lambda_C}{4\lambda_D} (\sinh[\lambda_D(r_1 - r_0) + \lambda_C r_0] + \sinh[\lambda_D(r_1 - r_0) - \lambda_C r_0]) \\
+ \frac{1}{2} \cosh[\lambda_D(r_1 - r_0)] \exp(-\lambda_C r_0) \right\} - \frac{1}{2} \left( \frac{\lambda_D r_0 - \lambda_C}{\lambda_D} \right) \sinh[\lambda_D(r_1 - r_0)] \\
+ \frac{1}{2} (\lambda_C r_0 - 1) \cosh[\lambda_D(r_1 - r_0)] - \frac{(\lambda_C r_1 - 1)}{2} \right].
\]
Plugging Eq. (106) and Eq. (107) into Eq. (103), we ultimately get another equation for $r_0$ and $r_1$:

\[
\left(1 + \frac{\gamma_2}{\lambda_C} - \frac{1}{\lambda_C R}\right) \left[ \frac{\lambda_D}{\lambda_C + \lambda_D} \sinh(\lambda_C r_0) \left\{ \frac{\lambda_D}{2\lambda_C} (\cosh[\lambda_D (r_1 - r_0) + \lambda_C r_0] \\
- \cosh[\lambda_D (r_1 - r_0) - \lambda_C r_0]) + \frac{\lambda_C}{2\lambda_D} (\sinh[\lambda_D (r_1 - r_0) + \lambda_C r_0] \\
+ \sinh[\lambda_D (r_1 - r_0) - \lambda_C r_0]) + \cosh[\lambda_D (r_1 - r_0)] \exp[\lambda_C r_0]\right\} \\
- \left( \lambda_D r_0 + \frac{\lambda_C}{\lambda_D} \right) \sinh[\lambda_D (r_1 - r_0)] + (\lambda_C r_1 + 1) \\
-(\lambda_C r_0 + 1) \cosh[\lambda_D (r_1 - r_0)] \right] \exp[\lambda_C (R - r_1)] \\
+ \left(1 - \frac{\gamma_2}{\lambda_C} + \frac{1}{\lambda_C R}\right) \left[ \frac{\lambda_D}{\lambda_C + \lambda_D} \sinh(\lambda_C r_0) \left\{ \frac{\lambda_D}{2\lambda_C} (\cosh[\lambda_D (r_1 - r_0) + \lambda_C r_0] \\
- \cosh[\lambda_D (r_1 - r_0) - \lambda_C r_0]) - \frac{\lambda_C}{2\lambda_D} (\sinh[\lambda_D (r_1 - r_0) + \lambda_C r_0] \\
+ \sinh[\lambda_D (r_1 - r_0) - \lambda_C r_0]) + \cosh[\lambda_D (r_1 - r_0)] \exp[-\lambda_C r_0]\right\} \\
- \left( \lambda_D r_0 - \frac{\lambda_C}{\lambda_D} \right) \sinh[\lambda_D (r_1 - r_0)] - (\lambda_C r_1 - 1) \\
+(\lambda_C r_0 - 1) \cosh[\lambda_D (r_1 - r_0)] \right] \exp[-\lambda_C (R - r_1)] - \frac{2R(\gamma_1 + \gamma_2 Q_C)}{Q_C - Q_D} = 0.
\]

(108)

We get two equations, Eq. (100) and Eq. (108) by applying the boundary condition Eq. (41) and the condition $Q(r_1) = Q_m$. The unknown coefficients $r_0$ and $r_1$ can be obtained by solving Eq. (100) and Eq. (108) together.

### 5.4 Discussion

Obtaining an analytical solution for $r_0$ from Eq. (60) is a highly non-trivial task and numerical solution is generally needed. Nevertheless, we can understand important qualitative features of the RNA concentration profile by solving for $r_0$ in the limit of strong capsid RNA adsorption ($\lambda_s R \gg 1$) and small correlation length of RNA concentrated phase ($\lambda_C R \gg 1$). In this limit, the first two terms in Eq. (60) are the
two most dominant ones. Balancing them, we get $u \simeq 2\lambda_s R$, or

$$r_0 \simeq R - \lambda_C^{-1} \ln(2\lambda_s R). \quad (109)$$

As we mentioned above, $r_0$ can be considered as the boundary between a dense RNA phase near the capsid and a dilute RNA phase at the capsid center. The quantity $d = R - r_0$, therefore, can be considered the thickness of this dense RNA layer. According Eq. (109), $d \propto \ln R$ which is parametrically smaller than the capsid radius, $R$. In other words, our RNA concentration profile shows a dense RNA layer condensed on the inner capsid with thickness which varies very slowly with its radius. Consequently, the amount of RNA packaged inside the virus is proportional to the capsid area (or the number of capsid proteins) instead of its volume. In recent works [14, 72], a similar dependence is observed when positively charged amino acids of capsid proteins are located in their long flexible peptide arms. In their works, the thickness of RNA molecules (treated as linear polymers) layer depends on the length of these arms. On the other hand, for the class of viruses we study in this chapter where the basic amino acids are located at the inner capsid surface instead of peptide arms, the competition between the branching degree of freedom of the secondary structure of RNA molecules and the attraction of capsid proteins is responsible for the layer structure and the thickness scales as $\ln R$. Another interesting feature of RNA concentration profile III is the fact that it does not peak at the inner capsid radius $R$ but at some smaller radius. This is the direct consequence of the boundary condition, Eq. (41) which forces the RNA concentration to decrease in the vicinity of the capsid.

In Figure 19, we plot examples of the two profiles, Eq. (48) and Eq. (51), fitted to the experimental data for two viruses, the Dengue virus and bacteriophage MS$_2$. The

---

1The $\ln R$ dependence of $d$ is also obtained for the wetting layer on the surface of a colloid [70]. This is to be expected because Eq. (37) can be mapped onto the Cahn theory of wetting transition[112]. Here we show that the negative curvature of the inner viral capsid apparently does not significantly affect this logarithmic dependency.
data for the Dengue virus was obtained using cryoelectron microscopy [85]. The data for bacteriophage MS₂ was obtained using small angle neutron scattering measurements [75]. Both viruses have most of their basic amino acids located on the surface of inner capsid, therefore our model capsid can be used. Both theoretical profiles show reasonable agreement with experiment results.

So far, when solving the Euler-Lagrange equation for RNA density profile, we assume \( Q(r) \) crosses the value \( Q_m \) at most two times. Certainly, there is a possibility that \( Q(r) \) can cross \( Q_m \) multiple times as \( r \) increases from zero to \( R \). This results in an oscillating RNA concentration profile. One could easily extend our calculation presented in this chapter to such a case by adding more piecewise solution to the ansatz, Eq. (51), and requiring \( Q(r) \) and its derivative to be continuous at the crossing points. Profile V and Profile VI are the extensions of Profile III and Profile IV respectively. Such extension could offer insights, for e.g., into the oscillating radial profile of RNA molecules packaged inside Turnip Yellow Mosaic Virus (TYMV) [75]. Nevertheless, these cases are relatively uncommon and the calculations would go beyond the scope of this chapter. We will address these cases in more detail in future study.

Naturally, one wants to know which RNA concentration profile is the most thermodynamically stable. To answer this question, one needs to substitute these profiles (Eq. (48) and Eq. (51)) into the original expression for the capsid excess free energy, Eq. (38), and compare the resulting energies. This is a tedious task. Numerically, it is found that for small adsorption strength of viral capsid, the second profile would be thermodynamically stable and RNA concentration is maximum at the capsid center. For stronger surface adsorption, the third profile is lower in energy. In this case, RNA molecules form a dense layer at the capsid and the RNA concentration is maximum at a finite radius smaller than \( R \).
It is known [112] that the mean-field theory, Eq. (38), breaks down when the critical point is approached and the first order transition between dilute and condensed phases of RNA solution becomes of second order. Once this happens, a physical picture similar to that of a solution of branched polymer with frozen branching arrangement emerges [31]. In this case, the RNA molecules become unscreened and non-overlapped. For viruses with several packaged RNA molecules, each of them would adsorb independently onto the capsid and the layer thickness of each molecule scales as square root of its molecular weight. Conversely, if such separation between constituent viral genomes is observed, it would signal the breakdown of mean-field theory.

In conclusion, in this chapter we found two different nucleotide concentration profiles of viral RNA molecules packaged inside spherical viruses. The theory applies to a class of viruses where capsid-RNA interaction occurs at the capsid surface only. For small interaction strength, the RNA monomer concentration is maximized at the center of the capsid to maximize their configurational entropy [164]. For higher interaction strength, RNA forms a dense layer near the capsid surface. The thickness of this layer is a slowly varying (logarithmic) function of the inner capsid radius. In this case, the amount of packaged RNA would be proportional to capsid area (or number of capsid proteins) instead of its volume. The profiles describe reasonably well the experimental profiles for various viruses.
CHAPTER VI

RNA CONDENSATION IN THE PRESENCE OF A SINGLE NUCLEOCAPSID PROTEIN

6.1 Introduction

In case of HIV-1, reverse transcription, the process that ssRNA transcribes double stranded proviral DNA, which is integrated into the host chromosome at later steps, has become a drug target for curing AIDS because this process is an essential step in the viral life cycle and there exist several possible ways to block reverse transcription. NC protein plays many important roles in reverse transcription so that there are extensive studies of the role of NC protein of retroviruses [92, 101]. The NC proteins of retroviruses which have been known to be highly basic nucleic acid-binding polypeptide containing less than 100 amino acids are produced as a result of proteolytic cleavage of the Gag polyprotein, which plays an important role in virus assembly [63, 149, 157]. In addition, NC protein has one or two weakly interacting zinc fingers of the form CCHC metal binding motif, flanked by flexible N-terminal and C-terminal regions and, for example, NC protein of HIV-1 has only 55 amino acid residues and two zinc fingers [16, 55, 32, 126, 94]. Despite their small size, NC protein has been known to have essential functions in many steps during retroviral life cycle, such as genomic RNA packaging [125, 17], reverse transcription [94, 30, 126, 150], tRNA primer annealing [25, 26, 129, 45, 61, 62, 121], viral assembly [3, 20, 21, 110], and integration [146, 147, 148].

Reverse transcriptase (RT) tends to pause at specific sites such as stem loops when DNA is replicated from the viral genomic RNA in vitro [102, 40, 36, 82, 7, 163]. Adding NC to reverse transcription in vitro reduces the pausing of reverse
transcription presumably by destabilizing the secondary structures of RNA [163, 77, 143] and greatly increases the efficiency of strand transfer reactions by HIV-1 NC RT [33, 5, 116, 80, 130, 131]. The extensive studies of the role of NC protein in reverse transcription also show that NC has nucleic acid chaperone activity which catalyzes the rearrangement of a nucleic acid molecule into conformation that is thermodynamically more stable [126, 94, 32, 150, 10, 64, 97] i.e the maximum number of base pairs by lowering the energy barrier for breaking and reforming the base pairs. The two main functions of NC protein responsible for the nucleic acid chaperone activity are the aggregation of nucleic acids [23, 103, 142, 158] and destabilization of nucleic acid helixes [8, 12, 13, 18, 79, 154, 160, 161] associated with the cationic N-terminal domain and zinc fingers, respectively.

Different shapes of NC proteins from several retroviruses have the different binding strength of NC leading to the different pattern of RNA aggregation quantitatively and qualitatively( specially HTLV-1 NC ) [141]. The aim of this chapter is to get a profile of how RNA is radially distributed around a single NC protein using a polymer physics as an initial foundation to understand NC’s aggregating ability to nucleic acids, one of the chaperone functions. There are extensive efforts in experiments, but to our best knowledge, there is no theoretical work to describe RNA - NC protein interaction depending on the binding strength of NC protein. We employed a mean field approximation for theory of RNA condensation suggested before [112, 90]. Our results demonstrated that RNA has a screening effect for the strong binding strength of NC.

### 6.2 RNA condensation around a single NC protein

It is known that the secondary structure of ssRNA molecules is generated by the different possible complementary pairing arrangements of the bases [67]. It is assumed that ssRNA molecules are highly flexible branching polymers and fluctuate freely over
all possible branching configurations. Different branching configurations are described in the schematic way shown in Figure 20, characterized by fugacities for “bifunctional units”, “trifunctional units”, and “end points”. We assume good solvent conditions with repulsive interactions between the different units and with no “tertiary” pairing. To investigate the interaction between RNA molecules and NC protein, one can start with the generalized Hilhorst model [68, 69] which was studied by Lubensky and Isaacson [98]. The Hamiltonian for annealed, branched polymers in this model is an extension of the $n$-vector model and is defined based on a field theoretic formalism in terms of a field variable $\psi_{ij}$ as

$$
H = \int d^3 r \left\{ \frac{1}{2} (\nabla \psi)^2 + \frac{\epsilon}{2} \psi^2 + u \psi^4 - \frac{w}{6} \sum_j \psi_{ij}^3 - h \sum_j \psi_{ij} \right\},
$$

(110)

where $\psi^2 = \sum_{i=1}^n \sum_{j=1}^m \psi_{ij}^2$ with $i = 1,\ldots, n$ and $j = 1,\ldots, m$. In the $n \to 0$ limit, the Hamiltonian is related to the partition function $Z = \lim_{n \to 0} \text{Tr} \exp(-H)$. Here, $\epsilon, w, h, \text{and} m$ are the fugacity of monomers (linear sequences), trifunctional units (branching points), the end points (hairpins or stem loops), and a complete polymer, respectively. The coefficient $u$ corresponds the effect of repulsive interactions between monomers and is positive assuming that RNA is present in a good solvent. Using a mean field approximation, one set $\psi_{ij}(\vec{r}) = \delta_{i,1} Q(\vec{r})$ where $\vec{r}$ is a radial vector in a spherical coordinate. The free energy density of RNA branching polymers in solution by a mean field approximation [112] based on the expression of the annealed, branched polymer of the generalized Hilhorst model [98] can be written as

$$
W[Q(\vec{r})] = \frac{\epsilon}{2} Q(\vec{r})^2 - \frac{w}{6} Q(\vec{r})^3 + mu Q(\vec{r})^4 - h Q(\vec{r}).
$$

(111)

Here, $Q(\vec{r})$ is the order parameter of the field theory used to analyze the amount RNA branching polymers in solution. $Q(\vec{r})$ corresponds to the concentration of the end points, $Q(\vec{r})^2$ to the concentration of the monomers, and $Q(\vec{r})^3$ to the concentration of the branching points. $Q(\vec{r})^4$ represents the interactions between two monomers. The expression for the branching polymer Eq. (111) is reduced to the well known
expression for the free energy of linear polymer when branching points are disappeared ($w = 0$) [35]. The mean field expression Eq. (111) is used to study the behavior of RNA condensation in solution in the presence of a single NC protein. As a simplified model, we think of a single NC protein as an infinite well located at the origin to trap RNA molecules and write down the interaction term $H_0$ between a single NC protein and RNA polymers as

$$H_0 = -\gamma Q(0). \quad (112)$$

$H_0$ comes from the direct contact between RNA and a NC protein at origin. $\gamma$ is the adsorption strength (binding strength) and is positive. The negative $H_0$ tells that RNA - NC protein interaction is attractive. $Q(0)$ is proportional to end points density at the origin and corresponds to an infinite well with $\gamma$ being positive. It is assumed that RNA is condensed radially around the NC protein located at the origin so that $Q(\vec{r}) \equiv Q(r)$ where $r$ is the radial distance from the origin. The mean field excess free energy of a whole RNA branching polymer in solution can be written as

$$H_{MF} = H_0 + \int_0^\infty 4\pi r^2 dr \left\{ \frac{m}{2} \left( \frac{dQ}{dr} \right)^2 + \Delta W[Q] \right\}, \quad (113)$$

where $\Delta W[Q(r)] = W[Q(r)] - W[Q_{bulk}]$. This expression is a gradient square functional of the order parameter. The integral formula in the right hand side of Eq. (113) comes from the distortions of RNA polymer distribution. The free energy density $W(Q)$ has two minima at $Q_D$ and $Q_C$ due to the cubic term of $Q(\vec{r})$ in Eq. (111). $Q_D$ and $Q_C$ are the mean field order parameter of a dilute bulk RNA solution and a condensed bulk RNA solution respectively. A first order transition from a dilute to a condensed solution happens when $W(Q_D)$ is equal to $W(Q_C)$. It is assumed that RNA bulk solution lies between these two phases so that a dilute phase and a condensed phase of RNA solution have a similar energy and $Q_{bulk} = Q_D$. The minimization of $H_{MF}$ Eq. (113) respect to $Q(r)$ leads to the Euler-Lagrange equation

$$\frac{d^2Q}{dr^2} + \frac{2}{r} \frac{dQ}{dr} - \frac{1}{m} \frac{\partial \Delta W}{\partial Q} = 0, \quad (114)$$

97
together with two boundary conditions,
\[
\left. \frac{dQ}{dr} \right|_{r=0} = \frac{-\gamma}{4\pi r^2 m},
\]
(115)
\[
\left. \frac{dQ}{dr} \right|_{r\to\infty} = 0.
\]
(116)

The detail derivation for Euler Lagrange equation and boundary condition is shown in Appendix C.2. \( \Delta W(Q) \) can be approximated as two double parabola potential form [70] because \( W(Q) \) has two minima at \( Q_D \) and \( Q_C \):
\[
\Delta W(Q) = \begin{cases} 
\frac{1}{2} m \lambda_D^2 (Q - Q_D)^2 & \text{for } Q < Q_m \\
\frac{1}{2} m \lambda_C^2 (Q - Q_C)^2 & \text{for } Q > Q_m 
\end{cases}
\]
(117)

where \( Q_m = (\lambda_D Q_D + \lambda_C Q_C)/(\lambda_D + \lambda_C) \) is the point where the two parabolas cross each other forming a cusp. The two coefficients \( \lambda_D^2, \lambda_C^2 \) are the stiffness of the free energy density of a dilute and a condensed RNA solution, respectively. A dilute RNA solution is easier to be compressed than a condensed one so that \( \lambda_C^2 > \lambda_D^2 \). This approximate double parabolic potential form is not valid near critical temperature where the first order transition becomes second order. This approximation also breaks down when the fugacity of branching points \( w \) approaches to 0 where a branching polymer becomes a linear polymer. However, the mean field approximation for the free energy density Eq. (111) becomes invalid before this limit is approached. Keeping this limit of mean field theory, this is a good approximation. This double parabola approximation was also mentioned in the Cahn wetting theory [34].

### 6.3 Results and Discussion

One can solve Euler-Lagrange Equation (114) easily with the approximate potential form \( \Delta W(Q) \) of Eq. (117) because Eq. (114) becomes linear. The general solution to Eq. (114) is a linear combination of \( exp(\pm \lambda_D, C r) / r \) and we have only one case of RNA concentration profile. \( Q(r) \) starts from a condensed RNA solution at the origin and
passes through $Q_m$ at some distance $r = r_0$ ($0 < r < \infty$) such that $Q(r = r_0) = Q_m$. $r_0$ indicates the boundary distance between a condensed and a dilute phase of RNA solution. The density profile can be set up as a linear combination of $\exp(\pm \lambda D r)/r$:

$$Q(r) = \begin{cases} 
C_1 \frac{\lambda C r}{\lambda C r^2} + C_2 \frac{e^{\lambda C r}}{\lambda C r} + Q_C & \text{for } r < r_0 \\
C_3 \frac{\lambda D r}{\lambda D r^2} + C_4 \frac{e^{\lambda D r}}{\lambda D r} + Q_D & \text{for } r_0 < r
\end{cases}$$  \quad (118)

To find five unknowns ($C_1, C_2, C_3, C_4$ and $r_0$) in Eq. (118), let’s apply the boundary conditions one by one. From a boundary condition Eq. (116), we know $Q(r = \infty)$ should be finite, leading to $C_3 = 0$. $Q'(r)$ in a condensed phase of RNA molecules can be derived from $Q(r)$ of Eq. (118).

$$\frac{dQ}{dr} = C_1 \left( -\frac{e^{\lambda C r}}{\lambda C r^2} + \lambda C \frac{e^{\lambda C r}}{\lambda C r} \right) + C_2 \left( -\frac{e^{-\lambda C r}}{\lambda C r^2} - \lambda C \frac{e^{-\lambda C r}}{\lambda C r} \right)$$ \quad (119)

The boundary condition Eq. (115) gives the following equation:

$$\left. \frac{dQ}{dr} \right|_{r \to 0} = \lim_{r \to 0} \left( \frac{-C_1 - C_2}{\lambda C r^2} + \lambda C \frac{C_1 - C_2}{\lambda C r} \right) = -\frac{\gamma}{4\pi mr^2}$$ \quad (120)

Here, $\frac{-C_1 - C_2}{\lambda C r^2}$ is the most dominant term as $r$ approaches to 0. Therefore, we can get

$$C_2 = \frac{\gamma C}{4\pi m} - C_1.$$

The RNA density profile can be written by

$$Q(r) = \begin{cases} 
C_1 \frac{\exp(\lambda C r)}{\lambda C r_0} + \left( \frac{\gamma C}{4\pi m} - C_1 \right) \frac{\exp(-\lambda C r)}{\lambda C r_0} + Q_C & \text{for } r < r_0 \\
C_4 \frac{\exp(-\lambda D r)]}{\lambda D r_0^2} + Q_D & \text{for } r_0 < r
\end{cases}$$  \quad (121)

The boundary condition between a condensed and a dilute phase, $Q(r = r_0) = Q_m$, where $Q_m = \frac{\lambda C Q_C + \lambda D Q_D}{\lambda C + \lambda D}$, gives

$$C_4 = \lambda D r_0 \frac{\lambda C}{\lambda C + \lambda D} (Q_C - Q_D)$$ \quad (122)

Using two continuity conditions for $Q(r)$ and $Q'(r)$ at the boundary $r = r_0$ with two boundary conditions Eq. (115) and Eq. (116), we can obtain the following equations:

$$C_1 \frac{\exp(\lambda C r_0)}{\lambda C r_0} + \left( \frac{\gamma}{4\pi m} \lambda C - C_1 \right) \frac{\exp(-\lambda C r_0)}{\lambda C r_0} + Q_C = C_4 \frac{\exp(-\lambda D r_0)}{\lambda D r_0} + Q_D$$ \quad (123)
and

\[ C_1 \left( -\frac{\exp(\lambda_C r_0) + \exp(\lambda_C r_0)}{r_0} + \left( \frac{\gamma}{4\pi m} - \lambda_C - C_1 \right) \left( -\frac{\exp(-\lambda_C r_0)}{\lambda_C r_0^2} - \frac{\exp(-\lambda_C r_0)}{r_0} \right) \right) = C_4 \left( -\frac{\exp(-\lambda_D r_0) - \exp(-\lambda_D r_0)}{\lambda_D r_0^2} \right). \]  

(124)

Combining Eq. (122) and Eq. (123), we can get

\[ C_1 = \frac{1}{2 \sinh(\lambda_C r_0)} \left( -\frac{\gamma \lambda_C}{4\pi m} \exp(-\lambda_C r_0) - \frac{\lambda_C}{\lambda_C + \lambda_D} \lambda_D r_0 (Q_C - Q_D) \right). \]  

(125)

Plugging Eq. (122) and Eq. (125) into Eq. (124), we arrive at the equation for the last unknown \( r_0 \):

\[ \frac{-\gamma \lambda_C}{4\pi m \sinh(\lambda_C r_0)} = (Q_C - Q_D) \left\{ -1 + \lambda_D r_0 \left( 1 + \lambda_D \frac{\lambda_D}{\lambda_C} \right)^{-1} \exp(-\lambda_C r_0) \right\}. \]  

(126)

The equation for \( r_0 \) from Eq. (126) cannot be solved analytically and \( r_0 \) can be obtained numerically. Eq. (126) can be rewritten by

\[ r_0 = \frac{1}{\lambda_C} \left\{ \ln \left( \frac{\gamma \lambda_C}{4\pi m (Q_C - Q_D)} \right) + \ln \left( 1 + \sqrt{1 + \left( 2 \lambda_D r_0 \left( 1 + \lambda_D \frac{\lambda_D}{\lambda_C} \right)^{-1} \right) \left( \frac{4\pi m (Q_C - Q_D)}{\gamma \lambda_C} \right)^2} \right) \right\}. \]  

(127)

To understand the qualitative behavior of RNA condensation by NC protein from Eq. (127), we can consider two limiting cases.

**Case 1 (weak adsorption strength):** When \( 4\pi m (Q_C - Q_D) >> \gamma \lambda_C \), \( \lambda_D r_0 \) is much less than 1. From Eq. (127), we obtain

\[ r_0 \approx \frac{\lambda_C + \lambda_D \gamma}{\lambda_C 4\pi m (Q_C - Q_D)}. \]  

(128)

In Eq. (128), the boundary distance of RNA condensation \( r_0 \) is also a small value because of the weak adsorption strength of NC protein so that the RNA condensation region is confined in a small region. \( r_0 \) is linearly proportional to \( \gamma \) due to this small condensation volume.
Case 2 (strong adsorption strength): When $4\pi m(Q_C - Q_D) << \gamma \lambda_C$, we obtain

$$r_0 \simeq \frac{1}{\lambda_C} \ln \left( \frac{2\gamma \lambda_C}{4\pi m(Q_C - Q_D)} \right).$$

(129)

The radius of RNA condensation from the origin changes very slowly with $\gamma$. Condensed RNAs screen the NC protein so that the single NC protein at the origin interacts with condensed RNA in the vicinity of the origin more strongly than condensed RNA located farther from the origin. The logarithmic dependence of Eq. (129) can be interpreted as a result of screening effect of condensed RNA molecules.

The effect of different retroviral NC proteins on mini-TAR RNA aggregation has been studied [141]. They compared the chaperone activities of NC proteins from four different retroviruses: HIV-1, Moloney murine leukemia virus (MLV), Rous sarcoma virus (RSV), and human T-cell lymphotropic virus type 1 (HTLV-1). The results showed that all NC proteins, except for HTLV-1 NC, aggregate nucleic acid upon saturated binding at $\sim 1 \mu M$ of NC. RSV NC’s aggregating ability to nucleic acids is more effective than HIV-1 NC. MLV NC appears to be slightly more effective at aggregating nucleic acids than HIV-1 NC at concentrations of $\geq 1 \mu M$ of NC. A bulk NC’s case shows some saturation levels of $\sim 1 \mu M$. It has been known that NC binds to $6 \pm 1$ nucleotides at saturation [165, 32, 126, 150, 154, 38, 87, 46, 153]. Therefore, RNA aggregation saturates at some concentration of NC. In this chapter, we have not calculated the aggregation behavior of several NC proteins with nucleic acids and will work on this problem in the future. However, RNA condensation theory explains a single NC’s aggregation ability to nucleic acids as the basics to understand the interactions between many NC proteins and RNA molecules depending on the binding strengths of different NC proteins. Interestingly, HTLV-1 NC was not able to show its aggregating ability unlike HIV-1 NC, RSV NC, and MLV NC. HTLV-1 NC is neutral at physiological condition (pH $\sim 7$). As I mentioned above, the adsorption strength $\gamma$ is positive so that the interaction between RNA and NC is attractive. In Eq. (126), there is no solution if $\gamma$ is 0 or negative. Eq. (126) tells that RNA
condensation does not happen if a single NC protein is neutral or shows repulsive interaction with a negatively charged RNA. This behavior corresponds to the bulk non-aggregating behavior of HTLV-1 NC.

To approach to the solution to the bulk aggregating ability of different NC proteins, one can use the solution to RNA condensation profile from a single NC protein obtained from this chapter. The spherical symmetry was used to study RNA aggregation from a single NC protein and was broken if we added another NC protein into our system to study the interaction between two NC proteins and RNA. Therefore, the spherical symmetry does not validate any more and electrostatic interaction between NC proteins appears to be significantly important. The problem became a little more difficult, but it can be solvable. In this way, the aggregating ability of NC proteins to nucleic acids can be studied in near future.

It is known that RNA condensation theory tends to predict the RNA condensation profiles in spherical viruses [112, 90] well, consistent with experiments [85, 75]. In the previous paper [90], we showed that the thickness of RNA condensation layer from inside capsid of RNA spherical viruses is slowly varying (logarithmic) function of the inner capsid radius and is parametrically smaller than the capsid radius for strong adsorption strength of the inner capsid. This phenomenon results from the competition between the branching of RNA secondary structure and its adsorption to the inner capsid. Similarly, in the single NC problem, the thickness of the RNA condensation layer from the origin is also logarithmic function of \( \frac{\gamma}{4\pi m (Q_C - Q_D)} \) for strong adsorption case (Case 2). Note that \( \frac{\gamma}{4\pi m (Q_C - Q_D)} \) has a dimension of length and is much larger than 1 with a fixed constant \( \lambda_C \). This means that the thickness of RNA condensation layer is also parametrically smaller than the length defined by \( \frac{\gamma}{4\pi m (Q_C - Q_D)} \) for Case 2. The difference is that the thickness of RNA condensation layer is measured from the origin for the single NC problem and the thickness of that is measured from the inner capsid surface for the spherical virus problem.
It is known [112] that the mean field theory, Eq (111), breaks down when the critical point is approached and the first-order transition between dilute and condensed phases of RNA solution becomes of second order. Once this happens, a physical picture similar to that of a solution of branched polymer with frozen branching arrangement emerges [31] and the RNA molecules become unscreened and nonoverlapped. In a single NC problem, each RNA molecule adsorb independently onto the NC at the origin and the layer thickness of each molecule scales as a square root of its molecular weight. In other words, if such separation between RNA molecules is noticed, the mean field approximation breaks down.

In summary, we have found the RNA concentration profile interacting with a single NC protein. RNA condensation theory based on field theoretic formalism is applied to deal with the interaction between a single NC protein and RNA for weak and strong adsorption cases. For weak adsorption strength of NC protein, the radial RNA condensation distance is linearly proportional to the adsorption strength $\gamma$. For strong adsorption strength, the RNA condensation distance is varying very slowly (logarithmically) with $\gamma$. This results from the screening of NC protein due to condensed RNA molecules. In addition, the RNA condensation theory is consistent with the inability to condense RNA in the presence of neutral protein like HTLV-1 NC protein. Our work is the fundamental progress to study from a single NC protein - RNA interaction to several NC proteins - RNA interaction.
CHAPTER VII

CONCLUSIONS

In this thesis we study five problems of bacteriophage and HIV. A lot of research about bacteriophages has been done since they were discovered because of their simple structure and scientific curiosity. Studying HIV, the causative agent of AIDS, also draws attention because of a strong desire to cure AIDS.

The first topic (in Chapter 2) is the DNA genome translocation problem of bacteriophage in the presence of MgSO$_4$ salt. DNA enters into the cell when the receptor of a cell membrane recognizes the tail of the bacteriophage \textit{in vivo}. What drives ejection of DNA is the big pressure difference between inside and outside the capsid. \textit{In vitro}, many experiments on force-balancing have been done. Among those, we search for interesting physical phenomena in the experiment of DNA ejection from phage in the presence of a divalent counterion such as Mg$^{+2}$. Experimental studies showed that a monovalent salt has a negligible effect on the ejection of DNA from bacteriophage [43]. However, a divalent counterion (MgSO$_4$) was shown to exert a strong effect leading to inhibition of DNA ejection non-monotonically [42]. Nguyen et al [57, 113] confirmed that negative DNA can be overcharged with positive multivalent counterions so that the net charge of DNA changes sign from negative and to positive, so called \textit{charge inversion}. To predict the ejection percentage of DNA from the phage, we included the electrostatic energy of DNA in solution, derived by charge inversion theory, in the total system. We finally obtained several results. 1) We find the neutral concentration of DNA to be 64 mM, where the least DNA is ejected. 2) The mediated attractive DNA-DNA interaction energy per persistence length is about $k_B T$ so that DNA condensation does not happen in free solution. 3)
The non monotonic effect comes from charge inversion of DNA and a short range attraction between DNA inside the capsid. 4) The maximum inhibition shows 80% of the total genome length experimentally and 70% at 64 mM in our work theoretically. 5) Negative or positive DNA gives more pulling force from the capsid of the phage by reducing its electrostatic self-energy. We get these results by setting up DNA-DNA mediated interactions by divalent counterions. Indeed, DNA condensation by divalent ions has been observed in 2 dimensional system with DNA on bilipid layers [84]. Actually, the radius of gyration is much bigger than the bacteriophage capsid size, so DNA is highly confined inside capsid, and we point out that the dimension of DNA configuration inside the capsid is less than 2 dimension where DNA-DNA interaction is attractive. We also observed the value of DNA-DNA interaction energy mediated by Mg$^{+2}$ counterions. Even though DNA-DNA interaction energy is obtained by fitting using our phenomenological theory, it does give a good starting point for future research of DNA condensation in the presence of divalent counterions.

The second problem we discuss (in Chapter 3) is how divalent counterions affect DNA-DNA electrostatic interaction in a hexagonally oriented DNA bundle. In Chapter 2, we suggest a phenomenological theory to fit the experimental data of DNA ejection from bacteriophage in the presence of divalent counterions such as Mg$^{+2}$. One interesting feature is its non-monotonic influence on DNA ejection. In simulation, we model the hexagonally-packed DNA bundle as a number of DNA molecules arranged in parallel, and the strength of DNA-DNA interaction is calculated with a periodic boundary condition. We obtain DNA-DNA effective electrostatic interaction by calculating osmotic pressure of a DNA bundle using the Expanded Ensemble method [99, 59]. We show that divalent counterions can induce DNA reentrant condensation similar to that caused by tri- or tetra-valent counterions when DNA configuration entropy is restricted. This phenomenon of DNA reentrant condensation [113, 133, 117] is expected to have the same physical origin as the non-monotonic dependence of DNA
ejection. The DNA packaging free energy is calculated to show the non-monotonic
effect which shows that DNA-DNA interaction is highly repulsive at small or large
concentration of divalent counterions and is negligible or slightly attractive for a con-
centration in between, 90 mM, at which like-charge attraction among DNA molecules
mediated by the counterions [111, 52] is dominant. This non-monotonic effect can be
interpreted by charge inversion of DNA. It also gives the strength of the short range
attraction of DNA-DNA molecules, -0.001k_BT/base where DNA-DNA attraction can
be easily attacked by thermal agitation. Although the obtained value of neutral con-
centration \( c_{Z,0} \) differs slightly from the fitted value from our phenomenological theory
in Chapter 2, it supports the finding that the net charge of DNA can be inverted
from negative to positive with increasing counterion concentration and confirms that
DNA-DNA interaction is attractive inside a DNA bundle at \( c_{Z,0} \). We also see the
saturation effect of the “effective force” between DNA molecules at around -4 atm,
which can be understood in terms of the overall entropy of the solution and the charge
neutrality condition inside the DNA bundle.

The third problem we dealt with (in Chapter 4) is understanding how the mature
HIV-1 capsid exhibits various shapes. Upon budding, HIV-1 capsid shape changes
from spherical to conical or other shapes. To investigate this diversity, we limit HIV-1
capsid shapes only to sphere, cylindrical, and conical. Nguyen [114] et al paved the
way to study conical and cylindrical shapes of HIV capsid by generalizing the icosahe-
dral virus that Caspar and Klug developed in 1960s. This is called extended isometric
construction of viral capsids. Previous studies [114] show that cylindrical capsids are
always thermodynamically stable and conical capsid shape is not. However, the coni-
cal capsid shape with volume constraint can be an optimal shape [115]. To study the
diversity of the HIV-1 capsid, we dealt with this problem by giving the length con-
straint by HIV-1 membrane with the assumption that spherical membrane changes
shape from spherical to ellipsoidal during capsid maturation, leading to the conclusion
that HIV membrane energy is always lowest when membrane forms a spherical shape. Using an elastic shell model for the retroviral capsids, the energies of various shapes are calculated both numerically (for cylindrical and 7-5 conical capsid shape) and analytically (for cylindrical and conical shape with different cone angles). These two methods lead to similar conclusions: the cylindrical shape is lowest in energy (thus most thermodynamically stable) if the surface tension of the membrane is low and there is no length constraint. However, for high membrane surface tension, we found that cylindrical and conical shapes are very similar in energies (within the thermal energy $k_B T$ from each other). It is shown that the high surface tension constraint applies to the envelop membrane of retroviruses. This study reaches the conclusion that conical and cylindrical capsid geometries have similar energies and similar probability to appear. Our results explain the experimental data well qualitatively.

The fourth problem we study (in Chapter 5) is obtaining the radial distribution of RNA genomes inside a spherical virus. HIV is a retrovirus including RNA genomes, and this study applies to the RNA distribution inside an immature HIV capsid. RNA in HIV is a key factor in reverse transcription as it replicates itself. RNA has a secondary structure composed of linear sections, branch points, and end-points. Nguyen et al [112] develop RNA condensation theory based on the branching polymer model that Lubensky and Isaacson created [98], and relate this theory to the wetting model that Cahn [35] developed. This problem is solved using a mean field approximation and a spherical symmetry. We model a spherical capsid as a hollow sphere only including RNA molecules nonspecifically interacting with the inner capsid surface. We matched our theoretical data with two experimental data sets. One profile is applied to the weak adsorption case (Dengue virus) [85], where RNA concentration is maximum at the center of the capsid to maximize their configurational entropy. The other case is the strong adsorption case (Bacteriophage MS2) [75]. For this case,
the competition between the branching of RNA secondary structure and its adsorption to the inner capsid results in the formation of a dense layer of RNA near the capsid surface. The layer thickness is a slowly varying function of the capsid inner radius. Consequently, the amount of RNA packaged is proportional to the capsid area (or the number of proteins) instead of its volume. These numerical profiles describe reasonably well the experimental RNA profiles of spherical viruses.

The last problem (in Chapter 6) is about RNA condensation by a single NC protein. We also approach this problem with RNA condensation theory introduced in Chapter 5. RNA-NC protein interaction is critical for reverse transcription in retroviruses. NC proteins also play an important role in many replication processes [147]. One of the important functions of the NC protein in reverse transcription is a chaperone function which catalyzes the rearrangement of a nucleic acid molecule into a conformation that is thermodynamically more stable [126, 32, 94, 150, 10, 64, 97]. The chaperone function is based on the interaction between NC proteins and RNA molecules during reverse transcription. We investigated the interaction between a single NC protein and RNA molecules, hoping to understand the interaction between several NC proteins and RNA molecules. RNA-NC protein interaction is assumed to be non specific and we model a single NC protein as an infinite well at the origin describing the attraction between RNA and a NC protein. For weak adsorption of the NC protein, only a small portion of RNA is condensed near the origin, and the boundary distance $r_0$ between a dilute and condensed phase is linearly proportional to the adsorption strength. For strong adsorption of the NC protein, it is shown that $r_0$ is a slowly varying function with the adsorption strength leading to the conclusion that condensed RNA screens the NC protein. The fact [141] that HTLV-1 NC protein does not condense RNA agrees well with the solution derived.
APPENDIX A

DETERMINATION OF THE EQUILIBRIUM LENGTH OF DNA EJECTED

The energy of the DNA segment inside the bacteriophage capsid, Eq. (7) reads

\[ E_{in}(L_i, d) = E_{bend}(L_i, d) + E_{int}(L_i, d). \]

To obtain the optimal DNA-DNA interaxial distance for a given DNA ejected length, \( d^*(L_i) \), the energy \( E_{in}(L_i, d) \) of DNA segment inside the capsid is minimized with respect to \( d \):

\[ \frac{\partial E_{in}(L_i, d)}{\partial d} \bigg|_{L_i} = \frac{\partial E_{bend}(L_i, d)}{\partial d} \bigg|_{L_i} + \frac{\partial E_{int}(L_i, d)}{\partial d} \bigg|_{L_i} = 0. \] (130)

Differentiating Eq. (8) and Eq. (10) with respect to \( d \) with \( L_i \) fixed, it gives

\[ \frac{\partial E_{bend}(L_i, d)}{\partial d} \bigg|_{L_i} = a \left\{ \frac{4}{3} b L_i^{\frac{7}{3}} \frac{d}{d^*} \left[ 1 + \frac{R^2}{2 \left( R^2 - b^2 L_i^{\frac{4}{3}} d^{\frac{2}{3}} \right)} \right] + R d^{-3} \ln \frac{R^2 - b^2 L_i^{\frac{4}{3}} d^{\frac{2}{3}}}{(R + b L_i^{\frac{4}{3}} d^{\frac{2}{3}})^2} \right\} \] (131)

and

\[ \frac{\partial E_{int}(L_i, d)}{\partial d} \bigg|_{L_i} = -\sqrt{3} F_0 L_i d \left[ \exp \left( \frac{d_0 - d}{c} \right) - 1 \right], \] (132)

where \( a = \frac{4\pi l_p k_B T}{\sqrt{3}} \) and \( b = \left( \frac{3\sqrt{3}}{8\pi} \right)^{\frac{1}{3}}. \) Plugging Eq. (131) and Eq. (132) into Eq. (130), the following equation can be obtained as

\[ a \left\{ \frac{4}{3} b L_i^{\frac{7}{3}} \frac{d}{d^*} \left[ 1 + \frac{R^2}{2 \left( R^2 - b^2 L_i^{\frac{4}{3}} d^{\frac{2}{3}} \right)} \right] + R L_i^{-1} d^{-1} \ln \frac{R^2 - b^2 L_i^{\frac{4}{3}} d^{\frac{2}{3}}}{(R + b L_i^{\frac{4}{3}} d^{\frac{2}{3}})^2} \right\} 
- \sqrt{3} F_0 \left[ \exp \left( \frac{d_0 - d}{c} \right) - 1 \right] = 0. \] (133)
By solving Eq. (133), the optimal length of DNA ejected \(d\) can be obtained as a function of the packaged length \(L_i\).

Using Eqs. (1, 2, 7, 8, 10), \(G(L_i)\) is given by

\[
G(L_i, d) = E_{\text{bend}}(L_i, d) + E_{\text{int}}(L_i, d) + E_{\text{out}}(L - L_i) + \Pi_{\text{osm}}(L - L_i)\pi a^2.
\] (134)

Differentiation \(G(L_i, d)\) with respect to \(L_i\) is given by

\[
\frac{\partial G(L_i, d)}{\partial L_i} = \left. \frac{\partial G(L_i, d)}{\partial L_i} \right|_d + \left. \frac{\partial G(L_i, d)}{\partial d} \right|_{L_i} \frac{\partial d}{\partial L_i}
\]

\[
= \left. \frac{\partial E_{\text{bend}}(L_i, d)}{\partial L_i} \right|_d + \left. \frac{\partial E_{\text{bend}}(L_i, d)}{\partial d} \right|_{L_i} \frac{\partial d}{\partial L_i}
\]

\[
+ \left. \frac{\partial E_{\text{int}}(L_i, d)}{\partial L_i} \right|_d + \left. \frac{\partial E_{\text{int}}(L_i, d)}{\partial d} \right|_{L_i} \frac{\partial d}{\partial L_i}
\]

\[
+ \left. \frac{\partial E_{\text{out}}(L - L_i)}{\partial L_i} \right|_d - \Pi_{\text{osm}}\pi a^2.
\] (135)

Differentiating Eq. (2), Eq. (8), and Eq. (10) with respect \(L_i\) with \(d\) fixed, it gives

\[
\frac{\partial E_{\text{out}}(L - L_i)}{\partial L_i} = \frac{k_B T}{4Z^2 l_B} \left( \ln \frac{N_0}{N} \right)^2,
\] (136)

\[
\left. \frac{\partial E_{\text{bend}}(L_i, d)}{\partial L_i} \right|_d = \frac{abL_i^{7/3} d^{4/3}}{3} \left\{ -1 + \frac{R^2}{R^2 - b^2 L_i^{7/3} d^{4/3}} \right\},
\] (137)

and

\[
\left. \frac{\partial E_{\text{int}}(L_i, d)}{\partial L_i} \right|_d = \sqrt{3} F_0 \left[ (c^2 + cd) \exp \left( \frac{d_0 - d}{c} \right) - (c^2 + cd_0) - \frac{1}{2} (d_0^2 - d^2) \right] - \epsilon
\] (138)

where \(Z = 2\) for divalent ions. To obtain \(\frac{\partial d}{\partial L_i}\), we need to use the balance equation (130) between bending and interaction energy inside capsid. Let’s set the left hand side of Eq. (133) to a function \(f(d(L_i), L_i)\) and we have \(f(d(L_i), L_i) = 0\). Differentiation of \(f(d(L_i), L_i)\) with respect to \(L_i\) gives the relation \(\frac{\partial f}{\partial L_i} = \frac{\partial f}{\partial L_i} \left/ \frac{\partial f}{\partial d} \right|_{L_i} \).
After some calculations, we can get

\[ \frac{\partial G}{\partial L_i} = \left( \frac{2}{3} l_p k_B T \frac{b^2 L_i \frac{d}{d^2}}{\left( R^2 d^2 - b^2 L_i \frac{d}{d^2} \right)^2} + \frac{3l_p k_B T}{b^2} \left[ \frac{2}{3} L_i \frac{d}{d^2} - \left( 1 + \frac{R^2}{2 \left( R^2 - b^2 L_i \frac{d}{d^2} \right)} \right) \right] \right) 

\[ - \frac{RL_i^{-2} d^{-4}}{b} \ln \left( \frac{R - bL_i \frac{d}{d^2}}{\left( R^2 - b^2 L_i \frac{d}{d^2} \right)^4} \right) \frac{2l_p k_B T}{3 \left( R^2 d^2 - b^2 L_i \frac{d}{d^2} \right)^2} + \frac{3l_p k_B T}{b^2} \left[ \frac{10}{3} L_i \frac{d}{d^2} \left( 1 + \frac{R^2}{5 \left( R^2 - b^2 L_i \frac{d}{d^2} \right)} \right) \right] \]

\[ + \frac{4RL_i^{-1} d^{-5}}{b} \ln \left( \frac{R - bL_i \frac{d}{d^2}}{\left( R^2 - b^2 L_i \frac{d}{d^2} \right)^4} \right) - \frac{\sqrt{3} F_0}{c} \exp \left( \frac{d_0 - d}{c} \right) \right) . \] (139)

By setting \( \frac{\partial G(L_i, d)}{\partial L_i} = 0 \) together with Eqs. (131, 132, 136, 137, 138 and 139), Eq. (135) gives the following equation :

\[ \sqrt{3} F_0 \left( \exp \left( \frac{d_0 - d}{c} \right) \left( c^2 + cd \right) - (c^2 + cd) - \frac{d_0^2 - d^2}{2} \right) - c + \frac{k_B T}{16l_B} \left( \log \frac{N_0}{N} \right)^2 \]

\[ + \frac{4\pi l_p k_B T b}{\sqrt{3}} \frac{b L_i^{\frac{1}{2}} d^{\frac{1}{2}}}{3 \left( R^2 - b^2 L_i \frac{d}{d^2} \right)^4} \left( -1 + \frac{R^2}{R^2 - b^2 L_i \frac{d}{d^2}} \right) \]

\[ + \left( \frac{4\pi l_p k_B T}{\sqrt{3}} \right) \frac{4 L_i^{\frac{1}{2}} d^{\frac{1}{2}}}{3 \left( R^2 - b^2 L_i \frac{d}{d^2} \right)^4} \left( 1 + \frac{R^2}{2 \left( R^2 - b^2 L_i \frac{d}{d^2} \right)} \right) \]

\[ + Rd^{-3} \ln \left( \frac{R^2 - \left( b L_i \frac{d}{d^2} \right)^2}{R + bL_i \frac{d}{d^2}} \right) - \frac{\sqrt{3} F_0}{c} L_i d \left( \exp \left( \frac{d_0 - d}{c} \right) - 1 \right) \]

\[ \times \left( \frac{2}{3} l_p k_B T \frac{b^2 L_i \frac{d}{d^2}}{\left( R^2 d^2 - b^2 L_i \frac{d}{d^2} \right)^2} + \frac{3l_p k_B T}{b^2} \left[ \frac{-2}{3} L_i \frac{d}{d^2} - 1 + \frac{R^2}{2 \left( R^2 - b^2 L_i \frac{d}{d^2} \right)} \right] \right) \]

\[ - \frac{RL_i^{-2} d^{-4}}{b} \ln \left( \frac{R - bL_i \frac{d}{d^2}}{\left( R^2 - b^2 L_i \frac{d}{d^2} \right)^4} \right) \]

\[ - \frac{RL_i^{-2} d^{-4}}{b} \ln \left( \frac{R - bL_i \frac{d}{d^2}}{\left( R^2 - b^2 L_i \frac{d}{d^2} \right)^4} \right) \]
\[
\begin{align*}
\frac{2l_p k_B T}{3} \left( 3R^2 d - 5b^2 L_i^2 d^2 \right) + \frac{3l_p k_B T}{b^2} \left[ \frac{10}{3} L_i^{-2} d^{-12} + \frac{R^2}{5 (R^2 - b^2 L_i^2 d^2)} \right] \\
+ \frac{4RL_i^{-1} d^{-5}}{b} \ln \left( \frac{R - bL_i^2 d^2}{R^2 - b^2 L_i^2 d^2} \right) - \sqrt{3} F_0 \exp \left( \frac{d_0 - d}{c} \right) \right) \\
- \Pi_{\text{osm}} \pi a^2 = 0 \tag{140}
\end{align*}
\]

where \( l_B = \frac{\epsilon^2}{4\pi\epsilon_0 Dk_B T} \) is the Bjerrum length. By solving Eq. (140), we can obtain the equilibrium DNA packaged length \( L_i^*(\Pi_{\text{osm}}, N) \). The equilibrium DNA ejected length can be easily obtained by the relation \( L_o^*(\Pi_{\text{osm}}, N) = L - L_i^*(\Pi_{\text{osm}}, N) \) where \( L \) is total genome length.
APPENDIX B

ANALYTICAL DERIVATION TO CAPSID ELASTIC ENERGY

Each term of Eq. (33) can be calculated as follows. Two dimensional non-spherical capsid is shown in Figure 18. Using the following the relations

\[
\tan \theta_m = \frac{R'_s}{z_1} = \frac{R'_l}{z_2} = \frac{R_s \cos \theta_m}{z_1} = \frac{R_l \cos \theta_m}{z_2},
\]

(141)

the length of capsid, \( H \), is given by

\[
H = (z_2 - z_1) + R_l(1 + \sin \theta_m) + R_s(1 - \sin \theta_m)
\]

\[
= R_l \left( \frac{\cos^2 \theta_m}{\sin \theta_m} + 1 + \sin \theta_m \right) + R_s \left( -\frac{\cos^2 \theta_m}{\sin \theta_m} + 1 - \sin \theta_m \right),
\]

where \( \sin \theta_m = \frac{m}{6} \) and \( \frac{\cos^2 \theta}{\sin \theta} = \frac{6}{m} - \frac{m}{6} \). Noting that \( m \) is equal to \( 6 - M \), \( H \) can be finally expressed by

\[
H = \frac{12 - M}{6 - M} R_l - \frac{M}{6 - M} R_s.
\]

(142)

Eq. (20) can be rewritten with Eq. (21) and Eq. (22) by

\[
\frac{E_0(\gamma, \alpha)}{\kappa} = 6B \left[ 1 + \ln \left( \frac{\gamma}{\gamma_B} \right) \right] + 6B \left[ -\frac{2\alpha}{\sqrt{\pi}} \left( \sqrt{F(\gamma)} - \sqrt{\frac{\gamma_B}{\gamma}} \right) + \frac{\alpha^2}{4\pi} \left( F(\gamma) - \frac{\gamma_B}{\gamma} \right) \right]
\]

\[
+ 8\pi - 4\sqrt{\pi} \alpha \sqrt{\frac{\gamma_B}{\gamma}} + \frac{\alpha^2 \gamma_B}{2\gamma}.
\]

Using the relation \( F(\gamma) = \frac{1 - \gamma_B / (1 - 3 \cos \theta_1 / \tan \theta_1)}{3 \cos \theta_1 / \tan \theta_1} = \frac{40}{11} \left( 1 + \frac{1}{10} \frac{\gamma_B}{\gamma} \right) \), the above equation can be written by

\[
\frac{E_0(\gamma, \alpha)}{\kappa} = 6B \left[ 1 + \ln \left( \frac{\gamma}{\gamma_B} \right) \right] + 6B \left[ -\frac{2\alpha}{\sqrt{\pi}} \left( \sqrt{\frac{40}{11}} \left( 1 + \frac{1}{10} \frac{\gamma_B}{\gamma} \right) - \sqrt{\frac{\gamma_B}{\gamma}} \right) \right]
\]

\[
+ 5\frac{\alpha^2}{22\pi} \left( 1 - \frac{\gamma_B}{\gamma} \right) + 8\pi - 4\sqrt{\pi} \alpha \sqrt{\frac{\gamma_B}{\gamma}} + \frac{\alpha^2 \gamma_B}{2\gamma}.
\]

(143)
Figure 21: Two dimensional approximate shape of non-spherical capsid. This figure is an extension to Figure 13 (A) to support the analytic calculation to elastic capsid energy.
Noting that \( \sin \theta_M \) is equal to \( 1 - \frac{M}{6} \), Eq. (24) can be rewritten by

\[
D_M(\gamma_l, \gamma_s, \alpha) = \frac{\cos \theta_M}{2 \tan \theta_M} \left[ \pi \ln \frac{\gamma_l}{\gamma_s} - 2\sqrt{\pi}\alpha \left( \frac{\gamma_l}{\gamma} - \sqrt{\frac{\gamma_l}{\gamma s}} \right) + \frac{\alpha^2}{4} \left( \frac{\gamma_l - \gamma_s}{\gamma} \right) \right]
\]

Together with Eq. (143) and Eq. (144), Eq. (23) can be rewritten by

\[
E_M(\gamma_l, \gamma_s, \alpha) \frac{M(12 - M)}{12(6 - M)} \left[ \pi \ln \frac{\gamma_l}{\gamma_s} - 2\sqrt{\pi}\alpha \left( \frac{\gamma_l}{\gamma} - \sqrt{\frac{\gamma_l}{\gamma s}} \right) + \frac{\alpha^2}{4} \left( \frac{\gamma_l - \gamma_s}{\gamma} \right) \right] = \frac{12 - M}{12} \left\{ 6B \left[ 1 + \ln \left( \frac{\gamma_l}{\gamma_B} \right) \right] + 6B \left[ -\frac{2\alpha_l}{\sqrt{\pi}} \left( \frac{10}{11} \left( 1 + \frac{1}{10} \gamma_l \right) - \sqrt{\frac{\gamma_B}{\gamma_l}} \right) + \frac{5\alpha_l^2}{22\pi} \left( 1 - \frac{\gamma_B}{\gamma_l} \right) \right] + 8\pi - 4\sqrt{\pi}\alpha_l \sqrt{\frac{\gamma_B}{\gamma_l}} \right\}
\]

Using the relation \( \frac{\alpha_l^2}{\gamma_l} = \frac{\alpha_s^2}{\gamma_s} = \frac{\alpha^2}{\gamma} \), the above equation can be written by

\[
E_M(\gamma_l, \gamma_s, \alpha) \frac{M(12 - M)}{12(6 - M)} \left[ \pi \ln \frac{\gamma_l}{\gamma_s} - 2\sqrt{\pi}\alpha \left( \frac{\gamma_l}{\gamma} - \sqrt{\frac{\gamma_l}{\gamma s}} \right) + \frac{\alpha^2}{4} \left( \frac{\gamma_l - \gamma_s}{\gamma} \right) \right] = \frac{12 - M}{12} \left\{ 6B \left[ 1 + \ln \left( \frac{\gamma_l}{\gamma_B} \right) \right] + 6B \left[ -\frac{2\alpha_s}{\sqrt{\pi}} \left( \frac{10}{11} \left( 1 + \frac{1}{10} \gamma_s \right) - \sqrt{\frac{\gamma_B}{\gamma_s}} \right) + \frac{5\alpha_s^2}{22\pi} \left( 1 - \frac{\gamma_B}{\gamma_s} \right) \right] + 8\pi - 4\sqrt{\pi}\alpha_s \sqrt{\frac{\gamma_B}{\gamma_s}} \right\}
\]

\[
\alpha_l, \alpha_s, \gamma_l \text{ and } \gamma_s \text{ should be calculated as a function of the small parameter } \epsilon \text{ to expand Eq. (146). It is assumed that the reference area of the sphere is equal to non spherical capsid area to compare each other. The body of the non spherical capsid can be}
\]

\[
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calculated by

\[ S_{body} = \int_{z_1}^{z_2} dz \int_0^{2\pi} d\phi \, z \tan \theta_m \cot \theta_m = \pi (z_2^2 - z_1^2) \tan \theta_m \cot \theta_m = \frac{\pi (R_l^2 - R_s^2)}{\sin \theta_m} \]

\[ = \pi \left( \frac{6}{m} - \frac{m}{6} \right) (R_l^2 - R_s^2). \tag{147} \]

The cap area is given by

\[ S_l = 2\pi R_l^2 (1 + \sin \theta_m) = 2\pi R_l^2 \frac{6 + m}{6}, \tag{148} \]
\[ S_s = 2\pi R_s^2 (1 - \sin \theta_m) = 2\pi R_s^2 \frac{6 - m}{6}. \tag{149} \]

The total area of the non-spherical capsid is

\[ S_{tot} = S_{body} + S_l + S_s = \pi R_l^2 \left( \frac{12m + m^2 + 36}{6m} \right) + \pi R_s^2 \left( \frac{12m - m^2 - 36}{6m} \right). \tag{150} \]

By rewriting \( S_{tot} \) in terms of \( M \) and applying the same area assumption, one equation can be obtained by

\[ \frac{(12 - M)^2}{6(6 - M)} \pi R_l^2 - \frac{M^2}{6(6 - M)} \pi R_s^2 = 4\pi R_0^2, \tag{151} \]

where \( 4\pi R_0^2 \) is the reference area of the original spherical capsid. The relation between \( H \) and \( \epsilon \) is \( \frac{H}{H_0} = 1 + \epsilon \) where \( H_0 = 2R_0 \) is the diameter of the spherical capsid. Using Eq. (142), the other equation can be given by

\[ 2R_0 (1 + \epsilon) = \frac{12 - M}{6 - M} R_l - \frac{M}{6 - M} R_s. \tag{152} \]

Combining Eq. (151) and Eq. (152), the following relations can be obtained:

\[ \frac{R_l}{R_0} = \frac{1}{12 - M} \frac{6 + (6 - M)(1 + \epsilon)^2}{1 + \epsilon}, \tag{153} \]
\[ \frac{R_s}{R_0} = \frac{1}{M} \frac{6 - (6 - M)(1 + \epsilon)^2}{1 + \epsilon}. \tag{154} \]
Using Eq. (153) and Eq. (154), $\gamma_l, \gamma_s, \alpha_l$ and $\alpha_s$ can be calculated by

$$
\gamma_l = \gamma \left( \frac{R_l}{R_0} \right)^2 = \gamma \left[ \frac{6 + (6 - M)(1 + \epsilon)^2}{(12 - M)(1 + \epsilon)} \right]^2, \quad (155)
$$

$$
\gamma_s = \gamma \left( \frac{R_s}{R_0} \right)^2 = \gamma \left[ \frac{6 - (6 - M)(1 + \epsilon)^2}{M(1 + \epsilon)} \right]^2, \quad (156)
$$

$$
\alpha_l = \frac{\alpha R_l}{R_0} = \alpha \left[ \frac{6 + (6 - M)(1 + \epsilon)^2}{(12 - M)(1 + \epsilon)} \right], \quad (157)
$$

$$
\alpha_s = \frac{\alpha R_s}{R_0} = \alpha \left[ \frac{6 - (6 - M)(1 + \epsilon)^2}{M(1 + \epsilon)} \right]. \quad (158)
$$

Inserting Eqs. (155 - 158) into Eq. (146) and expanding Eq. (146) in terms of $\epsilon$, the analytic solution Eq. (36) is obtained:

$$
\frac{E_M(\gamma, \alpha, \epsilon)}{\kappa} \simeq \frac{E_M(\gamma, \alpha, 0)}{\kappa} + \epsilon \frac{E_M^{(1)}(\gamma, \alpha, \epsilon)}{\kappa} + \epsilon^2 \frac{E_M^{(2)}(\gamma, \alpha, \epsilon)}{\kappa}
$$

$$
= 6B \left[ 1 + \ln \left( \frac{\gamma}{\gamma_B} \right) \right] + 8\pi + \alpha \left[ \frac{12B}{\sqrt{\pi}} \sqrt{\frac{\gamma_B}{\gamma}} - 4\sqrt{\pi} \sqrt{\frac{\gamma_B}{\gamma}} ight]
$$

$$
- 12B \sqrt{\frac{10}{11\pi}} \left( 1 + \frac{\gamma_B}{10\gamma} \right) + \alpha^2 \left[ \frac{15}{11\pi} B + \frac{\gamma_B}{2\gamma} - \frac{15B \gamma_B}{11\pi \gamma} \right]
$$

$$
+ \epsilon \left\{ -12B + 4\pi + \alpha \left[ -4\sqrt{\pi} + \frac{6B}{\sqrt{11\pi}} \sqrt{10 + \gamma_B/\gamma} \right] + \alpha^2 \left( 1 - \frac{30B}{11\pi} \right) \right\}
$$

$$
+ \epsilon^2 \left\{ \left[ \frac{-132(5M^2 - 60M + 144)}{22(12 - M)M} B + \frac{6(M^2 - 12M + 48)}{(12 - M)M} \right] \frac{\pi}{
$$

$$
+ \alpha \left[ 2 \sqrt{\pi} - 6B \frac{10(M^2 - 12M + 144) \gamma_B}{(12 - M)M} \right] \right\} \left( 10 + \frac{\gamma_B}{\gamma} \right)^{3/2}
$$

$$
+ \alpha^2 \left[ \frac{-(M^2 - 12M + 144)}{2(12 - M)M} + \frac{30(M^2 - 12M + 144) B}{22(12 - M)M} \pi \right] \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right\} \right}
APPENDIX C

CALCULATION OF FUNCTIONAL DERIVATIVES

C.1 Chapter IV

The Euler-Lagrangian equation Eq. (40) can be obtained by setting the function

derivative \( \delta H \)

to zero. Let’s write the mean field free energy, Eq. (38):

\[
H_{MF} = H_s + \int_0^R 4\pi r^2 dr \left\{ \frac{m}{2} \left( \frac{dQ}{dr} \right)^2 + \Delta W[Q] \right\}.
\]

Setting \( U(Q, Q) = \frac{m}{2} \left( \frac{dQ}{dr} \right)^2 + \Delta W[Q] \),

\[
\delta H_{MF} = \left. \frac{\partial H_s}{\partial Q} \right|_s \delta Q + 4\pi \int_0^R r^2 \left\{ \frac{\partial U}{\partial Q} \delta Q + \frac{\partial U}{\partial \dot{Q}} \delta \dot{Q} \right\} dr
\]

\[
= \left. \frac{\partial H_s}{\partial Q} \right|_s \delta Q + 4\pi \int_0^R r^2 \frac{\partial U}{\partial Q} \delta Q dr + 4\pi \int_0^R r^2 \frac{\partial U}{\partial \dot{Q}} \delta \dot{Q} dr
\]

\[
= \left. \frac{\partial H_s}{\partial Q} \right|_s \delta Q + 4\pi \left[ r^2 \frac{\partial U}{\partial Q} \right|_0^R - \int_0^R \frac{d}{dr} \left( r^2 \frac{\partial U}{\partial Q} \right) \delta Q dr \right] + 4\pi \int_0^R r^2 \frac{\partial U}{\partial \dot{Q}} \delta \dot{Q} dr
\]

\[
= \left. \frac{\partial H_s}{\partial Q} \right|_s \delta Q + 4\pi \left( -2r \frac{\partial U}{\partial Q} - r^2 \frac{d}{dr} \frac{\partial U}{\partial Q} + r^2 \frac{\partial U}{\partial \dot{Q}} \right) \delta \dot{Q} dr
\]

\[
= 0,
\]

(160)

where \( \frac{\partial U}{\partial Q} = m \frac{dQ}{dr} \) and \( \frac{\partial U}{\partial \dot{Q}} = \frac{\partial \Delta W(Q)}{\partial \dot{Q}} \). From Eq. (160), the Euler-Lagrange equation (40)

\[
\frac{d^2 Q}{dr^2} + \frac{2}{r} \frac{dQ}{dr} - \frac{1}{m} \frac{\partial \Delta W}{\partial Q} = 0
\]

and a boundary condition Eq. (41)

\[
\left. \frac{dQ}{dr} \right|_{r=R} = \frac{H_s'[Q(R)]}{4\pi R^2 m} = -\gamma_1 - \gamma_2 Q(R)
\]

are derived.
C.2 Chapter V

In this case, the integration ranges from 0 to $\infty$. Let’s write down the mean field energy :

$$H_{MF} = H_0 + \int_0^\infty 4\pi r^2 dr \left\{ \frac{m}{2} \left( \frac{dQ}{dr} \right)^2 + \Delta W[Q] \right\}$$  \hspace{1cm} (161)

Following the step shown in Appendix C.1, it arrives at

$$\delta H_{MF} = \left. \frac{\partial H_0}{\partial Q} \right|_{r=0} \delta Q + 4\pi r^2 \left. \frac{\partial U}{\partial Q} \right|_0 \delta Q + 4\pi \int_0^\infty \left( -2r \frac{\partial U}{\partial Q} - r^2 \frac{d}{dr} \frac{\partial U}{\partial Q} + r^2 \frac{\partial U}{\partial Q} \right) \delta Q dr.$$  \hspace{1cm} (162)

Eq. (162) gives the Euler Lagrange equation and two boundary conditions

$$\left. \frac{dQ}{dr} \right|_{r=0} = -\frac{\gamma}{4\pi r^2 m}$$

and

$$\left. \frac{dQ}{dr} \right|_{r=\infty} = 0.$$
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