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The objective of this research is to analyze and improve linearity of envelope elimination and restoration (EER) radio frequency (RF) power amplifiers. Envelope elimination and restoration was compared to other efficiency enhancement techniques and determined to likely be the most suitable solution for implementation of multi-mode, multiband portable RF transmitters. Distortion, stemming from dynamic power-supply modulation of RF transistors in EER RF power amplifiers was identified as one of the key challenges to the development of commercially viable EER transmitters. This dissertation presents a study of phase distortion in RF power amplifiers (PAs) with emphasis on identification of the origins of phase distortion in EER RF power amplifiers. Circuit-level techniques for distortion mitigation are also presented.

Memory effects in conventional power amplifiers are investigated through the accurate measurement and analysis of phase asymmetry of out-of-band distortion components. Novel physically-based power amplifier model is developed for attributing measured memory effects to their physical origin. The amount of linearity correction, obtained through pre-distortion for a particular RF power amplifier, is then correlated to the behavior of the memory effects in the corresponding PA.

Heterojunction field-effect transistor and heterojunction bipolar transistor amplifiers are used for investigation of voltage-dependent phase distortion in handset EER RF PAs. The distortion is found to stem from vector addition of signals, generated in nonlinear circuit elements of the PA. Specifically, nonlinear base-collector capacitance and downconversion of distortion components from second harmonic frequency are
found to be the dominant sources of phase distortion.

Shorting of second harmonic is proposed as a way to reduce the distortion contribution of the downconverted signal. Phase distortion is reduced by 50%, however a slight degradation in the amplitude distortion is observed. Push-pull architecture is proposed for EER RF power amplifiers to cancel distortion components, generated in the nonlinear base-collector capacitance. Push-pull implementation enables a 67% reduction in phase distortion, accompanied by a 1-2 dB reduction in amplitude distortion in EER RF power amplifiers.

This work, combined with other studies in the field, will help advance the development of multimode, multiband portable RF transmitters, based on the envelope elimination and restoration architecture.
CHAPTER I

INTRODUCTION

It is impossible to imagine our everyday life without communication systems. Television and radio, cellular telephones and wireless internet changed our lives forever. Today, information flows more freely around the globe than ever before. Economies of scale and ongoing cost reduction of communication systems ensure that even the poorest regions of the world have access to the modern communication technology.

Significant decrease in form factor and cost, that enabled rapid and ubiquitous adoption of communication systems around the world, has been primarily achieved by continuous introduction of digital circuitry into communication systems. By replacing more and more analog and RF components that do not scale with Moore’s law with digital circuits, engineers put communication technology on track to achieve higher performance with lower cost through integration [49].

Currently, RF power amplifiers pose the biggest challenge to even greater cost reduction and integration of the entire transmit chain. In addition to complicating integration, RF PAs are widely known to be responsible for the majority of power consumption in communication systems [56]. High power consumption of RF PAs can be explained by two factors: high RF output power required to ensure large spatial coverage of the RF system, and low PA efficiency due to significant linearity constraints. While nothing can be done to decrease requirements for high RF signal power at the antenna port, increasing efficiency of the RF PA is an ongoing research task both in academia and in industry.

In stationary systems, such as cellular base stations, low efficiency of RF PAs increases thermal stress and decreases systems’ time to failure due to the large amount
of dissipated heat. Despite high penalties incurred for inefficient RF PAs in the stationary systems, battery-powered mobile devices suffer the most from the PAs’ high power consumption. Inefficient operation of RF PAs greatly reduces battery life of cellular telephones and other handheld communication devices, which translates into shorter talk times and limited personal mobility.

1.1 Efficiency of RF Power Amplifiers

One of the most fundamental reasons for inefficient operation of linear RF power amplifiers lies in the fact that the supply voltage is kept at a constant level, whereas the signal envelope is varied. To avoid signal clipping and therefore the loss of information, the following condition needs to be true

\[ V_{\text{supply}}(t) \geq V_{\text{envelope}}(t). \]  

To comply with condition (1), voltage supply is set to the peak of the RF envelope. As can be seen in Figure 1(a), the white area between the power supply and the envelope of the RF signal represents the energy wasted as heat in the DC-to-RF conversion. This concept is nearly identical to that used for calculating efficiency in linear analog amplifiers [30].

Figure 1: Constant and variable envelope RF signals shown with constant power supply voltage.
One way to increase power efficiency of RF PAs is to use signals with information encoded in phase, not amplitude. This way any distortion applied to the amplitude of the signal will not degrade the quality of transmission. Constant-envelope signals enable power amplifiers to transfer significantly larger portion of DC energy to the RF signal. As can be seen in Figure 1(b), there is barely any white area between the power supply and the RF signal, therefore much less energy is wasted as heat.

Global system for mobile communications (GSM) is one of the ubiquitous standards employing constant envelope signals [57]. Encoding information purely into phase enables the signal to have peak-to-average power ratio (PAPR) of 0 dB. This, in turn, allows the use of deeply compressed power amplifiers in the transmit chain, resulting in significantly higher efficiency.

Due to substantial license costs and general crowding of the RF spectrum, there is continuous pressure to transmit more information using limited bandwidth. To achieve this task, information is encoded in both phase and amplitude of the signal. As a result, peak-to-average power ratio increases due to the trade-off between spectral and power efficiency. For example, modern modulation schemes, such as the worldwide interoperability for microwave access (WiMAX) standard, employ signals with high PAPR to enhance spectral efficiency for high-speed data transmission [15]. The use of signals with high peak-to-average power ratio, combined with stringent linearity requirements, in the form of adjacent channel power ratio (ACPR) or error-vector magnitude (EVM), results in low power amplifier efficiency, since PAs have to be operated at a significant power back-off from 1 dB compression point (P1dB) to meet the linearity requirements.

Table 1 shows a comparison of commercially available power amplifiers for GSM, wideband code division multiple access (WCDMA) and WiMAX technologies. The data was compiled using datasheets from RFMD, Triquint and Anadigics [3, 4, 58–60, 72]. All the amplifiers used for calculating the data in the table are implemented in
class AB architecture. Peak-to-average power ratios for WCDMA and WiMax signals are calculated using 0.1% point of complementary cumulative distribution function (CCDF). Peak power consumption levels are calculated. It should be noted that the average power consumption of the GSM system is significantly lower than the one quoted, because of time-division multiplexing used in GSM transmitters. In reality GSM transmitters are off for a significant porting of the frame, therefore output power averaged over time is significantly lower than the one quoted in Table 1.

**Table 1:** Industry averages of power amplifier efficiency under different signals of operation.

<table>
<thead>
<tr>
<th></th>
<th>GSM</th>
<th>WCDMA</th>
<th>WiMAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak power consumption</td>
<td>6 W</td>
<td>1.5 W</td>
<td>1.6 W</td>
</tr>
<tr>
<td>Peak power dissipation</td>
<td>2.7 W</td>
<td>0.8 W</td>
<td>1.3 W</td>
</tr>
<tr>
<td>Peak RF power output</td>
<td>3.3 W</td>
<td>0.7 W</td>
<td>0.3 W</td>
</tr>
<tr>
<td>PA efficiency</td>
<td>55%</td>
<td>40%</td>
<td>15%</td>
</tr>
<tr>
<td>PAPR of test signals</td>
<td>0 dB</td>
<td>3.2 dB</td>
<td>8 dB</td>
</tr>
</tbody>
</table>

As can be seen from the table, regardless of the required output RF power, PA efficiency is inversely proportional to the peak-to-average power ratio of the transmitted signal. It can also be noted that as spectral efficiency of wireless standards continues to increase with time, power efficiency of commercial amplifiers implemented in regular class AB architecture will continue to fall.

### 1.1.1 Average Output Power

Efficiency problems posed by signals with high PAPR are exacerbated by the fact that very few power amplifiers are operated at their peak output power. For most mobile systems power control is utilized to ensure equal power level of signals arriving at the basestation from all mobile devices. In many standards the output power of the PA has to be adjusted over the range of well over 50 dB [12]. Since in urban environments the density of basestations is quite high, the majority of cell-phones
spend most of their time transmitting far below their peak power capability. As can be seen from Figure 2, the average transmit power for both urban and suburban environments for the WCDMA standard is around +5 dBm, whereas the peak power is around +27 dBm [68, 71]. Due to lower average output power, average and peak efficiencies of RF power amplifiers operating in real-world environments can be drastically different [64].

![Figure 2: CDMA probability distribution function used in [71].](image)

### 1.2 Efficiency Enhancement Techniques

To improve average efficiency of RF power amplifiers, a number of efficiency-enhancement techniques have been proposed over the years. Several techniques, such as reduced conduction angle, stage bypassing, Doherty, Chireix outphasing and polar modulation are briefly described in this section [18]. There are numerous variations of these techniques and we are only going to outline the basics here along with their advantages and drawbacks.
1.2.1 Reduced Conduction Angle Amplifiers

High quiescent current significantly contributes to degradation of amplifier efficiency. Therefore it is not surprising that reduction of quiescent current has been explored since the early days of RF engineering. Under class A operation quiescent current is set to half of the amplifier’s peak current. This arrangement ensures excellent linearity and gain, even with small input signals. However, high quiescent current makes class A amplifiers very inefficient.

Classes AB, B and C were developed to reduce quiescent current of the amplifier through reduction of the PA’s conduction angle. Basic principle of operation of amplifiers with reduced conduction angle can be described by using a typical RF PA schematic, shown in Figure 3, in conjunction with simplified current and voltage waveforms occurring in class B amplifiers (Figure 4).

![Figure 3: Circuit for PA waveform analysis.](image)

Gate of a class B amplifier is biased at the threshold voltage of the transistor, which for simplicity is set to 0 V in Figure 4. Biasing the gate at $v_t$ sets quiescent bias of the PA ($I_q$) to zero. When an RF signal ($v_{in}$) is applied to the gate of the amplifier, current $I_d$ flows in the transistor for every input of $v_{in} > V_t$. Thus, the
drain current in the transistor becomes a half-wave rectified sinusoid for a sinusoidal RF signal applied to the gate, biased at $V_t$.

![Waveform Diagram](image)

**Figure 4:** Reduced conduction angle waveforms. Class B operation.

In the absence of a harmonic trap introduced by the matching network, drain current waveform, shown in Figure 4, would induce an output voltage $V_{out}$ across $Z_L$, rectified in the same manner as $i_d$. However, if one makes an assumption that the matching network is a high-Q resonator tuned to the frequency of operation, it can be stated that all harmonic currents are eliminated. As a result, only the fundamental component of the rectified drain current waveform is presented to the load. Therefore
the output voltage waveform of the class B amplifier is ideally an unclipped sinusoid.

The magnitude of the conduction angle is determined by the portion of the cycle of the current waveform flowing through the drain of the transistor. Full cycle of current flows in class A amplifiers, thus their angle of conduction is considered to be $2\pi$ radians. In the case of the PA operating in class B, drain current flows in the PA only during half of the cycle. Corresponding conduction angle is therefore $\pi$ radians. Conduction angles for linear amplifier classes are summarized in Table 2.

Table 2: Classes of linear PA operation and their corresponding conduction angles.

<table>
<thead>
<tr>
<th>Class of operation</th>
<th>Conduction angle range</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$2\pi$</td>
</tr>
<tr>
<td>AB</td>
<td>$2\pi &gt; \alpha &gt; \pi$</td>
</tr>
<tr>
<td>B</td>
<td>$\pi$</td>
</tr>
<tr>
<td>C</td>
<td>$\pi &gt; \alpha$</td>
</tr>
</tbody>
</table>

The main advantage of reduced conduction angle amplifiers is in their lower quiescent current and therefore higher efficiency. Class B amplifier, for example, can achieve theoretical efficiency of up to 78.5%, whereas maximum theoretical efficiency of a class A amplifier is only 50%. Class C amplifier theoretically delivers even higher efficiency, however the output power is significantly reduced. There are several other drawbacks as well. Presence of a strong RF input signal is necessary to turn on amplifiers biased in classes B or C. Thus amplification of small signals is primarily relegated to class A amplifiers. The biggest drawback of using amplifiers biased at lower conduction angles lies in the significant degradation of linearity due to growing harmonic content, as the conduction angle is reduced [18]. In addition amplifiers relying on reduced conduction angle for efficiency enhancement can achieve good efficiency only with full swing of output voltage. That efficiency drops quickly as the amplifier enters back-off.
1.2.2 Stage Bypassing and Parallel Amplification

As mentioned in Section 1.1.1 the majority of handset power amplifiers operate well below their peak power most of the time. To reduce power consumption many commercial power amplifiers have high- and low-power modes of operation. These modes are typically digitally controlled and can be achieved by adjustment of current or voltage bias, as in [71].

Complete bypassing of one of the stages can also be used to reduce power consumption when the amplifier is operating in the low power mode [51]. Output stages of power amplifiers tend to be more nonlinear than first or second stages of signal amplification due to attempts to increase their efficiency. Therefore when the output stage is bypassed, the linearity of the amplifier tends to improve, since now the load is driven by a more linear stage. Efficiency is also significantly increased. However, extra matching networks need to be implemented to properly match second stage of the PA to the load, which is normally driven by the final stage with significantly lower output impedance. Also, additional power is lost in RF switches, needed to bypass the output stage.

Another approach to reducing average power consumption involves operating several transistors in parallel and turning some of them off when entering low-power mode. Two transistors are typically used in the parallel architecture [35]. However this number can be increased to provide better power control and eventually construct a PA based on the architecture used in digital-to-analog converters (DACs) [66]. Biggest challenge in realizing parallel architectures lies in combining RF signals at the output of the power amplifiers. Elimination of one of the parallel amplifiers changes load impedance seen by the rest of the PAs and detunes the circuit, resulting in the loss of output power. Power combiner losses also need to be taken into account.

Overall parallel amplification and stage bypassing are quite mature technologies
and are incorporated into some commercial products. Unfortunately, efficiency enhancement provided by these techniques is limited.

1.2.3 Doherty Technique

Doherty technique was originally developed in the 1930s for increasing efficiency of vacuum tubes in multi-kilowatt broadcasting stations [22]. Doherty amplifiers consist of a main and a peaking amplifier, as can be seen in Figure 5. The main amplifier is usually biased in class AB, whereas the peaking amplifier is biased in class C. During normal operation at lower output power only the main amplifier is on. However, as the input power increases, the peaking amplifier biased in class C turns on to provide extra power.

The amplifiers are connected with a network of quarter-wavelength (λ/4) transmission lines for impedance transformation. The λ/4 transformer at the output provides seamless modulation of the load impedance seen by the main power amplifier as the peaking amplifier turns on and off.

![Figure 5: Diagram of a Doherty RF power amplifier.](image)

Currently, Doherty is the most commonly used efficiency-enhancement technique for base station amplifiers due to its relative simplicity. However, quarter-wavelength lines at low gigahertz frequencies employed in cellular transmission are several centimeters long. While not a hurdle for base station amplifiers, these transmission lines
make the design less compact, and therefore are not well-suited for handset PA applications. Recent works have addressed some of these shortcomings by implementing transmission lines in lumped components [50]. Despite recent advancements, Doherty technique provides only a modest increase in power amplifier efficiency, and is usually relegated to basestation applications.

1.2.4 Chireix Outphasing

As described in Section 1.1, greatest efficiency is achieved when constant envelope waveforms are amplified by compressed PAs. This principle is used in Chireix outphasing, where signals with constant envelope and variable phase are efficiently amplified by saturated PAs [17]. Chireix combiner then adds these signals as vectors at the output of the PA, thus producing a waveform of variable amplitude.

![Diagram of a Chireix outphasing RF power amplifier.](image1)

![Principle of operation.](image2)

**Figure 6:** Chireix outphasing RF power amplifier and basic principle of operation.

The basic principle of operation of Chireix amplifiers can be illustrated with the help of Figure 6. Two green vectors of unit length in Figure 6(b) represent constant-envelope input signals of different phase applied to the power amplifiers, as can be seen in Figure 6(a). The signals are then added to produce the red vector of different
amplitude. By varying phase difference between two constant-envelope input signals, one can obtain an output signal with varying envelope.

Because Chireix combiner does not isolate one amplifier from the other, load impedance seen by each amplifier varies with varying outphasing angle. This property greatly improves low output power efficiency of Chireix amplifiers, since the bias current is significantly lowered as the outphasing angle approaches 180°.

The biggest challenge in implementation of Chireix amplifiers lies in overcoming amplitude and phase mismatch between the two branches. Chireix combiner is also often realized with quarter-wavelength lines, which makes it less viable for implementation in portable devices. It has been demonstrated, however, that despite many problems, it is possible to design a viable high efficiency Chireix amplifier for WLAN applications [31].

1.2.5 Polar Modulation and its Varieties

Polar modulation is a concept, in which power supply of a power amplifier is modulated with the envelope of the amplified signal [36]. Modulation of the power supply eliminates, or significantly reduces, the gaps between the supply and output signals with varying envelope, seen in Figure 1(a), thus significantly increasing efficiency. Theoretically, polar-modulated power amplifiers can achieve efficiency of up to 100%.

Originally introduced by Leonard Kahn in 1950s as a technique for efficient single-sideband amplitude modulation in radio broadcasting, this technique has been experiencing a revival with the development of cellular industry. A number of varieties of polar modulation has been developed over the years: envelope elimination and restoration (EER), also known as Kahn architecture, envelope tracking (ET), power tracking, etc. While we are not trying to give a comprehensive overview of all the flavors of polar modulation, we will briefly describe the main types and outline their advantages and disadvantages.
The original technique introduced by Kahn was dubbed envelope elimination and restoration for its use of an analog envelope detector and a limiter to eliminate the envelope from the input signal, and later restore it at the output by varying the PA’s supply voltage. With advancements in digital technology, envelope detector and limiter have been replaced by a digital signal processor (DSP), which generates amplitude and phase waveforms from the in-phase/quadrature (I/Q) input signals. Given a typical baseband input signal of the form $I(t) + jQ(t)$, baseband envelope and phase waveforms can be calculated as follows:

$$Env(t) = \sqrt{I(t)^2 + Q(t)^2}$$

(2)

$$\phi(t) = \tan^{-1}\left(\frac{Q(t)}{I(t)}\right).$$

(3)

Amplitude signal $Env(t)$ is then fed to the envelope amplifier, whereas constant-amplitude phase signal $\phi(t)$ drives the gate of the RF PA, as can be seen in Figure 7. The RF PA, then needs to amplify only a constant-amplitude phase signal, thus nonlinear and highly-efficient compressed RF PA can be used for this application. The amplitude signal passed through the envelope amplifier modulates the drain of the RF PA, reconstructing the original input signal. As a result, linear amplification is achieved through the use of nonlinear and efficient components.

The advantages of EER lie in its ability to utilize nonlinear components for linear amplification. Efficiencies of up to 100% can theoretically be achieved with this architecture. However a number of drawbacks exist for this architecture. Both the amplitude and phase signals are generated with nonlinear operations. Thus the bandwidth of the original I/Q signal is significantly expanded in phase and envelope signal paths. Efficiency of the EER technique depends greatly on the efficiency of the envelope amplifier (EA). Since the overall system efficiency is now a product of the efficiencies of the envelope amplifier and the RF PA, degradation in the EA efficiency can offset any improvements in the efficiency of the RF PA. In addition to efficiency,
realizing a true EER system capable of amplifying signals with zero crossings has been problematic [18].

Implementation of an efficient envelope amplifier capable of fully tracking the entire envelope bandwidth has been quite challenging. To overcome this issue, envelope tracking (ET) technique is used. As in EER amplifiers, ET modulates the drain of the PA, however now the RF signal in the phase path is not hard-limited, but rather has full amplitude modulation [75]. A linear RF PA is then used for amplification, while its supply voltage follows the modulated waveform. Since both amplitude and phase information are already encoded in the RF signal, the bandwidth requirements on the envelope signal are not as stringent as those in the EER systems. Therefore bandwidth constraints of the envelope amplifier can be relaxed, resulting in higher efficiency, as long as the voltage at the drain of the amplifier does not drop below that of the envelope signal. While envelope tracking amplifiers are easier to implement than their EER counterparts, they provide smaller efficiency benefits. In addition, linear RF PAs need to be used with envelope tracking.

When neither EER nor ET can be implemented due to the envelope bandwidth limitations, power tracking can be utilized with relative ease. In power tracking, a
highly efficient direct current-to-direct current (DC-DC) converter or a linear regulator tracks the average power of the envelope at significantly lower speeds than the envelope bandwidth [13]. This approach offers even less efficiency improvement than ET or EER, but can be practically implemented in today’s RF solutions.

Unlike Doherty and Chireix outphasing techniques, Kahn polar modulation technique does not have any theoretical limitations on its efficiency. In addition, no quarter-wavelength lines need to be used and a number of processing steps can be relegated to the digital circuitry. Kahn EER amplifiers are also seen as promising candidates for implementation of multi-mode multi-band RF transmitters [45]. Due to these reasons, EER power amplifiers have become the focus of research in the RF community in recent years. They are also viewed as the most practical solution for efficiency enhancement of handset RF power PAs. Even though Kahn polar modulation has no fundamental drawbacks that would limit its efficiency, a number of practical implementation issues must be overcome. These include maintaining high efficiency of the envelope amplifier over large bandwidths and achieving adequate linearity of the system by reducing or cancelling distortion arising from the modulating the supply voltage of RF transistors.

1.3 Linearization of Power Amplifiers

Increase in efficiency of RF power amplifiers often comes at a price of reduced linearity. To maintain acceptable linearity in the PAs designed for efficient mode of operation, several linearization techniques can be used.

When talking about linearity, feedback naturally comes to mind. The concept introduced in the beginning of the twentieth century by Harold Black has been used throughout analog circuitry ever since [8–10]. The frequency of RF signals, however, is too high to use systems with direct signal feedback due to the delay and stability issues. Even envelope feedback is not preferred, since the envelope bandwidth reaches
into megahertz frequencies in modern transmission standards.

The same group of patents and additions to them by Black describes reconstruction of the signal at the output node. This feedforward architecture can be successfully applied to RF power amplifiers [62, 63]. Commercially available feedforward systems provide good third-order intermodulation distortion (IMD3) correction. Another advantage of this approach is that the correction is applied almost instantaneously, and therefore feedforward systems are capable of correcting distortion resulting from memory effects. On the downside, feedforward systems need to use a number of extra components for combining signals at high power. An additional RF power amplifier is also needed, which reduces power efficiency and economic attractiveness of such systems [18]. Gain and phase of two paths require careful matching for precise cancellation. With development and cost reduction of digital signal processing feedforward architecture slowly gives way to pre-distortion solutions.

1.3.1 Pre-distortion of RF Power Amplifiers

Amplitude distortion in conventional power amplifiers usually takes a form of gain compression at high output power levels, as can be seen in Figure 8(b). This distortion can be approximated in its most basic form by a polynomial model:

\[ z = a_0 + a_1 y + a_2 y^2 + a_3 y^3 + \ldots \]  

(4)

Coefficients \(a_0, a_1, a_2, a_3\) and so on can be complex to allow for modeling of both amplitude and phase transfer characteristics. Even order coefficients are not of much concern, since the distortion they produce shows up at even harmonics or baseband frequency, where it can be easily filtered out. Only odd-order terms contribute to distortion components near the fundamental. To eliminate distortion near the fundamental frequency one needs to eliminate lower odd-order terms of expression (4) due to their significant distortion contribution.

To eliminate odd-order distortion terms and achieve linear transfer function shown
in Figure 8(c), one can apply the inverse of the PA transfer characteristic, $A$, modeled by a polynomial in (4), to the input signal. Such transfer function $A^{-1}$, shown in Figure 8(a), is a direct inverse of $A$ and can also be modeled as a complex polynomial:

$$y = b_0 + b_1x + b_2x^2 + b_3x^3 \ldots$$  \hfill (5)

Following the signal chain in Figure 9 from left to right, one can calculate the output of the system, $z$ by plugging in (5) into (4). The output signal $z$ is defined as follows:

$$z = c + (2a_2b_0b_1 + 3a_3b_0^2b_1 + a_1b_1)x +
(a_1b_2 + a_2b_1^2 + 3a_3b_0b_1^2 + 2a_2b_0b_2 + 3a_3b_0^2b_2)x^2 +
(6a_3b_0b_1b_2 + a_1b_3 + a_3b_1^3 + 2a_2b_1b_2 + 3a_3b_0^2b_3 + 2a_2b_0b_3)x^3 + \ldots
\ldots + (a_3b_3^3)x^9,$$

where $c$ is a constant, and $x^3$ is the term to be eliminated to reduce third-order distortion at the fundamental frequency. Third-order coefficient of $A^{-1}$, $b_3$ can be chosen to eliminate $x^3$ term from Equation (6). One can see, that setting $b_3$ to

$$\frac{-b_1(6a_3b_0b_2 + a_3b_1^2 + 2a_2b_2)}{a_1 + 3a_3b_0^2 + 2a_2b_0}$$

Figure 8: Pre-distortion process.
will set the entire coefficient in front of $x_3$ to zero, thus eliminating third-order distortion components of the linearized system. It should also be noted from (6) that pre-distortion process necessarily introduces extra higher order polynomial terms, thus contributing to higher order distortion. This sometimes reduces PAs’ ability to meet second adjacent channel power ratio specifications [18].

![Figure 9: Concept of a pre-distortion system.](image)

Pre-distortion linearization can be practically implemented using either analog [78], or digital [24] approach. Analog solutions tend to be cheaper and exhibit much lower power consumption, however their linearization capability is significantly lower than that of digital systems. Currently digital pre-distortion dominates basestation PA linearization market.

Inverse of PA transfer function, $A^{-1}$, is usually stored in the look-up table (LUT) in digital pre-distortion systems. This look-up table is updated over time as the PA transfer function changes with changing operating conditions. However if the PA transfer function, $A$, changes faster than the pre-distortion algorithm updates the look-up table, containing $A^{-1}$, linearity of the entire transmission system deteriorates. To linearize systems exhibiting memory effects, more complex memory pre-distortion is utilized by using several time-delayed look-up tables. The size of the look-up table depends on the nonlinearities exhibited by the PA, whereas the amount of memory taps (number of time-delayed look-up tables) and unit delay between them can be best optimized by knowing the nature of memory effects of a particular amplifier.
1.3.2 Memory Effects

Fast changes of power amplifier transfer function over time have been dubbed "memory effects", since the output of the amplifier no longer depends on the current input, but also on the previous inputs. Memory effects can be observed in measurements as amplitude-to-amplitude (AM-AM) and amplitude-to-phase (AM-PM) curves exhibiting hysteresis. In frequency domain, asymmetric amplitudes and phases of third-order intermodulation components are also indicative of memory effects [21]. Memory effects do not directly impact power amplifier linearity, instead they impact the linearity and complexity of transmission systems, employing pre-distortion linearization.

While memory effects in RF power amplifiers are still a topic of ongoing research, their origins have been identified to stem from three main sources: semiconductor trap effects, dynamic heating effects and baseband frequency response of bias networks. Semiconductor trap effects exhibit the largest time constants, often comparable to adaptation time of modern digital pre-distortion systems. Thermal memory effects, on the other hand, have lower time constants with significant variability. Generally only high power PAs are susceptible to thermal memory effects, with handset devices being largely immune. Thermal memory effects present considerable challenge to RF designers, since they cannot be eliminated through circuit techniques, and change PAs’ transfer characteristic faster than standard memoryless pre-distortion algorithms can adapt the look-up table. Electrical memory effects occur due to imperfect termination of baseband currents in the PA bias networks. These memory effects have the shortest time constant and tend to be associated with narrowband resonances. These effects can be mitigated, or even completely eliminated, by careful design of bias networks.

Memory effects in RF power amplifiers are analyzed in detail in Chapter 3 of this dissertation as a way to build knowledge for analysis of phase distortion in EER RF power amplifiers in Chapters 4 and 5.
1.4 Thesis Organization

The thesis is organized as follows. Chapter 2 outlines motivation for development of envelope elimination and restoration amplifiers, challenges to their practical implementation, and reasons for in-depth understanding of phase distortion, occurring in EER RF PAs.

In Chapter 3 memory effects in conventional two-port power amplifiers are analyzed in detail. Specifically, asymmetric phase response of third-order intermodulation distortion components is studied. System for measurement of phase deviation of intermodulation components is developed. A physically-based behavioral model of RF PAs is proposed to identify origins of memory effects based on the measurements of relative IMD3 phase. Subsequently, the benefits of knowing the origins of memory effects for design of pre-distortion systems are demonstrated.

Chapter 4 first introduces the system used for measurement of phase distortion in EER RF power amplifiers. The distortion, occurring in the EER amplifier, based on a depletion-mode heterojunction field-effect transistor (HFET) is analyzed. Several hypotheses for sources of distortion are tried and eliminated by subsequent experiments. In addition, a simple circuit-level technique is proposed to reduce phase distortion in EER RF PAs. While this technique reduces phase distortion, amplitude distortion is modestly increased in the process, which limits the attractiveness of the proposed solution.

Chapter 5 builds on the research outlined in Chapter 4 to further investigate phase distortion in EER PAs. This time devices based on heterojunction bipolar transistor (HBT) technology are used for analysis. Nonlinear base-collector capacitance is identified as the primary source of phase distortion in HBT EER RF power amplifiers. Following this finding, a new push-pull EER architecture is proposed to reduce the impact of nonlinear $C_{bc}$ on the overall system linearity. This architecture successfully mitigates both phase and amplitude distortion in the EER PA under test, and is
superior to the mitigation technique outlined in Chapter 4.

Lastly, the thesis is concluded in Chapter 6 with a summary of work performed and the key contributions of the work. Suggestions for future research, as it relates to further development of linear EER RF power amplifiers, are outlined in Section 6.4.
CHAPTER II

CHALLENGES IN PRACTICAL REALIZATION OF
ENVELOPE ELIMINATION AND RESTORATION RF
POWER AMPLIFIERS

2.1 Motivation

Undoubtedly efficiency enhancement, described in Section 1.2.5, is the primary driver for development of envelope elimination and restoration power amplifiers. EER architecture, however, offers a number of other practical advantages over standard class-AB PAs. EER amplifiers have been proposed for the use in software-defined radio systems (SDR) due to their potential of cost-effectively realizing multiband, multimode RF transmitters [45].

The need for multiband, multimode RF PAs increases as more and more mobile device users travel frequently around the world. Most of the people need cellular phone connectivity wherever they go; therefore the RF front end should be capable of operating in multiple cellular standards deployed worldwide. As the convergence of data and voice services continues, new RF front ends will have to support high data rate standards, such as WCDMA and WiMAX. At the same time new standards support legacy modes, such as code division multiple access (CDMA) and GSM, where high data rate coverage is not available [7]. The challenge outlined above can be potentially solved by an EER system, shown in Figure 10. In this system, a single wideband envelope amplifier can be controlled by a digital signal processor to apply the envelope of the digitally-selected modulation waveform to the drain of the RF transistor. If the envelope amplifier is implemented as a fast switching DC-DC converter, its bandwidth, and respectively efficiency, can be digitally controlled by
changing its switching speed. While digitally-controlled envelope amplifier can be used to achieve multimode operation with relative ease, multiple RF amplifiers are necessary to provide operation across several RF bands.

![Diagram of Multiband PA based on the EER architecture.](image)

**Figure 10:** Multiband PA based on the EER architecture.

It has been noted in the literature that RF PAs, implemented as intentional ON/OFF switches, similar to the complementary metal-oxide semiconductors (CMOS), used in digital systems, can have minimal impact on the overall circuit performance [45]. This notion is very different from the operation of fully analog PAs that control output voltage, where the active device is responsible for determining the majority of RF performance. This shift is likely to enable multiband operation of RF transmitters with a single RF path, where a switching RF amplifier is used across multiple RF frequencies. While this approach sounds ideal, a number of fundamental drawbacks exist that will inhibit the development of multiband EER systems, based on a single RF transistor.

The biggest challenge to implementation of fully digital RF PAs comes from the
inability of true EER systems to accurately amplify wireless modulation signals that cross through zero, due to RF feedthrough. Another related challenge is the need for large power control range. Drain control cannot provide output power control well in excess of 50 dB required by some standards. While traditional EER architecture, where input RF signal power stays constant and drain level varies, are unable to meet these challenges with current technology, hybrid EER architecture can be used.

Hybrid EER operates as traditional EER architecture when the signal output power is large, and then switches to power-tracking when the required output power drops below the knee voltage of the RF device. When in the power-tracking mode, the input RF drive of the amplifier can be backed-off to control the output power, or present minimal distortion to signals with zero crossings. In addition to lower distortion, hybrid EER can achieve higher power-added efficiency than conventional EER at low output powers, due to the fact that strong RF drive will not be applied to the input of the device when only weak output is required.

2.2 Challenges in Realizing EER RF Power Amplifiers

To make multimode and multiband polar transmitters, shown in Figure 10, a reality, regardless of whether they are implemented as true EER, or hybrid EER architectures, a number of design challenges need to be overcome. An efficient envelope amplifier with sufficiently wide bandwidth and good linearity needs to be designed. Distortion arising from the delay mismatch between amplitude and phase paths needs to be minimized. Also, since most RF PAs, currently used in EER systems, were designed for operation under constant power supply, they tend to exhibit new types of distortion, previously not seen in conventional power amplifiers [27, 46]. Distortion, arising from modulating the drain of an RF PA, needs to be studied and mitigated to ensure low error-vector magnitude (EVM) and adjacent-channel power ratio (ACPR) required for complex transmission standards, such as WiMAX. All the major challenges for
practical realization of EER RF power amplifiers are outlined in Figure 11 along with the published papers, describing each particular area in detail.

![Diagram of EER system components](image)

**Figure 11:** Challenges in practical implementation of EER systems [14, 27, 38, 46, 55, 76].

### 2.2.1 Efficiency and Bandwidth of the Envelope Amplifier

The design of an efficient wideband envelope amplifier has been the main practical obstacle to the widespread adoption of EER techniques [18]. In recent years several university research groups successfully developed practical wideband envelope amplifiers. It is likely that similar systems were developed in the industry as well, however due to the general corporate secrecy, these designs were never revealed to the public. One of the envelope amplifier designs recently developed in academia by Chen et. al relies on a high-speed power converter employing an efficient switcher. The switcher is driven by a pulse-width-modulated (PWM) signal and is followed by a band-pass filter [14]. This approach achieves power-added efficiency just shy of 50%, which is
a substantial improvement for handheld WCDMA amplifiers. In addition, the use of polyphase PWM switcher allows for better potential integration into software-defined radio systems, since the switcher’s clock speed, and therefore, bandwidth can be digitally controlled.

Another approach for envelope amplifier implementation, developed by Kimball et. al, relies on a more complex hybrid architecture, where an efficient narrowband switcher supplies low frequency current component, whereas less efficient linear amplifier supplies the high-frequency current to the PA [38]. Since 85% of the power of the envelope waveform lies below 200 kHz, and can be amplified with an efficient switching modulator, the overall efficiency of this system with a WCDMA signal is reported to be at about 50%.

The bandwidth of the envelope amplifier is of the utmost importance, since the spectrum of the amplitude signal is several times that of the original I/Q signal. It has been mathematically proven that finite bandwidth of the envelope amplifier gives rise to significant intermodulation distortion products (IMDs) at the output of the system [55]. To date, pre-distortion has been used to mitigate distortion arising in the EER system from the finite bandwidth of the envelope amplifier [14].

Both approaches for envelope amplifier implementation show significant promise, however, more work remains to be done to realize a practical efficient wideband envelope amplifier for both handset and basestation systems.

### 2.2.2 Delay Mismatch of Amplitude and Phase Signals

Another source of fundamental distortion that arises in EER systems, and is agnostic to the implementation techniques, is the delay mismatch between amplitude and phase signals. The magnitude of the distortion signal, generated by the system due to delay mismatch, can be determined analytically [54, 55]. Delay mismatch presented significant challenge to classic EER systems, implemented fully in analog
domain with hard limiters and envelope detectors, since adaptive analog delays are quite challenging to realize. As analog limiters and detectors, used in classic EER systems, gave way to digital generation of envelope and phase signals, implementation of time delay became rather trivial. Simple digital delays are used in current EER implementations.

Delay estimation, however, remains a challenge for practical EER systems. In current university implementations, delay is adjusted off-line to the level, producing minimum distortion at the output of the system. While this type of calibration is adequate for research purposes, commercialization of products, relying on careful initial calibration can be quite challenging, especially as the delay mismatch varies over temperature and hours of operation. To solve this challenge, some form of signal feedback needs to be used to iteratively adjust the time delay. Stringent delay match criteria can also be somewhat relaxed by switching from EER to more forgiving envelope tracking or power tracking applications [76].

2.2.3 RF Transistor Distortion Induced by EER Operation

In addition to the technology-agnostic sources of distortion, such as finite bandwidth of the envelope amplifier and delay mismatch, distortion, occurring in the RF transistor itself, needs to be taken into account. Traditional two-port power amplifiers in the absence of memory effects are adequately characterized by AM-AM and AM-PM transfer functions. Because amplitude and phase signals are split into separate paths in EER (three-port) RF PAs, an additional metric of envelope-to-phase distortion needs to be introduced. Since these broad three metrics only describe the behavior of distortion, but not its origins, more work needs to be done to analyze the distortion arising in the RF transistor itself when used in the EER configuration. Several issues, unique to EER systems and not posing a problem for regular two-port amplifiers, such as RF carrier feedthrough, were raised in the literature [46]. However,
not many distortion mechanisms originating in RF transistors used for EER systems have been investigated in detail or widely published [47]. In fact, currently most of the RF transistors used in EER systems are off-the-shelf devices, originally designed and manufactured for use in conventional two-port power amplifiers.

To overcome transistor-specific distortion and deliver viable EER systems to the market, industry engineers utilize techniques such as pre-distortion and feedback. The open-loop polar system utilized in RF Micro Devices’ (RFMD) Polaris® transceiver employs pre-distortion in the phase signal path to achieve acceptable performance for GSM signals [33, 34]. Skyworks Solutions’ engineers employed a closed-loop architecture to mitigate phase and amplitude distortion of the system [67]. While these systems perform well with low-bandwidth and low-PAPR signals, they will necessarily run into problems with more complex standards, such as WiMAX. Non-discriminate distortion correction schemes are likely to have higher cost and power consumption overhead than those capable of distinguishing sources of distortion and treating them in the most efficient manner for a given distortion origin. The cost and power consumption of systems capable of indiscriminately treating distortion of demanding WiMAX signals might prove to be unrealistically high for a ubiquitous multimode mobile solution.

To advance the development of multiband mobile EER transmitters, we concentrated our research efforts on determining the root causes of distortion arising in the RF transistors when operated in the EER mode. Specifically, envelope-dependent phase rotation of out-of-band distortion products, resulting from operating RF PA with a rapidly varying drain voltage is examined [27]. This knowledge can be leveraged by others to develop more efficient pre-distortion algorithms for mobile EER PAs. Also, this research can serve as a starting point for the design of RF transistors, specifically geared for the use in three-port amplifiers.

Simple circuit techniques aimed at mitigating phase distortion in EER PAs are
also studied. The distortion-mitigating circuit techniques investigated during this study significantly reduce phase distortion in EER RF PAs. For some applications use of these techniques provides adequate linearity performance and therefore reduces the need for correcting the phase signal altogether. For other applications these techniques may reduce complexity of linearization systems employed.

2.3 In-band and Out-of-band Distortion Components

Distortion in all power amplifiers is commonly separated into in-band and out-of-band components, regardless of its physical origins. In-band distortion is often measured as error-vector magnitude. EVM is measured in either percent or decibels as the ratio between the error signal and the reference RF signal, as can be seen in Figure 12 and Equation (7). This distortion directly impacts quality of transmission and can be correlated to the bit-error rate (BER) for each wireless communication standard.

\[
EVM = \frac{|b - a|}{|a|} \times 100\% 
\]  

(7)

Out-of-band distortion does not directly impact the quality of the transmitted signal. However, it significantly affects the quality of the signals, transmitted in the

\[
EVM = \frac{|b - a|}{|a|} \times 100\% 
\]  

(7)
neighboring channels. Federal Communications Commission (FCC) in the United States and respective regulatory bodies in other countries impose strict restrictions on out-of-band emissions of all transmitters. These emissions are usually measured in the amount of energy in the adjacent channel and the second adjacent channel, ACPR1 and ACPR2 respectively. A symbolic rendering of the signal spectrum with significant ACPR1 and ACPR2 is shown in Figure 13. The majority of RF energy in the first adjacent channel is caused by the third-order nonlinearity in the transmit chain. Fifth-order nonlinearity, in turn, is responsible for the majority of RF energy spilled into the second adjacent channel.

![Signal spectrum with ACPR1 and ACPR2](image)

**Figure 13:** Magnitude of out-of-band distortion components.

To effectively measure out-of-band emissions of RF PAs without the use of complicated modulation schemes, two-tone sinusoidal signal is generally used. If a two-tone sinusoidal signal is used for testing linearity of RF PAs, intermodulation products are generated in the nonlinear transfer function of the PA. Third-order nonlinearities are primarily responsible for generation of third-order intermodulation products (IMD3), even though at high compression, higher odd-order nonlinearities significantly contribute to the size of IMD3. Similarly, fifth-order nonlinearities contribute
the majority of power to the fifth-order intermodulation products (IMD5). IMD3 for a two-tone signal is synonymous with ACPR1 in a system, employing complex modulation. IMD5 is related to ACPR2 in the same manner. The spectrum of fundamental tones, IMD3 and IMD5 can be seen in Figure 14. Conventionally, intermodulation components, just like adjacent channel power ratios (ACPR), are measured in decibels of power with respect to the carrier (dBc).

![Figure 14: Spectrum of a two-tone test signal with out-of-band distortion components.](image)

### 2.3.1 Intermodulation Vectors

Intermodulation components IMD3 and IMD5 appear as scalars in Figure 14. In fact, this is exactly how they are measured in the laboratory with the help of a spectrum analyzer. In reality, however, IMD components, just like fundamentals, are vectors with both phase and magnitude. Generally, in memoryless systems phase and magnitude of left and right intermodulation products are identical, and asymmetry is often caused by memory effects [21]. Even smaller distortion vectors, generated in various nonlinearities of the PA, are added together to form IMD3 or IMD5.

A number of studies was performed on analyzing relative contribution of each
distortion-generating mechanism. Maas reports $180^\circ$ phase difference between the distortion components generated in the nonlinear current source of a heterojunction bipolar transistor (HBT), and those due to the nonlinear base-emitter capacitance [43]. Aikio and Rahkonen show that linear portions of device capacitances introduce a $90^\circ$ to the already generated nonlinear distortion components [1, 2]. It is also well-known that signals at second harmonic frequency can mix down and add to the IMD3 vectors, generated purely by odd-order nonlinearities. Similar effect can happen when baseband components are up-converted in frequency. The phase of distortion components, appearing at the IMD3 frequency due to up- or down-conversion, greatly depends on their phase at their original frequency, which in turn, depends on the phase presented to the PA at that frequency by the matching networks. Thus it can be stated that the phase of distortion signals, generated in even-order nonlinearities and appearing at IMD3 frequency, is greatly dependent on the PA matching at even-order frequencies.

A lot more work needs to be done to analyze distortion-generating mechanisms in transistors, but the findings above enable us to construct a rudimentary picture of the main vector components affecting phase and magnitude of out-of-band distortion in RF transistors. Generalized structure of distortion vectors is shown in Figure 15.

Figure 15 should not be used as an absolute truth, but rather as a rough guide to the types of distortion contributing to the change of phase of intermodulation vectors. Real axis is arranged to point in the direction of fundamental signals. As can be seen from the distortion diagram, often individual distortion vectors are out of phase and can actually reduce the overall magnitude of the entire IMD vector when added. Maas, for example, attributes good linearity of HBTs to the distortion cancellation, occurring between signals generated in nonlinear $g_m$ and nonlinear $C_{be}$ [43]. Aikio and Rahkonen manipulate second harmonic termination to achieve better cancellation of intermodulation distortion [1].
Figure 15: Breakdown of distortion components contributing to IMD vectors.

In this section we introduced nonlinear distortion, occurring in RF PAs. Intermodulation components were assumed to be symmetric for our rudimentary analysis, which is an acceptable assumption for memoryless systems. We later will return to the concept of distortion vector addition in memoryless systems in Chapters 4 and 5, when talking about phase distortion in EER RF PAs. Analysis of memory effects and their impact on the phase of intermodulation components in conventional RF power amplifiers is described in Chapter 3.
Phase distortion of conventional RF power amplifiers is analyzed to determine the origins of memory effects occurring in these amplifiers. During this phase of the research, a system for the direct measurement of the phase of intermodulation products is developed [26]. In addition, a model for the attribution of phase distortion to thermal and bias-related memory effects is proposed [37]. The benefits of potentially incorporating knowledge about distortion-generating mechanisms into a linearizer design are also outlined [25].

### 3.1 System for Measurement of Memory Effects

Identification of memory effects in RF PAs is important in determining the potential improvement in their distortion performance, using pre-distortion linearization [39]. Such memory effects often manifest themselves as asymmetries in the magnitude and phase of third-order intermodulation distortion products [21, 73].

Vuolevi et al. attributed asymmetry of intermodulation components to thermal memory effects, namely the opposite phases of the thermal transfer function of the amplifier at negative and positive envelope frequencies. As the envelope signals due to the amplifier’s thermal response are upconverted to the carrier frequency, they are added to one sideband and subtracted from the other, thus causing IMD asymmetry [73]. IMD asymmetries were also observed by Sevic, who linked them to opposite phase introduced by the second-order nonlinear transfer function, caused by envelope electrical termination [65]. More detailed discussion on IMD imbalance and its
connection to the memory effects can be found in [40], [39] and [21].

While measuring the amplitude of IMD3s is easily done with an ordinary spectrum analyzer, making accurate phase measurements at multiple frequencies has proved to be quite challenging. Vuolevi and Rahkonen discuss a method for measuring the IMD3 phase through canceling third-order intermodulation components at the input [73, 74]. Suematsu et al. proposes a method for canceling IMD3 components using the signal generated in a reference nonlinearity at the output of the power amplifier [70]. These techniques give phase information of IMD3s relative to each other and the fundamentals. However, these methods require either phase calibration at every data point (i.e., each frequency spacing and power level), or require an accurate and well-characterized analog reference nonlinearity, which is difficult to obtain. We have developed an IMD3 measurement testbed that allows accurate relative phase and amplitude measurement of IMD3 that only needs one calibration step at the beginning of a measurement run. The testbed is fully automated using the Instrument Control Toolbox of MATLAB. Moreover, the testbed can be assembled with standard RF test equipment. Since the setup is fully digital, significant measurement accuracy can be achieved. Also, the system allows for the easy sweep of tone spacings.

Another advantage of this technique is in the fact that it utilizes only simple RF test equipment, available in most laboratories. There is no need for the expensive vector signal analyzer, employed by Hammi et al. [32]. Unfortunately the main downside of the technique is in the amount of time it takes to sweep each power level and envelope tone-spacing point. Typical plots, shown in Figures 17 and 18 consist of 100-120 test points and take about 6 hours to obtain with the fully automated setup.

The IMD3 test setup that measures relative phase and magnitude of IMD3 components is shown in Figure 16. A two-tone input signal, along with an IMD3 canceling signal, is digitally generated in MATLAB. Both data waveforms are then loaded into separate arbitrary waveform generators (Agilent E443x). To ensure phase coherency,
the generators are set up to trigger one another. The phase and amplitude of the up-converted IMD3 canceling signal are then adjusted to cancel the lower IMD3 component \((IMD3L)\), which is monitored by an Agilent E4404 spectrum analyzer. Phase and magnitude adjustment is performed by a common bisection optimization algorithm, which can be found in Appendix A. The phase is adjusted by adding a phase offset in the IMD3 canceling generator. An external voltage variable attenuator (Hittite HMC346), controlled by a programmable power supply (Keithley 2304A), is used to adjust the signal amplitude. Both the attenuation and any phase error that it introduces are then measured using a vector network analyzer (Agilent HP8753E). If significant memory effects are present, the amplitude and phase of the lower and upper IMD3 components are asymmetric [21]. Hence, in power amplifiers exhibiting memory effects, the upper IMD3 component \((IMD3U)\) will not be completely cancelled at the phase and amplitude settings used to cancel the \(IMD3L\). To measure the relative phase and amplitude between \(IMD3L\) and \(IMD3U\), the same bisection algorithm is used to determine the amplitude and phase settings to cancel the \(IMD3U\). The difference between the two settings used for canceling \(IMD3L\) and

**Figure 16:** Relative IMD3 phase and magnitude measurement setup.
IMD3U is then calculated to obtain the relative phase and magnitude of IMD3 components generated by the PA. It is also possible to measure IMD phase relative to the fundamental tones; however, this capability was not considered to be necessary for this study.

Prior to moving further, the concept of phase difference between signals at different frequencies needs to be explained. It is often pointed out that one cannot compare phase of IMD3U and IMD3L simply because the signals have different frequencies and the whole idea of calculating phase asymmetry of signals at difference frequencies seems absurd. This argument has some merit, however the phase difference can be explained in two ways. For envelope frequencies in the kilohertz range $2f_1 - f_2 \approx 2f_2 - f_1$, and thus phase difference can be practically approximated without accounting for any frequency difference. This assumption, however, is no longer true when the envelope signal is in the megahertz range.

For envelope frequencies in the megahertz range phases of IMD3L of IMD3U, as well as those of fundamental signals at frequencies $f_1$ and $f_2$, are converted to group delays. Any phase shift, resulting from the signals' frequency difference in a system with constant group delay will be linear and can be calibrated out by careful measurement of delays in the cables. In the setup described earlier, this delay is estimated by measuring linear phase difference between the fundamental signals, since even in amplifiers with significant memory effects, the linear phase between the fundamentals is not perturbed. Once constant group delay indicated by linear phase between frequency components is calibrated out, remaining non-constant delays seen at frequencies $2f_1 - f_2$ and $2f_2 - f_1$, when memory effects are present, are converted to phase, referenced at the carrier frequency $(f_1 + f_2)/2$. The phase difference between signals IMD3L and IMD3U, referenced to the carrier frequency is shown in Figures 17(a) and 18(a).

The system’s performance was validated by testing a 1 W gallium arsenide (GaAs)
Figure 17: Relative IMD3 (a) phase and (b) magnitude of a memoryless 1 W GaAs HFET PA at 1.96 GHz.
Figure 18: Relative IMD3 (a) phase and (b) magnitude of a 20 W LDMOS Doherty PA showing significant memory effects at 1.96 GHz.
hetero-structure field-effect transistor (HFET). Figure 17 shows the response of a 1 W GaAs HFET PA (Sirenza SHF-0289), which is known from pre-distortion measurements to be quite memoryless [39]. One can observe that the phase and magnitude responses vary within less than ±5° and ±0.5 dB, respectively, with input power or tone frequency spacing. A second measurement was performed on a 20 W laterally diffused metal-oxide-semiconductor (LDMOS) Doherty PA module (Cree PFM21020). A phase and amplitude asymmetry of more than ±20° and ±3 dB, respectively, suggests the presence of significant memory effects. This effect can be observed in Figure 18.

3.2 Identification of Memory Effect Origins

The system shown in Figure 16 was used to measure the IMD amplitude and phase asymmetry of two different PAs over a range of tone spacings and output power. Figure 19 shows the response of an 880 MHz CDMA base station PA, manufactured by Danam Communication, which uses a 170 W peak envelope power (PEP) silicon LDMOS device (Freescale MRF9180R6). Figure 20 shows the response for a PA based on a 90 W gallium nitride (GaN) pseudomorphic high-electron mobility transistor (pHEMT) device (Eudyna EGN21A090IV). The GaN PA is measured at 2.14 GHz. In each case, the responses indicate the presence of significant memory effects. The IMD phase and amplitude asymmetries of the LDMOS PA range from −20° to +30° and from −2 dB to +3 dB, respectively. The GaN PA shows a similar range of asymmetry: −20° to +30° and −2 dB to +4 dB.

Noticeable differences between the two PA responses are visible. The IMD asymmetry for the GaN device is confined to a small tone spacing range (Δf) centered at 100 kHz. In contrast, the asymmetry is spread rather uniformly over the entire 10 kHz to 1 MHz span of Δf for the LDMOS PA. Likewise, the range of power levels over which the asymmetry occurs is more confined for the GaN PA compared to the
Figure 19: Relative IMD3 (a) phase and (b) magnitude of a 170 W LDMOS PA.
Figure 20: Relative IMD3 (a) phase and (b) magnitude of a 90 W GaN PA.
LDMOS PA. Our experiences have shown that high-Q resonances, like the one occurring in the GaN PA response, are often the result of baseband currents interacting with nonzero bias circuit impedances. While harmonic currents can also contribute to IMD asymmetry, we have not found their contribution to long time constant memory effects to be significant. In contrast to bias effects, thermal effects change more slowly with $\Delta f$ and $P_{\text{out}}$, as seen in the LDMOS PA. Due to the silicon-carbide (SiC) substrate’s high thermal conductivity in the GaN device, one would expect smaller thermal responses in the GaN PA compared to the LDMOS PA, the self-heating effects of which are well known [20].

Because the pre-distortion linearization architectures must account for the responses of different memory effects, we seek a method to differentiate between bias-related and thermal effects, based on statistically quantifiable signatures in PA IMD asymmetry responses. Using the notion that intermodulation components can be treated as phasors, one can decompose them into real and imaginary parts along the axes shown in Figure 21.

![Figure 21: Two-tone signal with intermodulation components shown as phasors.](image)

These phasors, and their real and imaginary components, may then be analyzed in detail, as shown in Figure 22. As in [77] it is assumed that each sideband is the sum of two phasors.
A memoryless component $I M_0$ is equal in magnitude and is in phase for both side-bands. Residual IM components, $\pm \Delta I M/2$, represent the memory effects. Using the previously described setup, we are able to make accurate measurements of $|I M D 3_L|$, $|I M D 3_U|$ and $\Delta \varphi$. Using this information, it may be determined from the geometry of the phasors that

$$\varphi_L = \cot^{-1} \left[ \frac{|I M D 3_L|}{|I M D 3_U| + \cos \Delta \varphi} \frac{\cos \Delta \varphi}{\sin \Delta \varphi} \right]$$

and

$$\varphi_U = \Delta \varphi - \varphi_L.$$  

Combining the angle information outlined in Equations (8) and (9), with magnitudes of $I M D 3_L$ and $I M D 3_U$ measured with a spectrum analyzer, we can construct complex phasors that represent lower and upper IMD3 components. From these, it is clear that one can determine the residual component as

$$\Delta I M = I M D 3_U - I M D 3_L.$$  

Figure 22: Phasor diagram illustrating memoryless components of IMD3 ($I M_0$) and those due to memory effects ($\Delta I M/2$).
Moreover, the memoryless portion of IMD may be determined as the vector average of $IMD3U$ and $IMD3L$:

$$IM_0 = \frac{IMD3U + IMD3L}{2}. \tag{11}$$

The memoryless portion of intermodulation components must always be real. It is the behavior of $\Delta IM$ that is used to determine the origin of the dominant memory effects in each of the aforementioned PAs. Using Equations (8-11) one can define expressions for $Re\{\Delta IM\}$ and $Im\{\Delta IM\}$ as follows:

$$Re\{\Delta IM\} = \frac{|\Delta IM|^2 + |IM_0|^2 - |IM3U|^2}{|IM_0|} \tag{12}$$

$$Im\{\Delta IM\} = 2\sin \left[ \cos^{-1} \left( \frac{Re\{\Delta IM\}}{2 |IM3L|} + |IM_0| \right) \right] |IM3L|. \tag{13}$$

### 3.2.1 Behavioral Model for Determining Origins of Memory Effects

The behavioral model shown in Figure 23 is proposed to represent the action of self-heating and bias feedback. This model is based on knowledge of the physics of device operation, and on equivalent circuit models that represent their operation [21, 53].

The model shows three branches, each with distinct nonlinear transfer characteristics and frequency response functions. The top branch of the model, consisting of the cascade of $G(A)$ and $H_{RF}(\omega)$, represents the memoryless complex gain function and the RF frequency response, respectively. Assuming that $H_{RF}(\omega) \approx 1$ over the desired bandwidth of operation, the top branch may be considered entirely memoryless and thus the origin of $IM_0$. The second branch represents the contribution by device self-heating, or thermal feedback. To a first-order approximation, the junction temperature $T_j$ is a function of power dissipation and thus related to the square of the amplitude of the output power. For convenience, we chose to represent this as a
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dependence on a scaled version of the input power. This second-order nonlinearity produces a baseband (or difference frequency) response that is filtered by the thermal response of the device. The simplest model for such an effect is an RC network having the transfer function

\[ H_{th}(\Delta \omega) = \frac{\alpha_{th}}{1 + j \Delta \omega \tau_{th}}, \]  

(14)

where \( \alpha_{th} \) is related to the thermal resistance of the junction to base plate, and \( \tau_{th} \) is the thermal time constant, which depends on the mass and thermal capacity of the material. Thus, the dissipated power is low-pass filtered and converted to a thermal signal \( T_j(t) \), which modulates the transconductance and hence the gain. It is clear from Equation (14) that there is a relationship between the real and imaginary part of the IMD due to the phase lag at higher frequencies:

\[ \frac{Im\{H_{th}(\Delta \omega)\}}{Re\{H_{th}(\Delta \omega)\}} = -\Delta \omega \tau_{th}. \]  

(15)

Therefore, it is expected that the linear dependence of the real and imaginary parts of the residual IMD should be seen in regions dominated by thermal effects.

Unlike thermal effects, bias-related effects are purely electrical [21]. Though bias
circuits vary considerably, it is assumed that the simplest model of a parallel RLC circuit would be sufficient to capture the nature of the memory effects occurring in the bias network. We also assume that the baseband currents in a class-AB amplifier are directly proportional to the amplitude of the input voltage via a parameter $\alpha_{bias}$, related to the channel length modulation effect ($\lambda$-parameter) in the device. Thus, the contribution of these currents to the residual IMD may be determined from the impedance of the parallel RLC circuit:

$$H_{bias}(\Delta \omega) = \frac{j\Delta \omega L \alpha_{bias}}{1 + j\Delta \omega L/R - \Delta \omega^2 LC}.$$ (16)

It is well known that the impedance of an RLC maps out a circle on the complex plane. Therefore, it is expected to see such behavior of the residual IMD at a frequency spacing where the bias-related effects are dominant.

The model, shown in Figure 23, is different from those widely published in the literature [39] in the sense that each branch is describing a memory effect stemming from a particular physical origin. Whereas, normally parallel-branch models use delayed transfer functions for describing memory effects, while ignoring their physical origins.

### 3.2.2 Experimental Results

Scatter plots of $\Delta IM$ can be formed from the IMD amplitude and phase asymmetry responses for the LDMOS and GaN PAs. Plots of portions of IMDs due to memory effects can be seen with corresponding phase responses of the power amplifiers in Figures 24-26. It is clear that the LDMOS PA shows a linear trajectory in Figure 24(b) in plotting $\Delta IM$ as a collection of points independent of power and tone spacing. The standard error of $R^2 = 0.38$ indicates strong correlation to this linear dependence. The memory ratio (MR) was calculated to be $-16.8$ dB [39].

This linear dependence of the residual IMD plot indicates significant presence
(a) Phase asymmetry indicating presence of broadband thermal memory effects.

(b) Residual IMD ($\Delta IM$) confirming strong presence of thermal memory effects.

Figure 24: Plots of (a) phase asymmetry and (b) resulting residual IMD ($\Delta IM$) for a 180 W LDMOS PA.
(a) Phase asymmetry indicating presence of bias memory effects at 100 kHz tone spacing.

(b) Residual IMD (∆IM) confirming strong presence of bias memory effects at 100 kHz tone spacing.

Figure 25: Plots of (a) phase asymmetry and (b) resulting residual IMD (∆IM) for a 90 W GaN PA with poorly decoupled bias feed.
(a) Phase asymmetry indicating little presence of memory effects.

(b) Residual IMD ($\Delta IM$) indicating little presence of memory effects.

Figure 26: Plots of (a) phase asymmetry and (b) resulting residual IMD ($\Delta IM$) for a 90 W GaN PA with well decoupled bias feed.
of thermal memory effects, which is qualitatively confirmed by the plot of phase asymmetry of the LDMOS PA seen in Figure 24(a). The LDMOS PA shows the largest phase asymmetry at high output power across a broad range of tone spacings, which is indicative of thermal memory effects [26].

In contrast, the GaN PA shows no clear linear correlation of $\Delta IM$ in Figure 25(b), but does exhibit circular trajectories indicative of a bias-related memory effect. The biggest loop is seen at the tone spacing of 100 kHz. This information corresponds to Figure 25(a), where the most significant phase asymmetry can be seen along the ridge at the tone spacing of 100 kHz. The calculated MR was $-16.4$ dB.

Additional bypass capacitors were added to the drain bias line of the GaN PA, resulting in an improved MR of $-24.0$ dB. As can be seen in Figure 26(a), the ridge at 100 kHz due to bias memory effects vanished. Also, no significant loops can be seen in Figure 26(b). While the linear dependence is not as highly correlated in the decoupled GaN PA as in the LDMOS PA, it did increase by a factor of 20 over the unmodified GaN PA. Larger $R^2$ indicates that thermal effects started to contribute a larger portion of the residual IMD due to the lower contribution of bias-related effects.

### 3.3 Simplifying Linearization through Knowledge of Physical Origins of Distortion

The insight obtained from identifying sources of memory effects in RF PAs can be used to simplify pre-distortion algorithms for power amplifiers operating under specific conditions. We developed a hypothesis that bias memory effects, due to their narrowband nature, are likely to introduce minimal distortion into systems amplifying wideband signals. If the stated hypothesis is true, pre-distortion linearization might not provide any additional benefits for RF PAs with narrowband bias-related memory effects when wideband signals are amplified. The elimination of unnecessary linearization components is likely to decrease both cost and power consumption of
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the entire system.

![Pre-distortion testbed diagram](image)

**Figure 27:** Pre-distortion testbed.

Normally, memory ratio, or related metrics developed by university groups are used to measure pre-distortability of power amplifiers [39, 40, 44]. While these metrics might somewhat differ, their general goal is to compare ratios of components due to memoryless distortion and those due to memory effects. For example, we can define a typical memory ratio by looking back at Figure 22 as the following:

\[
MR = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} |\Delta IM|}{\sum_{i=1}^{n} \sum_{j=1}^{m} |2IM_0|},
\]

where \( i \) represents envelope tone spacings and \( j \) represents power levels, at which single point memory ratios, defined as \(|\Delta IM|/|IM_0|\), are calculated. The downside about memory ratio, as defined in Equation 17, lies in the fact that it does not account for the bandwidth and power probability distribution function of the signal.
To quantify the information about the nature of memory effects and bandwidth of the signal, bandwidth-specific memory ratio was introduced. The metric comprises a normalized integral of conventional memory ratio values weighted over the bandwidth of the transmitted signal. The correlation between bandwidth-specific memory ratio and relative pre-distortability of the amplifier is explored. Figure 27 shows an adaptive memoryless pre-distortion testbed assembled for this task. The testbed is based on an iterative LMS algorithm for phase and magnitude lookup table (LUT) update. The algorithm is implemented in MATLAB, and it adapts the LUT based on the ideal input and output signals of the PA, which is down-converted and sampled by an analog-to-digital converter (ADC) implemented with a GaGe CS14100 board.

An arbitrary waveform generator with an in-phase/quadrature modulator (Agilent E4438C) is used as the source for the power amplifier. Because the pre-distortion

![Figure 28: ACPR before and after pre-distortion for original and decoupled GaN PA using WCDMA signal at 2.16 GHz.](image)
algorithm compares the PA output signal to the ideal signal generated in MATLAB, the entire system, including the digital-to-analog converter (DAC) of the waveform generator as well as the down-conversion mixer, is linearized. Full system linearization enables ACPR measurements that are not significantly affected by equipment imperfections.

![Graph showing memory ratio of original and decoupled GaN PA averaged over a 5 MHz bandwidth WCDMA modulation signal.](image)

**Figure 29:** Memory ratio of original and decoupled GaN PA averaged over a 5 MHz bandwidth WCDMA modulation signal.

A 90 W GaN high electron mobility transistor (HEMT) amplifier manufactured by Eudyna was used in the experiment. It has been noted earlier that this amplifier presented a strong bias memory effect at 100 kHz, which was alleviated by adding extra decoupling on the drain bias line. A single PA with different bias line configurations was chosen to illustrate the difference in performance for narrowband and wideband signals, while keeping variability of PA parameters to a minimum. It can be seen in Figure 28 that little difference in correction is observed between the two amplifier configurations when a WCDMA signal is used. Such a result contradicts the generally
accepted notion that memory effects significantly degrade PA pre-distortability.

Figure 30: IMD3 levels before and after pre-distortion for original and decoupled GaN PA using a two-tone 100 kHz signal at 2.16 GHz.

However, if one integrates MR over the bandwidth used by the signal, it becomes clear why both PA configurations show similar pre-distortion results. The MR integrated over the 5 MHz WCDMA bandwidth is shown in Figure 29. The average MR taken over the range of output power weighted accordingly to the WCDMA instantaneous power probability distribution function amounts to −15.5 dB for the original PA and −17.9 dB for the decoupled PA [61]. As can be seen, the ∼ 2 dB difference in the bandwidth-specific memory ratio does not have a significant impact on the pre-distortability of the PA.

At the same time, it can be observed in Figure 30 that pre-distortion results differ significantly between the two PA configurations when a two-tone signal with tone spacing of 100 kHz is used. The decoupled amplifier exhibits 8-10 dB lower IMD3 than the original version after pre-distortion is applied. Figure 31 shows a consistent
10 dB difference in narrowband MR between the original and decoupled PA.

![Figure 31: Memory ratio of original and decoupled GaN PA at 100 kHz tone spacing.](image)

From the entire measurement set one can observe a direct correlation between the improvement in memoryless pre-distortion correction, achieved for a specific signal, and the difference in the PA MR integrated over the desired signal bandwidth. This finding is in line with the original hypothesis. It suggests that by knowing the origins of distortion, as well as the target application for the power amplifier, one can design a much leaner system capable of performance similar to that of more expensive and power-hungry solutions, which treat all distortion the same by applying a black-box pre-distortion approach.
CHAPTER IV

PHASE DISTORTION IN HFET ENVELOPE
ELIMINATION AND RESTORATION RF POWER
AMPLIFIERS

The growing popularity of envelope elimination and restoration radio frequency power amplifiers has increased the demand for understanding distortion generated by such systems. Our group’s expertise and previous work in identifying sources of distortion and designing linearization solutions for two-port power amplifiers provide a unique opportunity to extend this research to the analysis of distortion occurring in Kahn power amplifiers. The goal of the research is to investigate phase distortion in the RF transistor, resulting from operating the RF PA with rapidly varying drain voltage, and propose simple distortion-mitigating circuit techniques. To achieve this goal, three main tasks are accomplished. A system capable of directly measuring phase distortion in EER PAs is built based on a similar system used for conventional power amplifiers [27]. Phase distortion occurring in the RF transistor is isolated from other types of distortion and analyzed in order to uncover its origins [28]. Concurrently with identification of distortion sources, simple circuit and device-level distortion-mitigating techniques are investigated [27, 29].

4.1 System for Measurement of Phase Distortion in EER RF Power Amplifiers

The measurement system previously developed for conventional power amplifiers was modified into the one capable of measuring phase distortion of handset EER RF PAs. The new system is shown in Figure 32 and uses a baseband signal to modulate the
drain of a PA. Both signal generators in the setup are phase-locked to enable stable signal cancellation by adjusting magnitude and phase of the canceling signal. The signal generator supplying the input signal to the PA under test generates both the RF carrier signal, driving the phase path of the EER PA, and the modulated envelope signal driving the drain of the EER PA. Both signals are synchronized with each other and with the cancellation signal, generated in the signal generator with phase and amplitude adjustment. The phase and amplitude input signals to the PA are then combined directly at the drain of the transistor to form a modulated signal around the RF carrier. The output signal is taken after the output matching network of the PA. Photograph of the laboratory implementation of the EER phase-measurement setup can be found in Appendix B. Standard GPIB-controlled RF equipment can be used for the setup, envelope amplifier, being the only exception.

Figure 32: Measurement setup used to characterize the modulation transfer characteristic of an EER PA.
For simplicity, single-stage RF power amplifiers are used for the tests. In the majority of power amplifiers the final stage of the PA is responsible for 75% of power consumption. Hence it makes sense to apply the EER technique only to the final stage of the PA. Therefore our simplification does not impact applicability of our findings to practice.

4.1.1 Envelope Amplifier

Because the original goal was to examine only the distortion within the RF PA and not the envelope amplifier (EA), the EA was designed as a high bandwidth linear regulator, shown in Figure 33, as opposed to a high-speed DC-DC converter, used in the majority of EER PA papers to achieve high efficiency [14]. The envelope amplifier is implemented with a rail-to-rail high output current operational amplifier from Analog Devices (AD8397) and a 20-V n-channel enhancement mode MOSFET, manufactured by Zetex.

![Figure 33: Envelope amplifier.](image)

The operational amplifier is intended for use as a twisted-pair line driver. It exhibits large signal bandwidth of 14 MHz, slew rate of 53 V/µs and can source up to 250 mA of peak current [6]. These characteristics make this amplifier ideal for
driving capacitive load presented by the gate of the Zetex power MOSFET, while maintaining reasonably high output voltage swing, necessary to power most handset RF PAs. The Zetex MOSFET is intended for use in DC-DC converter applications. It can handle up to 1.3 A of continuous current and 7.4 A of pulsed current while presenting only 160 pF of capacitance at the gate [79]. The envelope amplifier circuit comprised of the operational amplifier and the MOSFET is shown in Figure 33. The EA is capable of sourcing up to 500 mA of average current to the RF power amplifier while maintaining a slew rate of 37 V/µs. The amplifier has wide bandwidth, however due to the slew-rate limitations imposed by operating in the large-signal realm, the effective bandwidth is limited to 2.5MHz. At the same time the amplifier is capable of delivering 6.5-V_{pk-pk} waveforms with frequencies of up to 2.5 MHz to the drain of the PA while handling 500 mA of average current.

![Figure 34: Harmonic content of modulating waveform at the drain of the PA.](image)

Care was taken to avoid nonlinearities and frequency response in the EA circuit,
including interactions with the nonlinear PA load, by using unity feedback around the EA as it was driving the PA. The frequency response of the modulator is negligible up to 2.5 MHz, permitting memoryless modulation up to that frequency at baseband. Such bandwidth of the envelope amplifier allows us to cover 5 MHz of signal bandwidth at the carrier frequency of the PA. As seen in Figure 34, spectral purity of the modulating waveform is excellent, with envelope harmonics being 50 dB below AM sidebands.

4.1.2 Test Signal Selection

Various test signals were considered for use with the test setup. Traditional two-tone signals used in PA characterization were avoided due to the large bandwidth requirement in the envelope path, where they are presented as full-wave rectified sine waves with infinite amount of harmonics. Instead, DC offset sinusoids, shown in Figure 35(a), were used so as to observe the harmonic distortion of the AM signal as it is emerging from the PA. These signals are bandlimited in the amplitude path as they are presented by a DC component and a sinusoid. It is important to note that the DC component of the envelope is always larger than the amplitude of the sinusoid to avoid abrupt clipping during rectification.

The offset sinusoidal envelope signal forms a three-tone signal at the output when combined with an RF carrier at the gate. The three-tone output signal shown along with distortion components in Figure 35(b) can be easily compared to the two-tone signal used in conventional RF PAs. First harmonic sidebands are primarily generated by third-order nonlinearity applied to the sum of the carrier and one of the first sidebands. First harmonic sidebands therefore closely resemble $2f_2 - f_1$ and $2f_1 - f_2$ intermodulation components of the traditional two-tone signal, shown in Figure 21. Drawing a parallel between second harmonic sidebands and IMD components of the two-tone signal is less straightforward. Second harmonic sidebands can be caused by
third-order nonlinearity acting on the sum on the first sidebands. However, they can also be caused by the fifth-order nonlinearity acting on the sum of the carrier and one of the first sidebands. Thus, no clear equivalency to a particular intermodulation distortion component of the two-tone test signal can be established. In addition second harmonic sidebands tend to be too small in the EER RF PAs to reliably measure their phase. In light of these facts we focus our efforts on analyzing behavior of first harmonic sidebands.

In the three-tone signals used in the tests an appropriate DC level was selected for the offset sinusoids to consistently keep the signal minimum at the knee voltage (i.e., the threshold of the triode region) of the PA and minimize the effect of RF feedthrough. Sufficient RF drive level (+16 dBm) was used to ensure PA saturation over the range of characterization drain voltages.

4.2 Investigation of Phase Distortion

Sirenza SHF-0289 GaAs HFET was chosen for distortion analysis because previous studies have shown that this PA has negligible memory effects when operated in
conventional two-port mode [26, 39]. The drain bias feed (modulation input) was designed to achieve wideband frequency response by eliminating low frequency bypassing. The class-AB bias current was set to about 30% of the drain saturation current ($I_{DSS}$), and the gate bias feed had low frequency bypass to terminate any baseband gate current that might flow. The input and output matching circuits were centered at 2.14 GHz to achieve maximum output power and efficiency in saturated operation. In the initial circuit no particular attention was paid to harmonic terminations.

**Figure 36:** Static modulation transfer characteristics of the EER PA.

The saturated efficiency of the PA vs. drain voltage was found to vary between 40% and 60% over the range of drain voltage from 1.3 V to 6.1 V. The static modulation characteristic over this range was measured using a network analyzer and is shown in Figure 36. The input RF power was kept at a constant +16 dBm, which ensured compression throughout the entire $V_{dd}$ range. Therefore if the input to the
gate of the amplifier does not change, the only way to change the gain and output power is by adjusting the drain voltage. The PA is seen to have a fairly linear static AM characteristic and a small residual static PM characteristic. It should also be noted that in this test the PA did not operate in the back-off region, but rather was always compressed.

Using the previously developed cancellation technique, the relative phase of the first sidebands was measured. The phase of the sidebands is found to deviate less than $5^\circ$ from the phase of the carrier or from the phase of each other over modulation frequencies ranging from 50 kHz to 5 MHz, and over the range of modulating sinusoid amplitudes of $0.6 \, V_{pk-pk}$ to $4.8 \, V_{pk-pk}$ above the knee voltage of 1.3 V.

![Figure 37: Phase deviation from the carrier of the first harmonic sidebands vs. peak drain voltage and tone spacing.](image)

Next, the phase deviation of the first harmonic sidebands, as seen in Figure 35(b), is measured. The phase of these components is found to deviate significantly from
that of the first sidebands (envelope fundamentals). As seen in Figure 37, the phase deviation of first harmonic sidebands (envelope harmonics) from the carrier varies from 175° to more than 205° over the range of modulation amplitudes, with 0° referenced as in-phase with the carrier. Phase asymmetry of the first harmonic sidebands with respect to each other was found to be less than 3°. This implies that the envelope distortion is dominated by the static AM and PM characteristics and the HFET-based handset EER RF PA does not exhibit significant memory effects. It was also noted that there was little variation of the phase deviation with respect to modulation frequency, which suggests a source of distortion with no significant modulation frequency dependence.

4.2.1 Analysis of the Types of Signals Causing Significant Phase Distortion in EER RF PAs

Further investigation into the origins of EER phase distortion is conducted to reveal the basic types of signals capable of causing the phase distortion described in the previous section [28]. For this analysis the RF PA is arranged in the EER configuration seen in Figure 38. Constant RF signal is supplied to the gate of the device. The level of the input RF signal is chosen such that the device is slightly compressed at the highest $V_{dd}$ level of 6.5 V. This ensures compression under any signal applied to the drain. The fact that the device is always compressed means that gain and output power can be regulated solely by the signals applied to the drain. This arrangement constitutes true EER operation.

Three distinct groups of sinusoidal signals are applied to the drain of the RF PA in EER configuration to test its response. All groups consist of offset sinusoids at frequencies from 50 kHz to 2.5 MHz. The first group of sinusoidal signals applied to the drain of the PA has constant DC level of 3.35 V. The amplitudes of the sinusoids vary from 1 $V_{pk-pk}$ to 5.5 $V_{pk-pk}$. Qualitative description of these signals can be seen in Figure 39(a). Despite significant variation of the signal amplitude at the drain,
the HFET EER PA under test did not show notable distortion in the form of first harmonic sideband rotation from the carrier. This can be seen in Figure 40 where x-axis is the peak-to-peak amplitude of the sinusoids applied to the drain.

The second group of sinusoids applied to the drain port has constant sine amplitude of $1.35 \, V_{pk-pk}$ with a varying DC level, as can be observed in Figure 39(b). The phase distortion measured at the output of the PA can be seen in Figure 41(b). It can be noted that most of the distortion occurs at lower DC level (1.5 - 4 V). The third group of signals applied to the drain has constant minima with proportionately varying amplitudes and DC levels. This signal is similar to the one used in [27] and can be seen in Figure 39(c). Figure 41(a) shows that this group of signals induces significant distortion similar to that induced by the second group. Based on the conducted experiments, it can be concluded that when operated as a polar modulator, the power amplifier exhibits phase distortion determined by the variation of the DC voltage at the drain terminal. At the same time, the amplitude and frequencies of non-DC signals applied to the drain have minimal effect on the distortion exhibited by the EER PA. It should be noted that phase distortion was independent of the frequency of modulating sinusoids for all experiments. Also the phase deviation of

Figure 38: PA operated as a mixer in a true EER mode.
Figure 39: Types of signals applied to the drain of the EER PA.

the first sidebands is negligible, as can be seen in Figure 42.

Industry experts expressed a hypothesis that the distortion seen in the RF PA is induced by the nonlinear output capacitance ($C_{out}$) due to its dependence on the drain voltage [19]. To explore this possibility a PA setup, shown in Figure 43, is put together. Three-tone signal is applied at the gate at a constant power level. High power level of the input signal ensures PA compression throughout the entire $V_{dd}$ range. The compression level is similar to that obtained in the experiments described earlier in this section. Only DC voltage is applied to the drain. Gain and output power of the RF PA is controlled solely by the drain voltage. DC voltage at the drain is varied during the measurement, while phase of the first harmonic sidebands is recorded at the output.

It can be argued that this experiment is significantly different from those performed earlier. While such an argument is correct, this test is effectively used as a tool to determine the effect of nonlinear $C_{out}$ on the phase distortion. The change of $V_{dd}$ ensures the change in $C_{out}$ of the two-port PA similar to that of the EER PA used
Figure 40: Phase deviation of first harmonic sidebands from the carrier when sinusoids with varying amplitudes and constant DC bias level are applied to the drain of the EER PA.

Figure 41: Phase deviation of first harmonic sidebands from the carrier when sinusoids with (a) varying amplitudes DC bias levels, and (b) fixed amplitudes and varying DC bias levels are applied to the drain of the EER PA.
**Figure 42:** Phase deviation of first sidebands from the carrier for all experiments.

**Figure 43:** Compressed two-port PA. Resemblance of envelope tracking.
in earlier experiments. As can be seen in Figure 44, minimal $V_{dd}$-dependent phase distortion is observed at the output. Experimental results from this configuration suggest that nonlinear $C_{out}$ is likely not the primary cause of the phase distortion. It can be noted that while operating in the EER mode, RF power amplifiers exhibit phase distortion dependent on the average value of the envelope modulation signal applied to the drain of the device. This finding can also be extended to state that amplifiers with modulated signals applied to the gate and DC variation at the drain exhibit significantly smaller phase distortion than those, in which both modulated signal and DC biasing are applied to the drain.

**4.3 Mitigation of Phase Distortion through Shorting of Second Harmonic**

The identification of the physical origins of phase distortion in EER RF power amplifiers is likely to trigger improvements in linearization systems designed specifically
for polar PAs. At the same time, while primarily working on identifying the physical sources of distortion, we investigate simple circuit techniques aimed at mitigating this phase distortion.

One can leverage the process of identification of distortion sources to develop simple techniques and guidelines for designing low-distortion EER RF PAs. For instance, based on the measurement results reported in the previous section and shown in Figure 37, we theorized that the rotation of the harmonic sidebands is due to the interaction of third-order distortion components with the signals appearing at the drain of the HFET at the second RF harmonic [23]. Figure 45 shows that the second RF harmonic levels, relative to the carrier, are not insignificant. The sidebands of the second RF harmonic signal can mix with the carrier sidebands, and generate a product at the first harmonic sideband frequency within the fundamental band. It is suspected that spurious signals resulting from the mixing of second RF harmonic with the RF carrier, and the third-order distortion products occurring in the nonlinear elements of the RF PA have different phase, and therefore can be added as vectors when they fall in the same frequency band. Thus it is hypothesized that shorting second RF harmonic at the drain would modify the modulated RF waveform in such a way that residual PM is reduced. The contribution of the envelope amplifier to the overall distortion can be ignored. The envelope amplifier, specifically designed as a wideband linear regulator to avoid distortion generation, exhibits spectral purity in excess of $-50$ dBc, which can be seen in Figure 34.

To validate the theory outlined above, a 1/8-wavelength open circuit coaxial stub is attached to the drain of the PA to suppress the second RF harmonic voltage at the PA output. Figure 45 shows the level of the second RF harmonic before and after the addition of the stub. The phase rotation of the first harmonic sidebands is then measured. A comparison of Figure 46 and Figure 37 shows that harmonic sideband phase deviation of the modified PA is significantly improved over the PA without
such modification. The phase deviation of the first harmonic sidebands is reduced from over $30^\circ$, as seen in Figure 37, to less than $15^\circ$ in Figure 46. One can therefore conclude that the addition of the second harmonic terminations to the drain of the PA does indeed impact residual phase modulation distortion (PM) related to amplitude modulation via drain voltage. Suppression of such PM thus reduces the need for phase pre-distortion and allows for simpler amplitude-only pre-distortion techniques to be applied to EER PAs to correct nonlinear modulation transfer characteristics.

It was shown in the literature that intermodulation distortion can be reduced by presenting short circuit to the second harmonic at the output [11]. Thus it was naturally expected to obtain not only lower phase distortion in the EER PA with suppressed second harmonic, but also lower magnitude of the first harmonic sidebands. Unfortunately this turned out not to be the case. As can be seen in Figure 47, EER
Figure 46: Phase deviation of the first harmonic sidebands from the carrier for the HFET EER PA with suppressed second RF harmonic.

Figure 47: Level of the first harmonic sidebands vs. \( V_{dd} \) in the HFET EER PA and the same HFET EER PA with suppressed second harmonic.
PA with the suppressed second harmonic consistently shows 1-2 dB higher first harmonic sidebands than the EER PA without any specific terminations for the second harmonic. This phenomenon can be explained by the fact that the first harmonic sideband components due to the second harmonic are 90° to 270° out of phase with the first harmonic sideband components generated by the odd-order nonlinearities in the device. It can be concluded that in the unaltered EER RF PA a portion of the odd-order nonlinearities at the first harmonic sideband frequency is partially cancelled by the components mixed down from the second harmonic that fall into the same frequency band [1]. In this case, despite the magnitude cancellation, significant phase distortion is produced. When the second harmonic is suppressed, however, the phase distortion is reduced, but so is the magnitude cancellation. As a result, higher levels of the first harmonic sidebands are observed.

Since it is easier to correct amplitude distortion than phase distortion, the technique employing second harmonic shorting can be useful for some EER applications. However a technique capable of reducing both phase and amplitude distortion in the first harmonic sideband frequency band is more desirable. Instead of presenting the short to the second harmonic, one can carefully manipulate second harmonic termination to ensure 180° phase offset between the distortion components due to second harmonic and the IMD3 signals. This arrangement can then reduce both phase and amplitude distortion at the output of the PA.
CHAPTER V

PHASE DISTORTION IN HBT ENVELOPE ELIMINATION AND RESTORATION RF POWER AMPLIFIERS

Most microwave transistors currently used in EER systems were designed for operation in conventional RF PAs with constant bias supplies, and therefore are susceptible to distortion induced by varying supply voltage. In Chapter 4 we talked about dynamic supply-dependent phase distortion in HFET EER power amplifiers. The distortion manifests itself as phase rotation of first harmonic sidebands with respect to the carrier, where first harmonic sidebands in the EER three-tone signal, as seen in Figure 35(b), are equivalent to third order intermodulation distortion products in conventional PAs under two-tone excitation.

Supply-induced phase distortion can complicate linearization of EER PAs. While both amplitude and phase distortion can be linearized in a conventional PA with a single I/Q pre-distorter, an EER RF PA would require different pre-distorter for each signal path. Therefore it is advisable to mitigate one of the distortion effects in order to reduce complexity of pre-distortion system. It is best to alleviate distortion effects in the phase path of EER RF PA since the amplitude path can be corrected by analog feedback.

This chapter investigates phase distortion in EER GaAs HBT power amplifiers and experimentally identifies its origins. In addition, a simple circuit technique is presented to mitigate phase distortion occurring in EER RF PAs [29].
5.1 **Hypothesis and Simulation**

First harmonic sidebands in EER power amplifiers closely resemble IMD3 components seen in conventional RF PAs under two-tone excitation. Due to this fact analysis of distortion of EER PAs is based on a vast pool of knowledge generated for analysis of third-order intermodulation distortion. It is well known that typical IMD3 components are sums of vectors present at the intermodulation frequencies. These vectors are generated due to contributions from the transistor’s nonlinear current source and capacitances, as well as signals mixed down from second harmonic and up from base-band frequency \[2\]. All these components have different phase. If two dominant components are out of phase and one of them grows faster than the other with varying collector voltage, phase rotation of the resultant vector will be observed.

It has been shown that IMD3 components generated in an HBT nonlinear current source and base-emitter capacitance are either parallel or antiparallel, and thus are not capable of producing phase rotation of the resultant vector \[43\]. However, it has also been reported that IMD3 distortion voltage at the base of the transistor applied to the linear portion of transistor’s parasitic capacitances creates current vectors perpendicular to those generated by nonlinear portion of the current source \[1\].

Even though the contribution of $C_{bc}$ to the overall IMD3 vector was found to be negligible in \[1\], its impact is suspected to be significant in EER PAs due to a notable increase in base-collector capacitance with decreasing $V_{cb}$. A hypothesis is made that dependence of $C_{bc}$ on changing base-collector voltage is primarily responsible for phase rotation of first harmonic sidebands.

5.1.1 **Device Parameters**

To validate the assumption that $C_{bc}$ is primarily responsible for phase distortion in EER RF PAs, two nearly identical amplifiers were designed and fabricated using similar GaAs HBT processes. Device layout and process selection are performed to
ensure the same gain and 1dB compression point. The input and output impedance for both devices are also similar. Similar input and output impedances enable the use of identical matching networks for both amplifiers. Each device is comprised of 24 160µm² cells. Both HBT A and HBT B devices are mounted on identical circuit boards with low-pass input and high-pass output matching networks. Identical design and implementation of the matching networks ensures nearly identical fundamental and harmonic terminations. This design approach made it possible to achieve similar performance metrics for both PAs shown in Table 3. The measurements are performed at a constant $V_{cc} = 3.6$ V for both devices. Collector currents are recorded at 100 mA and 90 mA for HBT A and B, respectively.

**Table 3:** Performance of class-AB power amplifiers based on HBT A and HBT B devices.

<table>
<thead>
<tr>
<th></th>
<th>HBT A</th>
<th>HBT B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{21}$ at 2.5 GHz</td>
<td>11.04 dB</td>
<td>11.06 dB</td>
</tr>
<tr>
<td>$P_{out \ 1dB}$ at 2.5 GHz</td>
<td>26.74 dBm</td>
<td>26.49 dBm</td>
</tr>
</tbody>
</table>

Despite similar RF performance, HBT A and HBT B devices have significant differences in their nonlinear depletion base-collector capacitance. $C_{bc}$ of both devices is nearly equal at $V_{cb}=3$ V, which explains similarities in their RF performance under class-AB bias conditions. However, depletion $C_{bc}$ in HBT A changes significantly faster than the capacitance in HBT B with decreasing collector-base voltage. As a result, by the time collector-base voltage drop reaches $-0.5$ V, depletion $C_{bc}$ of HBT A is 50% higher than the equivalent capacitance of HBT B, as can be seen in Table 4. The increase in depletion capacitance over decreasing $V_{cb}$ voltage is nonlinear: the majority of the change is happening at lower collector-base voltages. The rate of change of depletion $C_{bc}$ vs. $V_{cb}$ of HBT A is roughly twice that of the same capacitance in HBT B.

HBT device designers often use collector doping to control depletion base-collector
Table 4: Depletion capacitance and its dependence on $V_{cb}$ for HBT A and HBT B devices.

<table>
<thead>
<tr>
<th>$C_{bc}$ at $V_{cb} = 3V$</th>
<th>HBT A</th>
<th>HBT B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{bc}$ at $V_{cb} = -0.5V$</td>
<td>$1.5x$</td>
<td>$x$</td>
</tr>
<tr>
<td>$-\partial C_{bc}/\partial V_{cb}$</td>
<td>$2y$</td>
<td>$y$</td>
</tr>
</tbody>
</table>

capacitance [48]. It therefore comes as no surprise that HBT A and HBT B have different levels of collector doping, while maintaining similar levels of doping at the base, as can be observed in Table 5. Lighter collector doping of HBT B is likely responsible for lower depletion $C_{bc}$ compared to HBT A.

Table 5: HBT A and HBT B parameters

<table>
<thead>
<tr>
<th>Collector doping</th>
<th>HBT A</th>
<th>HBT B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base doping</td>
<td>heavy</td>
<td>light</td>
</tr>
<tr>
<td>Base doping</td>
<td>heavy</td>
<td>same</td>
</tr>
</tbody>
</table>

In the absence of other significant differences between the devices it is hypothesized that HBT A, with its larger and more nonlinear $C_{bc}$, would exhibit higher phase distortion than HBT B. To test this assumption large signal simulation is performed in Agilent ADS with two-tone harmonic balance. A +16.5 dBm CW RF signal at 2.5 GHz is applied to the base, biased at 1.25 V. Groups of offset 1 MHz sinusoids with fixed minima and increasing means and amplitudes, as seen in Figure 39(c), were applied to the collector. The minima of sinusoids were set to 0.67 V and the maxima varied from 1.4 V to 3.6 V. Under these input signals PA acts as a mixer, effectively producing a three-tone output with harmonic sideband distortion components qualitatively described in Figure 35.

Preliminary circuit simulation using standard compact HBT models confirmed that first harmonic sideband phase rotation with respect to the carrier was dependent
on base-collector capacitance. As can be seen in Figure 48, the largest difference in
phase rotation between HBT A and HBT B occurred at lower $V_{cc}$ level. Maximum
phase rotation corresponds to the maximum difference in $C_{bc}$ and $-\partial C_{bc}/\partial V_{cb}$, both
of which occur at lower $V_{cc}$ as well.

Figure 48: Simulated phase rotation of first harmonic sidebands vs. $V_{cc}$ at tone
spacing of 1 MHz in HBT A (solid) and HBT B (dashed).

5.2 Measurement Results

A setup similar to that described in Section 4.1 is used to measure phase distortion
in both amplifiers. Same input signals and biasing are used as in the simulation de-
scribed in the previous section. However, offset sinusoids applied to the collector have
frequencies ranging from 50 kHz to 2.5 MHz to test dependence of phase distortion
on the frequency of modulating signals. The same signals were used to map out the
phase response of HFET GaAs PAs in Chapter 4. The RF input signal level is held
at +16.5 dBm to ensure compression throughout the entire $V_{cc}$ swing. This ensures
that gain and $P_{out}$ are solely dependent on $V_{cc}$. One can trace the trajectory of output
signal by following the line of EER operation across AM-AM curves taken at various static \( V_{cc} \) levels in Figure 49.
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**Figure 49:** Measured AM-AM response vs. \( P_{\text{in}} \) and \( V_{cc} \) of HBT A (solid) and HBT B (dashed). Overlapping lines of EER operation are also shown for HBT A (blue solid) and HBT B (red dashed). Numbers alongside curves represent static \( V_{cc} \) in volts at which AM-AM measurements were taken.

The measurement performed revealed phase distortion similar to that found in GaAs HFETs [27]. Similarly, first harmonic sideband rotation is found to be independent of tone spacing of \( V_{cc} \) signal, as can be seen in Figure 50. At the same time HBT A surprisingly shows much lower distortion than HBT B, which is contrary to the hypothesis and simulation described earlier.

### 5.2.1 Model Imperfections

Deeper analysis of the models commonly used for simulation revealed that standard HBT compact models are quite good at predicting deviations in RF performance stemming from nonlinear depletion capacitance, which is larger in HBT A. However, these models often fail to accurately predict performance of RF devices resulting
Figure 50: Measured phase rotation of first harmonic sidebands vs. $V_{cc}$ and tone spacing in HBT A and HBT B.

from minority carrier injection, commonly occurring in EER RF power amplifiers at negative $V_{cb}$ [52]. Minority carrier injection effectively increases $C_{bc}$ once the base-collector junction becomes forward-biased. The larger the buildup of minority carrier charges in the collector, the slower can the junction voltage change, since the charges stored in the collector need to be dissipated or recombined first. This effectively increases recovery time, which can be modeled as an increase of $C_{bc}$ [16].

It should be noted that minority carrier injection is dependent on collector doping. Lightly doped collectors in GaAs HBTs help device designers achieve lower $C_{bc}$ under typical RF PA operation, where the base-collector junction remains reverse-biased most of the time. However, lightly doped collectors are more prone to minority carrier injection, which triggers an increase in collector transit time. This phenomenon effectively increases $C_{bc}$ once the junction becomes forward-biased [48].
In the case of HBT A and HBT B, as the base-collector junction becomes forward-biased, the much lighter collector doping in HBT B produces a larger $C_{bc}$, due to minority carrier injection. This effect is believed to be significantly smaller in HBT A due to its heavier collector doping. As a result, the effective $C_{bc}$ comprising of components due to depletion and injection is higher in HBT B at low collector voltages and large base input signal. A larger effective $C_{bc}$ in HBT B is in turn responsible for more severe phase distortion generated in the device. While the dominant origins of $C_{bc}$ in EER PAs are revised from the original hypothesis, the finding that large nonlinear $C_{bc}$ is responsible for the phase distortion in HBT EER RF power amplifiers is still valid and supports the original hypothesis and simulation.

5.3 Mitigation of Phase Distortion by Push-Pull Cancellation

In the previous section voltage-dependent base-collector capacitance was determined to be the dominant cause of first harmonic sideband rotation with respect to the carrier. In light of this explanation a common-emitter push-pull structure with identical HBT devices is chosen to reduce the portion of $C_{bc}$ linearly-dependent on $V_{bc}$. The collectors of these devices are driven in phase by the same signals applied earlier to single-ended parts.

To qualitatively analyze cancellation of phase distortion signals in push-pull EER PA, a simple mathematical analysis is performed. This analysis is neither meant to fully describe circuit behavior, nor is it intended for rigorous modeling. It is rather used as a quick and simple way to identify major signal components cancelled in the push-pull EER RF PA.

Using Figure 51 as a guide, one can see that current $i_L$ can be written as a difference between $-g_m v_1$ and $i_{Cbc}$. Using Miller approximation, $i_{Cbc}$ can be written as

$$i_{Cbc} = (v_1 - v_2) \cdot jwC_{bc} = v_1 (1 + g_m R_L) \cdot jwC_{bc}.$$  (18)
Applying KCL at the load, one can determine that

\[ i_L = -g_m v_1 - j v_1 (1 + g_m R_L) w C_{bc}. \]  

(19)

As described in [42] voltage-dependent capacitance can be modeled as a polynomial:

\[ C_{bc} = a_0 + a_1 v_1 + a_2 v_1^2 + \ldots. \]  

(20)

By substituting (20) into (19) and multiplying \( v_1 \) throughout, one obtains \( i_L \) with distinct in-phase and quadrature components:

\[ i_L = -g_m v_1 - j (1 + g_m R_L) w (a_0 v_1 + a_1 v_1^2 + a_2 v_1^3 + \ldots). \]  

(21)

\[ \text{Figure 51: Simplified HBT model.} \]

It can be fairly noted that while representing \( C_{bc} \) as a polynomial in (21), \( g_m \) should be expanded as a nonlinear component as well. However, Lee et. al found nonlinear \( C_{bc} \) to be the strongest contributor to third order intercept point (IP3) when collector voltage was varied [41]. While nonlinear \( g_m \) certainly contributes to distortion generation, part of this distortion is reduced by antiparallel distortion generated in base-emitted capacitance [43]. Exact comparison of distortion resulting from nonlinear \( g_m \) and nonlinear \( C_{bc} \) under low \( V_{cc} \) requires more accurate device models and proprietary simulation software. Since this level of device analysis is out of the scope of this work, \( g_m \) is treated as a constant in the quick analysis of push-pull cancellation.
Cancellation of odd-order voltage-dependent terms of $C_{bc}$ can be achieved by arranging two identical transistors in push-pull configuration, as shown in Figure 52. The current at the output transistor $X^+$ can be denoted as $i_L^+$, $v_1$ being the voltage at its base. Current $i_L^-$ can be denoted as the current at the output of transistor $X^-$, $-v_1$ being the voltage at its base. The current at the output of the balun will then be equal to the difference between $i_L^+$ and $i_L^-$

\[
i_L^+ - i_L^- = -2g_m v_1 - j2(1 + g_m R_L)w(a_0 v_1 + a_2 v_1^3 + \ldots)
\] (22)

It can be seen from (22) that the term $a_1 v_1^2$, representing distortion introduced by the portion of $C_{bc}$, linearly varying with voltage across it, is cancelled. Cancellation of this signal significantly reduces dependence of the imaginary term on base-collector voltage. Thus the phase rotation of first harmonic sidebands is also reduced. It is also worth mentioning that all odd-order terms of $C_{bc}$ are cancelled when the EER PA is operated in push-pull configuration.
Figure 52: Schematic of the push-pull circuit for both HBT A and HBT B devices.
5.3.1 Push-Pull Implementation

To test the hypothesis of partial $C_{bc}$ cancellation through push-pull, pairs of identical HBT A and HBT B devices are implemented on the same die to ensure good matching of device parameters for the push-pull system. These circuits are tuned using matching networks and boards similar to those used by their single-ended counterparts. Murata 2.5 GHz 50/100 Ω wideband balun transformers are used to convert between balanced and unbalanced signals. The circuits are tested with $P_{in}$ of +19.5 dBm to ensure that individual devices in the push-pull structure are operating at gain compression levels close to those used in the single-ended tests. A photograph of a board and a die used for push-pull EER PA measurements is shown in Figure 53.

![Figure 53: Board used for HBT A and HBT B push-pull PAs with HBT A die (HBT B looks identical).](image)

While seemingly simple, push-pull EER PAs should be implemented with care to avoid stability problems. Odd-mode parametric oscillations often plague push-pull PA designs [5]. In addition EER PAs cannot use large decoupling capacitors on supply rails due to the fact that their collector or drain terminal is used for amplitude modulation. Therefore bypass capacitance has to be small enough not to interfere with base-band amplitude signals applied to the collector. The envelope amplitude signal can often have bandwidth several times larger than the modulated RF signal at the output of the PA. An attempt to combine EER and push-pull designs in one
RF PA should be justifiably expected to pose stability challenges to the designer.

It seems to be common wisdom that EER RF amplifiers are unconditionally stable due to significant compression [45]. While this might be true, EER amplifiers are not any more stable than conventional PAs, when large output power is required, which forces the EER PA to operate in the low compression environment without sufficient bypassing.

A technique developed by Almudena Suarez for stability analysis was successfully used to identify parametric oscillations in the push-pull PA [69]. Matching networks were then redesigned to provide high out-of-band rejection and quell parametric oscillation. In addition to matching network redesign, the frequency of the RF input signal had to be shifted from 2.5 GHz to 2.8 GHz for testing push-pull amplifiers. However it is believed that this small shift in frequency does not materially interfere with the results obtained from measuring phase distortion in push-pull EER RF PAs.

### 5.3.2 Results of Distortion Mitigation

As can be seen in Figure 54, phase rotation of first harmonic sidebands is significantly lower when the PA is used in push-pull configuration for both HBT A and HBT B devices. Milder phase rotation of 15° in single-ended HBT A device is reduced to merely 5° over the range of dynamic $V_{cc}$ swing. Significant phase distortion of 30° in HBT B is reduced to only 10°. Even though phase rotation is cut in third for each case, first harmonic sidebands are still not exactly 180° out of phase from the carrier as would be expected if all distortion came from a nonlinear current source. This can be explained by the fact that not all signals due to nonlinear $C_{bc}$ have been cancelled by the push-pull arrangement. However, the remaining phase deviation from 180° has a significantly lower dependence on supply voltage and therefore can be corrected in a static manner with a reasonable degree of accuracy. $V_{cc}$-dependent phase distortion in EER PAs would require linearization, in which phase correction would have to be
synchronized with amplitude correction in real-time. Flattening the phase response of an EER PA enables the use of linearization architectures where the phase and amplitude of the input signals are adjusted independently.

![Figure 54](image)

**Figure 54:** Measured phase rotation of first harmonic sidebands vs. $V_{cc}$ in single-ended HBT A and HBT B, as well as in their push-pull configurations.

It is also worth noting that the push-pull configuration does not increase the level of first harmonic sidebands, as can be seen in Figure 55. In fact, the level of first harmonic sidebands in push-pull EER PAs is consistently 1-2 dB lower than in corresponding single-ended PAs. This fact makes the technique utilizing push-pull architecture more advantageous from the distortion mitigation standpoint than the one based on shorting second harmonic, described in Chapter 4.3.

Despite its design challenges push-pull architecture can be viewed as a practical method of reducing phase distortion, as well as adjacent channel emissions in EER RF power amplifiers.

In this chapter supply-dependent phase distortion was measured in GaAs HBT
EER RF power amplifiers. It has been experimentally shown that nonlinear base-collector capacitance is primarily responsible for this distortion. The dominant distortion mechanism in $C_{bc}$ under varying $V_{cc}$ operation has been traced to minority carrier injection occurring in forward-biased base-collector junction. Devices with a heavier-doped collector were outlined as preferred RF transistors in EER PAs as their minority carrier injection has been reported to be significantly lower than that of devices with a lightly-doped collector.

Push-pull configuration of EER RF PAs has been proposed as a simple technique to mitigate supply-dependent phase distortion, due to its ability to cancel odd-order voltage-dependent components of a nonlinear $C_{bc}$. Measurement of phase distortion in push-pull EER RF PAs revealed a 67% reduction in phase distortion and a 1-2dB reduction in levels of adjacent channel emissions compared to their single-ended counterparts.
CHAPTER VI

CONCLUSIONS AND FUTURE WORK

This chapter provides a summary of the research presented in the dissertation. The summary is followed by a discussion of possible applications of principles outlined in the thesis. The original contributions are further highlighted, followed by a brief discussion of suggestions for future research.

6.1 Summary

This dissertation presented a study of phase distortion in envelope elimination and restoration radio frequency power amplifiers. Specifically, supply-dependent phase of out-of-band distortion components was analyzed in detail.

To better understand out-of-band phase distortion, occurring in EER RF power amplifiers, phase distortion was analyzed in conventional power amplifiers. Specifically, a measurement system was developed that allowed measurement of phase rotation of intermodulation products. This phase rotation of IMD components with respect to each other was used as a basis for analysis of memory effects, occurring in conventional power amplifiers.

Phase and amplitude asymmetry data, collected with the measurement system, were used to construct memory effect signatures in the complex plane. A novel physically-based memory model was developed to interpret the memory effect signatures. The model enabled drawing a clear distinction between thermal and bias-related memory effects in RF power amplifiers. The knowledge about the origins of memory effects, and their prevalence in particular ranges of output power and frequency of the modulation signal, was used to predict improvements in linearization performance achieved in the transmission systems, employing different modulation
standards. Detailed knowledge of memory effects, occurring in a given RF power amplifier, makes it possible to design application-specific pre-distortion systems, which are likely to be much leaner than the traditional black-box approach.

The knowledge acquired in the process of analyzing phase distortion in conventional RF PAs was extended to the analysis of phase distortion in EER RF power amplifiers. Specifically, supply-dependent phase rotation of out-of-band distortion components with respect to the carrier was analyzed. Further investigation revealed the dependence of this rotation on second harmonic termination, as distortion signals were down-converted from the second harmonic band and added as vectors to the distortion components, generated by the third-order nonlinearity of the PA.

Voltage-dependent base-collector capacitance was found to be the dominant source of phase rotation in the HBT-based EER RF PAs. Large supply-dependent variation of base-collector capacitance in HBTs was traced to the minority carrier injection, occurring predominantly in HBT devices with lightly-doped collectors.

Detailed analysis of distortion origins enabled the development of simple mitigation techniques. Shorting the second harmonic reduced phase rotation, seen in an HFET-based handset EER PA in half. Because the distortion component due to the second harmonic was 90° to 270° out of phase, shorting the second harmonic increased the magnitude of the resultant distortion vector. However, careful design of second harmonic termination can decrease both the phase rotation and the magnitude of intermodulation products.

Lastly, push-pull EER architecture was proposed to reduce the distortion stemming from nonlinear base-collector capacitance. This architecture yielded 67% reduction in phase rotation and 1-2 dB improvement in the magnitude of the resultant intermodulation products. This technique was successfully tested and yielded similar results with two HBT-based EER amplifiers, originally exhibiting different levels of supply-dependent phase distortion.
6.2 Applications

Development of multimode, multiband EER PAs was the main motivation for this work. The findings, summarized in this dissertation, can be used to advance the development of RF transistors, specifically designed for EER operation. Specifically, the principles outlined in Chapter 5 can be used by device designers to minimize phase distortion in EER RF transistors by controlling nonlinear base-collector capacitance at low collector voltages. Also, distortion mitigation techniques, such as modified second harmonic termination and EER push-pull architecture, give circuit designers tools to develop EER systems with lower phase- and amplitude- out-of-band distortion.

Lower inherent distortion in the phase path of EER RF transistors can reduce the need, or completely eliminate, pre-distortion systems, currently used to achieve acceptable linearity for EER PAs. Reduction in the complexity of linearization systems, applied to EER PAs will significantly lower the cost and power consumption of envelope elimination and restoration transmitters, thus making them more suitable for use in handset applications. While this research was primarily targeting handset applications in the cellular band, it can be extended to encompass basestation solutions, and circuits, operating at higher RF frequencies.

6.3 Contributions

The key original contributions of this work are outlined below.

1. Attribution of measured memory effects in conventional power amplifiers to their physical origins.

   - Development of a system, comprised of standard RF test equipment, capable of accurately measuring memory effects in RF power amplifiers.

   - Development of a power amplifier model, based on the physical origins of
the memory effects.

• Using the knowledge about the origins of memory effects to predict PA behavior under pre-distortion linearization.

2. Identification of origins of phase distortion occurring in the EER RF power amplifiers.

• Development of a system, comprised of standard RF test equipment, capable of measuring out-of-band phase distortion in EER RF PAs.

• Design of a linear regulator, capable of driving the drain of handset EER RF PAs with minimal baseband distortion.

• Attribution of phase rotation of out-of-band distortion components in EER RF power amplifiers to the signals mixed down from second harmonic frequency and a portion of base-collector capacitance.

3. Development of techniques for mitigating phase distortion in EER RF power amplifiers.

• Shorting of the second harmonic to reduce its out-of-phase contribution to the total out-of-band distortion vectors.

• Use of push-pull circuit architecture for EER RF PAs to cancel distortion, produced by linear dependence of base-collector capacitance on collector-base voltage.

6.4 Future Work

A number of research topics outlined in this section will facilitate the development and further adoption of multimode envelope elimination and restoration RF power amplifiers.
It has been determined that traditional AM-AM and AM-PM measurements do not adequately describe the transfer function of a memoryless EER PA. Therefore an addition of amplitude-to-phase distortion is necessary to make a full transfer function of the three-port memoryless device. Using these three metrics, a three-port behavioral model can be developed for EER RF PAs.

Current compact models do not adequately capture all the processes, occurring in RF transistors under low voltage supply operation [52]. Better modeling of RF transistor operations at low supply voltages and incorporation of empirical data into existing compact models will equip RF designers with the tools to efficiently realize EER RF power amplifiers. These EER design tools can be significantly enhanced by adapting the technique of attributing IMD distortion, developed by Aikio and Rahkonen, for the use with EER systems [1, 2]. The performance of EER systems, designed for lower phase distortion can be experimentally evaluated by using complex modulation signals. For completeness, supply-induced phase distortion should also be evaluated in envelope tracking amplifiers, where the amplitude of the phase signal is preserved during the cartesian-to-polar conversion.
APPENDIX A

RECURSIVE IMPLEMENTATION OF A BISECTION ALGORITHM IN MATLAB

function [minimum, minphase] = binaryphaseadjust(sig4, agesa, ...
  phase_lower, phase_upper, tolerance)
%using bisection search for phase determination
%sig4, agesa − GPIB handles of signal generator and spectrum analyzer
%phase_lower, phase_upper − search boundaries
%tolerance − search for answers within this tolerance

dTolerance = tolerance;

phase(1) = phase_lower;
phase(2) = phase_upper;
mag_at_phase1 = magnitudeatphase(sig4, agesa, phase(1));
%find resultant IMD3 magnitude at a given phase setting
mag_at_phase2 = magnitudeatphase(sig4, agesa, phase(2));

phase_middle = (phase(2)−phase(1))/2+phase(1);
mag_at_phase_middle = magnitudeatphase(sig4, agesa, phase_middle);

phase_first_quarter = (phase_middle−phase(1))/2+phase(1);
phase_third_quarter = (phase(2)−phase_middle)/2+phase_middle;
%check the lower half-point
mag_at_first_quarter = magnitudeatphase(sig4, agesa, ...
  phase_first_quarter );
% get a new reading

% check the upper half-point
mag_at_third_quarter = magnitudeatphase(sig4, agesa, ...
phase_third_quarter);

phase(3) = phase_first_quarter;
phase(4) = phase_third_quarter;
phase(5) = phase_middle;

if ( phase(2) − phase(1) ≤ dTolerance ) % should we keep searching?
    [minimum, A] = min([mag_at_phase1 mag_at_phase2 ...
    mag_at_first_quarter mag_at_third_quarter mag_at_phase_middle]);
    % break out of the recursion
    minphase = phase(A);
elseif (mag_at_first_quarter ≤ mag_at_third_quarter)
    minphase = phase_first_quarter;
    minimum = magnitudeatphase(sig4, agesa, phase_first_quarter);
% recursively call this function for lower half
    [minimum, minphase] = binaryphaseadjust(sig4, agesa, phase(1), ...
    phase_middle, tolerance);
else
% recursively call this function for upper half
    minphase = phase_third_quarter;
    minimum = magnitudeatphase(sig4, agesa, phase_third_quarter);
    [minimum, minphase] = binaryphaseadjust(sig4, agesa, phase_middle, ...
    phase(2), tolerance);
end

%(c) Pavlo Fedorenko and Dan Savio 2005
Figure 56: Measurement setup used to characterize the modulation transfer characteristic of an EER PA.
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