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1. INTRODUCTION

Reservoir systems (Figure 1.1) are large scale projects with a variety of vital benefits (e.g., energy generation, municipal, industrial, and agricultural water supply, recreation, navigation, and fish conservation) as well as severe flood and drought risks. Fulfilling these objectives critically depends upon the successful management of the naturally uncertain river flows—a task which is quite complex. Although the need for combining mathematical models with the ever-growing computer technology in the reservoir operation process has long been recognized by both researchers and practitioners (see Proceedings of the National Workshop on Reservoir Systems Operations, Colorado, 1979), current practices are still primarily based on heuristic rules. The reasons are partially due to the problem’s resilient difficulty and partially due to the existing communication gap between researchers and reservoir system managers. Practical engineering experience is necessary in all cases but will suffice alone only in few relatively simple systems. In the majority of cases, the decision making process can greatly benefit from hydrometeorological as well as operations research advances.

Hydrometeorological models are employed to forecast reservoir inflows based on real-time measurements of meteorological and hydrological variables (including temperature, pressure, mean areal precipitation, and streamflow discharge). Inflow forecasts are subsequently utilized by operations research (control) models to determine reservoir release sequences which optimize the tradeoff between the various system objectives. In general, the more accurate and extended the inflow forecasts, the better the control policies and the more effective the system utilization.

The goal of the project entitled Optimal Real-Time Forecasting and Control of Reservoir Hydrosystems Using Remote and On-site Sensors (U.S.G.S. Grant No. 14-08-0001-G1297) was to advance the state of the art in the aforementioned reservoir system management areas. Improvements in hydrometeorological forecasting models was the research subject of the University of Iowa project team and are discussed in Part I of the final report. Advances in optimal real-time control methods were researched by the Georgia Institute of Technology project team and are summarized in the present Part II volume.

This report includes eight chapters and four appendices. The research objectives are outlined in Chapter 2. Chapter 3 summarizes the research developments and the resulted products (publications and computer programs). Chapters 4, 5, 6, 7, and Appendix B describe the work performed by research objective. The report concludes with Chapter 8 which reviews the main research findings and provides recommendations for further study. Appendices A, C, and D include supplementary material pertaining to Chapter 4 and Appendix B.
Figure 1.1: A Typical Reservoir System
2. BACKGROUND AND RESEARCH OBJECTIVES

2.1 Background

Over the years, reservoir system management has benefited from many Operations Research advances, and, conversely, reservoir management problems have motivated and continue to motivate advances in Operations Research. Yeh [1982, 1985] offers comprehensive surveys of reservoir control models. From a practical standpoint, the most relevant stochastic reservoir control models are based on Linear and Dynamic Programming.


Dynamic Programming models can further be distinguished as implicitly or explicitly stochastic models. Representative members of the first class are the models by Young, 1967, and Croley, 1974. Their approach consists of substituting the stochastic problem for a set of deterministic control problems corresponding to different synthetic inflow process realizations. The optimal releases resulting from the solution of these problems are regressed against selected system variables [Young, 1967] or fitted to probability density functions [Croley, 1974]. In the first case, the feedback laws are to be applied invariably at each decision time, while in the second, only the upcoming period's mean or mode is applied, and the procedure is sequentially repeated. Between the two, Croley's approach performs the best, yet its computational requirements make it operationally impractical.

The major explicitly stochastic DP model class employs Markov Chain inflow process description and uses Backward Stochastic DP for the solution of the resulting control problem (Schweig and Cole, 1968, Butcher, 1971, Su and Deininger, 1972, 1974, Arunkumar and Yeh, 1973, Alarcon and Marks, 1979, Buchanan and Bras, 1981]. Overall, this approach performs satisfactorily in small systems (e.g., one or two reservoirs); however, its application to multireservoir configurations is computationally prohibited due to "dimensionality" problems [Bellman and Dreyfus, 1962]. It is worth noting that the previous formulations have been extended to account for storage reliability constraints [Askew, 1974a,b, Sniedovich, 1979, 1980a,b] but only for a single reservoir with time-uncorrelated inflows.

Thus, DP models suffer primarily from dimensionality problems stemming from the need to implement the DP solution in discretized form. The
publications by Wasimi and Kitanidis [1983], Loaiciga and Marino [1985], and Georgakakos and Marks [1985 and 1987] introduced methods avoiding this numerical difficulty. Wasimi and Kitanidis [1983] and Loaiciga and Marino [1985] formulated unconstrained linear quadratic gaussian control problems and derived feedback solutions in analytical form. Neither model considers control or storage constraints since such restrictions would exclude analytical solutions. Georgakakos and Marks named their model Extended Linear Quadratic Gaussian (ELQG) control because it is applicable to linear quadratic gaussian (LQG) problems as well as problems with nonlinear dynamics, control and storage reliability constraints, and nonquadratic performance indices. ELQG is a trajectory iteration algorithm which iterates according to the Projected Newton and Penalty Function methods. Each iteration is based on analytically derived optimization directions. Extensive computational experience indicate that the method's computational efficiency is restricted by the handling of storage constraints (Penalty Function method). Furthermore, ELQG is exact only in systems with gaussian inputs.

2.2 Research Objectives

A major research objective was to improve ELQG effectiveness and applicability. Toward this goal, two areas were identified and pursued: (1) development of a methodology to account for nongaussian system inputs and (2) development of a more efficient algorithm for the treatment of storage constraints.

An important reservoir system objective is to optimize hydropower generation scheduling. Thus far, the methods developed have focussed on long term reservoir system management where energy generation can be approximately represented. Application of these techniques in short term hydropower generation scheduling is not straightforward due to several complicating idiosyncracies characterizing hydroelectric facilities. A third major research objective was to develop a control procedure that will handle these idiosyncracies and effectively assist the decision making process.

Usually, short term reservoir system models need to represent the dynamics of the river reaches connecting the system reservoirs. Extensive research experience already exists with the development and calibration of river routing models. However, such models are not directly compatible with the state-space form of the most efficient control methods. Thus, a fourth research objective was to develop a state-space river routing scheme which utilizes the existing research experience and can be combined with the new optimal control advances.

Streamflow forecasting models are generally expected to enhance reservoir operation by providing the foresight for better decision making. Operational streamflow models, however, require real time data
from expensive measurement devices (including rain and streamflow gages, radars, and satellites). Usage of such models is justified if forecast benefits outweigh the associated instrumentation costs. A fifth research objective was to quantify the benefits of forecasting in reservoir operation.

In an effort to close the communication gap between reservoir operation research and practice, a last project objective was to apply the previous developments to real-world systems and encourage their use by system managers and operators.
3. SUMMARY OF WORK

3.1 Project Team

The Georgia Institute of Technology project team consisted of the following individuals: Dr. Aris P. Georgakakos, Principal Investigator, Evangelos A. Baltas, Research Assistant, and Thomas W. Barr, Research Assistant. Mr. Baltas’ participation was in the development of the state-space river routing model (Appendix B), while Mr. Barr’s contribution was in the application of the new hydropower control method to the Southeastern U.S. reservoir system (Chapter 7).

3.2 Work Summary by Research Area

3.2.1 ELQG Extensions

The ELQG control method [Georgakakos and Marks, 1987] is a stochastic control algorithm for the optimal operation of multiobjective reservoirs. Mathematically, this method optimizes a general functional of a stochastic system in state-space form with upper and lower release constraints and probabilistic storage bounds. ELQG is a sequential algorithm which accounts for stochastic effects by preserving the first two statistical moments of the system inputs and storages. In this work, the method is first extended to handle nongaussian features which frequently characterize reservoir inputs. This extension is based on representing the storage probability densities by utilizing as many statistical moments as necessary. Secondly, ELQG’s efficiency with respect to reliability storage constraints is evaluated, and a new barrier function method is researched. These modifications are tested in case studies with the Savannah system (three reservoirs) and are shown to improve ELQG efficiency and applicability. Detailed presentation of these developments is offered in Chapter 4.

3.2.2 A New Stochastic Control Method for Hydropower Scheduling

A stochastic control method for the real-time operation of hydropower systems is introduced, evaluated, and implemented. This method finds optimal hydropower schedules by invoking several control levels. The control levels distinguish between peak and off-peak generation periods and seek to maximize energy output during the former while meeting other operational objectives as constraints. Each control level is further decomposed into dynamic and static modules. The dynamic module accepts turbine discharge rates from the static module and utilizes probabilistic inflow forecasts with stochastic control techniques to determine optimal power generation schedules. The static module regulates each turbine to generate power at best efficiency or some specified output. The new method is applied to a real-world system and
is found to be reliable and computationally efficient. The simulation results indicate that the hydropower and economic gains from using such techniques in real-time reservoir management can be substantial. This method is discussed in Chapters 6 and 7.

3.2.3 A State Space Model for River Routing

In this part, a state-space formulation of the Muskingum-Cunge routing scheme is proposed. The state-space formulation utilizes real-time discharge measurements, accounts for modeling and observation errors, and allows real-time updating through a Kalman filter estimator. The new model is tested in two different geotechnical conditions to forecast six-hour discharge values in hypothetical channels. For realism, the geomorphologic characteristics of these case studies are determined based on the Regime theory. The model results are compared to those from DWOPER, a field-tested numerical dynamic routing model, and validate the usefulness of this approach. A comprehensive discussion of this model is provided in Appendix B.

3.2.4 The Value of Streamflow Forecasting in Reservoir Operation

The value of streamflow forecasts in reservoir operation depends on a number of factors and cannot be generally quantified. Assessment of forecast benefits is presented here for two specific systems. The first is the Savannah three-reservoir system, and the other consists of a single reservoir in the state of Georgia. Probabilistic streamflow models of increasing forecasting ability are coupled with the ELQG stochastic control method in extensive simulation experiments. The system performance is statistically evaluated with regard to energy generation and flood and drought prevention. This analysis indicates that forecast benefits are quite substantial yet system specific. Discussions of these results are included in Chapters 5 and 6.

3.2.5 Communication of Research Advances to Practicing Engineers

The aforementioned research advances are of interest to reservoir system managers and practicing engineers. In an effort to encourage their use in the decision making process, a number of agencies and electrical utilities were contacted and familiarized with the new developments. The U.S. Army Corps of Engineers and Georgia Power Company have already expressed explicit interest and support by sponsoring research projects for adapting these techniques to selected hydropower systems. Apart from seminar presentations to potentially interested agencies and companies, information dissemination has already begun and will continue through journal, conference, and technical report publications.
3.3 Products

3.3.1 Journal Publications


3.3.2 Conference Presentations


3.3.3 Seminar Presentations to Electrical Utilities and Agencies


3.3.4 Master Theses


Barr, T. W., "Optimal Regulation of the Southeastern U.S. Reservoir System, School of Civil Engineering, Georgia Institute of Technology, 1989.

3.3.5 Software

1. Program for the Real-Time Control of the Lloyd Shoals Hydroelectric Project.
2. Program for the Simulation of the Lloyd Shoals Hydroelectric Project.
5. Program for the Control of the U.S. Reservoir System.

The first two programs have been developed in a user-friendly form for use by the Georgia Power Company. Programs 3, 4, 5, and 6 are in research form.
4. EXTENDED LINEAR QUADRATIC GAUSSIAN (ELQG) CONTROL: FURTHER EXTENSIONS

4.1 Introduction and Overview

Reservoir management has been the theme of numerous Operations Research applications. The associated problem may be treated by ordinary nonlinear programming methods, but the solution process can greatly benefit by exploiting the system's dynamical nature and employing optimal control techniques. Depending on the modeling assumptions, optimal control problems may be deterministic or stochastic. Deterministic problems are conceptually easier to solve. Stochastic formulations can be more subtle and, in many cases, computationally intractable. Both types can be treated via the main optimal control solution methodologies; namely, the Minimum Principle of Pontryagin [Pontryagin et al., 1962, Kushner and Sshweppe, 1964, Athans and Falb, 1966] and Bellman's Dynamic Programming [Bellman, 1961, Bellman and Dreyfus, 1962, Larson and Casti, 1978, Maybeck, 1982, Ch. 13]. Being an open-loop methodology, the Minimum Principle is more efficient in deterministic cases where open-loop and feedback solutions coincide. Dynamic Programming (D.P.) is conceptually better-suited to stochastic problems where feedback policy solutions are ideally sought. Had it not been for the well-known D.P.'s numerical predicament, this distinction between open-loop and feedback control techniques would have settled the issue of what to use and where. However, feedback solutions are, in most cases, chimerical, and this has spawned a plethora of second generation D.P. adaptations [Larson 1968, Jacobson and Mayne, 1970, Bertsekas, 1976, Ch. 5].

Among others, some open-loop procedures applied to reservoir management can be found in Papageorgiou [1985], Turgeon [1981], Murray and Yakowitz [1979], Jamshidi and Heidari [1977], Larson and Keckler [1969]. Similarly, feedback approaches have been presented in Kitanidis and Foufoula-Georgiou [1987], Loaiciga and Marino [1985], Stedinger et al. [1984], Bras et al. [1983], Alarcon and Marks [1979], Su and Deininger [1972,1974]. Many more reservoir management techniques can be found in a comprehensive review by Yeh [1985].

Extended Linear Quadratic Gaussian (ELQG) control [Georgakakos and Marks, 1987] is a stochastic control method with both open-loop and feedback features. The feedback element results from ELQG's sequential character, suggesting controls which depend on the current system conditions. However, at each decision time these controls are obtained from an open-loop solution process. This process also generates linear approximations of the feedback control laws and uses them to locally simulate the true feedback operation. Thus, ELQG's computational efficiency is comparable to that of the open-loop procedures, while its performance exhibits the feedback nature of the optimal controller, the difference being that only the active neighborhoods of the feedback laws
are generated at each decision time and not the entire functionals. Furthermore, the solution process involves no discretizations.

Extensive computational experience indicated that, although the ELQG method is reliable overall, it is more efficient in handling release rather than storage constraints. Furthermore, the treatment of probabilistic constraints is exact only for Gaussian disturbances. In this paper, ELQG is modified to more effectively handle nongaussian disturbances and storage constraints by taking into account higher order statistical moments and using a new barrier function method. The effectiveness of these extensions is evaluated through control and simulation experiments with the Savannah river system.

4.2 Problem Statement

A typical formulation of a reservoir control problem can be stated as follows:

Find the release sequences \( \{u_j(k), j=1, \ldots, M, k=0,1, \ldots, N\} \) which minimize

\[
J = E \left( \sum_{k=0}^{N-1} \sum_{j=1}^{M} \left[ P_j(k) - g_j(s_j(k),u_j(k)) \right]^\alpha \right),
\]

subject to

(a) the system equations,

\[
s(k+1) = A(k)s(k) + B(k)u(k) + \Gamma(k)w(k),
\]

with \( s(0) \) known;

(b) the release constraints,

\[
u_j^{\min}(k) \leq u_j(k) \leq u_j^{\max}(k),
\]

\( j = 1,2, \ldots, M, \)

\( k = 0,1,2, \ldots, N-1; \) and

(c) the storage reliability constraints,

\[
\text{Prob}\left[s_j(k) \leq s_j^{\min}(k)\right] \leq \gamma_j^{\min}(k),
\]

\[
\text{Prob}\left[s_j(k) \geq s_j^{\max}(k)\right] \leq \gamma_j^{\max}(k),
\]

\( j = 1,2, \ldots, M, \)

\( k = 0,1,2, \ldots, N. \)

In the above formulation, \( M \) is the number of reservoirs; \( N \) is the end of the control horizon; \( P_j(k) \) is the energy target of the \( j^{\text{th}} \) reservoir during period \( k \); \( g_j(s_j(k),u_j(k)) \) is the energy generation of
the $j$th reservoir during period $k$; $s_j(k)$ is a vector including the storage of the $j$th reservoir and that of the downstream one if the latter affects the energy function through the tailwater effect; $u_j(k)$ is the turbine release from reservoir $j$; $\alpha$ is an even integer (most often equal to 2) to induce convexity of the performance index; $E(\cdot)$ denotes the expected value of the quantity in the brackets; $s(k)$ is the vector of all reservoir storages at the beginning of period $k$; $u(k)$ is the vector of all controllable reservoir releases during period $k$; $w(k)$ is the vector of all reservoir inflows during period $k$; $A(k)$, $B(k)$, $\Gamma(k)$ are matrices with elements determined by the system's water budget relationships; $u_j^{\min}(k)$, $u_j^{\max}(k)$ are lower and upper release bounds; $s_j^{\min}(k)$, $s_j^{\max}(k)$ are lower and upper storage bounds; and $\gamma_j^{\min}(k)$, $\gamma_j^{\max}(k)$ are tolerance levels reflective of the reservoir manager's risk attitude.

4.3 Extended Linear Quadratic Gaussian (ELQG) Control

ELQG [Georgakakos and Marks, 1987] is a control method which solves the previous problem in the following manner: First, it invokes a streamflow forecasting model—which may be physically based or statistical—to produce probabilistic forecasts of the upcoming reservoir inputs. These forecasts together with a nominal release sequence are then converted into probabilistic forecasts of the system storages through Equations (4.2). Nominal release and probabilistic storage sequences become input to the controller which checks whether they violate any release or storage bounds and whether the performance index has any improvement margin. If any improvement is possible, the controller analytically generates constrained gradient vectors and hessian matrices and suggests new nominal release sequences according to the projected Newton and penalty function methods and the Armijo stepsize selection rule. The iterations continue until no further improvement of the performance index is possible, generally implying the identification of a locally optimal sequence; however, under convexity conditions, which can usually be induced in the formulation of the control problem, this sequence also constitutes a globally optimal solution. At that point, the first period's optimal releases are implemented, and this process is repeated at the next decision time. ELQG is computationally an open-loop control method, because it sequentially solves the open-loop control problem formulated above; yet, due to its sequential nature, the method suggests releases which are functions of all current system conditions as in the feedback approaches.

Another comment concerns the specification of probabilistic versus deterministic release constraints. Problem (4.1-4.4), which is solved at each decision time, includes the latter constraint type; however, due
to the physical storage limitations, these constraints are essentially probabilistic. This results because in the actual operation the undesirable situation where a reservoir storage is about to exceed its capacity is averted by increasing the release to whichever rate is necessary. Thus, the likelihood of a release constraint violation is governed by the probabilistic tolerance level established for the associated storage constraints.

Originally, in the forecasting of future inflows and storages, ELQG utilized information on the first two statistical moments—mean vectors and covariance matrices—and employed a Gaussian representation of the associated probability densities. However, for a number of reasons, these distributions may be asymmetric and usage of only the first two statistical moments may not suffice.

4.4 Nongaussian Statistics

The need for nongaussian considerations arises mainly because, more often than not, streamflows exhibit such behavior. Moreover, in systems modelled by nonlinear dynamical relationships, even with gaussian inflows, the resulting storages deviate from normality. The greater this deviation, the less effective is the handling of reliability constraints (4.4).

Discussing the full estimation of the joint probability density of the system's storages, Georgakakos and Marks [1987] conclude that it is a rather involved task requiring excessive computational overhead even for small size systems. Alternatively, if a number of statistical moments could be computed, this function could be approximated with some other density function preserving these statistics. ELQG was initially designed to account for the storages' mean and covariance and employ a gaussian approximation of their probability density. This approach will now be extended to include higher order statistical moments.

The expected storage trajectory associated with a nominal control sequence $(\tilde{u}(k), k = 0, 1, 2, \ldots, N-1)$, can be obtained from dynamical equation (4.2):

$$\tilde{s}(k+1) = A(k)\tilde{s}(k) + B(k)\tilde{u}(k) + \Gamma(k)\tilde{w}(k), \quad (4.5)$$

where $\tilde{s}(k)$ and $\tilde{w}(k)$ are the mean storage and inflow vectors and $\tilde{s}(0) = s(0)$. Subtracting (4.5) from (4.2), one obtains the equation of the zero mean process:

$$\delta s(k+1) = A(k)\delta s(k) + B(k)\delta u(k) + \Gamma(k)\delta w(k), \quad (4.6)$$

where $\delta x(k) = x(k) - \tilde{x}(k)$ for $x \in \{s, u, w\}$.

Equation (4.6) can be used to generate central statistical moments as
soon as the nature of the release corrections \( \delta u(k) \) is defined. These corrections can be storage independent, as in the open-loop optimization procedures, or can be functionally related to the system's storages through feedback laws. Although more complex, the second possibility is also more desirable, because it reduces the spread of the forecasted probability distributions. In the ELQG iterative solution process, the control corrections are related to the system's states through a linear approximation of the true feedback control laws in the neighborhood of the nominal state sequences:

\[
\delta u(k) = - D(k) \left[ L(k) \delta s(k) + A(k) \right], \quad k = 0,1,2,...,N-1,
\]

where the control gains \( D(k) \), \( L(k) \), and \( A(k) \) are obtained analytically [Georgakakos and Marks, 1987]. Matrix \( D(k)L(k) \) is the linear mapping of the states on the controls; \( A(k) \) is essential in the iteration process but does not describe the feedback character of \( \delta u(k) \). Actually, \( A(k) \) becomes zero at the unconstrained optimal points, while when the controls are binding, they are not related to the states in a feedback manner [Georgakakos and Marks, 1987]. Substituting (4.7) in (4.6) and discarding \( A(k) \), results in

\[
\delta s(k+1) = [A(k) - B(k)D(k)L(k)] \delta s(k) + \Gamma(k)\delta w(k), \quad k = 0,1,2,...,N-1.
\]

Equation (4.8) can now be used in the computation of central moments: Postmultiplying with \( [\delta s(k+1)]^T \) and taking expectations leads to the covariance propagation equation:

\[
P_s(k+1) = F(k)P_s(k)[F(k)]^T + \Gamma(k)Q(k)[\Gamma(k)]^T
\]

where \( P_s(k) = E(\delta s(k)[\delta s(k)^T]) \), \( Q(k) = E(\delta w(k)[\delta w(k)^T]) \), \( F(k) = A(k) - B(k)D(k)L(k) \), and \( \delta w(k) \), \( k = 0,1,2,...,N-1 \), are assumed to be independent random vectors. This assumption is used for consistency with the ELQG derivation of the release corrections and associated control gains; nonetheless, the statistics of these random vectors are determined from forecasting models fully accounting for their dependencies [see, discussion in Georgakakos and Marks, 1987].

Although the results for the third central moment cannot be expressed in a matrix form similar to (4.9), the computations can proceed in much the same way. Consider for instance a three reservoir system whose Equation (4.8) is as follows:

\[
x(k+1) = f_{11}(k)x(k) + f_{12}(k)y(k) + f_{13}(k)z(k) + \omega_1(k), \quad (4.10a)
\]

\[
y(k+1) = f_{21}(k)x(k) + f_{22}(k)y(k) + f_{23}(k)z(k) + \omega_2(k), \quad (4.10b)
\]

\[
z(k+1) = f_{31}(k)x(k) + f_{32}(k)y(k) + f_{33}(k)z(k) + \omega_3(k), \quad (4.10c)
\]

where \( x(k) = \delta s_1(k) \), \( y(k) = \delta s_2(k) \), \( z(k) = \delta s_3(k) \), and \( \omega_j(k) = \delta w_j(k) \). Raising each one of the above equations to the third power and taking
expectations yields the following result:

\[
\begin{align*}
E(x^3(k+1)) &= f_{11}^3E(x^3) + f_{12}^3E(y^3) + f_{13}^3E(z^3) + E(\omega_1^3) \\
+ 3f_{11}^2f_{12}E(x^2y) + 3f_{12}^2f_{11}E(y^2x) + 3f_{11}^2f_{13}E(xz) + 3f_{12}^2f_{11}E(z^2x) \\
+ 3f_{12}^2f_{13}E(y^2z) + 3f_{13}^2f_{12}E(z^2y) + 6f_{11}f_{12}f_{13}E(xyz),
\end{align*}
\]

where the time dependence of the terms in the right side of (4.11) has been dropped for notational convenience. (Similar equations can also be derived for \(E(y^3(k+1))\) and \(E(z^3(k+1))\).) As can be seen from (4.11), each storage's skewness at time \(k+1\) depends not only on every storage and inflow skewness at the previous time \(k\) but also on all other third order central moments of the storage variables. Despite the assumed inflow independence, these moments do not vanish because of the interrelationships introduced through equation (4.7). However, these third order moments may also be recursively propagated in the same fashion by means of Equations (4.10).

Although utilizing third moment information will suffice in most cases, fourth or higher order statistical moments may also be determined by similar considerations.

Having the mean, variance, and skewness of the storage variables at each time \(k\), the storage distribution may be approximated by a suitable probability law. Then, probabilistic constraints (4.4) can be inverted into constraints on each expected storage:

\[
\begin{align*}
\xi_j^{\text{min}}(k) &\leq \bar{s}_j(k) \leq \xi_j^{\text{max}}(k), \\
&\quad j = 1, 2, \ldots, M, \tag{4.12}
\end{align*}
\]

where \(\xi_j^{\text{min}}(k)\) and \(\xi_j^{\text{max}}(k)\) are the mean storage levels such that

\[
\begin{align*}
\text{Prob}[s_j(k) \leq s_j^{\text{min}}(k)] &= \gamma_j^{\text{min}}(k), \tag{4.13a} \\
\text{Prob}[s_j(k) \geq s_j^{\text{max}}(k)] &= \gamma_j^{\text{max}}(k). \tag{4.13b}
\end{align*}
\]

By also expressing the performance index in terms of the preserved statistical moments [as discussed in Georgakakos and Marks, 1987], the ELQG control procedure converts problem (4.1 - 4.4) into a deterministic format with a new set of states: the statistical moments of the original storage variables. Subsequently, this problem is solved in an iterative fashion as discussed in the previous section.

Although this extension for nongaussian statistics was discussed in the context of a discrete time problem formulation, it can also be employed when the system is modelled in continuous time. In that case, the propagation of the storage statistical moments can be accomplished
either by the procedure presented here in connection with a discretization scheme [e.g., see Georgakakos and Marks, 1987] or, more directly, by the procedure discussed in Jazwinski [1970, pg. 136-139].

A last remark refers to the advantage in using feedback Equation (4.7) to represent the release corrections. If these corrections were assumed storage independent, both the variance and skewness as well as all higher order moments would grow unbounded and would result in overly conservative operation. Instead, as will be seen in the case study section of this paper, usage of (4.7) makes (4.8) stable, resulting in bounded moments and augmenting the storages' feasible regions (4.12).

4.5 A Barrier Function Method for Reliability Constraints

Extensive ELQG application experience has indicated that the method's computational requirements are largely expended by handling the reliability storage constraints. According to the penalty function method initially used, these constraints are examined at each iteration for possible violations. In the event of a constraint violation at time period $k$, a quadratic penalty term is added to the performance index:

$$C^i \left[ \xi_j^{\text{max}}(k) - s_j(k) \right]^2, \text{ (upper constraint violation)} \quad (4.14)$$

with $\xi_j^{\text{max}}(k)$ being the value of the mean storage where the constraint is just binding (as in Equation (4.12)) and $C^i$ is a penalty coefficient. The problem (4.1-4.3) is then resolved, the storage constraints reexamined, and the proper penalty terms added with a new coefficient $C^{i+1} > C^i$. The increment rate of this coefficient is a matter of experimentation and is crucial to this method's performance. A slow increment rate will result in slow convergence, while a very fast one will fail to identify which constraints are binding. Extensive control experiments with a single reservoir and relatively short control horizons ($10 - 15$ time periods) indicated that an increment formula

$$C^{i+1} = \beta C^i \quad (4.15)$$

with $\beta \in [4,10]$ will generally perform well. In fact, these case studies illustrated that problem (4.1-4.3) does not have to be completely solved before each increment of the penalty coefficient; rather, the projected Newton and penalty function iterations can be performed simultaneously with substantial computational savings. However, when the number of binding constraints is large (e.g., when longer control horizons or many reservoirs or both are considered), control and storage constraints cannot be reliably treated in this manner, and the computational requirements begin to grow. The main reason for this performance weakening is the nature of the penalty function method which prescribes penalty terms only when there are constraint violations. If in the next iteration all storage variables are forced inside the feasible region, then penalty terms are not added, and the method tends to drive the storage trajectory back outside its
bounds; this oscillation becomes more unstable as the penalty coefficient increases.

Alternatively, storage constraints can be treated via a barrier function method [Luenberger, 1973]. The method researched in this study uses a function of the following form:

\[
B[s_j(k)] = C \left[ \frac{s_j^{\text{max}}(k) - s_j(k)}{s_j^{\text{max}}(k) - s_j^{\text{min}}(k)} \right]^\mu \left[ \frac{s_j^{\text{max}}(k) - s_j(k)}{s_j^{\text{max}}(k) - s_j^{\text{min}}(k)} \right]^\nu \tag{4.16}
\]

where \( C, \mu, \) and \( \nu \) are real positive constants. Figure 4.1 shows plots of this function for \( C = 1, \ s_j^{\text{max}}(k) = 123.8, \ s_j^{\text{min}}(k) = 49.4, \) and different values of \( \mu \) and \( \nu \).

The motivation for using this function is to prescribe increasingly higher costs as storage approaches either boundary while being virtually inconsequential within the feasible region. Thus, in contrast to the quadratic penalty (4.14), \( B[s_j(k)] \) does not have to be added or removed depending on the constraint violation status, and the controller is always "aware" of its cost structure when searching for better release and storage sequences.

However, simply including this barrier function in the performance index will not be computationally efficient. The two main reasons are first that the iterations may start from or initially generate infeasible trajectories and second that the barrier cost may drive a binding storage significantly afar from its boundary. To account for these effects, the following usage of this barrier function method is suggested:

At each ELQG iteration \( i \), the reformulated performance index is expanded to include the following barrier function terms:

\[
B^i[s_j(k)] = C \left[ \frac{b_j^{\text{max},i} + \xi_j^{\text{max}}(k) - s_j(k)}{\xi_j^{\text{max}}(k) - \xi_j^{\text{min}}(k)} \right]^\mu \cdot \left[ \frac{-b_j^{\text{min},i} + \xi_j^{\text{min}}(k) - s_j(k)}{\xi_j^{\text{max}}(k) - \xi_j^{\text{min}}(k)} \right]^\nu \tag{4.17}
\]

where \( \xi_j^{\text{max}}(k) \) and \( \xi_j^{\text{min}}(k) \) are as in (13) and \( b_j^{\text{max},i} \) and \( b_j^{\text{min},i} \) are determined as follows:
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\[ C \left( \frac{s_j^{\text{max}}(k) - s_j(k)}{s_j^{\text{max}}(k) - s_j^{\text{min}}(k)} \right)^{-\mu} \left( \frac{s_j(k) - s_j^{\text{min}}(k)}{s_j^{\text{max}}(k) - s_j^{\text{min}}(k)} \right)^{-\nu} \]

\( \mu = 1.5 = \nu \)

\( \mu = 1.0 = \nu \)

\( \mu = 0.5 = \nu \)
\[ b_{\text{max},i} = \begin{cases} b_j, & \text{if there is no constraint violation,} \\ x_i^* + b_j, & \text{if the constraint violation is } x_i^* \end{cases} \]  

(4.18)

and similarly for \( b_{\text{min},i} \).

According to the above procedure, when there are constraint violations, the barrier function is broadened to include the storage trajectory, with the boundaries placed a distance \( b_j \) from it. Due to the associated high costs, the controller gradually brings the storage within the feasible region. Afterwards, the barrier function boundaries are placed a distance \( b_j \) from the upper and lower storage bounds and the procedure converges. Parameter \( b_j \) can be determined by preliminary experimentation or it can be adaptively adjusted by inspecting the limiting trajectories and increasing or lowering its value so as to make the constraints barely binding. Toward this end, the following simple scheme was seen to work reliably: If the limiting storage is at a distance \( \Delta x_j \) from its bound (\( \Delta x_j \) is positive when storage does not violate the constraint and negative if it does), replace \( b_j \) with \( b_j + \Delta x_j \) and continue the iterations until convergence; in a few such cycles the scheme will converge at the optimal sequences. In fact, the appropriate \( b_j \) value depends on parameters \( \mu \) and \( \nu \) and scaling coefficient \( C \). This coefficient should be selected so that the flat segment of the barrier function is negligible with respect to the other terms in the performance index.

As it will be seen from the case study presented, this approach is reliable and facilitates simultaneous treatment of release and storage constraints, improving the overall ELQG efficiency.

4.6 Case Study

4.6.1 The Savannah River System

The Savannah river system (Figure 4.2) originates in the North Carolina Blue Ridge mountains and flows in a south-easterly direction toward the Atlantic Ocean along the Georgia – South Carolina border. Since the Colonial times, the river has played an instrumental role in the development of the basin's economy, which is primarily agricultural in the north and industrial in the south. The many economic and social benefits together with the severe flood risks have brought about several river control and utilization projects, the most notable of which are the Hartwell, R. B. Russell, and Clark Hill storage projects and an eleven-mile levee around the city of Augusta. Table 4.1 summarizes some relevant characteristics of the above-mentioned reservoirs which are owned and operated by the U.S. Army Corps of Engineers. This as well as
Figure 4.2: The Savannah River Basin
all other hydrologic or operational data used here were compiled from the Savannah River Basin reservoir regulation manual (U.S. Army Corps of Engineers, 1974) or from personal communications with the engineers of the Savannah District.

Table 4.1: Some Data on the Savannah Reservoirs

<table>
<thead>
<tr>
<th></th>
<th>Hartwell</th>
<th>Russell</th>
<th>Clark Hill</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year Completed:</td>
<td>1962</td>
<td>1984</td>
<td>1953</td>
</tr>
<tr>
<td>Drainage Basin:</td>
<td>2088</td>
<td>802</td>
<td>3254</td>
</tr>
<tr>
<td>(sq. mi.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dead Storage:</td>
<td>49.401</td>
<td>39.177</td>
<td>63.815</td>
</tr>
<tr>
<td>(10^9 ft^3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storage Capacity:</td>
<td>123.830</td>
<td>50.798</td>
<td>126.324</td>
</tr>
<tr>
<td>(10^9 ft^3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydropower Capacity:</td>
<td>4x66+1x80=344</td>
<td>4x75=300</td>
<td>7x40=280</td>
</tr>
<tr>
<td>(MW)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The primary objectives of the Savannah reservoirs are to generate energy, provide flood control, and facilitate navigation. For purposes of this study, the power production functions were determined via regression analysis on the power plant turbine characteristic curves; namely, the curves relating power production to turbine discharge and net hydraulic head, the latter being the difference between the forebay and tailwater elevations less various hydraulic losses. In the case of the Hartwell and Russell projects, the net hydraulic head, and consequently the power functions, also depend upon the downstream reservoir's storage value. For example, Russell's power function has the following form:

\[ g_R(s_r, s_c, u) = \exp(a_0 + a_1 u + a_2 u^3 + a_3 \ln(u) + a_4 [\ln(u)]^2 + a_5 [\ln(u)]^3 + a_6 \ln(H)) \]

\[ H = h_R - t_R \]

\[ h_R = \exp(b_0 + b_1 s_R + b_2 \ln(s_R)) \]

\[ t_R = \exp(c_0 + c_1 u_R + c_2 \ln(u_R) + c_3 h_c + c_4 \ln(h_c)) \]

\[ h_c = \exp(d_0 + d_1 s_C + d_2 \ln(s_C) + d_3 [\ln(s_C)]^2 + d_4 [\ln(s_C)]^3) \]

where \( g_R(s_r, s_c, u) \) denotes turbine power production; \( u \), turbine discharge; \( H \), net hydraulic head; \( h_R \), Russell pool level; \( t_R \), Russell tailwater elevation; \( s_R \), Russell storage; \( u_R \), total Russell release; \( h_c \), Clark Hill pool level; \( s_C \), Clark Hill storage; and \( a_i, b_i, c_k, d_j, i \in [0,1,2,3,4,5,6], j \in [0,1,2], k \in [0,1,2,3,4], \ell \in [0,1,2,3,4] \) are regression coefficients. The total power production is the sum of four (4.19a) terms corresponding to the four turbines presently installed at the Russell power plant facilities. Following the operational practices at the Savannah system, reservoir release is apportioned fairly evenly
among the plant turbines so that \( u = u_r/4 \). Similar expressions were derived for the other two projects and are reported in Appendix A. The estimated functions exhibit sufficient accuracy over all of the turbine operational range. The standard deviation of the fitted values from the actual ones is within \((0.3 - 0.5)\) MW for all projects.

Flood-damage studies conducted by the Corps of Engineers have estimated the highest harmless release from Clark Hill to be about 20,000 cfs. In the interest of navigation, this release should not be less than 6,000 cfs. Figure 4.3 displays the weekly distribution of net reservoir inflows and typical energy production targets. The three lines on the inflow graphs delineate the mean and 97.5% confidence band levels. Clearly, the probability distributions of these inputs are skewed.

4.6.2 Control Experiments

Figure 4.4 presents a typical ELQG control experiment with the Savannah system. This figure has two sets of plots. The top plots display the identified optimal release rules; the bottom plots delineate the associated storage trajectories. Except for mean values, the storage plots also include the 97.5% and 2.5% probability limits. Release and storage boundaries are indicated by dashed lines. In this experiment, the initial storage values were 111, 44, and 109 billion cubic feet respectively for Lakes 1 (Hartwell), 2 (Russell), and 3 (Clark Hill), and the control horizon was equal to 10 weeks. The figure shows the optimal sequences when no storage bounds are taken into account. These sequences basically satisfy the energy generation requirements shown on Figure 4.4. In fact, energy generation from Clark Hill exceeds the required amount due to the more stringent navigation release. In this experiment, the storage probability distributions were approximated by three parameter lognormal density functions preserving the three first statistical central moments as discussed earlier. ELQG converges to these trajectories in 4 to 5 iterations using approximately 5 seconds of CPU time on a Cyber 180/990 computer system. The storage trajectories indicate that if this release policy is adopted, there is high chance that Lakes 1 and 3 will exceed their capacity. For comparison, Figure 4.5 includes the same sequences with open-loop propagation of statistics. Clearly, this approach drastically narrows the feasible storage regions and leads to overly conservative operation.

The second control experiment is intended to evaluate the effectiveness of the proposed new barrier function method for reliability constraints. The procedure in the previous section was implemented with \( \mu = 1, \nu = 1, \) and \( C = 10^6 \). ELQG started from the sequences portrayed on Figure 4.4 and converged to the ones shown on Figure 4.6. Convergence was completed in 8 iterations and required
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approximately 11.6 CPU seconds. Table 4.2 reports some iteration characteristics. \( W_i \) is a convergence index [see, Georgakakos and Marks, 1987, for a rigorous definition] reflecting the magnitude of the optimization direction. Small \( W_i \) values signify convergence. "Reliability Constraint Violations" is the cumulative violation amount for each reservoir. Lastly, "Energy Generation" reports the expected energy production associated with the nominal sequences of a certain iteration. As indicated by these results, ELQG demonstrates notable efficiency and accounts for both release and storage constraints in very few iterations. By comparison, the penalty function method would require at least 6 to 7 cycles of 4 to 5 iterations for convergence to the same solution. These computational savings are important, especially when the control scheme is to be implemented on microcomputers.

**Table 4.2: ELQG Control Experiment - Performance Evaluation**

<table>
<thead>
<tr>
<th>Iteration #</th>
<th>( W_i ) ( (10^9 \text{ ft}^3) )</th>
<th>Reliability Constraint Violations ( (10^9 \text{ ft}^3) )</th>
<th>Energy Generation ( (\text{MWH}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33.5</td>
<td>39.9 3.1 186.3</td>
<td>284,447</td>
</tr>
<tr>
<td>2</td>
<td>62.5</td>
<td>19.1 3.5 48.6</td>
<td>365,979</td>
</tr>
<tr>
<td>3</td>
<td>16.2</td>
<td>9.8 4.0 4.8</td>
<td>379,593</td>
</tr>
<tr>
<td>4</td>
<td>9.9</td>
<td>0.2 0.6 0.4</td>
<td>392,435</td>
</tr>
<tr>
<td>5</td>
<td>2.8</td>
<td>0.0 0.1 0.0</td>
<td>393,159</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.0 0.0 0.0</td>
<td>393,189</td>
</tr>
<tr>
<td>7</td>
<td>0.07</td>
<td>0.0 0.0 0.0</td>
<td>393,193</td>
</tr>
<tr>
<td>8</td>
<td>0.0005</td>
<td>0.0 0.0 0.0</td>
<td>393,193</td>
</tr>
</tbody>
</table>

**CPU Time:** 11.6 seconds - Cyber 180/990

The above experiments are typical of the ELQG control of the Savannah reservoirs. In the absence of flood or drought conditions, the system is operated to meet the energy requirements; otherwise, the priority is shifted to the flood or drought objectives.

A last comment refers to the specification of the upper release bounds: If turbine release at full gate exceeds flood control or other channel flow constraints, the upper bounds \( u_{\text{max}}(k) \) are initially set equal to the most binding flow rates. The model is then run, and the identified release and storage sequences are examined. If the storage sequences are feasible (releases are always feasible), the control process terminates, and the optimal release rates are implemented. In
the event that the storage sequences exceed their upper bounds while releases attain their maximum rates, the conclusion is that, under the forecasted hydrologic scenario, the downstream flow constraints cannot be met at the specified reliability levels. In this case, the operators have two options: (1) Reduce the specified reliability or (2) increase the upper release bounds. If they choose the first, they can eventually find the highest reliability level that these constraints can be met. The second option allows for higher release rates depending on the operators’ judgement. Eventually, the upper bounds can be placed at the highest turbine release with the intention to maximize energy generation. If this does not suffice and the storage levels still exceed the associated bounds, the optimal decision is to run the turbines at full gate knowing that the chances of spillage are increased. Similar options and operations take place when full gate turbine release is lower than the downstream flow rate constraints. The upper release bound should now initially correspond to the highest turbine release. If this does not result in feasible solutions, the chances of spillage and flow rate constraint violation are increased above those specified by the parameters γ.

4.6.3 A Simulation Experiment

The average system performance under ELQG control was evaluated through a simulation experiment. The basis of this experiment was 100 years of synthetically generated weekly flows assumed to have lognormal probability distributions with historically estimated means and variances. The ELQG control algorithm was implemented with a ten-week control horizon and tolerance levels equal to 2.5% for all reliability constraints. Figure 4.7 depicts the mean values and the (2.5% — 97.5%) probability bands of the simulated storages, releases, and energy generation for all three lakes.

The most notable observation is that the release and storage plots indicate that the occurrence of constraint violations is consistent with and can be controlled by ELQG’s probability tolerance levels; namely, constraint violations do no occur more frequently than 2.5 times every one hundred experiments for each week of the year. This result verifies ELQG’s ability to effectively handle reliability constraints and justifies the consideration of skewness in addition to the mean and covariance. Other observations specific to the Savannah system are noted below:

Under the stated hydrologic conditions and power commitments, the system reservoirs consistently undergo stressful periods where storages approach capacity values and higher flood risks. During these periods, the variability of releases and energy generation increases. When the reservoirs are not stressed, they are basically operated to satisfy the energy requirements. The variability of these releases and energy
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generation is minimal.

4.7 Closing Remarks

This chapter presented and evaluated two extensions of the ELQG reservoir control method: (1) ELQG was modified to more accurately represent the system uncertainties by not only considering their mean vector and covariance matrix, but also their skewness and possibly other significant higher order moments. (2) ELQG's efficiency with respect to probabilistic constraints was also enhanced as a result of a new barrier function method. This barrier function method allows simultaneous control and storage constraint iterations and thereby improves ELQG's overall efficiency. The merit of these changes was evaluated and verified in control and simulation experiments with a three-reservoir system. An important conclusion of the case study is that ELQG's nominal reliability is in agreement with the reliability realized during actual operation.

Overall, the method is well-suited for the real time control of reservoir systems with multiple objectives. ELQG is presently under implementation for the Savannah River reservoirs on a microcomputer system.
5. THE VALUE OF FORECASTING IN RESERVOIR OPERATION

5.1 Introduction

Better streamflow foresight is expected to improve reservoir operation because it allows more time for better decision making. However, forecasting systems can be costly, and the question that frequently arises is whether their benefits outweigh their costs. Unfortunately, the process of reservoir control is complex, and the value of forecasting cannot be generally quantified. Among many other factors, forecast benefits are influenced by reservoir size and spatial distribution, the nature and timing of system objectives, the relation of the objectives to the region's hydrology, and the control approach adopted.

Forecasting models have been classified in a number of ways [Rodriguez-Iturbe, et al., 1978, Kitanidis and Bras, 1978] and have been utilized with a variety of control schemes [Yeh, et al., 1976, 1979, Bras, et al., 1983, Wasimi and Kitanidis, 1983, Stedinger, et al., 1984, Loaiciga and Marino, 1985, Georgakakos and Marks, 1987]. However, assessments of forecast benefits have not as yet been the subject of published investigations.

The goal of this section is to evaluate the benefit of forecasting in the Savannah River System in the state of Georgia.

5.2 Control Experiments

A description of the Savannah River System has already been presented in the previous section. The ELQG control method will be employed here in simulation experiments under different hydrologic and operational scenarios to evaluate the potential benefits of better streamflow forecasts.

Two control experiments will first be presented to highlight the effect of streamflow forecasting on the optimal release policies. Figure 5.1 exhibits the results of an ELQG control experiment with the Savannah River System. The control problem is identical to that of Section 4 and is solved with a ten-week control horizon and reliability parameters equal to 0.025. The inflow statistics—mean, variance, and skewness—were those of the historical sequences, and reservoir storages were initially set equal to 111, 44, and 109 billion cubic feet for Hartwell, Russell, and Clark Hill respectively. The figure shows this problem's optimal release and storage trajectories. Except for mean values, the storage plots also include the 97.5% probability limits. In this experiment, the expected energy generation is roughly 400,000 MWH while the corresponding energy target is about 275,000 MWH. Namely, ELQG is more concerned with the binding storage constraints than the
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energy generation requirements.

Figure 5.2 includes the results of a second ELQG experiment. The problem is the same as before, but the controller is now assumed to have better foresight of the upcoming inflows. Better foresight was here simulated by reducing the forecasted inflow variance and, consequently, narrowing the associated inflow probability band. As a result, the storage probability bands are also reduced, and the controller allows for higher storage levels, at the same risk of constraint violation. The energy generation expected to result from the new optimal release and storage sequences is about 325,000 MWH. Eventually, however, higher hydraulic head should increase energy generation. The question is how much increase can one expect.

5.3 Simulation Experiments

The benefits of forecasting were here assessed by simulating the Savannah system response under ELQG control with four streamflow models of varying forecasting power.

The first model was simply a predictor of the historical weekly inflow statistics, models 2 and 3 were lag-one seasonal autoregressive models, and the fourth model had perfect foresight of the upcoming inflows. Models 2 and 3 predicted the conditional inflow mean and associated error variance according to the following equations:

\[
\hat{w}_i(l) = \hat{w}(i+l) + \rho_{i+2} \cdot \sigma_{i+2} \cdot [w(i) - \hat{w}(i)],
\]

\[
P_{w,i}(l) = [1 - \rho_{i+2}^2 \cdot \rho_{i+2}^2] \cdot \sigma_{i+2}^2.
\]

In the above equations, \(\hat{w}_i(l)\) is the forecast issued from time period \(i\) for the inflow at time \(i+l\), with \(l\) being the lead time of the forecast; \(w(i+l)\) is the historical inflow mean at time \(i+l\); \(\rho_{i+2}\) is the historical correlation coefficient between periods \(i+2\) and \(i+2-1\); \(\sigma_{i+2}\) is the historical standard deviation for period \(i+2\); \(w(i)\) is the observed inflow at time period \(i\); and \(P_{w,i}(l)\) is the \(l\)-lead forecast error variance.

As these equations indicate, the forecasting ability of this model improves as the correlation coefficients approach one. For forecasting model 2, these coefficients were set equal to their historically estimated values; the correlation coefficients of model 3 were arbitrarily set at the middle point between their true value and one. These models assumed that the three reservoir inputs were independent and followed three-parameter lognormal distributions. Model 4 was included to provide an upper performance bound. It should be noted that
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all models share the same historical (apriori) variances $\sigma^2$. However, the forecasted error variances are largest in model 1 (equal to $\sigma^2$) and gradually decline to zero in the other models.

The simulation process was based on 100 years of synthetic weekly inflows generated from model 3. At the beginning of every week, each forecasting model was first invoked to predict the upcoming inflows over the control horizon $[0,N-1]$. The control routine was subsequently called upon to determine the optimal release sequences

$$\{u^*(k), j=h,r,c, k=0,1,...N-1\}.$$  

The first period's optimal releases $\{u^*(0), j=h,r,c\}$ and generated inflows $\{w_j(0), j=h,r,c\}$ were then implemented and stored along with the resulting storages and energy generation. At the end of the simulation horizon, 100 values of the above quantities had been recorded for each week of the year, each reservoir, and ELQG-forecast model combination. These data-sets were then analyzed and their mean and 97.5% probability bands were calculated. The results appear on Figures 5.3 through 5.6, and some remarks are noted below.

In all cases, release and storage trajectories do not exceed their respective bounds (dashed lines) for more than 2.5% of the time. This is the level set for the reliability parameters $\gamma$ in the ELQG routine and verifies the ability of the controller to handle probabilistic constraints as claimed. As streamflow forecasts improve, ELQG allows higher average reservoir storages. However, because the available storage capacity decreases, the control horizons required to maintain the same risk levels for constraint violation become longer. Thus, the results on Figures 5.3 through 5.6 were respectively obtained with control horizons 8, 10, 14, and 16 weeks.

During the first half of the year where inflow rates are high, the system's operation is mainly concerned with flood prevention. During this period, reservoir releases are highly variable and energy generation is well above the required targets. The second half is strictly dedicated to satisfying energy demands. The previous simulation experiments can also provide an estimate of the system's energy generation potential. Two relevant quantities are the mean annual energy production and the mean energy output which is available at 97.5% of the time. Figure 5.7 includes plots of these quantities and summarizes the worth of forecasting for the Savannah River System. The percentages indicate that better forecasting models can increase the mean energy production by about 1% and the 97.5%-available energy output by 2.5 to 3%. In absolute terms, these percentages represent 15 and 50 GWH gains respectively, primarily incurred over the first half of the year.

Another beneficial effect of forecasting may be a reduction in the highest necessary release during flood periods. Namely, more accurate
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and farsighted models are expected to better manage flood volumes and prevent excessive releases. In the above experiments, however, this effect could not be demonstrated. In all cases, the highest release did not exceed the upper bound.

A last comment refers to the role of the reliability parameters $\gamma$. For the same forecast-control model combination, their levels also affect the distribution of the simulated storages. Larger $\gamma$ values would not only result in higher mean reservoir storages but also in more frequent constraint violations. This, in turn, would result in more water bypassing the turbines and less energy output. In fact, there is an optimal level $\gamma$ where the spilled water and the average hydraulic head combine for optimal power production. Above this level, power output is limited by spillage; below it, power output declines due to the reduced hydraulic head.

5.4 Closing Remarks

In summary, probabilistic streamflow forecasting can considerably improve reservoir operation, but the benefits are system specific. Some general observations are that forecasting increases energy output and reliability by raising the turbine hydraulic head and minimizing spillage; it mitigates drought repercussions by enhancing dependable water supply; and it reduces flood damages by avoiding excessive releases. These improvements may be rather attractive, particularly in reservoirs frequently operated under flood or drought conditions.
6. A STOCHASTIC CONTROL METHOD FOR HYDROPOWER SCHEDULING

6.1 Introduction and Overview

Optimal scheduling of hydropower operations is a process involving a plethora of complicating factors. At any given day, reservoir operators must skillfully balance upcoming inflow forecasts against available storage, turbine power, and discharge capacities to maximize energy generation. Hydropower is most valuable during the day's "peak" generation period, and, therefore, hydro-plants must generate as much energy as possible during the peak hours. Hydropower turbines should optimally operate at best efficiency, where a given release volume generates the most energy. However, at times of high flows, it pays to abandon best efficiency operation and "run" at full gate. During off-peak hours, energy is normally produced at a required minimum except when peak generation cannot maintain desirable reservoir levels. During such occasions, off-peak generation should be invoked as much as necessary. At times of extremely high flows, emergency flood gates may have to be considered, while during extreme droughts, power generation may have to cease.

Recent optimal control developments have successfully demonstrated the merit of using such techniques in long term reservoir management (Wasimi and Kitanidis [1983], Marino and Loaiciga [1985], Kitanidis and Foufoula-Georgiou [1987], Georgakakos and Marks [1987], Foufoula-Georgiou and Kitanidis [1988], and Georgakakos [1989a,b]). However, as the operation focuses on day-to-day management, system modeling requirements grow (see also Trezos and Yeh [1987]), and direct application of the existing control models becomes inadequate.

This chapter introduces a new control structure which is more attuned to the idiosyncracies of short-term hydropower scheduling. The essence of this approach is to organize the solution of the associated control problem in several levels. Each level formulates and seeks to solve a control problem whose solution is more desirable than those of higher level problems. Thus, if successful, the process terminates, and the optimal generation schedules are implemented. In the opposite event, the solution process resumes at the immediately higher control level. The control level problems differ by the turbine operational modes, generation time constraints, system priorities, and operational controls. This problem breakdown facilitates the formulation of subproblems amenable to optimal control methods. Further decoupling in dynamic and static modules enhances controller flexibility and overall computational efficiency.

This chapter includes five additional sections. Section 6.2 provides a general description of the case study system—the Lloyd Shoals hydroelectric facility and dam. Section 6.3 compiles all data and relationships necessary for the development of the mathematical system.
model. Section 6.4 outlines the control model structure and provides the mathematical details of the algorithms used. Section 6.5 includes two parts. The first presents some computational experience with the new control model, and the second elaborates on the results from five simulation experiments. Section 6.6 summarizes the primary findings of this research and provides the basis for potential system improvements.

6.2 System Description

The subject of this study is the Lloyd Shoals Hydroelectric Project, which is owned and operated by the Georgia Power Company. As shown in Figure 6.1, the project is located on the Ocmulgee River approximately 45 miles southeast of Atlanta, Georgia. Also indicated in the figure are the operational hydrologic stations. None of the four major streams supplying Lake Jackson are gauged near their confluence with the lake.

Originally built and owned by the Central Georgia Power Company, Lloyd Shoals began producing electricity in 1911 with four 2400-kilowatt units. A fifth 2400-kilowatt unit was completed in 1916, and a sixth 2400-kilowatt unit was added a year later, bringing the plant's output to 14,400 kilowatts. Today, as a result of improvements made over the years, the Lloyd Shoals plant can generate 20,000 kilowatts.

From east to west the dam consists of an earth embankment section with a concrete core wall about 530 feet long, a concrete gravity structure including a 728.5-foot long overflow spillway, an intake section (198 feet), and a non-overflow section (143 feet). The crests of the earth embankment and the non-overflow sections are at elevations 542 and 540 respectively, and the top of the spillway flashboards are at elevation 530. The maximum dam height is about 100 feet.

The overflow spillway section consists of a 180-foot section on the east end and a 128.5-foot section on the west end with a crest elevation of 528. These two sections are equipped with two-foot high flashboards which trip slightly above elevation 530. The 420-foot middle section has a crest elevation of 525 feet and is equipped with five-foot high flashboards that also trip slightly above elevation 530. Included in the western section is a 20-foot wide by 6.2-foot high gate with a sill at elevation 518. This gate is provided for reservoir regulation and trash release as well as supplemental spillway discharge.

The reservoir formed by the dam, Jackson Lake, has a surface area of 4750 acres at the normal pool elevation of 530 feet. The drainage area is approximately 1400 square miles.

The Georgia Power Company hydroelectric plants operate for the primary purpose of power generation. In general, flood control, water supply, or navigation are not operational objectives. The total hydroelectric
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capacity of the Georgia Power Company system is approximately 5.5 percent of the total system generating capacity. From an energy standpoint, the hydroelectric plants supply roughly 3 percent of Georgia's energy needs.

The daily demand on the system typically varies from a low during late night/early morning hours to a peak during the normal business hours. The annual maximum load generally occurs during the summer between 4 and 6 p.m. due to air conditioning needs. The peak generation period lasts approximately fourteen hours each weekday. As the load increases from the late night/early morning minimum to the peak period, variable production costs also increase due to the use of fossil-fueled plants. The average system production cost at any time is termed the system lambda. Figure 6.1 additionally includes an example of a lambda curve. The values shown are for illustration only. Since the variable cost of hydroelectric plant is essentially zero, they are operated when they are most effective—on the peak of the lambda curve. Consequently, Georgia Power Company's hydroelectric plants are "peaking" plants.

From the previous discussion, it is obvious that the operating objective at the Lloyd Shoals Project is to maximize the energy generated during the fourteen hour peak period Monday through Friday of each week. This requires maximizing the hydraulic head while avoiding overtopping/tripping the flashboards at elevation 530. Additional reservoir level constraints are that the level should not be lower than elevation 522 from September 1 to June 1 and elevation 528 the remainder of the year. The elevation 528 constraint occurs because Lake Jackson is used as a water source in extreme droughts to supply Georgia Power Company thermal plants located downstream. During off-peak periods a minimum generation level is desired. Normally this is 2000 kilowatts per hour; however, during dry periods, the plant's generation may be reduced to 500 kilowatts per hour or even down to zero to minimize the drawdown in the lake level. Finally, a minimum instantaneous downstream flow of 100 cfs must be maintained. This last requirement is usually satisfied by turbine wicked-gate leakage.

6.3 System Model

Scheduling reservoir operation requires models of the following key system elements: dynamics, operational constraints, and objectives.

System dynamics describe the system response to various inputs and outputs and on a day-to-day basis can be modelled by:

\[ s(k+1) = s(k) - u(k) - g(k) - l(k) - f(k) + w(k), \]

where \( s(k) \) represents reservoir storage at the beginning of time period \( k \); \( u(k) \) represents turbine release during the scheduled generation hours; \( g(k) \) is the release from the turbine assigned to meet the minimum
generation requirement of 2000 KW per day; \( l(k) \) is turbine leakage; \( f(k) \) is flood gate or spillway outflow; \( w(k) \) is net reservoir inflow; \( k \) is the time discretization interval (corresponding here to one day); and \( N \) is the length of the control horizon.

The turbine release volume \( u(k) \) can be expressed as

\[
\begin{align*}
u(k) &= \left[ \sum_{i=1}^{6} u_i(k) \right] t(k),
\end{align*}
\]

where \( u_i(k) \) represents the discharge of the \( i \)th turbine and \( t(k) \) is the scheduled power generation time during period \( k \). These discharges depend upon the reservoir level and may correspond to best turbine efficiency, maximum power output, or some other operational mode.

The minimum generation release \( g(k) \) is given by

\[
\begin{align*}
g(k) &= \left[ 24 - t(k) \right] u_{\text{min}}^j(k),
\end{align*}
\]

where \( u_{\text{min}}^j(k) \) is the discharge required to generate 2000 KW from the turbine designated for this purpose.

Turbine leakage is related to storage through

\[
\begin{align*}
l_1(k) &= l_1^{\text{ref}} \sqrt{\frac{(h[s(k)] - h_0)}{h^{\text{ref}}}}, \\
l(k) &= \sum_{i=1}^{6} l_1(k),
\end{align*}
\]

where \( h_0 \) corresponds to the elevation of the turbine centerline; \( l_1^{\text{ref}} \) are the leakage rates at some reference head \( h^{\text{Ref}} \), and \( h[s(k)] \) is the reservoir's elevation-storage relationship (Georgia Power, 1988). The values of these parameters are reported in Table 6.1.

The elevation-storage relationship (Figure 6.2) was determined via regression analysis on actual elevation-storage data:

\[
\begin{align*}
h[s(k)] &= 443.81903 + 0.32732543 s(k) - 0.79649653 \times 10^{-3} [s(k)]^2 \\
&\quad + 21.076469 \ln[s(k)] - 1.7542414 (\ln[s(k)])^2 \\
&\quad + 10.757541/s(k),
\end{align*}
\]

where \( h \) is obtained in feet when \( s(k) \) is expressed in 1000 acre-feet. Some regression statistics are reported in Table 6.2.
Table 6.1: Parameters of the Leakage Functions

<table>
<thead>
<tr>
<th>Turbine</th>
<th>( f_{\text{ref}}^1 ) [cfs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>37.2</td>
</tr>
<tr>
<td>2</td>
<td>76.9</td>
</tr>
<tr>
<td>3</td>
<td>27.5</td>
</tr>
<tr>
<td>4</td>
<td>37.9</td>
</tr>
<tr>
<td>5</td>
<td>39.6</td>
</tr>
<tr>
<td>6</td>
<td>45.9</td>
</tr>
<tr>
<td>Total</td>
<td>265.0</td>
</tr>
</tbody>
</table>

Table 6.2: Statistics of the Elevation Storage Regression Equation

<table>
<thead>
<tr>
<th>% of Variation Explained by Regression</th>
<th>99.9925</th>
</tr>
</thead>
<tbody>
<tr>
<td>St. Deviation of Residuals [ft]</td>
<td>0.2183</td>
</tr>
<tr>
<td>Max. Pos. Deviation of Residuals [ft] (Predicted - Actual)</td>
<td>0.5893</td>
</tr>
<tr>
<td>Max. Neg. Deviation of Residuals [ft] (Predicted - Actual)</td>
<td>-0.3207</td>
</tr>
</tbody>
</table>

Flood gate outflow is also related to storage in a nonlinear fashion and is modelled as orifice or weir flow depending on whether or not the gate opening is submerged. The associated equations are as follows:

(i) If \( 518 \text{ feet} \leq h[s(k)] \leq 524.4 \text{ feet} \) (orifice),

\[
f(k) = \alpha_0 [L - \alpha_1 (h(s(k) - h_0))] [h[s(k)] - h_0^{1.5}], \quad (6.6a)
\]

where \( \alpha_0=3.1 \), \( L=20 \text{ feet} \), \( \alpha_1=0.2 \), \( h_0=518 \text{ feet} \), \( h \text{ in feet} \), and \( f(k) \text{ in cfs} \).

(ii) If \( h[s(k)] \geq 524.4 \text{ feet} \) (weir),

\[
f(k) = L d \beta_0 [2 g (h[s(k)] - h_1)]^{0.8}, \quad (6.6b)
\]

where \( d=6 \text{ feet} \), \( g=32.17 \text{ feet/sec}^2 \), \( h_1=521 \text{ feet} \), \( h \text{ in feet} \), \( f(k) \text{ in cfs} \), and \( \beta_0 \) is a coefficient which depends on the water depth as follows (Brater and King, 1967):
Table 6.3: Weir Flow Coefficients

<table>
<thead>
<tr>
<th>H = h(s(k)) - 521 [feet]</th>
<th>( \beta_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4</td>
<td>0.530</td>
</tr>
<tr>
<td>3.9</td>
<td>0.535</td>
</tr>
<tr>
<td>5.7</td>
<td>0.569</td>
</tr>
<tr>
<td>7.6</td>
<td>0.584</td>
</tr>
<tr>
<td>9.4</td>
<td>0.595</td>
</tr>
<tr>
<td>≥ 12.0</td>
<td>0.600</td>
</tr>
</tbody>
</table>

Operational and physical constraints limit the variation of storage, release, and generation time to their feasible ranges:

\[
\begin{align*}
{s_{\text{min}}}^{(k)} & \leq s^{(k)} \leq s^{(k)}_{\text{max}}, \quad (6.7a) \\
u_i^{(k)} \leq u_i^{(k)} & \leq u_i^{(k)}_{\text{max}}, \quad i=1,2,...,6, \quad (6.7b) \\
t^{(k)}_{\text{min}} & \leq t^{(k)} \leq t^{(k)}_{\text{max}}, \quad (6.7c) \\
k = 0,1,...,N,
\end{align*}
\]

where \( s^{\text{min}} \) and \( s^{\text{max}} \) correspond to the minimum and maximum allowable storages; \( u_i^{\text{min}} \) and \( u_i^{\text{max}} \) are the discharges corresponding to the minimum and maximum turbine power output; and \( t^{\text{min}} \) and \( t^{\text{max}} \) determine the hours of energy generation within a day. Based on the discussion in the previous section, \( s^{\text{min}} \) can be taken equal to \( 3218 \times 10^6 \, \text{ft}^3 \) (522 feet) from September 1st through June 1st and \( 4247 \times 10^6 \, \text{ft}^3 \) (528 feet) for the remainder of the year, and \( s^{\text{max}} \) is equal to \( 4660 \times 10^6 \, \text{ft}^3 \). The minimum power output for all turbines is equal to 500 KW, while the maximum power output equals 3200 KW for turbines 1 to 4, and 3400 KW for turbines 5 and 6. \( t^{\text{min}} \) is equal to zero, and \( t^{\text{max}} \) can be 14 or 24 hours on a week day depending on the operational mode (14 corresponds to the duration of the peak period), and 0 or 24 hours on Saturdays and Sundays.

Due to inflow uncertainty, constraints (6.7a) should be restated in a probabilistic format:

\[
\begin{align*}
\text{Prob}[s^{(k)} \leq s^{(k)}_{\text{min}}] & \leq \gamma^{(k)}_{\text{min}}, \quad k=1,...,N-1, \quad (6.8a) \\
\text{Prob}[s^{(k)} \geq s^{(k)}_{\text{max}}] & \leq \gamma^{(k)}_{\text{max}}, \quad k=1,...,N-1, \quad (6.8b)
\end{align*}
\]

where \( \gamma^{(k)}_{\text{min}} \) and \( \gamma^{(k)}_{\text{max}} \) are the probabilistic tolerance levels.

The purpose of the Lloyd Shoals project is to maximize energy output. The power generation functions for each turbine were developed via regression analysis on simultaneous head, flow, and power measurements.
Figure 6.2: Elevation Versus Storage Relationship
and have the following form (Georgia Power, 1988):

\[ p_i[h_i^n, u_i] = a_{i,1} + a_{i,2} h_i^n + [b_{i,1} + b_{i,2} h_i^n] u_i + \\
+ [c_{i,1} + c_{i,2} h_i^n] u_i^2, \quad (6.9) \]

where \( p_i[ ] \) is the power output (KW), \( h_i^n \) is the net hydraulic head (feet), \( u_i \) is the turbine discharge (cfs) and \( a, b, \) and \( c \) are regression coefficients. The values of these coefficients are reported below:

**Table 6.4: Coefficients of the Turbine Power Functions**

<table>
<thead>
<tr>
<th>( a_{1,1} )</th>
<th>( a_{1,2} )</th>
<th>( b_{1,1} )</th>
<th>( b_{1,2} )</th>
<th>( c_{1,1} )</th>
<th>( c_{1,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1144.1307</td>
<td>5.153575</td>
<td>5.314086</td>
<td>0.004464149</td>
<td>-1694.5590</td>
<td>0.0000172344</td>
</tr>
<tr>
<td>( a_{2,1} )</td>
<td>( a_{2,2} )</td>
<td>( b_{2,1} )</td>
<td>( b_{2,2} )</td>
<td>( c_{2,1} )</td>
<td>( c_{2,2} )</td>
</tr>
<tr>
<td>-1694.5590</td>
<td>5.0963333</td>
<td>5.511485</td>
<td>0.00428132</td>
<td>-1539.152</td>
<td>0.000015404833</td>
</tr>
<tr>
<td>( a_{3,1} )</td>
<td>( a_{3,2} )</td>
<td>( b_{3,1} )</td>
<td>( b_{3,2} )</td>
<td>( c_{3,1} )</td>
<td>( c_{3,2} )</td>
</tr>
<tr>
<td>-1539.152</td>
<td>5.0631667</td>
<td>5.619713</td>
<td>0.004682089</td>
<td>-1757.187</td>
<td>0.00001684275</td>
</tr>
<tr>
<td>( a_{4,1} )</td>
<td>( a_{4,2} )</td>
<td>( b_{4,1} )</td>
<td>( b_{4,2} )</td>
<td>( c_{4,1} )</td>
<td>( c_{4,2} )</td>
</tr>
<tr>
<td>-1757.187</td>
<td>5.096</td>
<td>5.568577</td>
<td>0.004446496</td>
<td>-2219.861</td>
<td>0.000016007917</td>
</tr>
<tr>
<td>( a_{5,1} )</td>
<td>( a_{5,2} )</td>
<td>( b_{5,1} )</td>
<td>( b_{5,2} )</td>
<td>( c_{5,1} )</td>
<td>( c_{5,2} )</td>
</tr>
<tr>
<td>-2219.861</td>
<td>5.70675</td>
<td>6.171604</td>
<td>0.004794143</td>
<td>-1425.7394</td>
<td>0.0000141565</td>
</tr>
<tr>
<td>( a_{6,1} )</td>
<td>( a_{6,2} )</td>
<td>( b_{6,1} )</td>
<td>( b_{6,2} )</td>
<td>( c_{6,1} )</td>
<td>( c_{6,2} )</td>
</tr>
<tr>
<td>-1425.7394</td>
<td>4.7300083</td>
<td>5.099076</td>
<td>0.003934244</td>
<td>-1425.7394</td>
<td>0.0000141565</td>
</tr>
</tbody>
</table>

Figure 6.3 displays the power function of the first turbine.

The net hydraulic head is determined based on the reservoir forebay elevation, the tailwater elevation, and the frictional energy losses. For a total outflow \( Q \), the tailwater elevation can be computed from (Figure 6.4)

\[
Q \leq 3300 \text{ cfs} : t_w(Q) = 423.43666 + 2.8724141 Q - 1.7019926 Q^2 + \\
+ 0.69391531 Q^3 - 0.09701342 Q^4, \quad (6.10a)
\]

\[
Q \geq 3300 \text{ cfs} : t_w(Q) = \exp\{ 6.0498451 + 0.75771347 \times 10^{-2} [\ln(Q)] \\
+ 0.64189658 \times 10^{-3} [\ln(Q)]^2 - 0.98717478 \times 10^{-3} [\ln(Q)]^3 \\
+ 0.28708173 \times 10^{-3} [\ln(Q)]^4 \}, \quad (6.10b)
\]
where $t_w$ is obtained in feet when $Q$ is expressed in 1000 cfs. Some statistics of the above regression equations are included in the Table 6.5:

The frictional energy losses can be estimated from

$$f_r(u_i) = 1.5 \left( \frac{u_i}{580} \right)^2,$$

where $f_r$ is obtained in feet when $u_i$ is expressed in cfs (Figure 6.5, Georgia Power, 1988).

**Table 6.5: Statistics of the Tailwater Regression Equations**

<table>
<thead>
<tr>
<th></th>
<th>$Q \leq 3300$ cfs</th>
<th>$Q \geq 3300$ cfs</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of Variation Explained by Regression</td>
<td>99.9603</td>
<td>99.9976</td>
</tr>
<tr>
<td>St. Deviation of Residuals [ft]</td>
<td>0.0246</td>
<td>0.0234</td>
</tr>
<tr>
<td>Max. Pos. Deviation of Residuals [ft] (Predicted - Actual)</td>
<td>0.0352</td>
<td>0.0352</td>
</tr>
<tr>
<td>Max. Neg. Deviation of Residuals [ft] (Predicted - Actual)</td>
<td>-0.0360</td>
<td>-0.0340</td>
</tr>
</tbody>
</table>

Lastly, the net hydraulic head is obtained as follows:

$$h^h_i = h[s(k)] - t_w(Q) - f_r(u_i).$$

(6.12)

It is noted that although the previous system model was motivated by the Lloyd Shoals hydroelectric project, it includes all elements characterizing any reservoir system expected to provide hydroelectric services. Furthermore, the control method presented in the next section is also generally applicable.
Figure 6.3: The Power Function of the First Turbine
Figure 6.4: Tailwater Curve
Figure 6.5: Hydraulic Frictional Losses
6.4 Control Model

6.4.1 Overview

The control model is a stochastic dynamic optimization scheme which determines optimal daily release and power generation schedules. This model is based on the Extended Linear Quadratic Gaussian (ELQG) reservoir control method (Georgakakos and Marks, 1987, Georgakakos, 1989a,b), but it also includes certain new enhancements which make it more suitable for hydropower systems.

The control model (Figure 6.6) includes five operational levels which are activated in the following sequential manner: The goal of the first level is to determine the optimal generation time schedule and associated discharges which maximize turbine efficiency during the peak generation periods. If a feasible solution is found here, the process terminates. The optimal power generation schedules for the next day are implemented, and the decision process is repeated at the beginning of the next day. If, on the other hand, some of the upper storage bounds are violated, indicating high inflows, the controller activates its second level.

The second level abandons best efficiency operation and attempts to find a solution with the turbines running fully open; that is, at maximum power. Generation times are again constrained within the peak period. If this level fails to bring the reservoir storage within its bounds, the controller invokes its third level.

The third level relaxes the peak period restriction and additionally allows for off-peak generation at maximum power. If a feasible solution cannot be found still, the controller activates its fourth level.

The fourth level operates the hydroelectric plant at maximum power for 24 hours a day and additionally invokes the flood gate. The flood gate is the last operational control and, if it is unable to control the water levels from rising past the flash boards, the prescribed action is to run all available turbines and flood gate wide open.

If while in the first control level, the storage sequence violates its lower bounds (low flows), the controller actuates its fifth level. This level decreases the minimum generation requirement until the storage sequence becomes feasible. If this is not viable, the controller prescribes complete shut-down of the hydroelectric facility.

Each of the previous five levels, solves the real-time scheduling problem by utilizing a new, two-module, stochastic control procedure. A more detailed discussion of the functions of each control level and module follows next.
Figure 6.6: Control Model Structure
6.4.2 The First Control Level

The first control level is activated first and attempts to find optimal power generation and discharge schedules which maximize the efficiency of the turbines during the peak generation periods. In general, a streamflow forecasting model can be invoked at this stage to predict reservoir inflows over the control horizon. (Due to lack of adequate hydrologic data records, inflow forecasting can only be simulated here.) Subsequently, the control algorithm is called upon to solve the scheduling problem by iteratively activating two optimization modules (Figure 6.7).

The first optimization module (I) accepts the inflow forecasts from the forecasting model and estimates of the turbine discharges and leakage rates from the second module (II) and finds optimal power generation schedules (hours of generation within the peak generation period of each day).

The problem solved in this module is to find the optimal \((t(k), k=0, \ldots, N-1)\) sequence which minimizes

\[
J = E \left( \sum_{k=0}^{N-1} \sum_{i=1}^{6} \xi_i(k) \left[ p_i \max - t(k) p_i \left[ h_i, u_i \right] \right]^2 + L[s(N), N] \right) \quad (6.13)
\]

subject to

(a) the storage dynamics:

\[
s(k+1) = A(k) s(k) + B(k) t(k) + \omega(k) \quad (6.14)
\]

where \(A(k) = 1\),

\[
B(k) = - \sum_{i=1}^{6} \left[ \xi_i(k) u_i(k) + \psi_i(k) u_{i, min}(k) + (\xi_i(k) - \psi_i(k)) \ell_i(k) \right],
\]

\[
\omega(k) = w(k) - 24 \sum_{i=1}^{6} \left[ \psi_i(k) u_{i, min}(k) + (1 - \xi_i(k)) \ell_i(k) \right.
\]

\[
+ (\xi_i(k) - \psi_i(k)) \ell_i(k),
\]

\[
\xi_i(k) = \begin{cases} 
1, & \text{if turbine } i \text{ is operational during period } k, \\
0, & \text{if turbine } i \text{ is unavailable during period } k, \\
1, & \text{if turbine } i \text{ is designated to cover the minimum} \\
& \text{generation requirements during period } k.
\end{cases}
\]

\[
\psi_i(k) = \begin{cases} 
0, & \text{if turbine } i \text{ will not cover the minimum} \\
& \text{generation requirements during period } k;
\end{cases}
\]

(b) the storage and generation time constraints:

\[
\text{Prob}[s(k) \leq s_{min}(k)] \leq \gamma_{min}(k), \quad k=1, 2, \ldots, N, \quad (6.15a)
\]
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Figure 6.7: A Two-Module Control Method
Prob[s(k) ≥ s_{max}(k)] ≤ γ_{max}(k), \quad k=1,2,\ldots,N, \quad (6.15b)
\gamma_{min}(k) ≤ t(k) ≤ t_{max}(k), \quad k=0,1,\ldots,N-1. \quad (6.15c)

In the above index, \(t\) represents the target generation period (hours), and \(P_{i_{max}}\) is the maximum power output of turbine \(i\). Equation (6.14) follows directly from the definitions given in the previous section. The values of \(\xi, \psi, s_{min}, s_{max}, \gamma_{min}, \gamma_{max}, t_{min},\) and \(t_{max}\) are specified by the user. In this level, \([t_{min}, t_{max}]\) represents the peak generation period of each day (8:00 am to 10:00 pm for Monday through Friday), and \(s_{min}\) and \(s_{max}\) are the minimum and maximum storages as discussed in the previous section. The terminal cost term \(L[s(N),N]\) is a quadratic function with origin at the upper storage bound to reflect the long-term operation policy of maintaining high reservoir levels.

This is a stochastic control problem which can be solved via the ELQG control method (Georgakakos and Marks, 1987, Georgakakos, 1989a,b). For a detailed discussion of this method, the reader is referred to the previous citations. Herein the emphasis will be on the new method enhancements. The main difference between this and the more traditional reservoir control problem formulations (see, for instance, Georgakakos, 1989a) is that the optimization variables do not represent release volumes but rather power generation hours. As will be seen, this novelty leads to a more accurate description of the system's hydroelectric function.

In this level, the second control module (II) is commissioned to determine the discharge rates which maximize turbine efficiency over the interval \([0,t(k)]\) and satisfy the minimum generation requirements for the remainder of the day \([t(k),24]\). The efficiency \(e_i\) of the \(i\)th turbine is defined by

\[ e_i = \frac{p_i}{[\eta u_i h_i^n]}, \quad (6.16) \]

where \(p_i\) is the power generation function given by Equation (6.9), \(u_i\) is turbine discharge, \(h_i^n\) is the net hydraulic head, and \(\eta\) is a constant equal to 0.08465 when \(u_i\) is in cfs, \(h_i^n\) in feet, and \(p_i\) in KW. Figure 6.7 displays the power and efficiency curves of the first turbine for a net head of 100 feet.

Efficiency maximization is subject to power generation constraints,

\[ P_{i_{min}} \leq p_i \leq P_{i_{max}}, \quad i=1,2,\ldots,6, \quad (6.17) \]

and involves all turbines due to the coupling introduced by the net hydraulic head. Thus, the problem to be solved in this module is to find the discharges, \((u_i, i=1,\ldots,6)\), which maximize the efficiency
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Figure 8: Efficiency-Power Curves for the First Turbine
of the available turbines, \( (e_i, i=1,...,6) \), subject to the power constraints (6.17). For this problem, reservoir storage is specified by the first control module. If the first module problem is stochastic, reservoir storage can be set equal to its expected value.

Substituting the power expression (6.9) in Equation (6.16), yields

\[
e_i = \frac{1}{\eta u_i} \left[ a_{i,1} + \frac{a_{i,2}}{h_i^n} \right] - \frac{1}{\eta} \left[ b_{i,1} + \frac{b_{i,2}}{h_i^n} \right] + \frac{c_{i,1}}{h_i^n} + \frac{c_{i,2}}{h_i^n}, \quad (6.18)
\]

where \( h_i^n \) depends on the discharge \( u_i \) through Equation (6.12).

Taking the first and second derivatives of the above expression with respect to \( u_i \) is a tedious task, but it establishes that \( \frac{\partial^2 e_i}{\partial u_i^2} \) is negative and therefore demonstrates that \( e_i \) is a concave function of \( u_i \). Thus, the optimal \( u_i \)'s are those which set the first derivative of (6.18) equal to zero or, if this happens outside the feasible ranges defined by (6.16), those which correspond to the exceeded power bound. These optimal values are obtained here by the following algorithm:

**Algorithm IIa:** Specification of Turbine Discharge Rates for \([0,t(k)]\)

1. Set \( (u_i(k), i=1,...,6) \) equal to some initial values.
2. Determine the forebay elevation \( H = h[k] \), where \( k \) is the mean storage value specified by the first control module.
3. Determine the total reservoir outflow rate:

\[
Q = \sum_{i=1}^{6} \left[ \xi_i(k) u_i(k) + (1 - \xi_i(k)) \ell_i(k) \right], \quad (6.19)
\]

where \( \ell_i(k) \) is the leakage rate given by Equation (6.4a).
4. Compute the net hydraulic head for each turbine:

\[
h_i^n = H - \tau_w(Q) - f_T[u_i(k)], \quad i=1,...,6,
\]

where \( f_T[ ] \) is the frictional loss function (Eq. (6.11)).
5. Determine the discharge rates \( \dot{u}_i(k) \) which maximize turbine efficiency (Eq. (6.18)). Assuming that \( h_i^n \) are constant, these discharges can be analytically computed by taking the derivative of Equation (6.18) and setting it equal to zero. The result is the following:

\[
\dot{u}_i(k) = \frac{a_{i,2}}{h_i^n} + \frac{b_{i,2}}{h_i^n} + \frac{c_{i,2}}{h_i^n}, \quad i=1,...,6,
\]

(6.21)
6. Compute the power, \(P_i[h^p, \bar{u}_i]\), \(i = 1, \ldots, 6\), associated with the previous net heads and discharge rates from Equation (6.9).

If \(p_{\text{min}} > p_i[h^p, \bar{u}_i]\) or \(p_i[h^p, \bar{u}_i] > p_{\text{max}}\), compute the discharge rates that correspond to the exceeded power bound. These discharge rates can be computed by setting the left-hand side of Equation (6.9) equal to the exceeded power bound and solving the resulting quadratic equation with respect to \(u_i\). The solution is obtained from

\[
\bar{u}_i(k) = \frac{-B_i + \sqrt{B_i^2 - 4A_iC_i}}{2A_i},
\]

where

\[
A_i = c_{i,1} + c_{i,2}h_i^p,
\]

\[
B_i = b_{i,1} + b_{i,2}h_i^p,
\]

\[
C_i = a_{i,1} + a_{i,2}h_i^p - \text{p bound},
\]

and the values of \(a_{i,1}, a_{i,2}, b_{i,1}, b_{i,2}, c_{i,1},\) and \(c_{i,2}\) are given in Table 6.4.

7. Update the total reservoir outflow rate,

\[
\dot{Q} = \sum_{i=1}^{6} \left[ \xi_i(k) \bar{u}_i(k) + (1 - \xi_i(k)) \ell_i(k) \right],
\]

and compute the difference \(D = |\dot{Q} - \bar{Q}|\). If \(|D| \leq \epsilon\), terminate; otherwise repeat Steps 4 through 7. The value of \(\epsilon\) controls the accuracy of the solution and can be set, for instance, equal to 1 cfs.

The rational behind this algorithm is that turbine efficiency and power output are primarily controlled by turbine discharge while net head adjustments from iteration to iteration are relatively small. As a result, this optimization scheme is characterized by fast convergence rate requiring about 2 to 3 iterations to convergence.

The second task of the second module is to determine the discharge \(u_i(k)\) of the \(i\)th turbine which is designated to cover the minimum generation requirement of 2,000 KW over the remainder of the day \([t(k), 24]\). These computations can also be organized in a similar algorithmic manner.

**Algorithm III:** Specification of Turbine Discharge Rates for \([t(k), 24]\)

1. Set \(u_i^{\text{min}}(k)\) equal to some initial value.

2. Determine the forebay elevation \(H = h[s(k)]\), where \(s(k)\) is the mean storage value specified by the first control module.
3. Determine the total reservoir outflow rate:

$$Q = u^\text{min}_i(k) + \sum_{j=1}^{6} [(1 - \psi_j(k)) \ell_j(k)],$$

(6.28)

where $\ell_j(k)$ is the leakage rate given by Equation (6.4a).

4. Compute the net hydraulic head for the $i$th turbine:

$$h^n_i = H - t_r(Q) - f_r[u^\text{min}_i(k)],$$

(6.29)

where $f_r[\ ]$ is the frictional loss function (Eq. (6.11)).

5. Compute the discharge rates that correspond to the minimum generation requirement $P^\text{mg}$:

$$u^\text{min}_i(k) = \frac{-B_i + \sqrt{B_i^2 - 4A_iC_i}}{2A_i},$$

(6.30)

where

$$A_i = c_{i,1} + c_{i,2} h^n_i,$$

$$B_i = b_{i,1} + b_{i,2} h^n_i,$$

$$C_i = a_{i,1} + a_{i,2} h^n_i - P^\text{mg},$$

and the values of $a_{i,1}$, $a_{i,2}$, $b_{i,1}$, $b_{i,2}$, $c_{i,1}$, and $c_{i,2}$ are given in Table 6.4.

6. Update the total reservoir outflow rate,

$$\bar{Q} = u^\text{min}_i(k) + \sum_{j=1}^{6} [(1 - \psi_j(k)) \ell_j(k)],$$

(6.31)

and compute the difference $D = [\bar{Q} - Q]$. If $|D| \leq \varepsilon$, terminate; otherwise repeat Steps 4 through 6. Again, the value of $\varepsilon$ controls the accuracy of the solution and can be set equal to 1 cfs.

The previous tasks of the second control module are to be performed for all time periods $k$ of the control horizon $[0,N-1]$. Thus, the second control module accepts values of the mean storage trajectory from the solution of the first module problem, and it generates best efficiency and minimum generation discharge rates. These discharges are fed back and help update the first module solution, with this exchange continuing until convergence. At the completion of this process, the storage trajectory is examined for possible constraint violations. If storage constraints (6.8) are not violated, the model terminates and the first day's optimal generation schedule is implemented. If upper storage constraints (probability of exceedance is higher than the specified tolerance $\gamma^{\text{max}}$, indicating flood condition), the controller activates its second level. If, on the other hand, lower constraints cannot be satisfied (drought condition), the controller activates its fifth level.
6.4.3 The Second Control Level

The second level is activated when best efficiency discharges and the peak generation time of 14 hours daily excluding weekends cannot lower reservoir storage within its feasible range. The purpose here is to investigate whether maximizing power output within the peak period will prevent storage constraint violations. The solution is again obtained using the two-module control scheme described in the previous section with the following specifications:

Module I: As in the first level.

Module II: Step 5 of Algorithm IIa for the computation of the best efficiency discharge rates is replaced by Step 6 which is now performed for all available turbines.

If this level's solution is feasible, the model terminates. Otherwise, it invokes the third level.

6.4.4 The Third Control Level

The third level lifts the peak generation period restriction and allows for up to 24-hour daily generation time for both week-days and weekends. The solution is obtained as in the previous levels with the following specifications:

Module I: The values of the parameters \( t_p \) and \((t^\text{max}(k), k=0,...,N-1)\) in Index (6.13) and Constraints (6.15c) are set equal to 24 hours.

Module II: As in the second control level.

As before, if the solution is feasible, the model terminates; otherwise, it activates the fourth level.

6.4.5 The Fourth Control Level

The fourth level is activated when turbine discharge rates at maximum power output are inadequate to prevent reservoir levels from exceeding the flash board tripping threshold of 530 feet. The last operational control is to force reservoir storage within the permissible bounds by utilizing the flood gate. Generation times are now fixed to 24 hours, and turbine discharges correspond to the highest allowable power output. The problem here is to find the necessary flood gate operation schedules which produce feasible reservoir storages. The solution can again be found by using the two-module control scheme introduced earlier in the following manner:
Module I: The problem solved in this Module can be stated as follows:
Determine the optimal flood gate operation schedule \( t_f(k), k=0,1,\ldots,N-1 \) which minimizes
\[
J = E \left( \sum_{k=0}^{N-1} \left[ s(k) - s^*(k) \right]^2 + [s(N) - s^*(N)]^2 \right)
\]
subject to
(a) the storage dynamics:
\[
s(k+1) = A(k) s(k) + B(k) t_f(k) + w(k)
\]
where \( A(k) = 1, \)
\( B(k) = f(k) \) (flood gate outflow rate as computed by Eq. (6.6))
\[
\omega(k) = w(k) - 24 \sum_{i=1}^{6} [\xi_i(k) u_i(k) + (1 - \xi_i(k)) l_i(k)]
\]
\[
\xi_i(k) = \begin{cases} 
1, & \text{if turbine } i \text{ is operational during period } k, \\
0, & \text{if turbine } i \text{ is unavailable during period } k,
\end{cases}
\]
(b) the storage and generation time constraints:
\[
\text{Prob}[s(k) \leq s_{\text{min}}(k)] \leq \gamma_{\text{min}}(k), \quad k=1,2,\ldots,N, \quad (6.34a)
\]
\[
\text{Prob}[s(k) \geq s_{\text{max}}(k)] \leq \gamma_{\text{max}}(k), \quad k=1,2,\ldots,N, \quad (6.34b)
\]
\[
0 \leq t_f(k) \leq 24, \quad k=0,1,\ldots,N-1. \quad (6.34c)
\]
In the above formulation, \( s^*(k), k=1,\ldots,N, \) can be set equal to the upper storage bounds, the purpose being to determine the necessary flood gate releases which will satisfy the violated storage constraints. As before, the solution of this stochastic control problem may be obtained by the ELQG control method.

Module II: The purpose of this Module is simply to determine the discharge rates which maximize power output. The procedure is similar to the one presented in the third level with the exception of Steps 3 and 7, in Algorithm IIa, where the total reservoir outflows should be computed by
\[
Q = \sum_{i=1}^{6} [\xi_i(k) u_i(k) + (1 - \xi_i(k)) l_i(k)] + f(k), \quad (6.35)
\]
\[
\dot{Q} = \sum_{i=1}^{6} [\xi_i(k) \dot{u}_i(k) + (1 - \xi_i(k)) \dot{l}_i(k)] + f(k). \quad (6.36)
\]
Flood gate release is the last control that can be exercised by the operator and even if reservoir storage cannot be sufficiently lowered, the model terminates suggesting that all turbines and the flood gate be
operated fully open 24 hours a day. The reason for letting water through the flood gate is to keep reservoir storage from exceeding the level of 530 feet. As discussed in Section 2, when water level rises above this threshold, the flash boards trip and cannot be repositioned until water level falls below 528 feet, causing a substantial loss of hydraulic head and water volume.

6.4.6 The Fifth Control Level

Levels 2, 3, and 4 are sequentially invoked depending on the severity of the upcoming flood. The fifth level is invoked during droughts when the optimal generation times are zero, and certain lower storage constraints are still violated. This level simply reduces the initially specified 2000 KW minimum generation requirements by 500 KW at a time, and it terminates when storage becomes feasible. The solution is obtained by following the procedures outlined in the first level; the only difference is that Algorithm IIβ is implemented with reduced values of the minimum generation Pmg. These reductions amount to 500 KW each time. If Pmg is reduced to 500 KW without attaining storage feasibility, the controller prescribes that the power plant be completely shut down.
6.5 Case Studies

6.5.1 Control Experiments

This section presents some computational experience with the control scheme presented earlier. The purpose here is (1) to provide engineering insight to this method's performance in real time decision operations and (2) to familiarize the user with the program's result presentation format.

For all three control experiments to be presented, the reservoir is initially assumed to have a storage of 4,000 million cubic feet and the control horizon is taken equal to 14 days. The lower and upper storage bounds are equal to 3,118 and 4,660 million cubic feet respectively (corresponding to 522 and 530 feet reservoir elevations). The starting date is Friday, January 1st, 1988. Apart from maximizing peak energy output, the controller also attempts to maintain end-of-horizon storage as high as possible. The tolerance levels $\gamma$ are set equal to 2.5%. The objective of the control experiments is to maximize peak power generation under three different hypothetical inflow forecast scenarios. The inflow forecast statistics are shown on Figure 6.9. The forecast probability distributions are assumed to be lognormal with mean and standard deviation as indicated. Table 6.6 presents the optimal schedules for the first experiment. (Results are included for the first ten days of the control horizon.) For each period (day) the following quantities are reported: turbine discharge and power output during the daily generation time; turbine leakage for the non-generation period; power generation time; mean end-of-day storage and reservoir level; minimum generation output, designated turbine, and discharge; and flood gate discharge and operation time. Figure 6.10 portrays the optimal generation time and storage sequences. The dashed lines delineate the associated bounds; the three lines in the storage graph represent the mean and the 95% probability band about the mean. As can be seen from these results, the controller finds the optimal solution while in the first operational level. Namely, turbines "run" at best efficiency for a portion of the 14-hour peak generation period. The second, third, ninth, and tenth days, corresponding to Saturdays and Sundays, have no peak generation periods. For Turbines 2, 4, and 5 best efficiency generation implies maximum power output.

Table 6.7 and Figure 6.11 summarize the results of the second computational experiment with intermediate flow statistics. The optimal sequences are now found with the system in the third level of operation where all six turbines "run" at full gate for up to 24 hours a day including weekends.

Lastly, Table 6.8 and Figure 6.12 report the results of the third computational experiment. Anticipating high flows, the controller resorts to the fourth level where the flood gate may be opened to
prevent overtopping of the flash boards. Although overtopping may happen 14 days into the future, the controller indicates that the flood gate must be operated from the first day (3.48 hours) if the associated risk is to be kept lower than or equal to 2.5%.

The previous experiments were performed on a CYBER 180/990 digital computer. Each experiment required approximately 2 CPU seconds. High computational efficiency is a distinctive characteristic of this approach and is due to the excellent convergence properties of the control algorithms developed. As a result, microcomputer implementations are also feasible.
Figure 6.9: Inflow Forecast Statistics
Figure 6.10: Optimal Sequences for Experiment #1
## Table 6.6: Optimal Schedules for Experiment #1

<table>
<thead>
<tr>
<th>PERIOD</th>
<th>TURBINE</th>
<th>POWER (KW)</th>
<th>DISCHARGE (CFS)</th>
<th>LEAKAGE (CFS)</th>
<th>FORECASTED END-OF-PERIOD RESERVOIR LEVEL</th>
<th>GENERATION TIME</th>
<th>FLOOD GATE RELEASE</th>
<th>FLOOD GATE OPERATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>364.18</td>
<td>10.68</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>364.18</td>
<td>10.68</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>364.18</td>
<td>10.68</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>364.18</td>
<td>10.68</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>364.18</td>
<td>10.68</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

**Optimal Release and Power Generation Schedules**

**Starting Date:** 1/1/1988

**Minimum Generation:** 2000.00 KW from Turbine #1 at 364.18 CFS Discharge

**Forecasted End-Of-Period Reservoir Storage:** 364.18 MILLION CUBIC FEET

**Forecasted End-Of-Period Storage:** 3904.02 MILLION CUBIC FEET

**Minimum Generation:** 2000.00 KW from Turbine #1 at 364.18 CFS Discharge

**Forecasted End-Of-Period Reservoir Level:** 526.17 FT

**Forecasted End-Of-Period Storage:** 3904.02 MILLION CUBIC FEET

**Full Gate Operation:** 0.00 HRS

**Flood Gate Release:** 0.00 CFS

**Power (KW):** 0.00 0.00 0.00 0.00 0.00 0.00

**Discharge (CFS):** 0.00 0.00 0.00 0.00 0.00 0.00

**Period 2**

**Minimum Generation:** 2000.00 KW from Turbine #1 at 364.18 CFS Discharge

**Forecasted End-Of-Period Reservoir Storage:** 364.18 MILLION CUBIC FEET

**Forecasted End-Of-Period Storage:** 3904.02 MILLION CUBIC FEET

**Minimum Generation:** 2000.00 KW from Turbine #1 at 364.18 CFS Discharge

**Forecasted End-Of-Period Reservoir Level:** 526.17 FT

**Forecasted End-Of-Period Storage:** 3904.02 MILLION CUBIC FEET

**Full Gate Operation:** 0.00 HRS

**Flood Gate Release:** 0.00 CFS

**Power (KW):** 0.00 0.00 0.00 0.00 0.00 0.00

**Discharge (CFS):** 0.00 0.00 0.00 0.00 0.00 0.00

**Period 3**

**Minimum Generation:** 2000.00 KW from Turbine #1 at 364.18 CFS Discharge

**Forecasted End-Of-Period Reservoir Storage:** 364.18 MILLION CUBIC FEET

**Forecasted End-Of-Period Storage:** 3904.02 MILLION CUBIC FEET

**Minimum Generation:** 2000.00 KW from Turbine #1 at 364.18 CFS Discharge

**Forecasted End-Of-Period Reservoir Level:** 526.17 FT

**Forecasted End-Of-Period Storage:** 3904.02 MILLION CUBIC FEET

**Full Gate Operation:** 0.00 HRS

**Flood Gate Release:** 0.00 CFS

**Power (KW):** 0.00 0.00 0.00 0.00 0.00 0.00

**Discharge (CFS):** 0.00 0.00 0.00 0.00 0.00 0.00
Figure 6.11: Optimal Sequences for Experiment #2
### Table 6.7: Optimal Schedules for Experiment #2

<table>
<thead>
<tr>
<th>Period</th>
<th>TURBINE</th>
<th>DISCHARGE (CFS)</th>
<th>LEAKAGE (CFS)</th>
<th>POWER (KW)</th>
<th>FLOOD GATE RELEASE</th>
<th>FULL GATE OPERATION</th>
<th>FLOOD GATE RELEASE</th>
<th>FULL GATE OPERATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>610.88</td>
<td>36.84</td>
<td>3200.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>615.01</td>
<td>36.69</td>
<td>3200.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>617.16</td>
<td>36.62</td>
<td>3200.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>618.71</td>
<td>36.77</td>
<td>3200.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>621.07</td>
<td>36.85</td>
<td>3200.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>623.78</td>
<td>36.92</td>
<td>3200.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

**Note:** The table continues with similar entries for each period, showing discharge, leakage, power generation, and full gate operation. The data includes start dates, minimum generation, generation times, and forecasted end-of-period reservoir levels and storages.
Figure 6.12: Optimal Sequences for Experiment #3
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Table 6.8: Optimal Schedules for Experiment #3

<table>
<thead>
<tr>
<th>Period</th>
<th>Turbine #</th>
<th>Discharge (CFS)</th>
<th>Power (KW)</th>
<th>Leakage (CFS)</th>
<th>Generation Time</th>
<th>Flood Gate Release (CFS)</th>
<th>Forecasted End-Of-Period Storage (Million Cubic Feet)</th>
<th>Forecasted End-Of-Period Reservoir Level (FT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>621.07</td>
<td>3200.00</td>
<td>0.00</td>
<td>24.00 HRS</td>
<td>1308.55</td>
<td>3687.83</td>
<td>525.37</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>665.89</td>
<td>3200.00</td>
<td>0.00</td>
<td>24.00 HRS</td>
<td>1308.55</td>
<td>3687.83</td>
<td>525.37</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>619.76</td>
<td>3200.00</td>
<td>0.00</td>
<td>24.00 HRS</td>
<td>1308.55</td>
<td>3687.83</td>
<td>525.37</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>664.36</td>
<td>3200.00</td>
<td>0.00</td>
<td>24.00 HRS</td>
<td>1308.55</td>
<td>3687.83</td>
<td>525.37</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>684.09</td>
<td>3200.00</td>
<td>0.00</td>
<td>24.00 HRS</td>
<td>1308.55</td>
<td>3687.83</td>
<td>525.37</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>727.43</td>
<td>3200.00</td>
<td>0.00</td>
<td>24.00 HRS</td>
<td>1308.55</td>
<td>3687.83</td>
<td>525.37</td>
</tr>
</tbody>
</table>

Optimal Release and Power Generation Schedules
Starting Date: 1/1/1988
6.5.2 Simulation Experiments

Simulation experiments are intended to evaluate the system performance using the new control method. Among the issues to be investigated are the hydroelectric potential of Lloyd Shoals, the value of better inflow forecasts, the value of an additional (7th) turbine, and the hydroelectric losses due to turbine leakage.

6.5.2.1 Data Base

Simulation experiments may be conducted using historically observed or synthetically generated inflow sequences. In the case of the Lloyd Shoals Project, reservoir inflows can only be estimated through lake level and outflow discharge measurements. However, such records are not yet computerized and, therefore, prohibit the estimation of long historical inflow sequences. Thus, synthetic simulation experiments are only viable here. A brief description of the available data base follows.

(a) The rainfall data record includes daily values for the period from October 1980 through September 1981 from the five most relevant National Weather Service (NWS) stations located in Georgia. These stations are in Atlanta (WSO), Covington, Experiment, Jonesboro, and Monticello and are representative of the rainfall activity over the southern part of the Lloyd Shoals watershed. Unfortunately, the NWS station network does not adequately cover the upper basin. Mean areal precipitation estimates were obtained using the Thiessen estimation procedure (Figure 6.13).

(b) Evaporation data were compiled for October 1980 through September 1981 from two NWS stations located at Experiment and Athens. This study, however, primarily utilizes the Athens data (Figure 6.13) because the Experiment record is incomplete.

(c) The streamflow record includes daily values for the 1980-1981 water year from USGS station 02210500 on the Ocmulgee river near the City of Jackson. This station is approximately one mile downstream from Lloyd Shoals Dam, and its readings are considered representative of the total reservoir outflow.

(d) Daily reservoir elevations for the 1980-1981 water year were compiled from Georgia Power records. These values were used with the streamflow record to generate the sequence of net reservoir inflows to the Lloyd Shoals project. This analysis was performed using water balance considerations and the reservoir elevation versus storage relationship, derived from regression analysis of surveying data. A plot of the estimated net reservoir inflow values appears on Figure 6.13.
Figure 6.13: Rainfall, Evaporation, and Net Reservoir Inflows for Lloyd Shoals (1980 – 1981 Water Year)
The geomorphologic characteristics of the Lloyd Shoals watershed were compiled from USGS 1:100,000 scale maps. The watershed was divided into five subbasins drained by the Alcovy River, Yellow, South River, Walnut Creek, and Tussahaw Creek. In each subbasin, each stream was delineated and ranked according to the Strahler ranking system. Then the following characteristics were measured and computerized: stream order, order of receptor stream, length, and slope. This information was processed for a total of 664 streams.

Based on the above geomorphoclimatic data, a physically-based rainfall-runoff model was calibrated and subsequently used to generate thirty years of daily net reservoir inflows. This model (Georgakakos and Kabouris, 1989) utilizes the concept of geomorphologic instantaneous unit hydrographs and requires a series of rainfall inputs. These inputs were generated using a statistical rainfall model, which was developed as follows:

The daily rainfall data in (a) were grouped into the following two sets depending on season: one included the rainfall events over the rainy season (December through June) and the other included the events over the dry season (July through November). The assumption was made that the events in each group follow a Poisson process (Benjamin and Cornell, 1970, Eagleson, 1978) with exponentially-distributed storm durations and interstorm periods and gamma-distributed storm depths. More specifically, it was assumed that $t_s$ (storm duration), $t_i$ (interstorm period), and $d$ (rainfall depth) have the following probability distributions:

\[ f_{T_s}(t_s) = \lambda_s e^{-\lambda_s t_s}, \quad (6.37) \]
\[ f_{T_i}(t_i) = \lambda_i e^{-\lambda_i t_i}, \quad (6.38) \]
\[ f_D(d) = \frac{\lambda_d (\lambda_d d)^{\kappa_d - 1} e^{-\lambda_d d}}{\Gamma(\kappa_d)}, \quad (6.39) \]

where $f_X(x)$ represents the probability density of the random variable $X$ evaluated at $x$; $\lambda_s$, $\lambda_i$, $\lambda_d$, $\kappa_d$ are calibration parameters; and $\Gamma(\kappa_d)$ is the incomplete gamma function:

\[ \Gamma(\kappa_d) = \int_0^\infty e^{-x} x^{\kappa_d - 1} \, dx. \quad (6.40) \]

The previous parameters were calibrated for each period and were set equal to the following estimated values:
Table 6.9: Parameters of the Rainfall Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rainy Season (December – June)</th>
<th>Dry Season (July – November)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_s$ [days$^{-1}$]</td>
<td>0.2605</td>
<td>0.3200</td>
</tr>
<tr>
<td>$\lambda_i$ [days$^{-1}$]</td>
<td>0.3263</td>
<td>0.3243</td>
</tr>
<tr>
<td>$\lambda_d$ [intches$^{-1}$]</td>
<td>1.4045</td>
<td>0.7324</td>
</tr>
<tr>
<td>$\kappa_d$</td>
<td>1.4841</td>
<td>0.4480</td>
</tr>
</tbody>
</table>

The rationale behind this simple rainfall generation model is to preserve the statistical nature of the basic storm characteristics (duration, interstorm period, and storm depth) for both the rainy and the dry seasons. A synthetic storm sequence can be developed by generating independent random values for the triplet $[t_i, d, t_r]$ that defines each storm event. In this study, the generated synthetic storm sequence was thirty years long. This sequence constituted the rainfall input for the previously mentioned rainfall–runoff model which was then used to generate a 30-year long sequence of net reservoir inflows. These inflows are the basis of the simulation process presented in the next section.

6.5.2.2 The Simulation Process

The simulation process (Figure 6.14) seeks to imitate the operation of the Lloyd Shoals reservoir under the guidance of the control model previously discussed. At the beginning of each day, an inflow forecasting model is first invoked to provide inflow forecasts over the control horizon. These forecasts become available to the control model which finds optimal power generation and discharge schedules according to the methodology presented in Section 4. The schedules for the first day are implemented, the actual inflow values are generated, and the system outputs (end-of-day reservoir storage, actual turbine release, leakage rates, flood gate and flash board releases, peak and off-peak power generation) are computed and recorded. This process is repeated at the beginning of each day for the duration of the simulation horizon (30 years).

The lack of sufficient hydrologic data prohibits the valid calibration of an inflow forecasting model. Instead, this model operation is herein simulated as follows: Let the daily, apriori, inflow means and variances be denoted as $\mu(k)$ and $\sigma^2(k)$ respectively. These statistics were obtained from the generated net reservoir inflow series. Then, at the beginning of each day, the forecasts (mean, $m(k)$, and forecast error
Figure 6.14: The Simulation Process
variance, \( s^2(k) \) are computed by the following process:

1. Generate \( N \) independent standard normal variables \( \omega(k), k=1,...,N \).

2. Transform the previous variables into normal variables with mean \( q(k) \) and variance \( [0.05 q(k) (1-\rho)]^2 \), where \( q(k) \) is the net reservoir inflow for day \( k \) and \( \rho \) is a forecast parameter in the range \([0,1]\).

\[
w(k) = \omega(k) 0.05 q(k) [1 - \rho] + q(k), \quad k=1,...,N. \tag{6.41}
\]

3. Forecast the upcoming inflows from

\[
m(k) = \mu(k) + [w(k) - \mu(k)] \rho^k, \quad k=1,...,N. \tag{6.42}
\]

4. Compute the associated forecast error variance from

\[
s^2(k) = \sigma^2(k) [1 - (\rho^2)^k], \quad k=1,...,N. \tag{6.43}
\]

This procedure has the following characteristics:

(i) For a given \( \rho \), the forecast statistics tend to the apriori means \( \mu(k) \) and the associated variances \( \sigma^2(k) \) with time. This becomes evident from Equations (6.42) and (6.43) as \( \rho^k \) tends to 0 and \( [1 - (\rho^2)^k] \) tends to 1.

(ii) As \( \rho \) tends to 1, the forecasting accuracy improves, since \( w(k) \) tends to \( q(k) \), \( m(k) \) tends to \( w(k) \), and \( s^2(k) \) tends to zero. For \( \rho=1 \), this model generates perfect forecasts.

(iii) As \( \rho \) tends to 0, the forecasting accuracy deteriorates, since \( m(k) \) tends to \( \mu(k) \) and \( s^2(k) \) tends to \( \sigma^2(k) \). For \( \rho=0 \), the previous scheme simply generates the apriori statistics.

(iv) For realism, the forecasts are assumed to follow lognormal probability distributions.

Thus, at the beginning of each day and depending on the value of \( \rho \), the previous model generates inflow forecasts for the upcoming days of the control horizon. Then, the control model determines the optimal power generation and release schedules, and the system response is simulated. For accuracy, this simulation is performed on hourly intervals and is based on the following assumptions:

(a) If the optimal generation time schedule, \( t^*(k) \), is less than or equal to 16 hours, power generation is assumed to begin at 8:00 am; otherwise, power generation begins at \([24 - t^*(k)] \) am and ends at 12:00 midnight.

(b) If the optimal decision calls for flood gate releases, flood gate operation begins at 12:00 midnight.

(c) If at any time within the day, the reservoir level exceeds the threshold of 530 feet, the flash boards trip and cannot be reset until the water level has receded below elevation 528 feet. To maximize energy generation during this time, the flood gate is completely shut, and all turbines operate at maximum power. The spillway outflow is determined from

\[
Q_s = 0.2567755 \times 10^7 - 0.14145744 \times 10^5 H + 0.2615793 \times 10^2 H^2 - 0.16108972 \times 10^{-1} H^3, \tag{6.44}
\]

where \( H \) is the reservoir elevation in feet and \( Q_s \) is the spillway
outflow in thousands of cfs.

(d) The hourly net reservoir inflow is equal to \( q(k)/24 \), where \( q(k) \) is the daily synthetic inflow value generated as explained in Section 5.2.1.

(e) For each hourly interval, the simulation routine computes the following quantities: end-of-the-hour reservoir storage, turbine release and leakage, spillway and flood gate outflows, and peak and off-peak power generation. At the end of each day, the corresponding daily values are determined by summation.

6.5.2.3 Five Simulation Experiments

The simulation experiments differ in the values of the forecast parameter \( \rho \), the tolerance levels \( \gamma \), the number of the operational turbines, and the turbine leakage rate. Some common features are that the initial storage is set equal to 4,247 million cubic feet and that the control horizon is 14 days. More specifically, the characteristics of each experiment are summarized below:

<table>
<thead>
<tr>
<th>Simulation Experiment</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>50%</td>
<td>2.5%</td>
<td>2.5%</td>
<td>2.5%</td>
<td>2.5%</td>
</tr>
<tr>
<td>Turbines</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Leakage</td>
<td>( \kappa^{\text{ref}} )</td>
<td>( \kappa^{\text{ref}} )</td>
<td>( \kappa^{\text{ref}} )</td>
<td>( \kappa^{\text{ref}} )</td>
<td>0.01 ( \kappa^{\text{ref}} )</td>
</tr>
</tbody>
</table>

In the previous table, the 50\% value for \( \gamma \) indicates that the corresponding control model is only concerned with maintaining the mean storage sequence within the storage bounds (deterministic optimization). When \( \gamma=2.5\% \), the storage constraints are satisfied 2.5\% of the time (stochastic optimization). The turbines of Model V are assumed to have parameters \( \kappa^{\text{ref}} \) which are ten times lower than the values reported in Table 6.1.

Statistical analysis was employed to evaluate the performance of each control model over the 30-year simulation period. Table 6.11 reports the results of this analysis on a yearly basis; the monthly statistics are presented in Tables 6.12 through 6.16. Each table includes the mean and 5\% and 95\% percentiles of the reservoir storage, flood gate and flash board releases, turbine release and leakage, inflow, peak and off-peak energy generation. Several comments are now in order.
Table 6.11: Annual Statistics for the Simulation Experiments

<table>
<thead>
<tr>
<th>Expmt.</th>
<th>Flood Storage</th>
<th>Flash Gate Release</th>
<th>Flash Board Release</th>
<th>Turbine Leakage</th>
<th>Inflow</th>
<th>Peak Power</th>
<th>Off-Pk. Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>2,779</td>
<td>0</td>
<td>188</td>
<td>12,641</td>
<td>5,136</td>
<td>19,619</td>
<td>13,138</td>
</tr>
<tr>
<td>Mean</td>
<td>3,635</td>
<td>0</td>
<td>6,150</td>
<td>21,751</td>
<td>6,737</td>
<td>37,446</td>
<td>28,998</td>
</tr>
<tr>
<td>95%</td>
<td>3,906</td>
<td>0</td>
<td>11,969</td>
<td>37,367</td>
<td>6,411</td>
<td>51,921</td>
<td>40,587</td>
</tr>
<tr>
<td>II</td>
<td>2,515</td>
<td>0</td>
<td>0</td>
<td>12,947</td>
<td>4,857</td>
<td>19,619</td>
<td>13,724</td>
</tr>
<tr>
<td>Mean</td>
<td>3,504</td>
<td>260</td>
<td>2,631</td>
<td>21,162</td>
<td>5,528</td>
<td>37,446</td>
<td>29,791</td>
</tr>
<tr>
<td>95%</td>
<td>3,876</td>
<td>1,026</td>
<td>6,099</td>
<td>41,394</td>
<td>6,213</td>
<td>51,921</td>
<td>41,508</td>
</tr>
<tr>
<td>III</td>
<td>2,537</td>
<td>0</td>
<td>0</td>
<td>13,145</td>
<td>5,243</td>
<td>19,619</td>
<td>13,997</td>
</tr>
<tr>
<td>Mean</td>
<td>3,461</td>
<td>71</td>
<td>2,492</td>
<td>29,209</td>
<td>5,799</td>
<td>37,446</td>
<td>30,621</td>
</tr>
<tr>
<td>95%</td>
<td>3,841</td>
<td>349</td>
<td>5,772</td>
<td>41,187</td>
<td>6,365</td>
<td>51,921</td>
<td>43,009</td>
</tr>
<tr>
<td>IV</td>
<td>2,947</td>
<td>0</td>
<td>0</td>
<td>13,382</td>
<td>4,705</td>
<td>19,619</td>
<td>12,651</td>
</tr>
<tr>
<td>Mean</td>
<td>3,810</td>
<td>455</td>
<td>262</td>
<td>31,208</td>
<td>5,556</td>
<td>37,446</td>
<td>30,277</td>
</tr>
<tr>
<td>95%</td>
<td>4,063</td>
<td>1,918</td>
<td>1,891</td>
<td>45,331</td>
<td>6,551</td>
<td>51,921</td>
<td>43,061</td>
</tr>
<tr>
<td>V</td>
<td>3,575</td>
<td>0</td>
<td>0</td>
<td>19,251</td>
<td>448</td>
<td>19,619</td>
<td>18,612</td>
</tr>
<tr>
<td>Mean</td>
<td>3,896</td>
<td>470</td>
<td>261</td>
<td>36,216</td>
<td>533</td>
<td>37,446</td>
<td>35,514</td>
</tr>
<tr>
<td>95%</td>
<td>4,108</td>
<td>2,044</td>
<td>1,891</td>
<td>49,483</td>
<td>634</td>
<td>51,921</td>
<td>46,824</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>MWH</td>
<td>MWH</td>
</tr>
<tr>
<td>J</td>
<td>Mean 3581.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>188.3</td>
<td>271.2</td>
<td>753.9</td>
<td>167.2</td>
</tr>
<tr>
<td>95 %</td>
<td>3152.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>433.9</td>
<td>290.4</td>
<td>845.6</td>
<td>334.3</td>
</tr>
<tr>
<td>M</td>
<td>Mean 3539.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>9.9</td>
<td>333.3</td>
<td>259.0</td>
<td>7.7</td>
</tr>
<tr>
<td>95 %</td>
<td>2708.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>264.6</td>
<td>107.0</td>
<td>580.5</td>
<td>1985.7</td>
</tr>
<tr>
<td>A</td>
<td>Mean 3565.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>265.9</td>
<td>134.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>2185.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>353.5</td>
<td>51.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>J</td>
<td>Mean 3872.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>405.8</td>
<td>161.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4422.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>531.7</td>
<td>2784.5</td>
<td>1555.9</td>
<td>779.9</td>
</tr>
<tr>
<td>M</td>
<td>Mean 3989.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>3519.4</td>
<td>3982.9</td>
<td>609.2</td>
<td>3546.8</td>
</tr>
<tr>
<td>95 %</td>
<td>4392.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>359.5</td>
<td>83.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>A</td>
<td>Mean 4068.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>351.9</td>
<td>2874.5</td>
<td>1555.9</td>
<td>779.9</td>
</tr>
<tr>
<td>95 %</td>
<td>4417.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2979.5</td>
<td>2073.7</td>
<td>835.0</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Mean 3495.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>305.9</td>
<td>213.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4332.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2705.2</td>
<td>3123.9</td>
<td>724.0</td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>Mean 3319.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>301.9</td>
<td>284.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4249.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>270.9</td>
<td>2093.2</td>
<td>664.1</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Mean 3443.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>109.3</td>
<td>341.4</td>
<td>321.7</td>
<td>75.1</td>
</tr>
<tr>
<td>95 %</td>
<td>2965.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>123.9</td>
<td>321.7</td>
<td>75.1</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>Mean 3586.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>315.2</td>
<td>562.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4352.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>343.2</td>
<td>562.9</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>
Table 6.13: Monthly Simulation Statistics for Experiment II

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>MWH</td>
<td>MWH</td>
</tr>
<tr>
<td>5 %</td>
<td>3153.2</td>
<td>0.0</td>
<td>0.0</td>
<td>295.9</td>
<td>206.4</td>
<td>753.9</td>
<td>201.9</td>
</tr>
<tr>
<td>J Mean</td>
<td>3740.5</td>
<td>29.8</td>
<td>284.9</td>
<td>2707.7</td>
<td>469.5</td>
<td>3465.0</td>
<td>2614.8</td>
</tr>
<tr>
<td>95 %</td>
<td>4470.3</td>
<td>222.6</td>
<td>2371.7</td>
<td>6973.2</td>
<td>588.4</td>
<td>9897.0</td>
<td>5474.5</td>
</tr>
<tr>
<td>5 %</td>
<td>3244.3</td>
<td>0.0</td>
<td>0.0</td>
<td>433.0</td>
<td>216.8</td>
<td>845.6</td>
<td>287.5</td>
</tr>
<tr>
<td>F Mean</td>
<td>3812.2</td>
<td>12.1</td>
<td>215.1</td>
<td>2670.8</td>
<td>415.9</td>
<td>3406.7</td>
<td>2691.4</td>
</tr>
<tr>
<td>95 %</td>
<td>4458.2</td>
<td>95.7</td>
<td>1142.5</td>
<td>5977.8</td>
<td>546.1</td>
<td>7186.6</td>
<td>5145.3</td>
</tr>
<tr>
<td>5 %</td>
<td>3072.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>282.0</td>
<td>259.0</td>
<td>0.0</td>
</tr>
<tr>
<td>M Mean</td>
<td>3720.4</td>
<td>11.3</td>
<td>203.5</td>
<td>2702.2</td>
<td>470.7</td>
<td>3212.1</td>
<td>2807.9</td>
</tr>
<tr>
<td>95 %</td>
<td>4331.7</td>
<td>127.0</td>
<td>1286.0</td>
<td>5747.8</td>
<td>588.2</td>
<td>7791.3</td>
<td>5345.3</td>
</tr>
<tr>
<td>5 %</td>
<td>2803.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>126.7</td>
<td>107.0</td>
<td>0.0</td>
</tr>
<tr>
<td>A Mean</td>
<td>3658.6</td>
<td>70.2</td>
<td>171.3</td>
<td>2873.2</td>
<td>430.0</td>
<td>3537.2</td>
<td>2741.4</td>
</tr>
<tr>
<td>95 %</td>
<td>4451.5</td>
<td>599.0</td>
<td>1058.5</td>
<td>7831.5</td>
<td>570.0</td>
<td>9493.6</td>
<td>5833.6</td>
</tr>
<tr>
<td>5 %</td>
<td>2750.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>131.4</td>
<td>134.8</td>
<td>0.0</td>
</tr>
<tr>
<td>M Mean</td>
<td>3629.9</td>
<td>72.2</td>
<td>262.0</td>
<td>2994.8</td>
<td>440.8</td>
<td>3880.5</td>
<td>2970.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4436.3</td>
<td>475.3</td>
<td>3110.9</td>
<td>8140.6</td>
<td>588.3</td>
<td>11675.7</td>
<td>6085.5</td>
</tr>
<tr>
<td>5 %</td>
<td>1731.5</td>
<td>0.0</td>
<td>0.0</td>
<td>750.8</td>
<td>256.1</td>
<td>51.1</td>
<td>813.3</td>
</tr>
<tr>
<td>J Mean</td>
<td>3433.5</td>
<td>10.1</td>
<td>311.6</td>
<td>2365.4</td>
<td>443.9</td>
<td>2689.5</td>
<td>2476.5</td>
</tr>
<tr>
<td>95 %</td>
<td>4453.7</td>
<td>102.4</td>
<td>3121.3</td>
<td>5853.5</td>
<td>509.5</td>
<td>9270.2</td>
<td>5010.2</td>
</tr>
<tr>
<td>5 %</td>
<td>1185.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>327.6</td>
<td>161.9</td>
<td>0.0</td>
</tr>
<tr>
<td>J Mean</td>
<td>3060.0</td>
<td>4.0</td>
<td>166.4</td>
<td>2277.0</td>
<td>460.0</td>
<td>2784.5</td>
<td>2452.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4315.9</td>
<td>56.9</td>
<td>1554.6</td>
<td>5004.1</td>
<td>531.2</td>
<td>7815.3</td>
<td>4643.6</td>
</tr>
<tr>
<td>5 %</td>
<td>810.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>312.7</td>
<td>83.8</td>
<td>0.0</td>
</tr>
<tr>
<td>A Mean</td>
<td>3162.2</td>
<td>11.8</td>
<td>281.4</td>
<td>2260.6</td>
<td>461.1</td>
<td>2979.5</td>
<td>2420.9</td>
</tr>
<tr>
<td>95 %</td>
<td>4431.4</td>
<td>159.7</td>
<td>2201.7</td>
<td>5284.6</td>
<td>528.9</td>
<td>7878.2</td>
<td>4824.4</td>
</tr>
<tr>
<td>5 %</td>
<td>484.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>265.8</td>
<td>213.3</td>
<td>0.0</td>
</tr>
<tr>
<td>S Mean</td>
<td>3279.2</td>
<td>9.9</td>
<td>96.3</td>
<td>2081.2</td>
<td>464.4</td>
<td>2705.2</td>
<td>2174.3</td>
</tr>
<tr>
<td>95 %</td>
<td>4372.2</td>
<td>145.8</td>
<td>1001.2</td>
<td>5712.6</td>
<td>560.4</td>
<td>6895.1</td>
<td>5362.6</td>
</tr>
<tr>
<td>5 %</td>
<td>917.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>252.9</td>
<td>284.2</td>
<td>0.0</td>
</tr>
<tr>
<td>O Mean</td>
<td>3280.1</td>
<td>16.5</td>
<td>173.4</td>
<td>1984.8</td>
<td>489.9</td>
<td>2720.9</td>
<td>1971.3</td>
</tr>
<tr>
<td>95 %</td>
<td>4393.8</td>
<td>169.8</td>
<td>1516.0</td>
<td>6225.7</td>
<td>586.2</td>
<td>7984.7</td>
<td>5633.1</td>
</tr>
<tr>
<td>5 %</td>
<td>2100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>321.0</td>
<td>321.7</td>
<td>0.0</td>
</tr>
<tr>
<td>N Mean</td>
<td>3521.9</td>
<td>7.9</td>
<td>108.7</td>
<td>1899.8</td>
<td>491.2</td>
<td>2890.7</td>
<td>2009.6</td>
</tr>
<tr>
<td>95 %</td>
<td>4338.9</td>
<td>89.3</td>
<td>992.2</td>
<td>4877.5</td>
<td>568.3</td>
<td>6456.3</td>
<td>5181.7</td>
</tr>
<tr>
<td>5 %</td>
<td>2864.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>340.7</td>
<td>562.9</td>
<td>0.0</td>
</tr>
<tr>
<td>D Mean</td>
<td>3749.4</td>
<td>4.1</td>
<td>356.4</td>
<td>2344.9</td>
<td>490.6</td>
<td>3174.0</td>
<td>2460.9</td>
</tr>
<tr>
<td>95 %</td>
<td>4375.1</td>
<td>49.3</td>
<td>2544.0</td>
<td>4934.6</td>
<td>589.2</td>
<td>7417.7</td>
<td>5202.7</td>
</tr>
</tbody>
</table>
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Table 6.14: Monthly Simulation Statistics for Experiment III

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>J</td>
<td>Mean</td>
<td>3726.6</td>
<td>7.5</td>
<td>289.9</td>
<td>2692.2</td>
<td>753.9</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4177.7</td>
<td>89.9</td>
<td>6948.6</td>
<td>598.4</td>
<td>9897.0</td>
</tr>
<tr>
<td>S</td>
<td>Mean</td>
<td>3244.9</td>
<td>0.0</td>
<td>0.0</td>
<td>424.0</td>
<td>269.9</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4352.0</td>
<td>20.6</td>
<td>1304.6</td>
<td>556.7</td>
<td>7186.6</td>
</tr>
<tr>
<td>M</td>
<td>Mean</td>
<td>3064.8</td>
<td>0.0</td>
<td>0.0</td>
<td>180.3</td>
<td>114.8</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4418.9</td>
<td>241.8</td>
<td>2800.2</td>
<td>597.6</td>
<td>11675.7</td>
</tr>
<tr>
<td>A</td>
<td>Mean</td>
<td>1719.1</td>
<td>0.0</td>
<td>0.0</td>
<td>697.0</td>
<td>161.3</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4431.5</td>
<td>8.8</td>
<td>3323.0</td>
<td>516.9</td>
<td>9270.2</td>
</tr>
<tr>
<td>N</td>
<td>Mean</td>
<td>1264.7</td>
<td>0.0</td>
<td>0.0</td>
<td>375.2</td>
<td>161.9</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4298.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1435.3</td>
<td>4953.5</td>
</tr>
<tr>
<td>D</td>
<td>Mean</td>
<td>880.9</td>
<td>0.0</td>
<td>0.0</td>
<td>343.4</td>
<td>83.8</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4402.3</td>
<td>8.9</td>
<td>3323.0</td>
<td>534.6</td>
<td>7815.3</td>
</tr>
<tr>
<td>O</td>
<td>Mean</td>
<td>541.6</td>
<td>0.0</td>
<td>0.0</td>
<td>309.8</td>
<td>213.3</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4364.8</td>
<td>24.5</td>
<td>949.6</td>
<td>576.1</td>
<td>6895.1</td>
</tr>
<tr>
<td>N</td>
<td>Mean</td>
<td>960.7</td>
<td>9.3</td>
<td>148.2</td>
<td>293.3</td>
<td>284.2</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4384.6</td>
<td>117.1</td>
<td>1226.4</td>
<td>594.9</td>
<td>7984.7</td>
</tr>
<tr>
<td>D</td>
<td>Mean</td>
<td>2047.1</td>
<td>0.0</td>
<td>0.0</td>
<td>370.8</td>
<td>321.7</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4294.1</td>
<td>49.0</td>
<td>105.2</td>
<td>511.6</td>
<td>2890.7</td>
</tr>
<tr>
<td>S</td>
<td>Mean</td>
<td>2789.7</td>
<td>0.0</td>
<td>0.0</td>
<td>369.0</td>
<td>562.9</td>
</tr>
<tr>
<td></td>
<td>95 %</td>
<td>4370.5</td>
<td>9.1</td>
<td>2172.4</td>
<td>599.1</td>
<td>7417.7</td>
</tr>
</tbody>
</table>
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**Table 6.15: Monthly Simulation Statistics for Experiment IV**

<table>
<thead>
<tr>
<th>Month</th>
<th>Storage Release</th>
<th>Release</th>
<th>Release</th>
<th>Leakage</th>
<th>Inflow</th>
<th>Peak Power</th>
<th>Off-Pk. Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td>10^6 cf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>3252.8</td>
<td>0.0</td>
<td>0.0</td>
<td>340.9</td>
<td>132.9</td>
<td>753.9</td>
<td>219.5</td>
</tr>
<tr>
<td>95 %</td>
<td>4460.2</td>
<td>770.9</td>
<td>765.7</td>
<td>8082.1</td>
<td>590.0</td>
<td>9897.0</td>
<td>5875.7</td>
</tr>
<tr>
<td>F</td>
<td>3301.8</td>
<td>0.0</td>
<td>0.0</td>
<td>454.1</td>
<td>162.3</td>
<td>845.6</td>
<td>273.4</td>
</tr>
<tr>
<td>95 %</td>
<td>4529.3</td>
<td>180.5</td>
<td>0.0</td>
<td>6792.7</td>
<td>546.5</td>
<td>7186.6</td>
<td>5362.8</td>
</tr>
<tr>
<td>M</td>
<td>3151.5</td>
<td>0.0</td>
<td>0.0</td>
<td>8.0</td>
<td>226.4</td>
<td>259.0</td>
<td>5.2</td>
</tr>
<tr>
<td>95 %</td>
<td>4295.7</td>
<td>274.3</td>
<td>0.0</td>
<td>6670.6</td>
<td>589.2</td>
<td>7791.3</td>
<td>5711.5</td>
</tr>
<tr>
<td>A</td>
<td>2884.4</td>
<td>0.0</td>
<td>0.0</td>
<td>66.6</td>
<td>107.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4440.2</td>
<td>597.7</td>
<td>0.0</td>
<td>8738.7</td>
<td>571.1</td>
<td>9493.6</td>
<td>5983.5</td>
</tr>
<tr>
<td>M</td>
<td>2978.7</td>
<td>0.0</td>
<td>0.0</td>
<td>64.1</td>
<td>134.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4470.6</td>
<td>1195.5</td>
<td>1211.3</td>
<td>9133.7</td>
<td>589.5</td>
<td>11675.7</td>
<td>6231.4</td>
</tr>
<tr>
<td>J</td>
<td>2335.9</td>
<td>0.0</td>
<td>0.0</td>
<td>133.9</td>
<td>51.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4525.4</td>
<td>829.6</td>
<td>429.1</td>
<td>7729.1</td>
<td>592.3</td>
<td>9270.2</td>
<td>5634.7</td>
</tr>
<tr>
<td>F</td>
<td>2189.5</td>
<td>0.0</td>
<td>0.0</td>
<td>221.6</td>
<td>161.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4408.4</td>
<td>455.8</td>
<td>315.7</td>
<td>6698.4</td>
<td>612.5</td>
<td>7815.3</td>
<td>4875.8</td>
</tr>
<tr>
<td>M</td>
<td>1791.1</td>
<td>0.0</td>
<td>0.0</td>
<td>181.8</td>
<td>83.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>4164.3</td>
<td>37.2</td>
<td>0.0</td>
<td>2520.6</td>
<td>479.1</td>
<td>2979.5</td>
<td>2372.7</td>
</tr>
<tr>
<td>A</td>
<td>1389.7</td>
<td>0.0</td>
<td>0.0</td>
<td>200.4</td>
<td>213.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>3747.2</td>
<td>19.0</td>
<td>0.0</td>
<td>2800.9</td>
<td>443.7</td>
<td>2705.2</td>
<td>2893.7</td>
</tr>
<tr>
<td>S</td>
<td>4440.6</td>
<td>278.4</td>
<td>0.0</td>
<td>6710.3</td>
<td>563.7</td>
<td>6895.1</td>
<td>5731.8</td>
</tr>
<tr>
<td>D</td>
<td>1725.7</td>
<td>0.0</td>
<td>0.0</td>
<td>192.2</td>
<td>284.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>95 %</td>
<td>3525.1</td>
<td>17.5</td>
<td>12.7</td>
<td>2183.9</td>
<td>493.8</td>
<td>2720.9</td>
<td>2048.4</td>
</tr>
<tr>
<td>O</td>
<td>3120.1</td>
<td>0.0</td>
<td>0.0</td>
<td>118.9</td>
<td>279.9</td>
<td>321.7</td>
<td>74.7</td>
</tr>
<tr>
<td>95 %</td>
<td>3638.6</td>
<td>2.8</td>
<td>0.0</td>
<td>2177.9</td>
<td>482.9</td>
<td>2890.7</td>
<td>2274.4</td>
</tr>
<tr>
<td>N</td>
<td>3140.1</td>
<td>0.0</td>
<td>0.0</td>
<td>10.2</td>
<td>238.8</td>
<td>562.9</td>
<td>8.2</td>
</tr>
<tr>
<td>95 %</td>
<td>3763.5</td>
<td>30.1</td>
<td>50.3</td>
<td>2627.7</td>
<td>475.1</td>
<td>3174.0</td>
<td>2698.2</td>
</tr>
</tbody>
</table>
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Table 6.16: Monthly Simulation Statistics for Experiment V

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>J Mean</td>
<td>3807.4</td>
<td>63.6</td>
<td>53.9</td>
<td>3342.9</td>
<td>43.8</td>
<td>3465.0</td>
<td>3217.8</td>
</tr>
<tr>
<td>95%</td>
<td>4481.8</td>
<td>771.4</td>
<td>765.7</td>
<td>8208.9</td>
<td>58.3</td>
<td>9897.0</td>
<td>5935.5</td>
</tr>
<tr>
<td>F Mean</td>
<td>3851.6</td>
<td>15.4</td>
<td>0.0</td>
<td>3276.2</td>
<td>38.6</td>
<td>3406.7</td>
<td>3224.6</td>
</tr>
<tr>
<td>95%</td>
<td>4535.1</td>
<td>180.8</td>
<td>0.0</td>
<td>6912.3</td>
<td>53.4</td>
<td>7186.6</td>
<td>5426.8</td>
</tr>
<tr>
<td>M Mean</td>
<td>3792.5</td>
<td>20.7</td>
<td>0.0</td>
<td>3277.3</td>
<td>44.2</td>
<td>3212.1</td>
<td>3364.6</td>
</tr>
<tr>
<td>95%</td>
<td>4320.3</td>
<td>254.4</td>
<td>0.0</td>
<td>6874.2</td>
<td>58.9</td>
<td>7791.3</td>
<td>5731.2</td>
</tr>
<tr>
<td>A Mean</td>
<td>3761.0</td>
<td>48.1</td>
<td>0.0</td>
<td>3409.7</td>
<td>40.7</td>
<td>3537.2</td>
<td>3202.0</td>
</tr>
<tr>
<td>95%</td>
<td>4452.6</td>
<td>614.3</td>
<td>0.0</td>
<td>8816.5</td>
<td>57.0</td>
<td>9493.6</td>
<td>5996.8</td>
</tr>
<tr>
<td>M Mean</td>
<td>3792.8</td>
<td>92.1</td>
<td>89.7</td>
<td>3442.0</td>
<td>42.2</td>
<td>3880.5</td>
<td>3309.3</td>
</tr>
<tr>
<td>95%</td>
<td>4474.9</td>
<td>1201.4</td>
<td>1211.3</td>
<td>9211.2</td>
<td>59.0</td>
<td>11675.7</td>
<td>6257.3</td>
</tr>
<tr>
<td>J Mean</td>
<td>4143.1</td>
<td>66.9</td>
<td>31.8</td>
<td>2309.6</td>
<td>47.3</td>
<td>2689.5</td>
<td>2094.6</td>
</tr>
<tr>
<td>95%</td>
<td>4526.5</td>
<td>830.8</td>
<td>429.0</td>
<td>7849.3</td>
<td>59.0</td>
<td>9270.2</td>
<td>5717.9</td>
</tr>
<tr>
<td>A Mean</td>
<td>4273.7</td>
<td>53.5</td>
<td>23.4</td>
<td>2586.6</td>
<td>48.5</td>
<td>2784.5</td>
<td>2389.7</td>
</tr>
<tr>
<td>95%</td>
<td>4484.5</td>
<td>491.1</td>
<td>315.6</td>
<td>6858.1</td>
<td>61.1</td>
<td>7815.3</td>
<td>5090.4</td>
</tr>
<tr>
<td>A Mean</td>
<td>4313.2</td>
<td>37.7</td>
<td>0.0</td>
<td>2944.3</td>
<td>46.3</td>
<td>2979.5</td>
<td>2794.6</td>
</tr>
<tr>
<td>95%</td>
<td>4512.6</td>
<td>466.8</td>
<td>0.0</td>
<td>7468.2</td>
<td>60.7</td>
<td>7878.2</td>
<td>5771.8</td>
</tr>
<tr>
<td>S Mean</td>
<td>3894.6</td>
<td>19.0</td>
<td>0.0</td>
<td>3205.2</td>
<td>42.6</td>
<td>2705.2</td>
<td>3343.8</td>
</tr>
<tr>
<td>95%</td>
<td>4451.1</td>
<td>279.6</td>
<td>0.0</td>
<td>6819.7</td>
<td>57.0</td>
<td>6895.1</td>
<td>5731.7</td>
</tr>
<tr>
<td>O Mean</td>
<td>3659.7</td>
<td>19.7</td>
<td>12.8</td>
<td>2679.1</td>
<td>47.6</td>
<td>2720.9</td>
<td>2565.0</td>
</tr>
<tr>
<td>95%</td>
<td>4422.7</td>
<td>208.7</td>
<td>173.0</td>
<td>7447.6</td>
<td>58.8</td>
<td>7984.7</td>
<td>5830.9</td>
</tr>
<tr>
<td>N Mean</td>
<td>3681.7</td>
<td>2.8</td>
<td>0.0</td>
<td>2697.0</td>
<td>45.7</td>
<td>2890.7</td>
<td>2872.1</td>
</tr>
<tr>
<td>95%</td>
<td>4461.4</td>
<td>37.7</td>
<td>0.0</td>
<td>5788.2</td>
<td>56.9</td>
<td>6456.3</td>
<td>5532.7</td>
</tr>
<tr>
<td>D Mean</td>
<td>3785.0</td>
<td>30.8</td>
<td>49.3</td>
<td>3046.0</td>
<td>45.5</td>
<td>3174.0</td>
<td>3137.2</td>
</tr>
<tr>
<td>95%</td>
<td>4435.5</td>
<td>395.4</td>
<td>531.8</td>
<td>6774.4</td>
<td>58.8</td>
<td>7417.7</td>
<td>6016.2</td>
</tr>
</tbody>
</table>
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1. Models I and II differ only in the value of the tolerance level $\gamma$ (50% and 2.5% respectively). Smaller values of $\gamma$ maintain lower reservoir storages, lessen the flash board mandatory releases, and, consequently, generate more peak and off-peak energy. Thus on the average, Model II generates approximately 1,000 MWH more peak and 2,500 MWH more off-peak energy per year and experiences almost half the spillway losses of Model I.

2. Models II and III have the same forecasting and tolerance levels but differ in the number of turbines. Model III is assumed to have an additional (7th) turbine which is identical to Turbine #1 but leaks at a rate ten times lower. As expected, the addition of the 7th turbine causes an average increase in peak energy generation by about 830 MWH per year and a corresponding decrease in off-peak energy generation. This improvement is more substantial in "wet" seasons where peak annual generation may improve by 1,500 MWH (95% percentile).

3. Models II and IV differ by the accuracy of the forecasting scheme. More accurate streamflow forecasting allows the reservoir to maintain higher storage levels without compromising constraint reliability. As a result, flash board outflow was drastically reduced from $2,631 \times 10^6$ ft³ to $261 \times 10^6$ ft³, while average annual peak and off-peak energy generation rose by 1,300 and 2,800 MWH respectively. Based on average system production costs shown in Figure 1, these improvements represent an approximate average gain of $100,000 per year. The actual gains during "wet" years are considerably higher, while the value of forecasting declines during "dry" years.

4. A comparison of the results for Models I and IV reveals the value of stochastic control methods with accurate streamflow forecasting. The improvements amount to a yearly average of 1,300 MWH peak and 5,600 MWH off-peak energy production and an economic gain of approximately $135,000. These results demonstrate that fully stochastic optimal control methods in connection with streamflow forecasting can substantially improve hydropower revenues.

5. Models IV and V differ by the turbine leakage rates. The turbines of Model V leak at a rate ten times lower than Model IV. The results indicate that the average peak and off-peak energy generation of Model V improved by 5,250 and 2,000 MWH respectively over those of Model IV. Based on Figure 1, these improvements amount to about $300,000 to $350,000 per year. Similar improvements are also realized in the 95% reliable energy output. In this regard, peak energy improved by 6,000 MWH, and off-peak energy by 2,600 MWH.

Figures 6.15 through 6.44 include plots of the simulation data and their daily and monthly frequencies. For clarity, the simulation data are plotted for the first 5,000 days. In the frequency plots, the thicker lines delineate the mean trajectories, while the thinner ones,
the 95% probability limits. The frequency plots and tables can be used to determine the 95% reliable peak and off-peak energy outputs.

The following section summarizes the results of this work and offers further recommendations.
Figure 6.15: Simulation Results — Experiment I
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Figure 6.22: Simulation Results — Experiment II
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6.6 Closing Remarks

This chapter discusses the theory and application of a new control model for the operation of the Lloyd Shoals hydroelectric facility. This model is based on a state-of-the-art stochastic control approach but also includes new enhancements that make it suitable for hydropower systems. The new model is designed to determine optimal power generation schedules on a daily basis and can also be used in a simulation mode to investigate policy issues. The following discussion summarizes the conclusions from such investigations.

As a general comment, stochastic control methods are expected to outperform deterministic approaches, because they are based on a more pragmatic system model. More specifically, the Lloyd Shoals facility was seen in the previous section to generate on the average 3,500 MWH more energy per year under stochastic control guidance. This gain represents 1,000 MWH of peak and 2,500 MWH of off-peak energy generation, or about $85,000 of yearly saved expenditures.

Streamflow forecasting enhances reservoir management by extending the decision time which is available to the operator. Due to inadequate rainfall and streamflow data records, a reliable streamflow forecasting model for Lloyd Shoals cannot be calibrated. However, the potential gains from improving the instrumentation network and developing such a model were estimated to be substantial. On the average, as much as 4,100 MWH of additional energy may be produced, about 1,300 MWH of which would represent peak and 2,800 MWH off-peak energy generation. These energy gains would translate into an average of $100,000 yearly saved expenditures. In that regard, a telemetry rainfall and streamflow instrumentation network would be the most appropriate real time data collection system.

The addition of a 7th turbine will enhance the plant capacity to accommodate flood volumes without having to resort to flood gate operation. The simulation analysis indicates that approximately 800 MWH of previously off-peak energy generation per year becomes available as peak energy generation. Naturally, the question is whether this improvement outweighs the unit purchasing and installation outlay. On the other hand, any expenditures reconditioning the existing turbines (in the way of leakage reduction) will result in considerable hydropower gains. According to the results of the previous section, such improvements may result in 7,500 MWH of additional energy production, 5,250 MWH of which would represent peak energy generation and the remaining off-peak energy improvements. On the average, these gains would amount to about $300,000 to $350,000 of yearly saved expenditures.

It is noted that all previous estimates represent gains pertaining to individual improvements. Thus, the total expected gain from a stochastic control model with accurate streamflow forecasting and six rehabilitated turbines would be about 15,000 MWH per year, about half of which would represent peak energy generation. On the average, this energy gain would constitute $500,000 of saved expenditures per year.
Furthermore, usage of these techniques in larger hydroelectric projects or systems of hydroelectric projects is expected to generate higher profits.

The control model researched in this work is characterized by high computational efficiency. Thus, although the original computer code has been developed on a main frame computer (CYBER 180/990), it can also be modified for microcomputer implementation. An extensive description of the control and simulation programs and their use is provided in a separate document (Georgakakos, 1989c).
7. OPTIMAL REGULATION OF THE SOUTHEASTERN U.S. RESERVOIR SYSTEM

7.1 Introduction

This chapter briefly discusses an application of the multilevel stochastic control method presented in the previous chapter to an 11-reservoir, 43-turbine system. The goal is to investigate whether the method maintains its efficiency and reliability in large scale system applications.

7.2 The Southeastern U.S. Reservoir System

This application concerns the regulation of 11 Corps-of-Engineers reservoirs located in the Alabama-Coosa, Apalachicola, and Savannah River basins (Figure 7.1). The Alabama-Coosa Rivers drain a small part of Tennessee, northwestern Georgia, and east-central Alabama. The Apalachicola-Flint-Chatahoochee system drains northern and western Georgia, southeastern Alabama, and a part of Florida's western extension (panhandle). The Savannah River system has already been described in previous chapters.

The major projects in these basins are the Carters, Allatooona, Jones Bluff, and Millers Ferry Reservoirs in the Alabama-Coosa basin; Buford, West Point, George, and Woodruff in the Apalachicola; and Hartwell, Russell, and Clark Hill reservoirs in the Savannah river basin.

The regulation of the projects in the Apalachicola and Alabama Coosa basins is the responsibility of the Mobile Corps-of-Engineers District office; those of the Savannah river are regulated by the Savannah Corps-of-Engineers District office; the Atlanta office of the Corps oversees the overall system coordination.

Some characteristics of these projects are summarized in Table 7.1; the items reported are the project drainage area, storage allotted to flood control and power generation, installed power capacity, and other purposes such as flood control, recreation, navigation, and water supply. Other hydrologic, operational, or physical project characteristics used in this study can be found in the U.S. Army Corps of Engineers (C.O.E.) reservoir operation manuals provided by the Mobile C.O.E. district office.

Hartwell, Buford, and Clark Hill are the largest reservoirs of this group with storages that exceed or are close to 1.5 million acre-feet, while the others are smaller projects. As a matter of fact, the main function of Jones Bluff, Millers Ferry, George and Woodruff is to maintain channel navigability, and they are operated and thought of as run-on-the-river projects. Also, the crucial role of Buford, Hartwell and Clark Hill during the recent droughts cannot be overemphasized.
Figure 7.1: The Southeastern U.S. Reservoir System
Table 7.1: Reservoir Characteristics

<table>
<thead>
<tr>
<th>Reservoir</th>
<th>Drainage Area (mi²)</th>
<th>Usable Storage (Acres - Ft)</th>
<th>Power Capacity (MW)</th>
<th>Other Purposes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carters</td>
<td>376</td>
<td>230,276</td>
<td>500</td>
<td>F,R</td>
</tr>
<tr>
<td>Allatoona</td>
<td>1,110</td>
<td>587,042</td>
<td>74</td>
<td>F</td>
</tr>
<tr>
<td>Jones Bluff</td>
<td>16,307</td>
<td>12,163</td>
<td>68</td>
<td>N</td>
</tr>
<tr>
<td>Millers Ferry</td>
<td>20,708</td>
<td>17,027</td>
<td>76</td>
<td>N</td>
</tr>
<tr>
<td>Buford</td>
<td>1,041</td>
<td>1,686,530</td>
<td>86</td>
<td>F,WS,R</td>
</tr>
<tr>
<td>West Point</td>
<td>3,442</td>
<td>306,494</td>
<td>109</td>
<td>F,WS,R</td>
</tr>
<tr>
<td>George</td>
<td>7,463</td>
<td>244,060</td>
<td>130</td>
<td>N</td>
</tr>
<tr>
<td>Woodruff</td>
<td>17,237</td>
<td>426,997</td>
<td>30</td>
<td>N</td>
</tr>
<tr>
<td>Hartwell</td>
<td>2,088</td>
<td>1,708,678</td>
<td>344</td>
<td>F,N</td>
</tr>
<tr>
<td>Russell</td>
<td>2,890</td>
<td>266,759</td>
<td>300</td>
<td>-</td>
</tr>
<tr>
<td>Clark Hill</td>
<td>6.144</td>
<td>1,434,803</td>
<td>280</td>
<td>F,N</td>
</tr>
</tbody>
</table>

Objective Function

\[ J = E \left\{ \sum_k \left\{ E^*(k) - \sum_i t_i(k) \sum_j P_{i,j}[h_{i,j,n}(k), u_{i,j}(k)] \right\}^2 \right\} + \text{terminal cost} \]
Were it not for these projects, the drought damages would have been much higher.

Although these 11 reservoirs are situated in geographically separate drainage basins, their operation should be coordinated. The energy produced by this system is marketed by the Department of Energy and contracted to a number of power companies (Georgia, Alabama and Duke Power companies and other cooperatives). The energy flow among the power companies integrates all projects into one system and creates the need for coordination.

In terms of an objective function for the control model, this implies that the goal is to satisfy the weekly energy commitment, $E^*(k)$, from the energy produced by each system turbine subject to the other system objectives as constraints on the storages and releases. The system energy production is obtained as the sum total of the power generation from each reservoir turbine times the scheduled generation time. The terminal cost term reflects established system priorities such as which reservoir should be depleted last during droughts or filled-up first during of water surplus.

7.3 High Flow Control Experiments

This control experiment simulates the system regulation during high flows. The priorities are such that the "run-on-the-river" projects produce as much energy as possible at best turbine efficiency during peak and off-peak generation periods. The other reservoirs generate as much as necessary so as to supplement the energy requirement at best turbine efficiency during the peak generation period. As far as the filling process is concerned, priority is given to the most upstream reservoirs.

Figures 7.2, 7.3, and 7.4 depict the optimal generation time and storage trajectories for the reservoirs of each basin. The total energy generation of these trajectories and those of the other basins is about 500 GWh and is equal to the energy target. Also, the filling process is in agreement with the states priority of filling the upstream reservoirs first. The results of the Apalachicola basin indicate that energy is primarily produced by the smaller "run-on-the-river" projects and Buford is allowed to fill-up. Among the three largest reservoirs of this system, Hartwell, Buford and Clark Hill, Buford was assigned the highest priority in filling-up first and depleting last due to its importance as a water supplier for Atlanta.
Figure 7.2: Optimal Sequences for High Flow Control Experiment
Figure 7.3: Optimal Sequences for High Flow Control Experiment
Figure 7.4: Optimal Sequences for High Flow Control Experiment
7.4 Low Flow Control Experiments

The second control run simulates the system operation under low flows, which in this case were taken equal to 10% of the average inflows. The energy commitments were the same as before. The optimal sequences are included in Figures 7.5, 7.6, and 7.7.

The "run-on-the-river" projects produce as much energy as they can, but the burden of satisfying the energy contracts now falls primarily upon the larger reservoirs of the group. Those on the upstream end are depleted last.

In the Alabama-Coosa System, most of the energy is produced at Allatona, but overall energy generation from these projects is low because the reservoirs are already over-drawn. In the Apalachicola basin, Buford contributes the most, but the energy targets are really met by the Savannah river projects.

These runs take approximately 30 seconds of CPU time on a CYBER 990 main frame computer system; namely, the computer time requirements of the method are minimal as a result of its analytical structure.

7.5 Closing Remarks

With regard to the control method, the previous experiments indicate that high computational efficiency and reliability are distinct method characteristics even in large scale system applications.

The previous control model was developed here for testing purposes. However, it can effectively assist the C.O.E. in the weekly system management. Furthermore, it can be used in a simulation mode to identify trade-offs among the various system objectives and project priorities. Given the recent droughts in the southeast, this appears a timely investigation.
Figure 7.5: Optimal Sequences for Low Flow Control Experiment
Figure 7.6: Optimal Sequences for Low Flow Control Experiment
Figure 7.7: Optimal Sequences for Low Flow Control Experiment
8. SUMMARY AND FUTURE RESEARCH RECOMMENDATIONS

8.1 Summary

Optimization models are an integral part of real time reservoir management. Being random, nonlinear, constrained, dimensionally large, and multiobjective, reservoir systems present researchers and practitioners with challenging operational problems. It is a general conclusion of this work that reservoir control advances can meet this challenge effectively. However, the transfer of this experience to the practicing engineers is a process requiring persistent pursuit in a methodological manner.

The principal contribution of this research is the development of an efficient stochastic control method for real time reservoir management. This method is based on the Extended Linear Quadratic Gaussian (ELQG) control approach [Georgakakos, 1984, Georgakakos and Marks, 1987] but includes several original enhancements. These enhancements include (1) the development of new procedures to efficiently account for nongaussian system inputs and probabilistic storage constraints and (2) the development of a multilevel control model for the day-to-day scheduling of hydropower systems. Since reservoir inflows frequently exhibit skewness, the first of the above contributions adds to the accuracy and applicability of the technique, while the second extends their use in a real time operational environment. The most meaningful verification of the developments in (1) was obtained when the control model nominal reliability was shown to be in agreement with the reliability realized during actual operation. The control model in (2) is based on a new formulation of the hydropower scheduling problem and utilizes five control levels and two control modules. The control levels are sequentially activated and are designed to seek solutions using increasingly effective, yet less preferable, operational controls. The control process is completed when an activated level converges to feasible storage and power generation schedules. Each level employs a two-module solution algorithm. The first module uses turbine operational characteristics from the second module and the ELQG control method to determine optimal generation time schedules. The second module optimizes turbine efficiency or power output. This approach facilitates a more realistic representation of hydroelectric project features and was shown to be computationally efficient even in large reservoir systems.

As part of the verification process, the previous method was applied to three different reservoir systems. Extensive simulation experiments indicated that its usage in connection with real time streamflow forecasting techniques may substantially improve hydropower gains even for small scale operations. In particular, the total expected gain from the Lloyd Shoals hydroelectric facility (one relatively small reservoir) would be about 15,000 MWH per year, about half of which would represent
peak energy generation. On the average, this energy gain would constitute $500,000 of saved expenditures. Such gains are expected to increase in larger reservoir systems. Apart from hydropower improvements, modern forecasting and control techniques are expected to enhance flood protection and water supply reliability.

The previous control approach requires that system dynamics be represented in state-space form. In real-time reservoir operation, river routing introduces critical delays and needs to be modelled explicitly. Although river routing has extensively been researched, existing models cannot be combined with the previous control method. An additional contribution of this work is the development of a state-space routing model which can readily be calibrated using physical channel characteristics. This model was shown to perform adequately and to be compatible with the methods developed in both phases of this research.

8.2 Future Research Recommendations

Future research can proceed along several directions. The control structure presented in Chapter 6 could be further augmented by including another control level between Levels 2 and 3. The additional level would seek to maintain peak generation at maximum power output and off-peak generation at best turbine efficiency. The modules of this new level would be similar to those of Level 3, except that the generation time t(k) would be divided into peak and off-peak segments. The peak period release would become part of the system dynamics, while the objective of the first module would be to determine the off-peak generation time meeting the stated constraints. The second module would determine the maximum and best efficiency power output. The addition of this control level would enhance the overall control process; however, given the lesser off-peak energy value, it is not expected to significantly improve system performance.

During the ELQG solution process, the first control module generates a probabilistic storage sequence (see Chapter 4). The second module, however, accounts for storage uncertainty simply through the mean storage value. Instead, a more elaborate scheme can be adopted whereby second module discharge optimization also utilizes the other statistical moments provided by the first control module. Under this scheme, efficiency would be defined by Equation (6.16); however, reservoir storage uncertainty would now be characterized by all available statistics, most likely the mean, variance, and skewness, calculated as in Chapter 4. The problem would be to determine the turbine discharges, u_i, i=1,...,M, which maximize expected turbine efficiency, E(e_i), i=1,...,M, subject to constraints (6.17). The solution could proceed by Taylor expanding e_i, retaining an appropriate number of terms, and formally evaluating the efficiency expectation. The resulting expression would depend on the storage statistics and the optimization
could be carried out as in Algorithm IIa. In fact, the procedure adopted earlier is based on the same principle where only the first two Taylor series terms have been retained. However, second and higher order derivatives of \( e_i \) are typically insensitive to changes in \( u_i \), and the simpler procedure suggested earlier will usually suffice.

Rather than maximizing the efficiency of each turbine, the second control module could also seek to maximize the overall plant efficiency. For example, one such measure can be defined as follows:

\[
e = \frac{\sum_{i=1}^{M} p_i [h_i^n, u_i]}{\eta \sum_{i=1}^{M} u_i h_i^n},
\]

(8.1)

where \( e \) is the plant efficiency and \( p_i, h_i^n, \) and \( u_i \) are the power, net hydraulic head, and discharge rate of the \( i \)th turbine. Then, the problem of the second module would be to maximize \( e \) subject to constraints (6.17). Algorithm IIa would again be applicable, with Step 5 optimizing expression (8.1). If the plant turbines have similar generation and hydraulic characteristics, then the results will be the same as before. In facilities with dissimilar turbines, this second approach will tend to overload the more efficient turbines.

Another research direction concerns the usage of stochastic control techniques in a more general framework designed to additionally schedule thermal and other types of power plants in a cost-effective manner. This will constitute an improvement over the existing approaches which usually include crude approximations of the hydropower component. As reservoir management agencies and utilities rely more and more on personal computers, this effort should focus on designing efficient control algorithms for microcomputer implementations.

Lastly, the control method developed is not limited to reservoir systems. It is applicable to any stochastic dynamical system in state-space form. Two areas that can also benefit from the aforementioned advances are the management of groundwater systems and wastewater treatment plants. Research by our team has shown that these problems can also be formulated in a format amenable to control methods with one crucial difference: the associated problems are characterized by much larger dimensionality. Here the effort should be to design more efficient control algorithms for such highly dimensional systems. The most promising direction along these lines appears to lead in decomposed (multilevel) implementations. The presence of natural and parameter uncertainties makes this an interesting undertaking. This research effort will extend the applicability of optimal control techniques to a number of other processes and problems of spatial nature.
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APPENDIX A

This appendix summarizes some information pertinent to the control of the reservoirs in the Savannah system.

A.1 Hartwell

A.1.1 Elevation vs Storage Relationship

\[ h = e^{a_3} s^{a_2} \]
\[ a_3 = 0.55442029 \times 10^1 \]
\[ a_1 = 0.19146204 \times 10^{-8} \]
\[ a_2 = 0.63936589 \times 10^{-1} \]

h: elevation (feet), s: storage (acre-ft).

A.1.2 Tailwater curve

\[ t = e^{a_5} u^{a_2} \]
\[ a_3 = 0.53414559 \times 10^2 \]
\[ a_1 = 0.10725323 \times 10^{-2} \]
\[ a_2 = 0.24835179 \times 10^{-2} \]
\[ a_3 = 0.37710725 \]
\[ a_4 = 0.17473616 \times 10^2 \]

\[ t: \text{tailwater elevation (feet/10)}, \]
\[ u: \text{discharge (cfs/10000)}, \]
\[ h: \text{Russell elevation (feet/10)}. \]

A.1.3 Power (5 turbines)

\[ P = e^{a_5} u^{a_2} \]
\[ a_5 = 0.61888698 \times 10^1 \]
\[ a_1 = 0.11294264 \times 10^{-1} \]
\[ a_2 = 0.16704826 \times 10^1 \]
\[ a_3 = 0.58959841 \times 10^{-1} \]
\[ a_4 = 0.19092384 \times 10^1 \]

P: power (MW),
\[ u: \text{turbine discharge (cfs/100)}, \]
\[ h: \text{net head (feet/10)}. \]
A.2 Russell

A.2.1 Elevation vs Storage Relationship:

\[ h = e^{a_3} e^{a_1 s} s^{a_2} \]
\[ a_3 = 0.51836143 \times 10^{+1} \]
\[ a_1 = 0.10965342 \times 10^{-7} \]
\[ a_2 = 0.69968157 \times 10^{-1} \]

h: elevation (feet), s: storage (acre-ft).

A.2.2 Tailwater curve

\[ t = e^{a_5} e^{a_1 u} u^{a_2} e^{a_3 h} h^{a_4} \]
\[ a_5 = 0.12830082 \times 10^{+2} \]
\[ a_1 = 0.11389940 \times 10^{-2} \]
\[ a_2 = -0.30287137 \times 10^{-2} \]
\[ a_3 = 0.14865647 \]
\[ a_4 = -0.40729693 \times 10^{+1} \]

t: tailwater elevation (feet/10),

u: discharge (cfs/10000),

h: Clark Hill elevation (feet/10).

A.2.3 Power (4 turbines)

\[ P = e^{a_7} e^{(a_1 u + a_2 u^3)} u^{a_3} u^{a_4} (1n u)^{a_5} (1n u)^2 h^{a_6} \]
\[ a_7 = 0.44967871 \times 10^{+3} \]
\[ a_1 = 0.38391504 \times 10^{+1} \]
\[ a_2 = -0.16952332 \times 10^{-4} \]
\[ a_3 = -0.46174283 \times 10^{+3} \]
\[ a_4 = 0.15797048 \times 10^{+3} \]
\[ a_5 = -0.20876873 \times 10^{+2} \]
\[ a_6 = 0.11538901 \times 10^{+1} \]

P: power (MW),

u: turbine discharge (cfs/100),

h: net head (feet/10).
A.3 Clark Hill

A.3.1 Elevation vs Storage Relationship

\[ h = e^{a_5} e^{a_1 s} e^{a_2 s} e^{a_3 \ln s} e^{a_4 (\ln s)^2} \]

\[ a_5 = 0.48770600 \times 10^{+2} \]
\[ a_1 = 0.45747061 \times 10^{-3} \]
\[ a_2 = -0.19238983 \times 10^{+2} \]
\[ a_3 = 0.28889917 \times 10^{+1} \]
\[ a_4 = -0.14707181 \]

h: elevation (feet), s: storage (acre-ft/1000).

A.3.2 Tailwater curve

\[ t = e^{a_3} e^{a_1 u} e^{a_2} \]

\[ a_3 = 0.29012214 \times 10^{+1} \]
\[ a_1 = 0.12456147 \times 10^{-2} \]
\[ a_2 = 0.46835476 \times 10^{-1} \]

t: tailwater elevation (feet/10),

u: discharge (cfs/10000),

A.3.3 Power (7 turbines)

\[ P = e^{a_5} e^{a_1 u} e^{a_2 u} e^{a_3 h} e^{a_4 h^2} \]

\[ a_5 = -0.66354710 \times 10^{+1} \]
\[ a_1 = -0.16620056 \times 10^{-1} \]
\[ a_2 = 0.16010340 \times 10^{+1} \]
\[ a_3 = -0.11566747 \]
\[ a_4 = 0.25655811 \times 10^{+1} \]

P: power (MW),

u: turbine discharge (cfs/100),

h: net head (feet/10).
APPENDIX B

A STATE SPACE MODEL FOR RIVER ROUTING

B.1 Introduction

Efficient flood routing schemes are useful in a variety of engineering applications. Flood warning systems depend on flow predictions from rainfall-runoff and river routing models and, more often than not, are the only defense against life-threatening and costly floods [e.g., Georgakakos and Bras, 1982, Georgakakos, 1987]. Likewise, river routing models are an integral part of operational reservoir management schemes which are concerned with water supply at demand locations in a timely manner. Recent advances in reservoir control [Wasimi and Kitanidis, 1983; Kitanidis and Fofoula-Georgiou, 1987; Georgakakos and Marks, 1987; and Georgakakos, 1989a] favor dynamic, state-space, system formulations due to (1) their efficiency and (2) their ability to account for natural and model uncertainties. However, the most efficient river routing schemes, the "hydraulic" methods [Weinmann and Launerson, 1979], are not directly compatible and cannot be integrated with these formulations. On the other hand, simpler river routing schemes, collectively known as "hydrologic" routing methods [Fread, 1985], can easily be cast into state-space format and utilized by modern reservoir control techniques. These methods can be kinematic [Mein et al., 1974], ignoring both inertia and gravity terms in the momentum equation, or diffusion type [Cunge, 1969], ignoring only inertia terms. The hydrologic routing methods do not model the exact flow equations and become approximate when inertia effects are important; their performance, however, can be enhanced if flow measurements are taken into account.

The purpose of this study is to design efficient flood routing models which can benefit from the existing research experience and can utilize real-time measurement information. The approach taken is to convert a promising hydrologic routing scheme in state-space form, model its inaccuracies through random error terms, and establish an updating scheme based on modern estimation theory results and discharge measurements. The coefficients of this model can readily be determined by channel characteristics, inflow-outflow measurements, or both, while its updating mechanism allows for more accurate flow predictions.

This appendix includes four additional sections. The Muskingum-Cunge routing scheme and its representation in state-space form is presented in Section 2. In Sections 3 and 4, this model is linked with a stochastic filtering scheme and tested in realistic case studies. The study is concluded with Section 5 which summarizes the research findings.
B.2 State Space Representation of the Muskingum-Cunge Routing Model

Simplified river routing models have drawn the attention of many researchers over the last 50 years. Included among these models are the Muskingum model [Nash, 1959; Overton, 1966; Cunge, 1967; Koussis, 1978; Ponce and Yevjevich, 1978; Ponce, 1978], kinematic models [Mein, 1974, Georgakakos and Bras, 1982], the kinematic wave model [Lighthill and Whitham, 1955], the SSARR model [Rockwood, 1958], and the Muskingum-Cunge model [Cunge, 1969]. Fread (1983) demonstrates that all simplified routing models share a common basis and can be derived from his Unified Coefficient Routing Model. This model has the following form:

\[ 0(t+\Delta t) = C_1 I(t) + C_2 I(t+\Delta t) + C_3 0(t) + C_4 \]  

where \( 0(t) \) is the outflow value from a channel reach of length \( (\Delta x) \) at time \( t \), \( I(t) \) is the inflow to this reach at time \( t \), \( \Delta t \) is the time step, and \( C_1, C_2, C_3 \) are routing coefficients which may be empirically derived or evaluated from the hydraulic characteristics of the channel reach. Coefficient \( C_4 \) accounts for the effect of lateral inflows along the routing reach.

Equation (B.1) may be rewritten in the following form:

\[ Q_{i+1}(t+1) = C_1 Q_i(t) + C_2 Q_i(t+1) + C_3 Q_{i+1}(t) + C_4, \]  

where \( Q \) denotes discharge, subscript \( i \) denotes the upstream end of the routing reach, subscript \( i+1 \) denotes the downstream end of the routing reach, and time instants \( t \) and \( t+1 \) are \( \Delta t \) time units apart. The coefficients \( C_1, C_2, C_3 \) and \( C_4 \) are given by the following expressions:

\[ C_0 = 1 + \psi \hat{a} - X \]  
\[ C_1 = [(1-\psi) \hat{a} + X]/C_0 \]  
\[ C_2 = (\psi \hat{a} - X)/C_0 \]  
\[ C_3 = [1 - (1-\psi) \hat{a} - X]/C_0 \]  
\[ C_4 = \hat{q} \Delta x \hat{a}/C_0 \]  
\[ \hat{a} = c \Delta t/\Delta x \]  
\[ \hat{q} = [q_i(t) + q_i(t+1)]/2 \]  
\[ 0 \leq \psi \leq 1, \]  
\[ 0 \leq X \leq 1. \]

In the above equations, \( \hat{q} \) is the lateral inflow or outflow along the reach \( \Delta x \) during the interval \( \Delta t \), and \( c \) is the wave speed. Fread [1983]
demonstrates how each simplified routing model may result from the previous formulation through appropriate definition of the parameters \((\psi, x, a)\). For instance, the Muskingum-Cunge procedure results when

\[
\psi = 1/2, \quad (B.4a)
\]

\[
X = 1/2 \left[ 1 - q_0 / (c \Delta x S_0) \right], \quad (B.4b)
\]

\[
\ddot{a} = c \Delta t / \Delta x = \Delta t / K, \quad (B.4c)
\]

where \(q_0\) is the unit-width discharge, \(K\) is the travel time through reach \(\Delta x\), and \(S_0\) is the channel bottom slope.

Fread [1983] suggests the following procedures for the estimation of these parameters: The wave speed \(c\) can be computed from

\[
c = \beta V = 1.27 \beta S_0^{0.3} q_0^{0.4} / n^{0.6} \quad (B.5a)
\]

where

\[
\beta = 1.67 - 0.67 A_0 / B_0^2 (dB_0 / dy), \quad (B.5b)
\]

\(A_0\) is the associated cross-sectional area, \(B_0\) is the associated channel top width, \((dB_0 / dy)\) is the rate of change of \(B_0\) with depth \(y\), and \(n\) is the Manning coefficient.

Parameter \(K\) may be computed from \(K = \Delta x / c\) where \(\Delta x\) is the routing reach length and \(c\) is the wave speed. \(K\) may also be estimated from measured inflow-outflow hydrographs as the time interval between the inflow and outflow centroids.

The routing interval \(\Delta t\) can be obtained from

\[
\Delta t \leq T_r / M, \quad (B.5c)
\]

where \(T_r\) is the time of rise of the inflow hydrograph and \(M\) is an integer in the range of 6 to 20. Large \(M\) values imply rapid and nonuniform inflow variation.

The routing reach length \(\Delta x\) must be restricted to the following range for numerical accuracy reasons:

\[
\Delta x \leq 0.5 \left[ c \Delta t + q_0 / (c S_0) \right]. \quad (B.5d)
\]

The channel energy slope \(S_0\) may be approximated by the channel bottom slope and estimated as the longitudinal average over the reach \(\Delta x\). It may also be computed from Manning's equation as follows:

\[
S_0 = \frac{Q_0^2 B_0^{4/3}}{n(2.21 A_0^{10/3})}, \quad (B.5e)
\]
where $Q_0$ is the uniform initial flow with associated top width $B_0$ and cross-sectional area $A_0$.

In natural channels, the estimated hydraulic characteristics that enter or are computed from the Manning's equation represent spatial and temporal averages. For instance, the appropriate depth-discharge relation is given by

$$Q = 1.49 S_0^{1/2} A_0^{5/3} / (n B_0^{2/3}), \quad (B.5f)$$

where the notation $\bar{x}$ represents the average of the variable $x$ over the time interval $\Delta t$ and along the reach $\Delta x$. $A$ and $B$ denote the cross-section area and the top width respectively and are known functions of the average depth $\bar{y}$.

Fread [1983] suggests two routing methods in relation to the previous model. In the linear form of the unified coefficient routing model, parameters $q_0$, $A_0$, $B_0$ and $(dB_0/dy)$ may be assumed constant; they are usually associated with a reference discharge $Q_0$ such as the mean of the discharge hydrograph, the peak, or the center of mass. Then, coefficients $C_1$, $C_2$, $C_3$, and $C_4$ are constant for each $\Delta x$ routing reach and throughout the duration of the routing computations.

In the nonlinear routing form, the coefficients vary with each reach $\Delta x$ and time step $\Delta t$. The computations start by estimating the discharge $Q_{i+1}(t+1)$ using a linearly extrapolated value:

$$\hat{Q}_{i+1}(t+1) = Q_{i+1}(t) + [Q_{i+1}(t) - Q_{i+1}(t-1)] \quad (B.6)$$

(where the symbol "^" denotes estimate).

Then, the average discharge $Q$ is obtained from

$$Q = 0.25 \left[ Q_i(t) + Q_i(t+1) + \hat{Q}_{i+1}(t) + Q_{i+1}(t+1) \right], \quad (B.7)$$

and $y$, $A$, and $B$ are obtained from Equation (B.5f). Lastly, parameters $q_0$, $c$, $X$, $K$, $C_1$, $C_2$, $C_3$, and $C_4$ are specified as described previously, and Equation (B.2) is invoked to compute $Q_{i+1}(t+1)$. The procedure is then advanced to another routing reach or another time step, whenever the difference $|\hat{Q}_{i+1}(t+1) - Q_{i+1}(t+1)|$ is smaller than a prespecified threshold [Fread, 1983]. If this difference does not fulfill this requirement, then $Q_{i+1}(t+1)$ is replaced by $Q_{i+1}(t+1)$, and the procedure is repeated.
Generally, all simplified routing models are limited to applications where backwater effects (due to channel restrictions, tributary flows, or other conditions) are insignificant and wave propagation is in the downstream flow direction only. However, diffusion-type models are better approximations of the exact flow dynamics and are potentially more accurate. The Muskingum–Cunge model was selected here because it is a diffusion-type model [Cunge, 1969].

Consider a river segment which requires $N$ routing reaches. Direct application of the routing Equation (B.2) to each reach results in the following set of difference equations:

$$Q_1(t+1) = C_{1,1}Q_0(t) + C_{1,2}Q_0(t+1) + C_{1,3}Q_1(t) + C_{1,4}$$  \(\text{(B.8a)}\)
$$Q_2(t+1) = C_{2,1}Q_1(t) + C_{2,2}Q_1(t+1) + C_{2,3}Q_2(t) + C_{2,4}$$  \(\text{(B.8b)}\)
$$Q_i(t+1) = C_{i,1}Q_{i-1}(t) + C_{i,2}Q_{i-1}(t+1) + C_{i,3}Q_i(t) + C_{i,4}$$  \(\text{for} \ i = 3, 4, \ldots, N.\)  \(\text{(B.8c)}\)

A state space formulation requires that quantities at time $(t+1)$ are obtained in terms of their values at time $t$. The previous equations can be converted into such a recursive scheme if the flow $Q_{i-1}(t+1)$ on the right-hand side of the routing equation for reach $i$ is substituted by its expression from the routing equation for reach $i-1$. As illustrated in Appendix C, these operations lead to the following vector equation:

$$Q(t+1) = A Q(t) + B U(t) + C q(t),$$  \(\text{(B.9)}\)

where $Q(t) = [Q_1(t) \ Q_2(t) \ldots Q_N(t)]^T$, $U(t) = [Q_0(t) \ Q_0(t+1)]^T$, and $q(t) = [\tilde{q}_1(t) \ \tilde{q}_2(t) \ldots \tilde{q}_N(t)]$

(the superscript "T" denotes transpose).

Equation (B.9) constitutes the state equation of the routing model and describes the change in the state of the system, $Q(t)$, responding to the inputs $U(t)$ and $q(t)$. Matrices $A$, $B$, and $C$ are related to the routing coefficients as derived in Appendix C.

The above system will be assumed observable through measurements of the discharge $Q_N(t)$ at the outlet of the last reach $\Delta x_N$. Thus, the associated observation equation can be stated as follows:

$$z(t) = H^T Q(t),$$  \(\text{(B.10)}\)

where $H = [0 \ 0 \ldots 1]^T$, and $z(t)$ represents the observation at time $t$. Equation (B.10) is the output equation and relates observations to the system states. Equations (B.9) and (B.10) summarize the deterministic state space formulation of the routing model. Matrix $A$ represents the proportion of the current system state $Q(t)$ which is contributing to the
state change. This state feedback plays a major role in determining the future system behavior. The elements of the matrices $B$ and $C$ represent the proportion of each input variable that affects each of the state variables. The outputs $z(t)$ are related to the state through the scaling vector $H^T$. It is noted that all elements of the coefficient matrices can be determined from the hydraulic characteristics of the channels. These coefficients are constants if the linear philosophy of the previous section is adopted; otherwise, they are time-varying.

B.3 Stochasting Filtering and Prediction

The need to convert a deterministic state-space formulation into a stochastic one arises from the possibility of modeling errors. Errors may stem from inadequate modeling, incorrect parameter values, or discrepancies in the input observation data. Typically, these inaccuracies are accounted for by adding random error terms to the state and observation equations:

\[
Q(t+1) = A Q(t) + B U(t) + C q(t) + w(t) \quad \text{(B.11a)}
\]
\[
z(t) = H^T Q(t) + v(t). \quad \text{(B.11b)}
\]

The terms $w(t)$ and $v(t)$ represent two uncorrelated, zero-mean, white-noise sequences with covariance parameters $E(w(t)w(t)^T) = P_w(t)$ and $E(v^2(t)) = R(t)$, respectively. Their covariance functions satisfy

\[
E(w(t_1)w(t_2)) = P_w(t) \delta(t_1 - t_2) \quad \text{(B.12a)}
\]
\[
E(v(t_1)v(t_2)) = R(t) \delta(t_1 - t_2), \quad \text{(B.12b)}
\]

where $\delta(t)$ is the Kronecker delta and $E(\cdot)$ denotes expectation. It is assumed that the initial state $Q(0)$ is statistically known by its mean vector and covariance matrix. $Q(0), w(t)$ and $v(t)$ are mutually uncorrelated.

The goal of the stochastic model is to combine the system dynamics with the measurement information to "optimally" estimate the state vector. Two desirable properties of these "optimal" estimates are to be (1) unbiased and (2) have the smallest error variance among all other unbiased estimators. In the case of linear systems with white Gaussian statistics, such estimates are obtained from the Kalman Filter (Kalman, 1960).

Let $\hat{Q}(t/t)$ and $\Sigma(t/t)$ denote the best estimate and error covariance matrix of the state at time $t$ given observations up to and including time $t$, and let $\hat{Q}(t+1/t)$ and $\Sigma(t+1/t)$ be the corresponding quantities at time $t+1$ given the same observation data. The time update portion of the Kalman filter algorithm provides a prediction $\hat{Q}(t+1/t)$ of the state at time $t+1$ along with the associated error covariance $\Sigma(t+1/t)$. The measurement update corrects the previous estimates based on the
measurement \( z(t+1) \) at time \( t+1 \) to yield the a-posteriori estimate \( \hat{Q}(t+1/t+1) \) and its error covariance \( \Sigma(t+1/t+1) \). For these reasons the following discrete-time Kalman filter equations are also called predictor-corrector equations:

(i) **Prediction**: (effect of system dynamics)

state estimate: \[
\hat{Q}(t+1/t) = A \hat{Q}(t/t) + B \hat{U}(t) + C q(t)
\]  

error covariance: \[
\Sigma(t+1/t) = A \Sigma(t/t) A^T + B P_u B^T + C P_q C^T + P_w
\]  

\( t = 0,1,2,\ldots \)

(ii) **Correction**: (effect of measurement \( z(t) \))

state estimate: \[
\hat{Q}(t+1/t+1) = \hat{Q}(t+1/t) + K(t+1) \nu(t+1)
\]  

error covariance: \[
\Sigma(t+1/t+1) = \left[I - K(t+1) H^T\right] \Sigma(t+1/t),
\]  

\[
K(t+1) = \frac{E(t+1/t) H^T}{H^T E(t+1/t) H + R} \]

\[
\nu(t+1) = z(t+1) - H^T \hat{Q}(t+1/t),
\]

\( t = 0,1,2,\ldots \)

\( P_u \) and \( P_q \) are the covariance matrices of the vectors \( U \) and \( q \) which are assumed to be independent white noise sequences. It is noted that Eq. (B.13b) yields a suboptimal estimate of the predicted state covariance in that the autocorrelation function of \( U \) is not identically equal to zero (see definition following Eq. (C.4)). The vector \( K(\cdot) \) is the Kalman gain and \( \nu(\cdot) \) the Kalman innovations variable. For the system under consideration the measurement update step simplifies as follows:

\[
\hat{Q}_i(t+1/t+1) = \hat{Q}_i(t+1/t) + \frac{\Sigma_{IN}(t+1/t)}{\Sigma_{NN}(t+1/t)+R} [z(t+1) - \hat{Q}_N(t+1/t)]
\]  

\[
\Sigma_{ij}(t+1/t+1) = \Sigma_{ij}(t+1/t) - \frac{\Sigma_{IN}(t+1/t) \Sigma_{Nj}(t+1/t)}{\Sigma_{NN}(t+1/t)+R}
\]

where \( \hat{Q}_i(t/s) \) and \( \Sigma_{ij}(t/s) \) represent respectively the \( i^{\text{th}} \) and the \( ij^{\text{th}} \) elements of the vector \( \hat{Q}(t/s) \) and the matrix \( \Sigma(t/s) \).

The performance of a stochastic filtering scheme is enhanced if the system is observable, controllable, or both. Systems which are both controllable and observable have the following two desirable properties: (1) their stochastic filtering design is stable, and (2) their state-space formulation is irreducible (see Kailath, 1980 and Chen, 1970).
The first implies that, in the state estimator, the observation errors do not accumulate, while the second guarantees that there does not exist any other state-space model of smaller than $N$ dimension. The controllability and observability study of the present system is taken up in Appendix D. It is there shown that this state-space model has both of these properties and, therefore, it is theoretically expected to display optimal performance.
B.4 Case Studies

The performance of the state-space routing model previously presented is tested here in a series of case studies with various geomorphologic characteristics. These characteristics include channel slope, cross-section, roughness, length, and bed and banks material. For consistency and realism, the characteristics of each case study were determined using the "regime" theory of channel morphology [Blench, 1957; Simons and Albertson, 1960; Henderson, 1966]. In each case, both the linear and the nonlinear state-space routing models were implemented and the results were compared to those from the Dynamic Wave OPERational (DWOPER) model developed by Fread [1978].

The regime theory [Henderson, 1966, Section 10.6] is an empirical theory which is based on field studies of man-made channels. Given the nature of the bed and bank material and an estimate of the dominant flow, the Regime theory equations describe the geotechnical conditions (cross-sectional characteristics and bottom slope) which are eventually expected to develop in the channel. In this study, we consider two material types: (1) sand bed and banks and (2) coarse non-cohesive material. The same dominant discharge of 100,000 cfs is assumed for both types. The calculated values for these two cases are shown on Table B.1. It can be seen that the sandy material is associated with a mild slope (about 0.002%) and a wide cross-section (of 996 feet average width); the coarse noncohesive material is expected to form a channel with a steeper slope (0.18%) and narrower cross-section (of 498 feet average width). To investigate the effect of multiple reaches and various channel lengths, we consider three different channel cases for each material type. These channels consist of one, three, and five 100-mile reaches respectively, and their cross-sections are trapezoidal with the characteristics shown on Table B.1. For the simulation runs reported, the routing model used the true parameter values (see Table B.2). The inflow hydrograph varies from 16,667 to 102,500 cubic feet per second and is shown on Figure B.1. Lateral inflows were not included in this analysis. The time step Δt used in all cases is 6 hours, and the routing duration is 84 time steps. The length of each reach and the routing interval were chosen so as to comply with (B.5c) and (B.5d). Both the linear and the nonlinear routing schemes were implemented for each channel case along with the DWOPER routing model. The DWOPER results were considered to be the true river response.

B.4.1 Linear Case

In the linear model, the routing coefficients C1, C2, C3, and C4 are constant for each Δx routing reach and throughout the duration of the routing computations; therefore, the coefficient matrices in the state equation are not time-varying. All hydrologic parameters are the same for each routing reach Δx and are summarized on Table B.2. For realism,
**Table B.1: Case Study Channel Characteristics**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sand Bed and Banks (1st case)</th>
<th>Coarse Noncohesive Material (2nd case)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dominant Discharge (cfs)</td>
<td>100,000</td>
<td>100,000</td>
</tr>
<tr>
<td>Wetted Perimeter (ft)</td>
<td>1106.80</td>
<td>553.39</td>
</tr>
<tr>
<td>Bottom Width (ft)</td>
<td>907.325</td>
<td>452.57</td>
</tr>
<tr>
<td>Average Width (ft)</td>
<td>996.117</td>
<td>498.05</td>
</tr>
<tr>
<td>Surface Width (ft)</td>
<td>1084.91</td>
<td>543.54</td>
</tr>
<tr>
<td>Hydraulic Radius (ft)</td>
<td>32.809</td>
<td>14.51</td>
</tr>
<tr>
<td>Water Depth (ft)</td>
<td>32.51</td>
<td>15.49</td>
</tr>
<tr>
<td>Cross-section Area (ft²)</td>
<td>32386.9</td>
<td>7718.01</td>
</tr>
<tr>
<td>Velocity (ft/sec)</td>
<td>3.087</td>
<td>12.95</td>
</tr>
<tr>
<td>Bottom Slope</td>
<td>0.00002</td>
<td>0.00178</td>
</tr>
<tr>
<td>Bank Angle (degrees)</td>
<td>20.11</td>
<td>18.81</td>
</tr>
<tr>
<td>Manning n</td>
<td>0.022</td>
<td>0.0288</td>
</tr>
</tbody>
</table>

**Table B.2: Muskingum–Cunge Parameter Values for the Linear Case**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sand bed and Banks (1st case)</th>
<th>Coarse Noncohesive Material (2nd case)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manning n</td>
<td>0.022</td>
<td>0.0288</td>
</tr>
<tr>
<td>Bottom Slope S₀</td>
<td>0.00002</td>
<td>0.00178</td>
</tr>
<tr>
<td>dB₀/dy</td>
<td>5.46</td>
<td>5.87</td>
</tr>
<tr>
<td>Area A₀ (ft²)</td>
<td>32386.9</td>
<td>7718.01</td>
</tr>
<tr>
<td>Top width B₀ (ft)</td>
<td>1084.91</td>
<td>543.54</td>
</tr>
<tr>
<td>Unit-width discharge q₀ (cfs/ft)</td>
<td>92.1735</td>
<td>183.978</td>
</tr>
<tr>
<td>Routing interval Δt (sec)</td>
<td>21600</td>
<td>21600</td>
</tr>
<tr>
<td>Coefficient β</td>
<td>1.569</td>
<td>1.567</td>
</tr>
<tr>
<td>Wave speed c (ft/sec)</td>
<td>4.67</td>
<td>20.156</td>
</tr>
</tbody>
</table>
Figure B.1: Input Hydrograph
the observed values (DWOPER results) and the input to the state space model were interjected with randomly generated errors with standard deviation equal to 5% of the actual values. The covariance of the state equation error, \( w(t) \), was assumed to have the form \( \sigma^2 I \), where \( I \) is the unit matrix and \( \sigma \) is a scalar.

Figure B.2 shows the results for the sand bed and bank channel cases with one, three, and five reaches respectively. In these runs, a small \( \sigma \)-value has been intentionally assumed to simulate the situation where model predictions do not consider observations but strictly rely on the system (Muskingum–Cunge) dynamics. The line with the designation "actual" represents the outflow discharge from each channel as predicted by the DWOPER model with input the hydrograph shown on Figure B.1; the one designated "observed" is the "actual" distorted by random errors; lastly, the line labelled "predicted" portrays the 6-hr predicted outflow from the state space model whose input (hydrograph on Figure B.1) was also contaminated by random errors. In all cases, the Muskingum–Cunge predicted outflows are seen to diverge from the actual DWOPER results, with the discrepancy becoming more apparent in the longer channels. This indicates an inadequacy of the Muskingum–Cunge model in channels with very mild slopes and suggests that utilizing real-time discharge measurements may improve model predictions.

Figure B.3 shows the results from the sand bed and bank channel case with one, three, and five reaches respectively when outflow observations are taken into consideration. In these runs, the parameter \( \sigma \) was estimated according to the least squares estimation criterion. Several runs were performed using various \( \sigma \)-values and the ones that produced the minimum quadratic error were selected as optimal. The optimal \( \sigma \)-values along with the associated least squares estimation error are reported on Table B.3 for both this and the coarse noncohesive channel cases. These results indicate that the predictive power of the state space routing model has clearly improved. The one-reach channel case exhibits the highest least squares value. This can be explained by the fact that as the river segment under consideration becomes longer, the outflow hydrograph is attenuated further. As a result, the measurement error (5% of the observed outflow) decreases and the measurement quality increases. Therefore, the model's ability to estimate the state variables improves and the forecasts become more accurate.

A necessary step in any model building attempt is model verification by validating the underlying modeling assumptions. If the state-space model has the correct structure and parameters, the innovation sequence \( v(t) \) should be a white noise process. To test the whiteness properties of the innovation sequence, we computed its autocorrelation function. This function appears on Figure B.4 for each of the three channel cases. As can be seen by these graphs, the autocorrelation values are contained within the 95% confidence band reasonably well and can be considered statistically negligible.
Figure B.2: Linear Model; Sandy Material; No Account of Observations
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Figure B.3: Linear Model; Sandy Material; Optimal Observation Account
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Figure B.4: Linear Model; Sandy Material; Innovations Autocorrelation
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Table B.3: Least Squares Estimation for the Linear Models

<table>
<thead>
<tr>
<th></th>
<th>Sand Bed and Bank Case</th>
<th>Coarse Non-cohesive Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Reach</td>
<td>5,475</td>
<td>2.17x10^9</td>
</tr>
<tr>
<td>3 Reaches</td>
<td>3,150</td>
<td>1.58x10^9</td>
</tr>
<tr>
<td>5 Reaches</td>
<td>2,250</td>
<td>1.39x10^9</td>
</tr>
</tbody>
</table>

Figure B.5 shows the results for the coarse noncohesive material with one, three, and five reaches respectively. In these runs, all versions follow the DWOPER results very closely. By comparison, the optimal σ-values are now smaller than the ones in the sand bed and bank channel case. This is a result of the improved model performance in channels with steep slopes and negligible inertia effects. As can be observed from Table B.3, the one-reach case study exhibits the smallest least squares estimation error. This behavior can be explained by the fact that more reaches introduce more uncertainty and corrupt the model's predictive power. The wave attenuation effect, which was seen to be dominant in the first case study (where the slope was mild), is now minimal and does not revert this trend.

The correlograms for the innovations in this case are shown on Figure B.6. The innovation sequences can be assumed to be white.

B.4.2 Nonlinear Case

In the nonlinear model, the river routing and state space model coefficients are changing with each reach Δx and time step Δt.

For comparative purposes with the linear case, the weighting coefficient and the measurement error variance were as in the previous section. Figure B.7 includes the results from the sand bed and banks using one, three, and five reaches respectively. As expected, model predictions follow the DWOPER actual results at least as well as the respective linear cases.

Remarks similar to the ones in the linear model case apply here as well; that is, as the number of reaches increases from one to five the least square values relatively decrease, while, absolutely, they are
Figure B.5: Linear Model; Coarse Material; Optimal Observation Account
Figure B.6: Linear Model; Coarse Material; Innovations Autocorrelation
Figure B.7: Nonlinear Model; Sandy Material; Optimal Observation Account
much smaller than those of the corresponding linear cases. The results are shown on Table B.4. The respective correlograms are shown on Figure B.8 and also validate this model.

Table B.4: Least Squares Estimation for the Non-linear Models

<table>
<thead>
<tr>
<th></th>
<th>Least Squares</th>
<th></th>
<th></th>
<th>Least Squares</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Error</td>
<td></td>
<td></td>
<td>Error</td>
</tr>
<tr>
<td></td>
<td>[ft³/sec]</td>
<td>[ft³/sec]²</td>
<td></td>
<td>[ft³/sec]</td>
</tr>
<tr>
<td>1 Reach</td>
<td>5,475</td>
<td>1.81x10⁹</td>
<td>315</td>
<td>1.95x10⁹</td>
</tr>
<tr>
<td>3 Reaches</td>
<td>3,150</td>
<td>1.27x10⁹</td>
<td>710</td>
<td>2.78x10⁹</td>
</tr>
<tr>
<td>5 Reaches</td>
<td>1,000</td>
<td>0.88x10⁹</td>
<td>1,725</td>
<td>2.33x10⁹</td>
</tr>
</tbody>
</table>

Figure B.9 includes runs using small $\sigma$-values and emphasize the need of utilizing the observations. By comparison with the linear case, the nonlinear Muskingum-Cunge model is more successful in predicting peak timing.

Figure B.10 shows the results for the coarse noncohesive material for one, three, and five reaches respectively. In this case, the values of the covariance matrices are much smaller than those required by the linear models. This happens because the estimation procedure has more confidence on the system dynamics. The results are shown on Table 4. The corresponding correlograms in this case are shown on Figure B.11 and verify the whiteness of the innovation sequences.

B.5 Closing Remarks

This work investigated the utility of state-space formulations in river routing. Two state-space models were suggested based on the linear and nonlinear forms of the Muskingum-Cunge routing procedure and were coupled with a Kalman Filter estimator. The method was tested in two case studies to forecast six-hour discharge values for various river reaches. The case studies involved sand bed and banks material with very mild bottom slope (0.00002) and a coarse noncohesive material with a steeper bottom slope (0.00178). The model results indicate that utilizing flow measurements improves the predictive ability of the Muskingum-Cunge routing scheme, especially in channels with mild slopes and backwater effects.
Figure B.8: Nonlinear Model; Sandy Material; Innovations Autocorrelation
Figure B.9: Nonlinear Model; Sandy Material; No Account of Observations
Figure B.10: Nonlinear Model; Coarse Material; Optimal Observ. Account
Figure B.11: Nonlinear Model; Coarse Material; Innovations Autocorrelation
APPENDIX C
STATE SPACE REPRESENTATION OF THE ROUTING EQUATIONS

Substituting Equation (B.8a) into Equation (B.8b) and rearranging yields

\[ Q_2(t+1) = C_{2,3} Q_2(t) + (C_{2,1} + C_{2,2} C_{1,3}) Q_1(t) + C_{2,2} C_{1,1} Q_0(t) + C_{2,2} C_{1,2} Q_0(t+1) + C_{2,4} \]  
\[ \text{(C.1)} \]

Similarly, substitution of this equation into the routing expression for the 3rd reach gives the following result:

\[ Q_3(t+1) = C_{3,3} Q_3(t) + (C_{3,1} + C_{3,2} C_{2,3}) Q_2(t) + \]
\[ + (C_{3,2} C_{2,1} + C_{3,2} C_{2,2} C_{1,3}) Q_1(t) + C_{3,2} C_{2,2} C_{1,1} Q_0(t) + C_{3,2} C_{2,2} C_{1,2} Q_0(t+1) + C_{3,4} \]
\[ \text{(C.2)} \]

In general, there holds that

\[ Q_i(t+1) = C_{i,3} Q_i(t) + (C_{i,1} + C_{i,2} C_{i-1,3}) Q_{i-1}(t) + \]
\[ + C_{i,2} (C_{i-1,1} + C_{i-1,2} C_{i-2,3}) Q_{i-2}(t) + \]
\[ + C_{i,2} C_{i-1,2} (C_{i-2,1} + C_{i-2,2} C_{i-3,3}) Q_{i-3}(t) + \]
\[ + C_{i,2} C_{i-1,2} C_{i-2,2} C_{i-3,1} Q_{i-4}(t) + \]
\[ + \ldots + C_{i,2} C_{i-1,2} \ldots C_2 C_1 Q_0(t+1) + \]
\[ + C_{i,2} C_{i-1,2} C_2 C_1 Q_0(t) + \]
\[ + C_{i,2} C_{i-1,2} \ldots C_2 C_1 Q_0(t-1) + \]
\[ + \ldots + C_{i,2} C_{i-1,2} \ldots C_2 C_1 Q_0(t-1) + \]
\[ + \ldots + C_{i,2} C_{i-1,2} \ldots C_2 C_1 Q_0(0) + \]
\[ + \ldots + C_{i,2} C_{i-1,2} \ldots C_2 C_1 \]  
\[ \text{(C.3)} \]

where \( i = 3, 4, \ldots, N \).

Using matrix notation, these equations can be expressed in the following equivalent form:

\[ Q(t+1) = A Q(t) + B U(t) + c \]  
\[ \text{(C.4)} \]

where \( Q(t) = [Q_1(t) Q_2(t) \ldots Q_N(t)]^T \), \( U(t) = [Q_0(t) Q_0(t+1)]^T \).
Vector $\mathbf{c}$ is related to the lateral inflow (or outflow), and, in certain cases, may not be present. However, when this model is used as a part of a rainfall-runoff forecasting scheme, the lateral inflow will also be an input, and Equation (B.4) must be considered as follows:
\[ Q(t+1) = A \cdot Q(t) + B \cdot U(t) + C \cdot q(t), \quad (C.5) \]

where \( q(t) = [q_1(t) \ q_2(t) \ldots \ q_N(t)]^T \) and

\[
C = \begin{bmatrix}
    d_{1,4} & 0 & \ldots & 0 \\
    C_{2,2} & d_{1,4} & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    C_{N,2} & d_{1,4} & \cdots & d_{N,4} \\
\end{bmatrix}
\]

with \( d_{1,4} = \Delta x_1 \tilde{a}_1 / C_{1,0} \) (see Equation B.3e).

For the segments originating from reservoirs, the input \( U(t) \) will represent reservoir releases, while for those emerging from watersheds, it will represent predicted runoff rates.
APPENDIX D

OBSERVABILITY AND CONTROLLABILITY STUDY

A system is observable if and only if a finite series of observations 
\(\{z(t_0), z(t_1), \ldots, z(t_M)\}\) is enough to uniquely determine the initial 
value of the state vector at time \(t_0\). Equivalently, the previous system 
is observable (Kailath, 1980, Chapter 2) if and only if the matrix

\[
O = \begin{bmatrix}
H^T & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
sI - A & \cdot & \cdot
\end{bmatrix}
\]

(D.1)

has rank \(N\) for all \(s\). Substituting \(H^T\) and \(A\) from Section B.2
results in

\[
O = \begin{bmatrix}
0 & 0 & 1 \\
\cdot & \cdot & \cdot \\
s - A_{1,1} & 0 & \cdot \\
\cdot & \cdot & \cdot \\
-A_{2,1} & s - A_{2,2} & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
-A_{N,1} & -A_{N,2} & \cdots & s - A_{N,N}
\end{bmatrix}
\]

(D.2)

where the elements \(A_{i,j}\) represent the corresponding entries of the
matrix \(A\) defined following Equation (C.5). The critical values of \(s\) for
which this matrix may not fulfill the observability requirement are the
eigenvalues of \(A\). (If \(s\) is not an eigenvalue, the determinant \(\det(sI-A)\)
will be nonzero and thereby matrix \(O\) will have rank \(N\).) Given the
structure of matrix \(O\), the system is observable if we cannot find an
\((NxN)\) submatrix with at least one zero column or row for any value of \(s\).
The critical values of \(s\) are now restricted to \(A_{1,1}\) and \(A_{N,N}\), but one
can easily verify that in either case no \((NxN)\) submatrix with at least
one zero row or column can be found. Thus, the system is observable.

A system is controllable if and only if, given any initial state
vector \(Q_I(t_0)\) and any terminal state vector \(Q_T\), there exists a finite
time \(t_M\) and an input sequence \(\{U(t_0), U(t_1), \ldots, U(t_M)\}\) which "drives"
the system from \(Q_I(t_0)\) to \(Q_T\). Alternatively, the system is controllable
if and only if the matrix \((sI - A | B)\) has rank \(N\) for all \(s\). (The
following proof refers to the system represented by Equation (A.4);
however, controllability of the system in Equation (C.5) can also be proved in a similar manner.)

Substituting $A$ and $B$ from Appendix C yields

\[ C = \begin{bmatrix} s-A_{1,1} & 0 & \ldots & 0 & C_{1,1} & C_{1,2} \\ -A_{2,1} & s-A_{2,2} & \ldots & 0 & C_{2,2}C_{1,1} & C_{2,2}C_{1,2} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ -A_{N-1} & -A_{N,2} & \ldots & S-A_{N,N} & \Pi C_{i,2}C_{1,1} & \Pi C_{i,2}C_{1,2} \end{bmatrix} \]

Using arguments similar to those of the observability proof we can easily show that we cannot find an $(NxN)$ submatrix with at least one zero column or row for any value of $s$. Thus the system is also controllable.