ABSTRACT
In this paper, we describe an information access system with a voice-only interface. We outline a design process for generating guidelines for voice-only interaction in the absence of adequate speech recognition technology. Our usability studies make use of a “Wizard of Oz” scheme to replace the missing core technology.
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INTRODUCTION
Voice recognition and synthesis provide interesting and exciting interface alternatives for application developers. To date, voice has been used primarily to augment applications with an existing visual interface (e.g., VoiceNotes [6]). There are a couple of reasons why a voice-only interface to a system might be desirable. First, the application might require a hands-free mode of interaction. Second, telephone service is one of the few truly robust and ubiquitous network technologies, so it makes sense to extend information services away from the desktop by providing a telephone interface. We are developing an experimental system, which like MailCall [4], SpeechActs [8], and Wildfire [7], provides voice-only access to desktop and network-based information services.

We have investigated a wide range of information services so far enabling us to make generalizations and draw conclusions for develop some voice application guidelines. Our prototype system provides access to both network and desktop-based services, such as weather forecasts, stock market results, and personal messages (e-mail, voice mail and faxes). Access is initiated by a telephone call, after which the user issues voice commands for various services. The system responds with the information requested.

For instance, a user may call to find out if she has any messages. She finds that a colleague wants to meet that afternoon. Checking her calendar, she discovers that she is free and responds to the e-mail with a voice-attachment. Finally, she checks the West Coast weather for tomorrow because she has a trip to California planned. She sets a meeting reminder to herself and hangs up.

The scenario described above is idealized and is mimicked by many corporate concept videos. For the user, the interaction is natural. She switches between tasks seamlessly without losing the context of recent interactions. There are no excessive demands to remember mappings such as "press or say one for sports scores," familiar to most users of voice-based menu systems.

WORKING WITH SPEECH TECHNOLOGY
Two core technologies are required to move toward this ideal of voice-only interaction: speech synthesis and speech recognition. Speech synthesis is a readily available commercial technology. There are also commercial and academic systems to support speech recognition, but they are limited. The principal trade-off a designer of speech recognition systems faces is between versatility (speaker independence, size of vocabulary, continuous speech with real-time recognition) and recognition accuracy. A natural voice-only interaction needs to allow continuous speech over a seemingly unlimited vocabulary, from the user's perspective. Given this requirement, it appears that our demands on speech recognition far outstrip what is currently available.

Without the desired speech recognition technology it might seem impossible to empirically investigate other important aspects of voice-only interaction, such as user acceptance or satisfaction. We want to conduct realistic user studies that lead to guidelines for future developers of voice-only applications, but we do not want to wait for the technology to catch up. Herein lies the crux of the design problem: to design an application with sufficient functionality to determine user acceptance, without the use of this core technology. We decided, therefore, to use a Wizard of Oz approach, with a human operator performing the speech recognition.

METHODOLOGY
Three focus group meetings were held to discuss potential services and interaction techniques. Each focus group consisted of 6-8 participants and 2 moderators. The participants were given a brief description of the proposed application and a series of sample scenarios outlining how the application could be used. They took turns portraying
the user, while others took the parts of various information services. The interactions between the users and the services were recorded for future use. We used these meetings to develop a list of potential services and to get an initial glimpse of what an interaction might look like.

A large list of services was constructed using input from brainstorming sessions, a literature survey, and the focus groups. Of these, we initially prototyped four: stock market results, US weather forecasts, headline news, and messages (e-mail, voice mail, and faxes). The World Wide Web was the information source for all the services except for the message service.

The prototype was used in a series of usability studies. The purpose of these studies was to determine the usefulness of the provided services, build user grammars for future speech recognition integration, determine common navigation paths between and within services, and, of course, to determine the usability of the prototype. The usability studies were performed in two stages: an initial study with a small group of participants with an early version of the prototype and a second study with a larger group of participants using a mature version of the prototype. The results reported here refer to the second study.

Both stages of the usability studies were conducted in the same manner. The participants were given a short written description of the application and a list of tasks to perform. A participant telephoned the Wizard prototype and attempted to use natural language voice commands to complete the assigned tasks. The user was then given the opportunity to explore the system freely. The prototype generated a log file for each user containing time-stamped requests for data and time-stamped replies. A complete audio record was kept for future use. We used these meetings to develop a list of potential services and to get an initial glimpse of what an interaction might look like.

Below are some initial observations that have come out of our usability tests.

Being Conscious of the Computer
The users were not told about the human operator, and were led to believe that a computer was controlling the entire system. This was done in order to obtain more realistic interaction examples. When participants knew that a human was "in the loop", they tended to phrase their queries differently: using informal language (e.g. "Can you please read me today's news?") and being very polite (saying "please" and "thank you"). When participants were unaware of the human operator, queries were phrased more as demands than requests (e.g. "Read headline news.") and more formal language was used, often mimicking the language used in the list of tasks provided.

A question to ask is whether knowledge of the computer implicitly leads a user to speak with a more limited vocabulary. We suspect this is the case, and if so, it actually makes the recognition problem simpler, and the key design principle is to create a human-computer conversation that implicitly limits user responses to a reduced vocabulary. It is a question of user perception: if users believe the system has a small working vocabulary, they will interact using a small vocabulary, to the speech recognition system’s benefit. However speech recognition is made more difficult if users believe the system has a large working vocabulary because they will interact using a large vocabulary. This observation is illustrated below.

Adaptation and Learning
In general, users adapted their language during a single session with the system. When they experimented with more than just simple one-word commands and had success, they modified their speech to more free form queries. They learned quickly that the more verbose form of communication allowed them to navigate and access information more quickly.

We believe this was a result of having a human perform natural language speech recognition, rather than recognizing a constrained vocabulary. As users became more confident that the speech recognition “system” could understand a more conversational input language, they took advantage of it. This notion brings us back to the concept of user perception and the research question posed above: what is the relationship between user perception of how “intelligent” the computer is and the vocabulary they use? In order to understand this relationship better, further testing must be done.

Working Memory and Navigation
People have a limited working memory and this is even more important for voice-only interfaces than for GUIs. Without a graphical display to store information, users are forced to maintain necessary context in memory. When presented with long lists of unique options, users tended to take one of two paths. The first, and more common path, was to ask for the list to be repeated. The second, and unexpected, path was to write down the options, something we never intended our users to do.
The obvious solution is to avoid overloading the user with long lists. But this observation leads to the more general question of how to provide adequate support for users trying to navigate through the system. The support should enable users to feel in control of the interaction, and not cognitively overload them. The interface should be designed to work well with novice as well as expert users. We saw users that could adapt to the system and others that struggled. Obviously, one static interface will not be sufficient when dealing with a heterogeneous user population. Rather, a dynamic interface that changes with the user is needed. Prompts should be expanded when users require more help and should be succinct and non-intrusive when users are in control - part of a process known in the education community as scaffolding[2].

**Importance of Feedback**

Speed and the amount of time spent waiting was important to users. They did not want to wait a long time while data was being retrieved. A delay of more than approximately 5 seconds caused concern because they were given no interim feedback. Delays in voice applications cause more frustration than in GUI applications. The prototype provided no feedback telling users that it was retrieving data, whereas with a GUI application, the user may get feedback by looking at the display. Users require constant interaction in voice applications because they have no other method of control or feedback.

With an voice-only interface, only audio feedback can be used. Different cues can be used to tell a user when they should speak, when the system has or has not understood their requests, when it is fetching information (if long delays), and so on. Distinct and intuitive sounds are an effective way of providing audio feedback to users [1].

**Granularity of Response**

In the previous observations, we discussed how users feel a lack of control when waiting for system responses and the burden that voice output places on cognitive load. The same effect is felt when response granularity, the level of detail in system responses, is coarse. During our tests, we experimented with giving users varied degrees of response granularity. For example, with some users, we replied to a request for information about a particular stock with a 30 second long discourse on the current price, annual high and low, price-to-earnings ratio, and so on. With other users, we replied to the same request with a short reply simply stating the current price and the daily change, and providing options for obtaining the more detailed information, if desired. The second group of users were more satisfied than the first group. A goal is to provide the user as precise a response as possible, giving the feeling of greater control and revealing information progressively in order to reduce the demands on users’ memory.

**CONCLUSIONS AND FUTURE WORK**

The goal of our project was to develop an information access system where voice was the only mode of interaction. The greatest design problem faced was the lack of a speech recognition system. Even without computer-controlled speech recognition, a useful system was developed using a Wizard of Oz approach. This enabled the testing of a variety of different interaction techniques and has pointed us towards future research avenues. As with GUIs, the important design considerations with voice-only interfaces deal with users’ perception of the interface: how much control they have and how easy it is to use. The differences, of course, are in how these considerations are implemented. Our future plans include investigating the effects of user perception of system intelligence on vocabulary, scaffolding, feedback, and introducing constrained speech recognition along with more usability studies to measure the results.
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