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**Markovian Network Processes with System-Dependent Transition Rates**

Richard F. Serfozo

**ABSTRACT**

A Markovian network process describes the movement of discrete units among a set of nodes that process the units. There is considerable knowledge of such networks, often called queuing networks, in which the nodes operate independently and the routes of the units are independent. The focus of this study, in contrast, is on networks with dependent nodes and routings. Examples of dependencies are parallel processing across several nodes, alternate routing of units to avoid congestion, and accelerating or decelerating the processing rate at a node depending on downstream congestion. We introduce a rather general canonical network process and derive its equilibrium distribution. This distribution takes the form of an interchangeable product of functions of decreasing vectors. This new type of distribution is rather universal and may apply to other multi-variate processes as well. A basic idea in our approach is that we link certain micro-level balance properties of the network routing to the processing rates at the nodes. The link is via routing-balance partitions of nodes that are inherent in any network. We also give necessary and sufficient conditions under which a unit...
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Abstract

A Markovian network process describes the movement of discrete units among a set of nodes that process the units. There is considerable knowledge of such networks, often called queueing networks, in which the nodes operate independently and the routes of the units are independent. The focus of this study, in contrast, is on networks with dependent nodes and routings. Examples of dependencies are parallel processing across several nodes, blocking of transitions because of capacity constraints on nodes, alternate routing of units to avoid congestion, and accelerating or decelerating the processing rate at a node depending on downstream congestion. We introduce a rather general canonical network process and derive its equilibrium distribution. This distribution takes the form of an interchangeable product of functions of decreasing vectors. This new type of distribution is rather universal and may apply to other multi-variate processes as well. A basic idea in our approach is that we link certain micro-level balance properties of the network routing to the processing rates at the nodes. The link is via routing-balance partitions of nodes that are inherent in any network. We also give necessary and sufficient conditions under which a unit moving in the network sees a time average for the unmoved units. Finally, we discuss when certain flows between nodes in an open network are Poisson processes.

Keywords: Markovian network process, Queueing network, Dependent nodes and routing, Palm probability, Poisson process, Moving units see time averages.
1 Introduction

A stochastic network process is a model for a system in which discrete units move among a set of nodes that process the units. Such processes are often called queueing networks. Some archetypal stochastic networks are as follows:

Flexible Manufacturing Networks: Parts, tools or material (units) move among a group of work stations and storage areas (nodes) that machine and store the units for later use or for shipping.

Telecommunications Networks: Telephone calls, data packets or messages move among operators or switching stations.

Computer Networks: Transactions, data packets or programs move among processors, computers, peripheral equipment or files.

Maintenance Networks: Reparable parts or equipment needed for the operation of a large system move among locations where they are used, repaired, and stored.

Distribution Networks: Goods, orders or trucks move among plants, warehouses or market locations.

Biological Networks: Animals, cells, molecules, neurons, etc. move among locations, states or shapes.

Typical concerns associated with stochastic networks are: assessing the operational quality or feasibility of a network, comparing the quality of several prototype networks, designing a least-cost network (determining numbers of machines, tools or routes), and selecting optimal operating rules for the network. To address these issues requires an understanding of the probabilistic behavior of the network in terms of the equilibrium or stationary probability distribution of the numbers of units at the nodes. This distribution is used to derive various performance measures of the network such as the expected cost of operating the network or the percentage of time a sector of the network is overloaded. It is also a basic ingredient for the development of mathematical programming algorithms to select optimal network designs and operating rules. Other important network features include the rate of flow of units on the arcs and through the nodes (the throughputs), the time a unit spends in the network, and the time it takes for a unit to move from one sector of the network to another.

Most of the theory of Markovian network processes is for Jackson Network processes; the early papers are [2], [11], [14], and [28], and standard
textbook references are [10], [16], [26] and [29]. The key features of Jackson processes are:

- The units move one at a time.
- The nodes operate independently.
- The transition rates depend on only local information: the service rate at a node depends on only the number of units at that node and is independent of the rest of the network.
- The routes of units are independent of each other and hence independent of the congestion in the network.
- The equilibrium distribution is of product form.

Jackson processes can be viewed as the first generation of stochastic network processes. They play an important role in analyzing networks with independent nodes and routes.

By its very nature, however, a network is a system of interacting nodes in which the operation of a node and the routing of a unit may depend on what is happening throughout the network. Examples of dependencies are:

- Parallel processing across several nodes.
- Alternate routing of units to avoid congestion.
- Accelerating or decelerating the processing rate at a node whenever downstream nodes are starved or congested.
- Units are blocked from entering a sector of the network when the sector cannot handle any more units.

Such dependencies are omnipresent in the networks mentioned above. To model networks with dependencies will require a new generation of network processes that will typically have more complex, non-product-form equilibrium distributions. Some initial work on this theme has already begun [5], [6], [7], [12], [13], [16], [17], [18], [24], [26], [29]. We will comment on these references as we proceed.
The aim of the present paper is to introduce a fairly wide class of Markovian network processes with system-dependent transition rates that represent a variety of interactions between nodes. This class contains the Jackson processes and most of its generalizations developed to date. The equilibrium distributions for the processes take the form of an interchangeable product of functions of decreasing vectors. This new type of distribution appears to be rather universal and may apply to other processes as well. A key idea in our approach is that we link certain micro partial balance properties of the routing rates of the units to their processing rates at the nodes.

Our discussion proceeds as follows. In Sections 2 and 3, we present our notation and give preliminary examples and results. The point of Section 3 is to review two basic network processes that represent the two extreme ends of the spectrum of networks that is our focus. In Section 4 we define our network processes and derive their equilibrium distributions. We establish further properties of the processes in Sections 5, 6, 7, which cover the following topics:

- Blocking of certain transitions due to network constraints.
- Palm probabilities of a network at its transitions: When does a moving unit see a time average for the unmoved units?
- Poisson flows in open networks.

2 Notation

We shall consider a network consisting of \( m \) nodes, labeled 1, \ldots, \( m \), that process discrete units that move among the nodes. We will confine our discussion to indistinguishable units and point out later how the results extend to multiple types of units. The evolution of the network is represented by the stochastic process \( X = \{ X_t : t \geq 0 \} \) that records the numbers of units at the respective nodes. The state space of \( X \) is a set \( S \) of non-negative integer-valued vectors \( n = (n_1, \ldots, n_m) \), where \( n_j \) denotes the number of units at node \( j \). The network is open if units enter it from outside and eventually exit; here \( S \) is the set of all non-negative vectors. The network is closed if there are a fixed number of units, say \( N \), continually circulating in
it; here $S$ is the set $S_N$ of all $n = (n_1, \ldots, n_m)$ such that $n_1 + \ldots + n_m = N$. For simplicity, we assume throughout Sections 2-6 that $X$ is such a closed network; Section 7 covers open networks. The results herein also have analogues for mixed networks (a combination of open and closed ones) and for network processes with more general state spaces as in (29) that monitor additional information about the nodes and units or environmental factors.

We shall assume that the network process $X$ is a pure jump Markov process. The distribution of such a process is determined by its transition rates

$$q(n, n') = \lim_{t \to 0} t^{-1} P\{X_t = n' \mid X_0 = n\}, \quad n' \neq n.$$ 

Our focus will be on networks in which only one unit may move at a time. Accordingly, we assume that a transition of $X$ is synonymous with the movement of a single unit from one node to another. Specifically, if $X$ is in state $n$ and a unit moves from node $j$ to node $k$, then the next state is $T_{jk}n$, where

$$T_{jk}n = \begin{cases} n - e_j + e_k & \text{for } n_j \geq 1 \\ n & \text{for } n_j = 0, \end{cases}$$

and $e_j$ is the $m$-dimensional vector with 1 in entry $j$ and 0's elsewhere. The distribution of the process is therefore determined by the transition rates $q(n, T_{jk}n), j \neq k, n_j \geq 1 \ (q(n, n') = 0$ for all other states $n'$). We shall express these rates as

$$q(n, T_{jk}n) = \lambda_{jk} \phi_j(n) \Psi_{jk}(n), \quad (1)$$

where $\lambda_{jk} \geq 0$ and $\phi_j, \Psi_{jk}$ are positive functions on $S$. Section 5 covers the possibility of allowing $\phi_j(n)$ or $\Psi_{jk}(n)$ to be zero on part of $S$, which results in blocking.

The three-part factorization (1) is convenient, as we shall soon see, for isolating certain basic dependencies in the transitions. The particular factors and their interpretations will depend on the particular network. In general, one can view $\lambda_{jk}$ as the routing intensity from $j$ to $k$ that is inherent in the structure of the network; it is typically a function of the node or arc characteristics, independent of the system state $n$. The $\lambda_{jk}$ is sometimes the probability that a unit departing from node $j$ is assigned to move to node $k$; in this case $\lambda_{j1} + \ldots + \lambda_{jm} = 1$ (we do not make this
restriction). The \( \phi_j(n) \) can be viewed as the *departure rate* at node \( j \). This may be the same as the service rate or the service rate multiplied by an expediting function as in Example 5.6. Typically \( \phi_j(n) \) is a function of only a few \( n_k \)'s that have some relation to node \( j \). Finally, we view \( \Psi_{jk}(n) \) as a *system-dependent transfer rate* for arc \( j,k \). It might be the intensity at which node \( k \) “pulls” or “accepts” units from \( j \), or the intensity at which \( j \) “pushes” units to \( k \). At this point, the intensities \( \phi_j(n) \) and \( \Psi_{jk}(n) \) are arbitrary functions. We will place restrictions on them in the course of our discussion.

Our only other general assumption on the \( \lambda_{jk} \) is that they be such that the network process \( X \) is irreducible. There is no loss in generality from this assumption. Since \( \phi_j \) and \( \Psi_{jk} \) are positive, it is easy to see that \( X \) is irreducible if and only if the Markov matrix \( \lambda_{jk}/\sum_{t=1}^m \lambda_{jt}, \, j,k = 1,\ldots,m, \) is irreducible. Consequently, there are positive numbers \( w_1,\ldots,w_m \) that satisfy the *routing balance equations*

\[
\sum_k (w_j \lambda_{jk} - w_k \lambda_{kj}) = 0. \tag{2}
\]

The vector \( w_1,\ldots,w_m \) is unique up to a constant multiple.

The assumption that the closed network process \( X \) is irreducible and the finiteness of its state space \( S = S_N \) ensure that \( X \) has an equilibrium distribution, which we denote by \( \pi(n), \, n \in S \). That is, \( \pi \) is the unique probability measure that satisfies the total balance equations

\[
\pi(n) \sum_{j,k} q(n,T_{jk}n) = \sum_{j,k} \pi(T_{jk}n) q(T_{jk}n,n), \, n \in S. \tag{3}
\]

We will often write this \( \pi \) as

\[
\pi(n) = c\Phi(n) \prod_{j=1}^m w_{n_j}^{n_j}, \, n \in S, \tag{4}
\]

where \( w_1,\ldots,w_m \) is as above, \( \Phi \) is a positive function on \( S \) and \( c \) is a normalizing constant such that these \( \pi(n) \)'s sum to 1. Note that (4) is not a special form for \( \pi \) since any distribution can be written this way – simply set \( \Phi(n) = \pi(n)/\Pi_j w_{n_j}^{n_j} \) and \( c = 1 \).

In summary of the preceding discussion, \( X = \{X_t: t \geq 0\} \) represents a closed, irreducible Markovian network process in which \( N \) units circulate
among \( m \) nodes, and the transition rates of \( X \) are

\[
q(n, T_{jk}n) = \lambda_{jk}(n)\phi_{jk}(n).
\]

The problem we address is to find intensities \( \phi_j, \Psi_{jk} \) that are as general as possible but such that the equilibrium distribution of \( X \) has a tractable form.

Because our main results are still several pages away, we now jump ahead and give an example that describes the gist of our study. The next section provides a more leisurely lead-in.

**Example 2.1 A Precursor to the Main Result**

Suppose the network described above has a node \( j_0 \) whose service rate is independent of the other nodes; that is, for each \( j \neq j_0 \) and \( n \), the \( \phi_{j_0}(n) \) is independent of \( n_j \) and \( \phi_j(n) \) is independent of \( n_{j_0} \). This restriction is only used here to simplify some notation; it is not imposed in our main results. Assume that, for each \( n \) and \( j, k \neq j_0 \),

\[
\phi_j(n)\phi_k(n-e_j) = \phi_j(n)\phi_k(n-e_k).
\]

In addition, assume that the intensities \( \Phi_{jk} \) are symmetric over a family of routing-balance partitions as described in Section 4. This routing-balance symmetry is central to our development. Then the equilibrium distribution of the network process \( X \) is \( \pi(n) = c\Phi(n)\prod_j w_j^{n_j} \), where

\[
\Phi(n) = \prod_{j \neq j_0} n_j \prod_{r=1}^{j-1} \phi_j(n - \sum_{s=1}^{j-1} n_s e_s - re_j)^{-1} \prod_{r=1}^{n_{j_0}} \phi_{j_0}(r)^{-1}.
\]

This is a special case of our Theorem 4.6. Assumption (5) ensures that this product (6) of \( \phi_1, \ldots, \phi_m \) with decreasing vector arguments can be taken in any order. This is a key feature of our processes.

### 3 Preliminary Examples and Results

In this section, we present examples and corollaries of our results that are related to previous studies, and point out some issues that our work addresses. Our aim is to describe several types of networks that highlight a spectrum of networks with interacting nodes. We use the notation presented above. One can read this section before or after the main results in
Section 4. A reader who is familiar with network processes and prefers to see examples after the main results might want to skip ahead to Section 4.

**Example 3.1 Jackson Networks**

Suppose the network process \( X \) has transition rates

\[
q(n, T_{jk} n) = \lambda_{jk} \phi_j(n_j),
\]

where \( \phi_j(n_j) \) is the service rate at node \( j \) depending on only \( n_j \). This is the classical Jackson network with equilibrium distribution

\[
\pi(n) = c \Phi(n) \prod_j w_j^{n_j},
\]

where

\[
\Phi(n) = \prod_j \prod_{\imath=1}^{n_j} \phi_j(r)^{-1}.
\]

Here the non-interacting nodes give rise to a product-form equilibrium distribution. It would be informative to find a characterization of the general rates (1) for interacting nodes that also yield a product-form distribution. □

Dependencies in a network arise naturally via subsets of nodes that have special interactive features based on some common property. For instance, subsets of work stations (nodes) in a manufacturing network may represent work centers, as described in [6], whose intra-center routing rules differ from the inter-center routing rules, and the processing rate at a station may depend on the number of units in the center in which it resides. The following is one of the simplest dependencies between subsets of nodes.

**Example 3.2 Networks with Generalized Product-Form Equilibrium Distributions**

Suppose there is a partition \( P \) of the nodes \( 1, \ldots, m \) based on some of their characteristics (\( P \) is a collection of disjoint sets whose union is \( \{1, \ldots, m\} \)). Assume that the transition rates of \( X \) are

\[
q(n, T_{jk} n) = \lambda_{jk} \phi_j(\Sigma_{\ell \in J} n_\ell) \quad \text{for } j \in J, \ J \in P.
\]

That is, the departure intensity at each node \( j \in J \) is a function of the total number of units in \( J \) (e.g. one processor may be serving all units in \( J \) simultaneously). It follows, by verifying the balance equations (3), that the equilibrium distribution of \( X \) is
\[ \pi(n) = \prod_{j \in \mathcal{J}} \Phi_j(\Sigma_{j \in J} n_j) \prod_{j \in J} w_j^{n_j} \]

where \( \Phi_j(\nu) = \prod_{r=1}^{\nu} \phi_J(r)^{-1} \). This distribution is a product of functions of \( \{n_j : j \in J\} \) for the disjoint \( J \in \mathcal{J} \). Our results in Section 4 shed light on the question: Is this generalized-product-form valid for departure intensities \( \phi_j \) that are more general functions of \( \{n_j : j \in J\} \), or for more general transition rates? \( \square \)

Many dependencies in networks over a partition or subnetworks can be modeled by existing processes simply by ingenuity of notation. One approach is to view the subnetworks as a coarser network, as in [29], in which each subnetwork \( J \) is a "node" with a state \( \{n_j : j \in J\} \). Another approach is to attach labels to the units to form a multi-type network process. Our concern will be dependencies, including those involving overlapping subsets of nodes, that cannot be handled as easily.

Another major source of network dependencies is between the routing of units and the processing rates. Our main focus will be on characterizing such dependencies in terms of how the routing intensities \( \lambda_{jk} \) interact with the departure-transfer intensities \( \phi_j(n) \Psi_{jk}(n) \). The next two examples set the stage for this.

**Example 3.3 Kelly-Whittle Networks**

Suppose the network process \( X \) has transition rates

\[ q(n, T_{jk} n) = \lambda_{jk} \Phi(n - e_j)/\Phi(n), \quad (7) \]

where \( \Phi : S_{N-1} \cup S_N \to R^+ \) and \( R^+ = (0, \infty) \). Note that the Jackson network process is a special case. One can view \( V(n) \equiv -\log \Phi(n) \) as the system "potential" when in state \( n \). Then the departure intensity \( \phi_j(n) = \exp[V(n) - V(n-e_j)] \) is a function of the difference in potential between the state \( n \) and \( n \) with one less unit at node \( j \). It follows, by verifying (3), that the equilibrium distribution for this network is \( \pi(n) = c\Phi(n) \prod_j w_j^{n_j} \). This process is discussed in [16] and [29].

The following result describes a variation of this process. One can prove this directly by appeal to (3); it is also a corollary of Theorem 4.6 below.

**Proposition 3.4** Suppose the transition rates of \( X \) are \( q(n, T_{jk} n) = \lambda_{jk} \phi_j(n) \)
and there exists a \( \Phi : S_N \to \mathbb{R}^+ \) such that

\[
\Phi(n+e_j)\phi_j(n+e_j) = \Phi(n+e_k)\phi_k(n+e_k) \quad \text{for each } j \neq k \text{ and } n.
\]  

(8)

Then the equilibrium distribution of \( X \) is \( \pi(n) = c\Phi(n)\Pi_j w_j^n \). The condition (8) holds if and only if each \( \phi_j \) is of the form

\[
\phi_j(n) = \gamma(n-e_j)/\Phi(n)
\]

for some \( \gamma : S_{N-1} \to \mathbb{R}^+ \).

This result establishes that the \( \Phi(n-e_j) \) in the rates (7) can be replaced by any function \( \gamma(n-e_j) \) and the \( \pi \) remains the same. That is, \( \pi \) is "insensitive" to \( \gamma \). (This is a generic use of the word insensitive that differs from its traditional use in queueing theory.) We initially thought this insensitivity was remarkable, but our study shows that it is a rather common phenomenon. This is because the \( \gamma \) "factors out" of the balance equations (3) since \( \gamma(T_kn-e_k) = \gamma(n-e_j) \). The throughputs at the nodes and other performance parameters of the network as shown below, however, generally depend on \( \gamma \). Proposition 3.4 shows that the departure intensities in (7) and (9) are rather natural. Note that, for the process \( X \), the \( \pi \) is essentially determined upon specifying \( \Phi \) in (7) or (9). One of our goals is to develop the forward approach of starting with the service rates \( \phi_j \) as the initial data and then deriving \( \Phi \) and hence \( \pi \) as an explicit function of the \( \phi_j \)'s. \( \square \)

**Example 3.5 Kingman Reversible Networks**

We say that the network process \( X \) is reversible if its equilibrium distribution \( \pi \) satisfies the detailed balance equations

\[
\pi(n)q(n,T_{jk}n) = \pi(T_{jk}n)q(T_{jk}n,n) \quad \text{for each } j,k,n.
\]

(10)

The standard definition of reversibility, as for instance in [16], requires the additional condition that \( X \) is stationary, but we do not need this. Similarly, we say that the routing is reversible if there are positive \( w_1, \ldots, w_m \) that satisfy

\[
w_j\lambda_{jk} = w_k\lambda_{kj} \quad \text{for each } j,k.
\]

(11)

A classic example of such routing is a star-like network with node 1 as the center, and the \( \lambda_{1j}, \lambda_{j1} \) are positive for \( j = 2, \ldots, m \) and \( \lambda_{jk} = 0 \) otherwise. The following result is discussed in [17] and [29]; it follows immediately
from (10) and is a corollary of Theorem 4.6. Here we use \( \Lambda_{jk}(n) \) to denote the departure-transfer rate \( \phi_j(n) \Psi_{jk}(n) \).

**Proposition 3.6** Suppose the network process \( X \) has transition rates

\[
q(n, T_{jk}n) = \lambda_{jk} \Lambda_{jk}(n)
\]

and the routing is reversible. Then \( X \) is reversible if and only if each \( \Lambda_{jk} \)

is of the form

\[
\Lambda_{jk}(n) = \Phi(n-e_j) \Phi(n)^{-1} \gamma_{jk}(n-e_j)
\]

for some \( \Phi : S_{N-1} \cup S_N \to R^+ \) and \( \gamma_{jk} : S_{N-1} \to R^+ \) that satisfy \( \gamma_{jk} = \gamma_{kj} \). In this case, the equilibrium distribution of \( X \) is \( \pi(n) = c \Phi(n) \prod_j w_j^n \).

In expression (13), the \( \Phi(n-e_j) \) can be incorporated in \( \gamma_{jk}(n-e_j) \), but the given form is more convenient. Although the function \( \Phi \) is typically defined on only \( S_N \), its definition usually extends readily to the larger domain \( S_1 \cup \ldots \cup S_N \). An example of this result is a network with rates

\[
q(n, T_{jk}n) = \lambda_{jk} \phi_j(n) \psi_k(n_k),
\]

and

\[
\Phi(n) = \prod_j \prod_{r=1}^{n_j} \psi_j(r-1)/\phi_j(r)
\]

\[
\gamma_{jk}(n) = \psi_j(n_j) \psi_k(n_k).
\]

The \( \psi_k(n_k) \) can be viewed as the intensity at which node \( k \) attracts or accepts units from any other node. Other types of general intensities (13) are \( 1/\Phi(n) \), \( \gamma(n-e_j, n+e_k)/\Phi(n) \) and \( \gamma(n-e_j, n+e_k) \) (here \( \Phi \equiv 1 \)). See [5], [6], [18], and [24] for related examples.

The two preceding examples represent extreme cases of system-dependent transition rates. In Example 3.3 the networks have general routing rates \( \lambda_{jk} \) but the departure-transfer rates are restricted. On the other hand, the networks in Example 3.5 have general departure-transfer rates but the routing rates are restricted to be reversible. We shall study a spectrum of networks between these cases that have varying degrees of routing reversibility. The following is one such example.

**Example 3.7** Networks with Reversible Routing Between (or Within) Disjoint Subnetworks

Suppose the network is comprised of a union of disjoint subnetworks (i.e.
subsets of nodes), and let $S_j$ denote the subnetwork containing node $j$. Assume that the routing of units between any two subnetworks is reversible in that the $w_1, \ldots, w_m$ that satisfy (2) also satisfy
\[ w_j \lambda_{jk} = w_k \lambda_{kj} \text{ for each } k \in S_j^c \tag{14} \]
where $S_j^c \equiv \{1, \ldots, m\} \setminus S_j$. Now, assume that the transition rates of $X$ are
\[ q(n, T_{jk}n) = \left\{ \begin{array}{ll}
\lambda_{jk} \Phi(n-e_j) \Phi(n)^{-1} \gamma_{jk}(n-e_j) & k \in S_j^c \\
\lambda_{jk} \Phi(n-e_j) \Phi(n)^{-1} \gamma_{S_j}(n-e_j) & k \in S_j \end{array} \right. \tag{15} \]
Here $\gamma_S : S_{N-1} \rightarrow \mathbb{R}^+$, and $\gamma_{jk} : S_{N-1} \rightarrow \mathbb{R}^+$ are such that $\gamma_{jk} = \gamma_{kj}$. In this network, the movement of units between subnetworks is comparable to the reversible movement in Example 3.5 and the movement of units within each subnetwork is comparable to the movement of units in Example 3.3. It follows from Theorem 4.6 that the equilibrium distribution of $X$ is $\pi(n) = c \Phi(n) \prod_j w_j^{n_j}$. There is an analogous network process in which the routing of units within each subnetwork is reversible and the routing between subnetworks need not be. This is defined as above by simply reversing the roles of $S_j^c$ and $S_j$ in expressions (14), (15). These examples exhibit a partial routing reversibility in terms of only disjoint subnetworks. We will also discuss related partial reversibilities via non-disjoint subnetworks. □

The examples presented above suggest that they belong to a wider family of processes that apparently have a convenient canonical form. This is the subject we shall now develop.

4 A Canonical Network Process

Throughout this section we assume that $X = \{X_t : t \geq 0\}$ is a closed Markovian network process with transition rates
\[ q(n, T_{jk}n) = \lambda_{jk} \phi_j(n) \psi_{jk}(n). \]
We shall characterize the equilibrium distribution of $X$ for rather general intensity functions $\phi_j$, $\psi_{jk}$.

We begin with a few definitions. We have seen that partial reversibility or balance of the routing rates $\lambda_{jk}$ on subsets of nodes allows more general
intensities $\phi_j, \Psi_{jk}$ for the nodes. A convenient way of characterizing partial balance properties of the routing rates is by routing-balance partitions defined as follows.

**Definition 4.1** Let $w_1, \ldots, w_m$ be positive real numbers that satisfy the routing balance equations

$$\sum_k (w_j \lambda_{jk} - w_k \lambda_{kj}) = 0 \quad j = 1, \ldots, m. \quad (16)$$

For each $j$, let $D_j$ denote the set of all nodes $k$ that satisfy the "detailed balance" condition

$$w_j \lambda_{jk} = w_k \lambda_{kj}. \quad (17)$$

Let $B_j$ be any collection of disjoint sets of nodes in $D_j \equiv \{1, \ldots, m\} \setminus D_j$ that partition $D_j$ and satisfy the "partial balance" condition

$$\sum_{k \in B} (w_j \lambda_{jk} - w_k \lambda_{kj}) = 0 \text{ for each } B \in B_j. \quad (18)$$

We call $B_1, \ldots, B_m$ routing-balance partitions.

Note that the detailed-balance set $D_j$ and the partial-balance partition $B_j$ do not depend on the particular choice of $w_1, \ldots, w_m$. This follows since any two vectors that satisfy (16) differ by only a constant multiple, and so (17) and (18) are satisfied by any such vector. One can therefore view $D_j$ and $B_j$ as being defined solely by $\{\lambda_{jk}\}$. The $D_j$ and $B_j$ exist for any $\{\lambda_{jk}\}$. Clearly $D_j$ is a unique set. Two extreme cases are $D_j = \{j\}$, which represents no detailed balance, and $D_j = \{1, \ldots, m\}$, which represents complete detailed balance implying that $B_j$ is the empty family. Note that $D_1 = \ldots = D_m = \{1, \ldots, m\}$ if and only if the routing is reversible. Clearly $D_j$ contains all $k$ such that $\lambda_{jk} = \lambda_{kj} = 0$.

Keep in mind that $B_j$ is any partition of $D_j$ and hence is not unique. The coarsest partition $B_j \equiv \{D_j\}$ is always a possibility. Note that each (nonempty) set $B$ in $B_j$ consists of at least two nodes; if $B$ were to consist of only one node, then that node would be in $D_j$. As we shall soon see, finer partitions $B_j$ allow more general service-transfer intensities. Therefore, when there are several possibilities for $B_j$ (which is not uncommon), then one should choose a fine one. It would be nice if there were a unique "finest" partition $B_j$, but there generally isn't; see the Appendix. We already used routing-balance partitions in Example 3.7; there $D_j = S_j^0$ and $B_j = \{S_j\}$. 
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Note that each network process has routing-balance partitions. Our definition does not represent a new property—it only labels the partial balance that is implicit in the network routing. The routing-balance partitions may be a prominent feature of the network due to its design, such as Example 3.7, but in other cases they may be inconspicuous.

Routing-balance partitions are important for demarcating the partial balance of the entire network process as follows.

**Definition 4.2** Let $B_1, \ldots, B_m$ be routing-balance partitions for the process $X$. Suppose that $\pi$ is a probability measure on $S$ with positive values such that, for each $j$ and $n$,

$$\pi(n)q(n, T_{jk}n) = \pi(T_{jk}n)q(T_{jk}n, n) \quad k \in D_j \quad (19)$$

$$\sum_{k \in B} |\pi(n)q(n, T_{jk}n) - \pi(T_{jk}n)q(T_{jk}n, n)| = 0 \quad B \in B_j. \quad (20)$$

These partial balance conditions imply the total balance conditions (5), and hence $\pi$ is the equilibrium distribution for $X$. We say that $X$ is balanced over $B_1, \ldots, B_m$.

To see the meaning of this definition, first recall that $\pi(n)q(n, T_{jk}n)$ is the number of occurrences per unit time of the event that a unit moves from $j$ to $k$ when $X$ is in state $n$. The Appendix contains a concise description of such occurrence rates. The $\pi(n)q(n, T_{jk}n)$ is also called the rate of flow (or probability flux) from $j$ to $k$ when $X$ is in state $n$. Then

$$\sum_{n \in S} \pi(n)q(n, T_{jk}n)$$

is the rate of flow of units from $j$ to $k$. Note that condition (19) implies that for each $j$ and $k$ between which the routing is reversible as in (17), the rate of flow from $j$ to $k$ equals the rate of the reverse flow from $k$ to $j$.

Similarly, condition (20) implies that the rate at which units flow from $j$ into $B$ equals the rate of flow of units from $B$ into $j$. The network studies to date have emphasized the partial balance condition (20) only for the case in which $B = \{1, \ldots, m\}$. Conditions (19), (20) simply bring to light further micro-level insights into the balance of the flows.

We now introduce a key concept related to partial balance.

**Definition 4.3** Functions $\gamma_{jk}: S_N \to [0, \infty)$, $j, k = 1, \ldots, m$, are symmetric over the routing balance partitions $B_1, \ldots, B_m$ if

$$\gamma_{jk}(n+e_j) = \gamma_{kj}(n+e_k) \quad \text{for each } j, k, n \quad (21)$$
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\[ \gamma_{jk} = \gamma_{jt} \text{ for each } k, \ell \in B, \ B \in B_j \text{ and } j. \] (22)

This simply says that the functions \( \gamma_{jk}(n) = \gamma_{jt}(n+e_j) \) are such that \( \gamma_{jk} = \gamma_{kj} \), and \( \gamma_{jk} \) is the same for each \( k \in B \), where \( B \in B_j \). An example is

\[
\gamma_{jk}(n) = \begin{cases} 
  g_{jk}(n - e_j, n + e_k) & k \in D_j \\
  h_{jB}(n - e_j, n + e_k) & k \in B, \ B \in B_j,
\end{cases}
\]

where \( g_{jk} \) and \( h_{jB} \) are functions on \( S_{N-1} \times S_{N+1} \) and \( g_{jk} = g_{kj} \). Note that this notion of routing-symmetric functions is not related to the notion of a symmetric queue.

Routing-symmetric functions play an important role in our analysis. They are useful for linking the service-transfer intensities to the routing intensities, which we will do shortly. A more fundamental use of routing-symmetric functions relates to partial balance as follows. Here we use \( \Lambda_{jk}(n) \) to represent the departure-transfer intensity \( \phi_j(n) \Psi_{jk}(n) \).

**Lemma 4.4** Let \( X \) denote the network process with transition rates \( q(n, T_{jk}n) = \lambda_{jk} \Lambda_{jk}(n) \). Suppose there is a function \( \Phi : S \rightarrow \mathbb{R}^+ \) such that the functions \( \Phi(n) \Lambda_{jk}(n) \) are symmetric over the routing-balance partitions \( B_1, \ldots, B_m \). Then the equilibrium distribution of \( X \) is \( \pi(n) = c \Phi(n) \prod_j w_j^{\tau_j} \), and \( X \) is balanced over \( B_1, \ldots, B_m \).

**Proof.** It suffices to show that the specified \( \pi \) satisfies the partial balance equations (19), (20). Fix \( n \) and \( j \). If \( n_j = 0 \), then (19), (20) are trivially satisfied. Hereafter, assume \( n_j > 0 \). From the definition of \( \pi \) and since \( \Phi \Lambda_{jk} \) are symmetric over \( B_1, \ldots, B_m \), it follows that, for each \( k \),

\[ \pi(T_{jk}n)q(n, T_{jk}n) = \pi(n) \Phi(T_{jk}n) \Phi(n)^{-1} w_k w_j^{-1}, \text{ and,} \]

\[ \Phi(T_{jk}n) \Lambda_{kj}(T_{jk}n) = \Phi(n) \Lambda_{jk}(n). \]

Applying these identities, we have

\[ \pi(T_{jk}n)q(n, T_{jk}n) = \pi(n) \Phi(T_{jk}n) \Phi(n)^{-1} w_k w_j^{-1} \lambda_{kj} \Lambda_{kj}(T_{jk}n) \]

\[ = \pi(n) w_k w_j^{-1} \lambda_{kj} \Lambda_{jk}(n). \] (23)

For \( k \in D_j \), we know that \( w_k w_j^{-1} \lambda_{kj} = \lambda_{jk} \), and so (23) immediately yields (19). Also, for \( B \in B_j \) and a fixed \( k' \) in \( B \), it follows from (23) and \( \Lambda_{jk} = \Lambda_{jk'} \),
For $k \in B$, that

$$\sum_{k \in B} \pi(T_{jk}n) q(T_{jk}n,n) = \pi(n) \Delta_{jk}(n) w_j^{-1} \sum_{k \in B} w_k \lambda_{kj}$$

$$= \pi(n) \Delta_{jk}(n) \sum_{k \in B} \lambda_{jk}$$

$$= \pi(n) \sum_{k \in B} q(n, T_{jk}n).$$

This proves (20). □

The following is a consequence of Lemma 4.4.

Criterion for Determining an Equilibrium Distribution 4.5 Suppose $\pi$ is a distribution on $S$ with positive values such that the functions

$$\gamma_{jk}(n) = \pi(n) w_j^{-1} \Delta_{jk}(n)$$

are symmetric over $B_1, \ldots, B_m$. Then $\pi$ is the equilibrium distribution of $X$, and $X$ is balanced over $B_1, \ldots, B_m$.

Proof. Let $W(n) = \prod_j w_j^{n_j}$ and define $\Phi(n) = \pi(n)/W(n)$. It suffices, by Lemma 4.4, to show that the functions

$$\Phi(n) \Delta_{jk}(n) = \gamma_{jk}(n) w_j W(n)^{-1}.$$

are symmetric over $B_1, \ldots, B_m$. But this follows since the $\gamma_{jk}$ are symmetric by assumption and so is $w_j W(n)^{-1}$ since $w_j W(n + e_j)^{-1} = W(n)$, independent of $j$. □

This criterion is surprisingly simple but very useful. It says that to verify that a distribution $\pi$ satisfies (19), (20) and hence is the equilibrium distribution of $X$, one need only verify that the specified function $\gamma_{jk}$ satisfy the simple symmetry conditions (21), (22).

We are now ready to present our main result. We will use the following condition: There is a $j_0 \in \{1, \ldots, m\}$ such that, for each $n$ and $j, k \neq j_0$,

$$\phi_j(n) \phi_k(n - e_j + e_{j_0}) \phi_{j_0}(n - e_k + e_{j_0}) = \phi_k(n) \phi_j(n - e_k + e_{j_0}) \phi_{j_0}(n - e_j + e_{j_0}).$$

(24)

In addition, we define, for $n \in S_N$,

$$\Phi(n) = \prod_{\nu=1}^{M} \phi_{j_0}(n - \sum_{\nu}^{\nu} e_{j_0} + \nu e_{j_0}) / \phi_{j_0}(n - \sum_{\nu}^{\nu} e_{j_0} + (\nu - 1)e_{j_0}),$$

(25)
where $M = N - n_{j_0}$ and $j_1, \ldots, j_M$ is a sequence in $\{1, \ldots, m\} \setminus \{j_0\}$ such that $\sum_{s=1}^\nu e_{j_s} \leq n$ (componentwise) for each $\nu$. Condition (24) ensures that (25) is the same for any such sequence $j_1, \ldots, j_M$; we justify this in Lemma 4.7.

**Theorem 4.6** Suppose the network process $X$ has transition rates

$$q(n, T_{jk}^n) = \lambda_{jk} \phi_j(n) \Psi_{jk}(n)$$

where $\phi_1, \ldots, \phi_m$ satisfy condition (24) and the $\Psi_{jk}$ are symmetric over the routing-balance partitions $B_1, \ldots, B_m$. Then the equilibrium distribution of $X$ is $\pi(n) = c \Phi(n) \prod_j w_j^{n_j}$, where $\Phi$ is given by (25), and $X$ is balanced over $B_1, \ldots, B_m$.

**Proof.** It suffices, by Lemma 4.4, to show that the functions

$$\gamma_{jk}(n) = \Phi(n) \phi_j(n) \Psi_{jk}(n)$$

are symmetric over $B_1, \ldots, B_m$. From Lemma 4.7(c) below, we know that condition (24) ensures that $\phi_j(n+e_j) \Phi(n+e_j)$ is independent of $j$. This and the symmetry of $\Psi_{jk}$ over $B_1, \ldots, B_m$ imply that $\gamma_{jk}$ are symmetric over $B_1, \ldots, B_m$. $\square$

A major step in the preceding proof is justified by the next result, which also explains the meaning of the condition (24). In fact, the equivalence of statements (a) and (d) here is the heart of Theorem 4.6.

**Lemma 4.7** The following statements are equivalent.

(a) The functions $\phi_1, \ldots, \phi_m$ satisfy condition (24).

(b) The product (25) is the same for any sequence $j_1, \ldots, j_M$ with values in $\{1, \ldots, m\} \setminus \{j_0\}$ such that $\sum_{s=1}^\nu e_{j_s} \leq n$ for each $\nu$.

(c) There exists a function $\Phi' : S_N \to R^+$ such that for each $n \in S_{N-1}$, the $\Phi'(n+e_j) \phi_j(n+e_j)$ is independent of $j$.

(d) There is a function $\Phi^* : S_{N-1} \cup S_N \to R^+$ such that

$$\phi_j(n) = \Phi^*(n - e_j + e_{j_0}) \Phi^*(n)^{-1} \phi_{j_0}(n - e_j + e_{j_0}) \text{ for each } n \text{ and } j.$$

(26)

If these statements are satisfied, then $\Phi'$ and $\Phi^*$ are constant multiples of $\Phi$. 16
Proof. Suppose (a) holds. We will prove (b) by induction on $M = 0, \ldots, N$. Let $\Phi_M(n)$ denote the product (25). Clearly (b) is trivially satisfied for $M = 0$ since $\Phi_0(n) = 1$. Now assume (b) is true up to some $M < N$. For $n \in S_N$ with $N - n_j = M + 1$, let $\Phi_{M+1}(n)$ and $\Phi^*_{M+1}(n)$ denote the product (25) for two sequences $j_1, \ldots, j_{M+1}$ and $j'_1, \ldots, j'_{M+1}$. Our aim is to show that $\Phi_{M+1}(n) = \Phi^*_{M+1}(n)$. Factoring out the first term in each of these products, we can write them as

$$\Phi_{M+1}(n) = \phi_{j_0}(n - e_{j_1} + e_{j_0})\phi_{j_1}(n)^{-1}\Phi_M(n - e_{j_1} + e_{j_0})$$

$$\Phi^*_{M+1}(n) = \phi_{j_0}(n - e_{j'_1} + e_{j_0})\phi_{j'_1}(n)^{-1}\Phi_M(n - e_{j'_1} + e_{j_0}).$$

For the last term we used the induction hypothesis that $\Phi^*_M = \Phi_M$. If $j_1 = j'_1$, then the two preceding expressions are the same. Now suppose $j_1 \neq j'_1$.

Under the induction hypothesis, $\Phi_M(n - e_{j_1} + e_{j_0})$ can be expressed as (25) for a sequence beginning with $j'_1$, since $j_1 \neq j'_1$ ensures that $n_{j_1} > 1$. Factoring out the first term in this $\Phi_M$, expression (27) becomes

$$\Phi_{M+1}(n) = \phi_{j_0}(n - e_{j_1} + e_{j_0})\Phi_{M-1}(n - e_{j_1} - e_{j_0}).$$

By similar reasoning,

$$\Phi^*_{M+1}(n) = \phi_{j_0}(n - e_{j'_1} + e_{j_0})\Phi_{M-1}(n - e_{j'_1} - e_{j_0}).$$

Under the assumption (24), these two expressions are equal, and so the induction is complete. Thus we have established that (a) implies (b).

If (b) holds, then expression (25) ensures that, for each $j \neq j_0$ and $n \in S_{N-1}$,

$$\Phi(n + e_j)\phi_j(n + e_j) = \Phi(n + e_{j_0})\phi_{j_0}(n + e_{j_0}).$$

Thus (c) is satisfied with $\Phi' = \Phi$. Next, observe that (c) obviously implies (d) with $\Phi^* = \Phi'$. Finally, (d) implies (a), since the $\phi_j$ specified in (d) clearly satisfy (24). This finishes the proof that (a) - (d) are equivalent.

Now, suppose these statements are true. Then from (d) and iterations on $j_1, \ldots, j_m$, we have

$$\Phi^*(n) = \phi_{j_0}(n - e_{j_1} + e_{j_0})\phi_{j_1}(n)^{-1}\Phi^*(n - e_{j_1} + e_{j_0})$$
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Thus $\Phi^*$ is a multiple of $\Phi$. Also, we noted above that (c) implies (d) with $\Phi' = \Phi^*$. Thus $\Phi'$ is a multiple of $\Phi$. □

Theorem 4.6 describes a canonical network process with system-dependent transition rates. Its assumptions are easy to check for an actual network with specified $\phi_j$ and $\Psi_{jk}$. Each of the examples and results in the preceding sections is a special case of Theorem 4.6. In Section 5, we give further examples and discuss canonical networks with blocking (Theorem 5.1). Many networks that have been of interest to computer scientists and operations research analysts will probably fit this canonical form, or its modification with blocking or multiple types of units that we discuss shortly. A recent example is [25], which uses an indirect assumption resembling (b) in Lemma 4.7. For those networks that do not fit, one may still be able to use Criterion 4.5 to determine their equilibrium distributions. Other approaches that have been used to analyze dependencies in networks involve job local balance and adjoint processes [12], [13], and coupling of nodes to form networks [22] and [29]. These are broad approaches or recipes, like Lemma 4.4 and Criterion 4.5, that might be useful for deriving equilibrium distributions not covered by Theorems 4.6 and 5.1.

Remarks 4.8

(a) The equilibrium distribution in Theorem 4.6 is a tractable function of the $\phi_j$'s that is a natural generalization of the Jackson equilibrium distribution. The $\Phi$ is an interchangeable product of the $\phi_j$'s and the vector $n - \sum_{s=1}^{\nu} e_{js} + \nu e_{jo}$ is increasing in the $j_0$th coordinate and is decreasing in the other coordinates as $\nu$ increases. The product (25) is the same for any $j_1, \ldots, j_M$, and so, for the case in which this sequence is increasing, (25) becomes

$$\Phi(n) = \prod_{j \neq j_0} \prod_{r=1}^{m_j} \phi_{j_0}(h_j(n) - re_j + re_{jo})/\phi_j(h_j(n) - (r-1)e_j + (r-1)e_{jo})$$
where
\[ h_j(n) = (0, \ldots, 0, n_j, n_{j+1}, \ldots, n_m) + \sum_{s=1}^{j-1} n_s e_j. \]

(b) Condition (24) and the product (25) reduce to (5) and (6) in Example 2.1 if \( j_0 \) is a node such that for each \( j \neq j_0 \) and \( n \), the \( \phi_{j_0}(n) \) is independent of \( n_j \) and \( \phi_j(n) \) is independent of \( n_{j_0} \). A similar simplification occurs for open networks when \( j_0 \) is the outside node; see Theorem 7.2.

(c) Recall that in the Kelly-Whittle networks in Example 3.3, the departure rates \( \phi_j \) are "assumed" to be of the form (26). From the equivalence of (a) and (d) in Lemma 4.7, we now know an easily checkable condition on the basic data \( \phi_j \), namely (24), that leads to the form (26).

(d) The equilibrium distribution \( \pi \) does not depend on \( \Psi_{jk} \). This insensitivity follows since, by assumption, \( \Psi_{jk}(n+e_j) = \Psi_{kj}(n+e_k) \) and hence this term factors out of the rates in (19), (20). The throughputs and other system parameters, however, generally depend on \( \Phi_{jk} \).

(e) If \( \lambda_{jk} = 0 \) and hence \( \lambda_{jk} \phi_j(n) \Psi_{jk}(n) = 0 \), then \( \phi_j \) and \( \Psi_{jk} \) for that particular \( j, k \) are irrelevant and can therefore be defined arbitrarily. Consequently, any assumption on them is not a restriction.

(f) Whether or not \( \pi \) has a generalized product form as in Example 3.2 is a secondary issue. Such a form arises when there is a partition \( P \) of \( \{1, \ldots, m\} \) such that \( \phi_j(n) \) is a function of only \( \{n_k : k \in S_j\} \), where \( S_j \) is the set in \( P \) that contains \( j \). The partition will usually be apparent from the particular way in which the nodes interact as "families" of nodes.

Remark 4.9 Normalizing Constants
Although the normalizing constant \( c \) defined by
\[ c^{-1} = \sum_{n \in S_N} \Phi(n) \prod_{j=1}^n w_j^{n_j} \]
can be computed by total enumeration for small networks, a more parsimonious approach would generally be required for large networks. Computing
is as hard as computing a normalization constant for a Giibb's distribution for a Markov random field. The difficulty, of course, would depend on the complexity of $\Phi(n)$. There is apparently no "universal" procedure that would be efficient for all $\Phi$'s. The worst case would be that the values of $\Phi(n)$ are nearly all different and have no pattern (like a table of arbitrary numbers). These worst cases would be the exception rather than the rule since actual networks have natural dependencies that lead to a highly structured $\Phi(n)$. For particular applications, ad hoc computational procedures or approximations based on the structure of $\Phi(n)$ would be in order.

Remark 4.10 Throughputs

For the process in Theorem 4.6, the throughput from node $j$ to node $k$ is

$$r_{jk} = \lim_{t \to \infty} t^{-1} \sum_{n \leq t} 1(X_s = X_{s-} - e_j + e_k)$$

$$= \sum_{n \in S_N} \pi(n) q(n, T_{jk} n)$$

$$= e_{j,k} \sum_{n \in S_N} [\Phi(n) \phi_j(n) \Psi_{jk}(n) \prod_{\ell} w_{\ell}^{\alpha}]$$

The Appendix gives further insights on throughputs. Factoring out a $w_j$ from the last product, we can write this as

$$r_{jk} = w_j \lambda_{jk} (c/c_{N-1}) \sum_{n \in S_{N-1}} \pi_{N-1}(n) \gamma(n) \Psi_{jk}(n+e_j)/\Phi(n)$$

where $\gamma(n) \equiv \Phi(n + e_{j_0}) \phi_{j_0}(n + e_{j_0})$ and

$$\pi_{N-1}(n) = c_{N-1} \Phi(n) \Pi w_j^{\alpha} \ n \in S_{N-1}$$

is the equilibrium distribution of the network process $X$ with $N - 1$ units in it. This expression for $r_{jk}$ will usually simplify depending on the structure of $\Psi_{jk}$ and $\Phi$, and this form might be convenient for recursive computations for $N = 1, 2, \ldots$. As with normalizing constants, particular applications for large networks would warrant ad hoc computational procedures.

Remark 4.11 Multiple Types of Units

The results herein readily extend to networks with multiple types of units. A standard way of doing this is to append another letter to the node numbers as follows. Let $n_{\alpha j}$ denote the number of type $\alpha$ units at node $j$, where $\alpha \in C$, a set of types or classes. A generic state of the network processes $X$
would therefore be \( n = \{ n_{\alpha j} : \alpha \in C, j = 1, \ldots, m \} \). A typical transition would be from \( n \) to \( T_{\alpha j, \beta k} n \) which means that a type \( \alpha \) unit at node \( j \) enters node \( k \) as a type \( \beta \) unit. The rate of such a transition would be

\[
q(n, T_{\alpha j, \beta k} n) = \lambda_{\alpha j, \beta k} \Phi_{\alpha j}(n) \Psi_{\alpha j, \beta k}(n). 
\]

In an obvious manner, one can restate each result herein in terms of the doubly subscripted variables \( \alpha j, \beta k, \ldots \) instead of simply \( j, k, \ldots \)

5 Blocking of Transitions

One of the commonest system dependencies in a network is that of blocking of transitions due to certain constraints. The simplest example is that the number of units at a node (or a set of nodes) cannot exceed a prescribed value and if a unit attempts to enter the node when the number of units there equals that value, then it is blocked - the unit remains where it is for another service cycle. This is often called communication blocking. Other examples of constraints that result in blocked transitions are as follows.

- The service rate at a node is zero if the number of units there is below a prescribed value.
- The entry of a unit from node \( j \) into a set of nodes \( K \) is suppressed if the number of units in \( K \) exceeds the number in \( j \).
- Each node must contain at least one unit.

These go/no-go constraints are simply restrictions on the usual transitions of the network process that confine it to a smaller state space. We purposely avoided these constraints in the preceding, by assuming that \( \phi_j(n) \Psi_j(n) \) is positive, so as not to cloud the main ideas. We now show how such constraints can be incorporated into our canonical network.

Suppose that \( X = \{ X_t : t \geq 0 \} \) is the closed network process described in Theorem 4.6. We shall consider a modification of this process in which the state space is restricted to a subset \( S^* \) of \( S_N \). Specifically, we let \( X^* = \{ X^*_t : t \geq 0 \} \) be a Markov network process with transition rates

\[
q^*(n, T_{jk} n) = \lambda_{jk} \Phi_j(n) \Psi_j(n) \alpha_{jk}(n) \quad n \in S^*. 
\]
Here \( \alpha_{jk}(n) \geq 0 \) is an additional intensity that suppresses certain transitions when it is zero. The process \( X^* \) evolves just as \( X \) would subject to the modification that if \( X \) were to have a transition from \( n \) to \( T_{jk}n \) in \( S^* \) and \( \alpha_{jk}(n) = 0 \), then this transition is suppressed. The interpretation is that the unit due to move from \( j \) to \( k \) returns to \( j \) to endure another sojourn there, as a new entry would. In some applications, the \( \alpha_{jk}(n) \) might be the probability that the potential movement of a unit from \( j \) to \( k \) is accepted. This formulation of blocking via (28) covers a variety of system-dependent blockings that have not been characterized before.

Since \( X^* \) is similar to \( X \) on the smaller state space \( S^* \), it is natural to ask whether the equilibrium distribution \( \pi^* \) for \( X^* \) is a truncation of the distribution \( \pi \) for \( X \). The next result addresses the issue. For convenience, we assume that \( X^* \) is irreducible on the space \( S^* \).

**Theorem 5.1** If \( \alpha_{jk} \) are symmetric over the routing balance partitions \( B_1, \ldots, B_m \), then the equilibrium distribution of \( X^* \) is

\[
\pi^*(n) = \frac{\pi(n)}{\sum_{n' \in S^*} \pi(n')} \quad n \in S^*,
\]

and \( X^* \) is balanced over \( B_1, \ldots, B_m \).

**Proof.** Let \( W(n) = \prod_j w_j^n \). By Criterion 4.5, it suffices to establish that the functions

\[
\gamma_{jk}(n) = \pi^*(n)w_j^{-1}A_{jk}(n) = \Phi(n)\phi_j(n)\Psi_{jk}(n)\alpha_{jk}(n)w_j^{-1}W(n)/\sum_{n' \in S^*} \pi(n')
\]

are symmetric over \( B_1, \ldots, B_m \). But this follows since the proof of Theorem 4.6 showed that \( \Phi(n)\phi_j(n)\Psi_{jk}(n) \) satisfy this condition, the \( \alpha_{jk} \) satisfy it by assumption, and \( w_j^{-1}W(n) \) satisfy it since \( w_j^{-1}W(n+e_j) = W(n) \).

**Example 5.2 State-Dependent Acceptance Sets**

Suppose \( X^* \) represents the network process \( X \) in which a transition from \( n \) to \( T_{jk}n \) is accepted if and only if \( k \) is in a prescribed set \( A_j(n) \) of nodes that accept units from \( j \) when in state \( n \). Then \( X^* \) can be modeled as above with

\[\alpha_{jk}(n) = 1(k \in A_j(n)).\]

Here \( 1(\cdot) \) is the indicator function. These \( \alpha_{jk} \) are symmetric over \( B_1, \ldots, B_m \) if and only if the \( A_j(n) \) are such that, for each \( j \) and \( n \in S^* \),

\[k \in A_j(n) \text{ is equivalent to } j \in A_k(T_{jk}n), \]
\( B \cap A_j(n) = B \) or is empty, for each \( B \epsilon B_j \).

Under these conditions, the conclusions of Theorem 5.1 apply to this process \( X^* \).

Example 5.3 State-Independent Acceptance Sets

A standard form of blocking is simply to consider \( X \) restricted to an arbitrary set \( S^* \). This is modeled by \( X^* \) with

\[
\alpha_{jk}(n) = 1(T_{jk}n \epsilon S^*).
\]

One can view this as Example 5.2 with \( A_j(n) = \{ k : T_{jk}n \epsilon S^* \} \). In this case, the \( \alpha_{jk} \) are symmetric over \( B_1, \ldots, B_m \) if and only if the \( S^* \) is such that, for each \( j \) and \( n \epsilon S^* \),

\[
T_{jk}n \epsilon S^* \text{ is equivalent to } \{ T_{j}k n : k \epsilon B \} \subseteq S^* , \; B \epsilon B^j.
\]

Therefore, if \( S^* \) satisfies this condition, then the conclusions of Theorem 5.1 apply to \( X^* \). This type of result is known for Jackson processes.

Example 5.4 Maximum Capacities at Nodes with Reversible Routing

Suppose the network process \( X \) has a subset of nodes \( D \) such that

\[
w_j \lambda_{jk} = w_k \lambda_{kj} \text{ for each } j, k \epsilon D.
\]

That is, the routing between each pair of nodes in \( D \) is reversible in that it satisfies the detailed balance condition. Let \( D_0 = \{ k \epsilon D : \lambda_{jk} = 0, j \epsilon D^c \} \), the set of nodes in the interior of \( D \) that cannot be reached from \( D^c \) in one transition. Suppose that each node \( k \) in \( D_0 \) can accommodate at most \( M_k \) units. Then the resulting process \( X^* \) is as in Theorem 5.1 with

\[
\alpha_{jk}(n) = \begin{cases} 
1(n_k + 1 \leq M_k) & j, k \epsilon D_0 \\
1 & \text{otherwise}.
\end{cases}
\]

To verify that these \( \alpha_{jk} \) are symmetric over \( B_1, \ldots, B_m \), it is convenient to write

\[
\alpha_{jk}(n) = 1(n \leq M, \; T_{jk}n \leq M)
\]

where \( M = (M_1, \ldots, M_m) \) and \( M_j = N \) for \( j \epsilon D_0 \). The condition \( n \leq M \) ensures that \( n \epsilon S^* \). Then clearly \( \alpha_{jk}(n + e_j) = \alpha_{kj}(n + e_k) \) for each \( j \neq k \), and

\[
\alpha_{jk}(n) = \alpha_{jk'}(n) = 1 \text{ for each } j \text{ and } k, k' \epsilon D_j^c.
\]
since \( D \subseteq D_j \), when \( j \in D \). The latter condition implies that \( \alpha_{jk} \) are symmetric over "any" \( B_1, \ldots, B_m \). \( \square \\

**Example 5.5 Maximum Capacities on Sets of Nodes**

Suppose the network process \( X \) has a partition of nodes \( P \) as in Example 3.7 such that

\[
\omega_j \lambda_{jk} = \omega_k \lambda_{kj} \quad \text{for each} \quad j, k \in S_j,
\]

where \( S_j \) is the set in \( P \) that contains node \( j \). The vector \( N(n) = (\sum_{j \in S} n_j : S \in P) \) records the numbers of units in the sets in \( P \). Assume that each set \( S \) in \( P \) can accommodate at most \( M_S \) units. In other words,

\[
N(n) \leq M_S \equiv (M_S : S \in P).
\]

This type of constraint is used in [6], [7], and [8]. Then the resulting network process \( X^* \) can be expressed as in Theorem 5.1 with

\[
\alpha_{jk}(n) = 1(N(n) \leq M, N(T_{jk}n) \leq M).
\]

An easy check shows that the \( \alpha_{jk} \) are symmetric over any \( B_1, \ldots, B_m \), since

\[
N(T_{jk}n) = N(T_{kj}n) = N(n) \quad \text{for} \quad k, k' \in D_j = S_j.
\]

Note that the single-node constraints as in the previous example could also be incorporated in this type of network. \( \square \\

**Example 5.6 Transfer Rates That Help Equalize Conestion**

Actual networks typically have flexible servicing and routing capabilities built in so as to help equalize congestion, or to maximize throughput or some other parameter. There are many conceivable transfer rate functions, such as route-to-the-shortest-queue, that, unfortunately, do not lead to tractable equilibrium distributions. The following is a simple illustration of the transfer rate features that one can model in our framework.

Consider a network in which there is a set of nodes \( D \) as in Example 5.4 such that the routing is reversible between any pair of nodes in \( D \). The congestion in \( D \) is to be equalized to a reasonable degree. Accordingly, the network is designed so that the transition rates of \( X \) are

\[
q(n, T_{jk}n) = \begin{cases} 
\lambda_{jk} \mu_j(n_j) \eta_j(n_j) \alpha_k(n_k) & j, k \in D \\
\lambda_{jk} \mu_j(n_j) & \text{otherwise.}
\end{cases}
\]
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Here $\mu_j(n_j)$ is the actual service rate at node $j$, the $\alpha_k(n_k)$ is the intensity (or probability) at which node $k$ accepts units and $\eta_j(n_j)$ is an expediting intensity. To level the congestion in $D$, the $\alpha_k(n_k)$ is decreasing in $n_k$ and $\eta_j(n_j)$ is increasing in $n_j$. Furthermore, each node $k$ in $D_0$ (the nodes that cannot be reached in one transition from outside $D$) is restricted to accommodate at most $M_k$ units, and so $\alpha_k(n_k) = 0$ for $n_k \geq M_k$. We can write the transition rates above as

$$q(n, T_{jk}n) = \lambda_{jk} \phi_j(n) \Psi_{jk}(n),$$

where

$$\phi_j(n) = \begin{cases} 
\frac{\mu_j(n_j) \eta_j(n_j)}{\alpha_j(n_j) - 1} & j \in D \\
\mu_j(n_j) & j \not\in D
\end{cases}$$

$$\Psi_{jk}(n) = \begin{cases} 
\alpha_j(n_j - 1) \alpha_k(n_k) & j, k \in D \\
1 & \text{otherwise.}
\end{cases}$$

An easy check shows that $\Psi_{jk}$ are symmetric over any routing-balance partitions $\mathcal{B}_1, \ldots, \mathcal{B}_m$ and the $\phi_j$s trivially satisfy (24). Thus, from Theorems 4.6 and 5.1, the equilibrium distribution of $X$ is

$$\pi(n) = c \prod_j w_j^n \prod_{r=1}^{n_j} \mu_j(r)^{-1} \prod_{a \in D} \prod_{r=1}^{n_a} \alpha_a(r - 1) / \eta_a(r).$$

The following special case was introduced in [24], and discussed further in [5], [6], [7] and [18]. Suppose that $D$ represents a star-like subnetwork such that node 1 is at the center, $D_0 = D \setminus \{1\}$ and

$$\lambda_{1k} = \lambda_{k1} = \lambda, \quad k \in D_0.$$ 

Suppose the transition rates of $X$ are

$$q(n, T_{jk}n) = \begin{cases} 
\lambda \mu_1(n_1)(M_k - n_k)/(a + bn_1) & j = 1, k \in D_0 \\
\lambda \mu_j(n_j) & \text{otherwise},
\end{cases}$$

where $a, b$ are constants. This is a particular case of the preceding with

$$\alpha_1(n_1) = 1 \quad \eta_1(n_1) = 1/(a + bn_1)$$

$$\alpha_k(n_k) = (M_k - n_k) \quad \eta_k(n_k) = 1 \quad k \in D_0.$$
6 Palm Probabilities of a Network at its Transitions

A remarkable property of a stationary closed Jackson network process is that whenever a unit moves from \( j \) to \( k \), the probability distribution of the disposition of the \( N - 1 \) unmoved units is the same as the equilibrium distribution \( \pi_{N-1} \) of an identical network with \( N - 1 \) units in it. We call this the MUSTA property at \( j, k \): "a moving unit sees a time average". This is similar to the ASTA property (arrivals see time averages) in a queueing system; see [4], [20] and [30]. These transition probabilities concerning the unmoved units are actually Palm probabilities of the process at its transitions. In this section, we present expressions for Palm properties of general events that may occur in a canonical network whenever a transition takes place. We use these to establish several MUSTA properties for general transitions, including a new one for Jackson networks.

We begin with some comments about transitions of a network. A transition or jump of a network process \( X \) is synonymous with the movement of a single unit in the network. Each "type" of transition is associated with a subset \( C \) of \( S \times S \). By a \( C \)-transition of \( X \) we mean that \( X \) jumps from state \( n \) to state \( n' \) for some \( (n, n') \in C \). We find it convenient to express \( C \) as

\[
C = \{(n + e_j, n + e_k) : (j, k) \in C_n, n \in S_{N-1}\} \tag{29}
\]

where \( C_n = \{(j, k) : (n + e_j, n + e_k) \in C\} \). In this guise, one thinks of the \( C \)-transition as the movement of a unit from node \( j \) to node \( k \) and the state of the \( N - 1 \) unmoved units is \( n \), for some \((j, k) \in C_n \) and \( n \in S_{N-1} \). Note that \( C \) is defined by the sets \( C_n, n \in S_{N-1} \), of node pairs for possible movements. We say that \( C \) is state-independent if \( C_n \) is independent of the state \( n \) of the \( N - 1 \) unmoved units. Here are some examples of transitions and their defining sets \( C_n \).

(a) "A unit moves from a node in the set \( J \) to a node in the set \( K \)":
\( C_n = J \times K \).

(b) "A jump of \( X \) occurs": \( C_n = \{1, \ldots, m\}^2 \) (this and the preceding transition are state-independent).
(c) "A unit moves from a node where the most units currently reside":
\[ C_n = \{(j, k) : n_j + 1 \geq n_i, \ell \neq j; \text{ and } k \neq j\}. \]

(d) "A unit moves into a node that contains less than \( \nu \) units":
\[ C_n = \{(j, k) : n_k < \nu; \text{ and } k \neq j\}. \]

(e) "The state of the network is in the subset \( S^* \) of \( S \) and a unit moves into a node with less units":
\[ C_n = \{(j, k) : n_k < n_j \text{ and } n + e_j \in S^*\}. \]

For the rest of this section, we assume that \( X \) is the network process in
Theorem 4.6. We know that the number of occurrences per unit time of a
C-transition is given by
\[
\alpha_C = \lim_{t \to \infty} t^{-1} \sum_{n \leq t} 1 \left( (X_s, X_t) \in C \right)
= \sum_{(n, n') \in C} \pi(n)q(n, n'). \tag{30}
\]
This can be expressed as follows. Here \( \pi_{N-1}(n) = \pi_{N-1}(n) \prod_{n \in S_{N-1}} \),
is the equilibrium distribution of the network process \( X \) with \( N - 1 \) units.

**Proposition 6.1** For the network process \( X \) in Theorem 4.6, the occurrence rate
of a C-transition is
\[
\alpha_C = c/c_{N-1} \sum_{n \in S_{N-1}} \pi_{N-1}(n)H_C(n) \tag{31}
\]
where
\[
H_C(n) = h(n) \sum_{(j, k) \in C_n} w_j \lambda_{jk} \Psi_{jk}(n + e_j)
= \Phi(n + e_{j_0})\Phi(n + e_{j_0})/\Phi(n).
\]

**Proof.** In light of (29) and the form of \( \pi \) and \( q \), expression (30) can be
written as
\[
\alpha_C = \sum_{n \in S_{N-1}} \sum_{(j, k) \in C_n} \pi(n + e_j)q(n + e_j, n + e_k)
= \sum_{n \in S_{N-1}} \sum_{(j, k) \in C_n} c\Phi(n + e_j)\phi_j(n + e_j)w_j \lambda_{jk} \prod_{n \in j} \Psi_{jk}(n).
\]
From Lemma 4.7(c), we know that
\[
\Phi(n + e_j)\phi(n + e_j) = \Phi(n + e_{j_0})\phi_{j_0}(n + e_{j_0}) = h(n)\Phi(n).
\]
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Using this and the definition of $\pi_{N-1}$ in the preceding expression yields (31). □

We are now ready to describe Palm probabilities of the network process $X$. General expositions on Palm probabilities appear in [1], [9] and [15]. Assume that $X$ is stationary: that is, $P\{X_t = n\} = \pi(n)$. The Palm probability of the event $(X_t, X_t) \in A$ given that a $C$-transition occurs at time $t$ is defined by

$$P_C(A) \equiv \lim_{u \to 0} P\{(X_{t-u}, X_t) \in A \mid (X_{t-u}, X_t) \in C\}, \quad A \subset C.$$  \hspace{1cm} (32)

This probability does not depend on $t$ since $X$ is stationary. The standard definition of a Palm distribution reduces to this simple limit since $X$ is a pure jump Markov process. Here are some special cases of interest:

At a $C$-transition, the probability that the $N-1$ unmoved units are in state $n \in S_{N-1}$ is

$$P_C(n) \equiv P\{(n + e_j, n + e_k) : (j, k) \in C\}.$$  

Whenever a unit moves from node $j$ to node $k$, the probability that the unmoved units are in state $n \in S_{N-1}$ is

$$P_{jk}(n) \equiv P\{(n + e_j, n + e_k)\}.$$  

Expressions for these Palm probabilities are as follows.

**Theorem 6.2** For the stationary network process in Theorem 4.6,

$$P_C(A) = \frac{\alpha_A}{\alpha_C} = \alpha_A = \frac{\sum_{n \in S_{N-1}} \pi_{N-1}(n)H_A(n)}{\sum_{n' \in S_{N-1}} \pi_{N-1}(n')H_C(n')}.$$  \hspace{1cm} (33)

In particular,

$$P_C(n) = \frac{\pi_{N-1}(n)H_C(n)}{\sum_{n' \in S_{N-1}} \pi_{N-1}(n')H_C(n')}$$  \hspace{1cm} (34)

$$P_{jk}(n) = \frac{\pi_{N-1}(n)\Psi_{jk}(n + e_j)}{\sum_{n' \in S_{N-1}} \pi_{N-1}(n')\Psi_{jk}(n' + e_j)}.$$  \hspace{1cm} (35)

**Proof.** From the definition (32) and $A \subset C$, it follows that

$$P_C(A) = \lim_{u \to 0} \frac{P\{(X_{t-u}, X_t) \in A\}}{P\{(X_{t-u}, X_t) \in C\}} = \lim_{u \to 0} \frac{u^{-1}P\{(X_0, X_u) \in A\}}{u^{-1}P\{(X_0, X_u) \in C\}}.$$  
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Also, the stationarity of $X$ and the form of $q(n,n')$ imply that

$$\alpha_C = \sum_{(n,n')\in C} \pi(n)q(n,n') = \lim_{u\to 0} u^{-1} P\{(X_0,X_u)\in C\}.$$

The $\alpha_A$ has a similar expression. Putting the preceding expressions together yields (33). Expressions (34) and (35) are just special cases of (33).

The Palm probability $P_C(n)$ is the probability that a unit triggering a C-transition "sees" the rest of the units in the state $n\in S_{N-1}$. We will show that in some cases $P_C(n) = \pi_{N-1}(n)$, for each $n\in S_{N-1}$. One can interpret this as a moving unit sees a time average (MUSTA) at the transition C; that is, the distribution of the $N-1$ unmoved units is the same as the distribution of an identical network with $N-1$ units in it. Similarly, the property $P_{jk}(n) = \pi_{N-1}(n)$ is called MUSTA at $j,k$. In some networks one may have $P_C(n) = \pi_{N-1}(n)$ for some but not all $n$. We will not consider these partial MUSTA situations.

The next result addresses the question of when does a network have MUSTA properties?

**Theorem 6.3** Suppose the network process $X$ is stationary.

(a) A necessary and sufficient condition for MUSTA at C is that $H_C(n)$ is independent of $n$.

(b) A necessary and sufficient condition for MUSTA at $j,k$ is that $h(n)\Psi_{jk}(n+e_j)$ is independent of $n$.

(c) If $X$ has transition rates $q(n,T_{jk}n) = \lambda_{jk}\Phi(n-e_j) / \Phi(n)$, then it has the MUSTA property at each state-independent transition.

**Remark 6.4** Recall that the Jackson network process has the MUSTA property at each $j,k$. From Theorem 6.3(c), we now know that the Jackson process has the MUSTA property at each state-independent transition.

**Proof.** (a) If $H_C(n)$ is independent of $n$, then using this in (34) yields MUSTA at $C$. Conversely, MUSTA at $C$ and (32) imply that

$$H_C(n) = \sum_{n'\in S_{N-1}} \pi_{N-1}(n') H_C(n'),$$

which is independent of $n$.

(b) An argument like the preceding one yields statement (b).
Any state-independent transition $C$ can be expressed as

$$C = \{(n + e_j, n + e_k) : (j, k) \in I, n \in S_{N-1}\}$$

for some subset $I$ of node pairs. For such a transition, we clearly have

$$H_C(n) = \sum_{(j,k) \in I} w_j \lambda_{jk}$$

which is independent of $n$. Thus, by statement (a), the process has MUSTA at $C$. $\square$

## 7 Open Network Processes

The discussion up to now has been on closed networks. In this section, we shall consider an open network in which units enter from the outside and move among the nodes as in a closed network until they eventually exit the network never to return.

Let $X = \{X_t : t \geq 0\}$ denote such a network process with states $n = (n_1, \ldots, n_m)$ in $S = \{0, 1, \ldots\}^m$ denoting the numbers of units at the $m$ nodes of the network. Let node 0 represent the "outside" of the network. Define $T_{0k}n = n + e_k$ and $T_{0j}n = n - e_j$ or $n$ according as $n_j$ is $\geq 1$ or $= 0$. Also, define $T_{jk}n$ as before for $j, k = 1, \ldots, m$. We assume that $X$ is a Markov process with transition rates

$$q(n, T_{jk}n) = \lambda_{jk} \phi_j(n) \Psi_{jk}(n), \ j \neq k \text{ in } \{0, 1, \ldots, m\},$$

where $\phi_j$ and $\Psi_{jk}$ are functions from $S$ to $\mathbb{R}^+$, and $\lambda_{jk} \geq 0$ with $\lambda_{jj} = 0$ for each $j$. Assume that $X$ is irreducible. One can show that this is equivalent to the irreducibility of the Markov routing matrix $\lambda_{jk} / \sum_{t=0}^m \lambda_{jt}$, $j, k = 0, \ldots, m$. Consequently, there exist unique positive numbers $w_0, \ldots, w_m$ that satisfy the balance equations

$$\sum_{k=0}^m (w_j \lambda_{jk} - w_k \lambda_{kj}) = 0, \ j = 0, \ldots, m,$$

and $w_0 = 1$.

From the preceding description, it is obvious that this open network process is like a closed network process with one more node 0 with the
special property that $n \pm e_0 = n$. The following is a formal statement to this effect.

**Major Remark 7.1** All of the results in sections 4-6 extend mutatis mutandis to the open network process. Just replace the closed network notation in the first column below by the notation in the second column.

<table>
<thead>
<tr>
<th><strong>Closed Network</strong></th>
<th><strong>Open Network</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$j,k$ in ${1,\ldots,m}$</td>
<td>$j,k$ in ${0,1,\ldots,m}$</td>
</tr>
<tr>
<td>$S = S_N$</td>
<td>$S = {0,1\ldots}^m$</td>
</tr>
<tr>
<td>$B_1,\ldots,B_m$</td>
<td>$B_0,\ldots,B_m$</td>
</tr>
<tr>
<td>$n \pm e_j$</td>
<td>$n \pm e_j = 0$ when $j = 0$</td>
</tr>
<tr>
<td>$M = N - n_{j_0}$ in (24)</td>
<td>$M = \sum_{j\neq j_0} n_j$</td>
</tr>
<tr>
<td>$c/c_{N-1} \pi_{N-1}(n)$ in (31)</td>
<td>$\pi(n)$</td>
</tr>
<tr>
<td>$\pi_{N-1}(n)$ in Section 6</td>
<td>$\pi(n)$</td>
</tr>
</tbody>
</table>

Further amplifications on the preceding remark are in order. Although Theorem 4.6 holds as stated, it simplifies considerably as follows for the special case in which $j_0 = 0$.

**Theorem 7.2** Suppose the open network process $X$ has transition rates (36) where $\Psi_{jk}$ are symmetric over routing balance partitions $B_0,\ldots,B_m$ and, for each $n$ and $j,k \neq 0$,

$$\phi_j(n)\phi_k(n-e_j) = \phi_k(n)\phi_j(n-e_k).$$

Then the equilibrium distribution of $X$ is $\pi(n) = c\Phi(n) \prod_j w_j^n$, and $X$ is balanced over $B_0,\ldots,B_m$, where $\Phi$ is given by

$$\Phi(n) = \prod_{j=1}^m \prod_{r=1}^{n_j} \phi_0(n - \sum_{s=1}^{j-1} n_se_s - (r+1)e_j)/\phi_j(n - \sum_{s=1}^{j-1} n_se_s - re_j). \quad (37)$$

**Remark 7.3** A natural load-dependent network entry rate is $\phi_0(n) = \gamma(n_1 + \ldots + n_m)$, where $\gamma$ is a positive function. In this case (or when $\phi_0(n) \equiv 1$), expression (37) reduces to

$$\Phi(n) = \prod_{j=1}^m \prod_{r=1}^{n_j} \phi_j(n - \sum_{s=1}^{j-1} n_se_s - re_j)^{-1}. \quad (38)$$
One might want to use this entry rate and also impose the constraint that the number of units in the network cannot exceed some value $M$. To do this, simply restrict the state space to $S^* = \{ n \in S : n_1 + \ldots + n_m \leq M \}$ by defining

$$q(n, n + e_j) = \lambda_{j0} \gamma(n_1 + \ldots + n_m) 1(n_1 + \ldots + n_m \leq M).$$

Now, if $\phi_j$ and $\Psi_{jk}$ satisfy the conditions of Theorem 7.2, then this coupled with Theorem 5.1 yields the equilibrium distribution $\pi(n) = c\Phi(n) \prod_j w_j^{n_j}$, $n \in S^*$, where $\Phi$ is given by (38). A related example is in [16].

The results on Palm probabilities in Section 6 readily extend to open networks. We say that the open network process has the MUSTA property at the transition $C$ if the distribution of the unmoved units at a $C$ transition is $\pi(n)$ – the same as the (unconditional) equilibrium distribution of the network. An easy check shows that Theorems 6.2 and 6.3, with $\pi_{N-1}$ replaced by $\pi$, are true for the open network.

A common property of a stationary open Jackson network process is that the flows of units exiting the network from the nodes are independent Poisson processes. This result for our network process is as follows. Consider the point process

$$N_j(t) = \sum_{s \leq t} 1(X_s = X_{s-} + e_j) \quad t \geq 0,$$

that represents the number of units that exit the network from node $j$ in the time interval $(0, t]$. Of course, $N_j = 0$ when $\lambda_{j0} = 0$.  

**Theorem 7.4** Suppose the open network process $X$ is stationary and has transition rates

$$q(n, T_{jk} n) = \lambda_{jk} \Phi(n - e_j) \Phi(n)^{-1} \Psi_{jk}(n),$$

where $\Psi_{jk}$ are symmetric over $B_0, \ldots, B_m$ and $\Psi_{j0}(n) = 1$ for each $j$ and $n$. Then $N_1, \ldots, N_m$ are independent Poisson processes with rates $w_1 \lambda_{10}, \ldots, w_m \lambda_{m0}$, respectively. Furthermore, $\{N_1(s), \ldots, N_m(s) : s \geq t \}$ is independent of $\{X_u : u \leq t \}$, for each $t \leq 0$. 

**Proof.** Consider the function

$$\alpha^*(n, z) = \pi(n)^{-1} \sum_{n'} \pi(n') q(n', n) 1(n = T_{j0} n, n' - n = z), \quad n, z \in S.$$
This $\alpha^*(n, z)$ with $z = e_j$ is the intensity of the reversed-time version of $N_j$; see [23]. The assertions will follow directly by Theorem 3.2(ii) of [23] if

$$\alpha^*(n, z) = w_j \lambda_j 1(z = e_j).$$

But this is true since

$$\alpha^*(n, z) = \pi(n)^{-1} \pi(n + e_j) q(n + e_j, n) 1(z = e_j),$$

where $\pi(n) = c \Phi(n) \prod_j w_j^{n_j}$ and $q(n + e_j, n) = \lambda_j \Phi(n)/\Phi(n + e_j)$. □

Some of the flows inside the network may also be independent Poisson processes, see Theorem 4.2 [23], which generalizes the classical results in [3], [19] and [27].
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9 Appendix

The following example shows that there does not always exist a unique finest routing-balance partition. The rest of the appendix consists of a few comments on occurrence rates of events in a network.

Example 9.1
Consider the routing intensity matrix

\[
\{\lambda_{jk}\} = \begin{pmatrix}
0 & 0.6 & 0.1 & 0.2 \\
0 & 0.15 & 0.55 & 0.3 \\
0 & 0.2 & 0.1 & 0.7 \\
0.28 & 0.6 & 0.08 & 0 \\
0.4 & 0.2 & 0.1 & 0.3 \\
\end{pmatrix}.
\]

This is balanced by the vector \( w = (0.15, 0.30, 0.10, 0.25, 0.20) \). The balance-partition \( B_5 \) could be either \( \{\{1, 2\}, \{3, 4\}\} \) or \( \{\{1, 3\}, \{2, 4\}\} \). Clearly there is no finder partition \( B_5 \) from which the preceding two partitions can be constructed as unions of sets from it. □

Considerable information about a network can be obtained by the rates of occurrence of events at its transitions or by the rates of various flows of units among the nodes. The following discussion explains how these rates can be interpreted as limiting averages or as expectations. First, consider the basic event that the network process \( X \) is in state \( n \) and a unit moves from node \( j \) to node \( k \). The number of occurrences of this event per unit time is given by

\[
r(n, T_{jk}n) = \lim_{t \to \infty} t^{-1} \sum_{s \leq t} 1(X_{s-} = n, X_s = T_{jk}n).
\]

This is a standard strong law of large numbers for Markov process in which the limit holds with probability one. The sum is over all real \( s \leq t \), but only a finite number of the terms being summed are nonzero since \( X \) takes only a finite number of jumps in a finite time period. The rate \( r(n, T_{jk}n) \) has two other interpretations. Namely, when \( X \) is stationary, then

\[
r(n, T_{jk}n) = \lim_{h \to 0} h^{-1} P\{X_t = n, X_{t+h} = T_{jk}n\}, \quad (39)
\]
The latter is the expected number of occurrences of a transition from \( n \) to \( T_{jk} n \) in a unit interval.

Rates of more complex events at transitions of \( X \) can be represented as sums of the basic rates \( r(n, T_{jk} n) \). An important example is the throughput from node \( j \) to node \( k \), or the rate at which units flow from \( j \) to \( k \), which is

\[
 r_{jk} = \lim_{t \to 0} t^{-1} \sum_{s \leq t} \sum_{n} 1(X_{s-} = n, X_s = T_{jk} n)
\]

\[
= \sum_n r(n, T_{jk} n).
\]

Similarly, the throughput of node \( j \), or rate at which units flow through \( j \), is

\[
r_j = \sum_k r_{jk} = \sum_k r_{kj}.
\]

These throughputs have two alternate interpretations as in (39), (40).

As another example, suppose that \( J \) and \( K \) are subsets of nodes. Consider the event that \( J \) contains more units than \( K \) and a unit moves from \( J \) to \( K \). The occurrence rate of this event is

\[
\lim_{t \to \infty} t^{-1} \sum_{s \leq t} \sum_{j \in J} \sum_{k \in K} \sum_{n \in B} 1(X_{s-} = n, X_s = T_{jk} n)
\]

\[
= \sum_{j \in J} \sum_{k \in K} \sum_{n \in B} r(n, T_{jk} n),
\]

where \( B = \{ n : \sum_{j \in J} n_j > \sum_{k \in K} n_k \} \).
June 23, 1989

Dr. Etyan Barouch
AFOSR
Building 410
Bolling Air Force Base, DC 20332-5260

Dear Dr. Barouch:

Enclosed is the final report on my last one-year grant with AFOSR. I am sending you a Ph.D. dissertation under separate cover that was a product of our research program.

Sincerely,

Richard F. Serfozo
Professor
This report summarizes research accomplishments on stochastic flows in networks. The highlight is a new family of probability distributions for describing the numbers of units at the nodes in partially balanced stochastic networks. Such a distribution is a key tool for evaluating the performance and design of a network. Another major accomplishment is the solution of a long-standing problem of finding an expression for the mean time for one unit to move from one sector of a network to another sector. We also developed several models for concurrent movement of units in networks and batch processing at nodes.
Annual Technical Report

Project Title: Stochastic Flows in Networks

Time Covered: One year (February 16, 1988 to April 15, 1989)

Grant No: AFOSR 84-0367

Principal Director: Richard F. Serfozo, Professor
School of Industrial and Systems Engineering
Georgia Institute of Technology
Atlanta, Georgia 30332-0205

June 1989
Stochastic Flows in Networks

1 Introduction

This report summarizes our research accomplishments during the last year. The theme of our research is the equilibrium or ergodic behavior of stochastic network processes. Such a process describes the movement of discrete units (customers, parts, data packets etc.) in a network of nodes that process the units. Such processes are often called queueing networks. Some archetypal stochastic networks are as follows:

Computer Networks: Transactions, data packets or programs move among processors, computers, peripheral equipment or files.

Flexible Manufacturing Networks: Parts, tools or material move among a group of work stations and storage areas that machine and store the units for later use or for shipping.

Telecommunications Networks: Telephone calls, data packets or messages move among operators or switching stations.

Maintenance and Logistic Networks: Reparable parts or equipment needed for the operation of a large system move among locations where they are used, repaired, and stored.

Distribution Networks: Goods, orders or trucks move among plants, warehouses or market locations.

Biological Networks: Animals, cells, molecules, neurons, etc. move among locations, states or shapes.

The major concern associated with a stochastic network is to describe the probabilistic behavior of the network in terms of the equilibrium or stationary probability distribution of the numbers of units at the nodes. This distribution is used to derive various performance measures of the network such as the expected cost of operating the network or the percentage of time a sector of the network is overloaded. It is also a basic ingredient for the development of mathematical programming algorithms to select optimal network designs and operating rules. Other important network features include the rate of flow of units on the arcs and through the nodes (the throughputs), the time a unit spends in the network, and the time it takes
for a unit to move from one sector of the network to another.

The existing theory of network processes is primarily for Jackson network processes and its relatives. The key features of these processes are:

- The units move one at a time.
- The nodes operate independently.
- The transition rates depend on only local information: the service rate at a node depends on only the number of units at that node and is independent of the rest of the network.
- The routes of units are independent of each other and hence independent of the congestion in the network.
- The equilibrium distribution is of product form.

By its very nature, however, a network is a system of interacting nodes in which the operation of a node and the routing of a unit may depend on what is happening throughout the network. Examples of dependencies are:

- Parallel or synchronous processing at units of several nodes.
- Alternate routing of units to avoid congestion.
- Accelerating or decelerating the processing rate at a node whenever downstream nodes are starved or congested.
- Units are blocked from entering a sector of the network when the sector cannot handle any more units.

Such dependencies are omnipresent in the networks mentioned above. To model networks with dependencies will require a new generation of network processes that will typically have more complex, non-product-form equilibrium distributions. We have made significant progress in this regard. The following sections give an overview of the results we obtained last year.
2 Markovian Network Processes: Congestion-Dependent Routing and Processing

Our work on this subject will appear in an article with the title above in the journal *Queueing Systems Theory and Applications*. This is a relatively new journal that is to be affiliated with the Operations Research Society of America; I am one of its associate editors. The cumulative papers on this research project is in the appendix.

Prior to this paper, there was no theory for stochastic network processes for networks that have been dependent nodes or congestion-dependent routing. A major hindrance was that no one knew what type of multivariate equilibrium distribution would be appropriate for the numbers of units at the nodes in such a network. The existing theory with product form distributions and reversible ideas was no help in this regard. In this paper, we introduce a wide class of Markovian network processes with system-dependent transition rates that represent a variety of interactions between nodes. This class contains the Jackson processes and essentially all of its generalizations developed to date that have closed-form expressions for its equilibrium distribution. We discovered a new family of multivariate distributions for these processes. These distributions appear to be rather universal and may apply to other multivariate stochastic processes as well. We review the few ad hoc network processes with dependent nodes studied to date and show how they fit into our general framework.

The other topics in the paper are as follows:

**Blocking of Certain transitions Due to Network Constraints.** We show how to model blocking when the network process is not entirely reversible - prior results required reversibility or used approximations.

**Palm Probabilities of a Network at its Transitions.** A remarkable property of an open Jackson network is that when a unit moves from one node to another, the probability distribution of the unmoved units is the same as that for the entire network process. That is, a “moving unit sees time averages”. We show that this MUSTA property is really an application of Palm probabilities, which are essentially conditional probabilities conditioned on events of zero probability. This was apparently not known before - several papers are now starting to appear on this topic. We describe general Palm probabilities for a variety of transitions and give necessary and
sufficient conditions for the MUSTA property.

**Poisson Flows in Networks.** The flows of units between two nodes or the departures from a network process are sometimes Poisson processes. Knowing that the departure flow from a network is Poisson is useful when the flow enters another system such as a post-processor or inventory system and one wants to describe the behavior of the auxiliary system. We give easily checkable necessary and sufficient conditions for flows to be Poisson and characterize when they might be independent.

In summary, the major contribution in this paper is the discovery of the new multivariate distribution for representing the equilibrium behavior of Markovian networks. This appears to be a major building block in the theory of network processes with dependent nodes and routings.

### 3 Partially Balanced Markovian Processes

Much of the work on this topic and the topics in the remaining sections are documented in the Ph.D dissertation by Kwangho Kook titled *Equilibrium Behavior of Markovian Network Processes*, June 1989. We will prepare several papers on these topics this summer.

All of the Markovian network processes studied to date that have known closed-form expressions for their equilibrium distribution satisfy a certain "partial balance" property. Our work described above covers a large subclass of these partially balanced processes, but the entire class of partially balanced processes that have not been characterized is vast in comparison. We initially thought that researchers would develop the equilibrium theory for partially balanced networks by identifying and studying isolated subclasses of these processes. A universal equilibrium distribution for all such processes seemed unlikely. We have found, however, that a universal theory is indeed possible and we have developed much of it only recently. The generic problems we are addressing are:

(a) Find a general form for the equilibrium distribution of partially balanced networks.

(b) Find necessary and sufficient conditions on the transition rates of the process for it to be partially balanced.
We have essentially solved these problems for Markovian networks in which units move one at a time. We have also begun to solve them for networks with concurrent movements of units—little is known about these networks, which are described later. This unraveling of the mystery of partially balanced networks is a major breakthrough in the understanding of dependencies in networks. We are extremely pleased with this result.

4 Passage Times in Networks

A long-standing problem in stochastic networks, even for Jackson networks, is to find the mean passage time for a unit to move from one sector of a network to another sector. We have solved this problem for very general processes. This also led us to the study of mean passage times for a variety of routes in a network. The difficulty in this topic is that one cannot approach the problem by standard Markovian reasoning. When a unit begins a passage on a route, it is not known whether the unit will complete the route until the unit reaches the end of the route. In other words, the numbers of units undergoing a passage at any time is a function of the future of the process as well as its past. We overcome this difficulty by a subtle labeling device that allows us to look into the future in a certain regenerative sense. Our expressions for mean passage times provide new performance parameters for assessing the quality of a network.

5 Networks with Concurrent Movements

In actual networks, batch processing and splitting and merging of units are more common than not. These are examples of what we call concurrent movement of units. Little is known about networks with concurrent movements. We have begun to study these networks along the same lines as discussed above.

An important type of concurrent movement is the modeling of resource sharing in a network where the processing at a node requires the use of an auxiliary resource, e.g., computer file, machine tools, pallets. The resources can be represented as artificial units and their normal storage areas as artificial nodes. When a usual unit enters a node for processing, the
artificial units also move simultaneously to the node. When the processing is complete, all the units depart simultaneously. This problem area of resume sharing in networks is relevant to many types of real world problems in manufacturing and computer systems.

6 Service Stations with Batch Arrivals and Batch Services

As a first step in developing the theory of networks with concurrent movements, we studied several typical processing rules for one node in isolation. We eventually developed two models for a service center with batch arrivals and batch services. These models are important in their own right as well as in a network context.

The first model is an $M^{b}_{n}/M^{b}_{n}/1$ system. This is a single-server system in which batches of units arrive according to a Poisson process with rate depending on the number in the system and the batch sizes are i.i.d. and have a geometric distribution. The mnemonic $M^{b}_{n}$ refers to this type of process. Similarly, the service process, also represented $M^{b}_{n}$, is a batch service system in which batches depart according to a Poisson process with rate depending on the number in the system and the batch sizes are independent truncated geometric variables. We derive the equilibrium distribution of the number of units in this $M^{b}_{n}/M^{b}_{n}/1$ system.

One can also interpret the $M^{b}_{n}/M^{b}_{n}/1$ system as a generalized birth and death process where the births and deaths occur in batches or groups. Our results are therefore applicable in settings where traditional birth and death processes have been used. A special case is the classical $M^{b}_{n}/M/1$ queueing system ($M^{b}_{n}$ means compound Poisson with geometric batches). Other special cases of the $M^{b}_{n}/M^{b}_{n}/1$ system, which have not been studied before, are the systems $M^{b}_{n}/M/s, M^{b}_{n}/M/\infty, M^{b}_{n}/M_{n}/1, M^{b}_{n}/M^{b}_{n}/1$, etc. ($M_{n}$ means state-dependent Poisson Process).

The second model we study in this chapter is an $M^{b}/M^{b}/1$ system. This is a single server system in which batches of units arrive according to a Poisson process and the batch sizes are i.i.d. geometric variables. The service process is a batch service system in which the $B$ units are served together, except when less than $B$ units are in the system and ready for
service, at which time all units are served. The service time for a batch is exponentially distributed. We derive the equilibrium distribution of the number of units in this system. In our future research, networks with concurrent movements where the nodes operate like these batch service systems.

7 Appendix

Cumulative List of Papers During Grant Period 9/84 to 4/89.

All but the last one are authored by R. F. Serfozo.


