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SUMMARY

This thesis provides strategies for multiple vehicles to explore unknown environments in a cooperative and systematic manner. These strategies are called Simultaneous Cooperative Exploration and Networking (SCENT) strategies. As the basis for development of SCENT strategies, we first tackle the motion control and planning for one vehicle with range sensors. In particular, we develop the curve-tracking controllers for autonomous vehicles with rigidly mounted range sensors, and a provably complete exploration strategy is proposed so that one vehicle with range sensors builds a topological map of an environment. The SCENT algorithms introduced in this thesis extend the exploration strategy for one vehicle to multiple vehicles.

The enabling idea of the SCENT algorithms is to construct a topological map of the environment, which is considered completely explored if the map corresponds to a complete Voronoi diagram of the environment. To achieve this, each vehicle explores its local area by incrementally expanding the already visited areas of the environment. At the same time, every vehicle deploys communication devices at selected locations and, as a result, a communication network is created concurrently with a topological map. This additional network allows the vehicles to share information in a distributed manner resulting in an efficient exploration of the workspace.

The efficiency of the proposed SCENT algorithms is verified through theoretical investigations as well as experiments using mobile robots. Moreover, the resulting networks and the topological maps are used to solve coordinated multi-robot tasks, such as capturing intruders.
CHAPTER I

INTRODUCTION AND BACKGROUND

1.1 Introduction

As autonomous exploration and mapping become increasingly robust on a single vehicle [84, 32, 3], the next challenge is to explore unknown environments using multiple vehicles. Compared to exploration using a single vehicle, the extension to multiple vehicles poses a new challenge [44, 39, 11]. Coordination of multiple vehicles typically relies on communication between vehicles. But, direct communication is easily blocked or at least attenuated by obstacles. Recently, small sensing devices with relatively short communication range, such as the Berkeley MOTES\(^1\), have become commercially available. A large number of such devices can be deployed to form a sensor network [24]. A device with sensing and communication capabilities can be viewed as an information node. Deployed information nodes form an information network that relays data across the network.

The developments of information nodes have inspired us to propose strategies called Simultaneous Cooperative Exploration and NeTworking (SCENT) strategies [53]. The SCENT algorithms proposed in this thesis construct the Voronoi diagram\(^2\) as a topological map of a workspace. The workspace is considered completely explored if all Voronoi edges are explored. The vehicles are initially deployed at arbitrary locations and are not necessarily aware of the existence of other vehicles. Each vehicle explores its local area by incrementally expanding the already visited parts of the

\(^1\)A Berkeley MOTE is a wireless sensor module manufactured by Berkeley. Typically, a sensor node is composed of: sensing capabilities, communication radio, computation unit, and a power source.

\(^2\)Voronoi diagrams have been widely used for topological maps in robotics, c.f. [18, 73, 76, 15, 61], as well as for studying coverage problems in sensor networks [23, 68].
environment.

Every vehicle deploys information nodes at selected locations while constructing the Voronoi diagram of the explored workspace. As each vehicle builds up an information network, the networks built by different vehicles will eventually meet, allowing for inter-vehicle information sharing. This distinguishes the SCENT algorithms from other approaches [10, 44, 39, 11] that only allow robot-to-robot communication.

The SCENT algorithms proposed in this thesis are provably complete under mild technical assumptions. A performance analysis of the SCENT algorithms verifies that in a bounded workspace, the time spent to complete the exploration decreases as the number of vehicles increases. Analytical formulas for this relationship are provided in this thesis. Furthermore, simulation and experimental results are presented to demonstrate the effectiveness of the SCENT algorithms.

As a result of the SCENT algorithms, an information network is created concurrently with a topological map of the workspace. The resulting information network and the topological map can then be used to solve coordinated multi-robot tasks. We utilize the constructed network as a basis for capturing intruders in the workspace.

We study intruder capturing game on the topological map of the workspace, represented by the Voronoi diagram. We assume that a searcher can access the position of any intruder using the information network. Obeying the conventions established in the literature on graph searching problem [75, 70, 59, 60, 36, 4, 37, 67], an intruder can maneuver at unbounded speed to avoid searchers. Furthermore, an intruder has full knowledge of the environment, positions of the searchers, and the strategies of the searchers. An intruder is captured if it is forced to share a node with any searcher. This thesis provides an upper bound for the minimum number of searchers required to capture all intruders on a general graph, which leads to a result on the Voronoi diagram.
The organization of this thesis is as follows: the remainder of this chapter introduces the background research for the thesis. As the basis for development of the SCENT algorithms, we first tackle the motion control and planning for one vehicle with range sensors. In particular, we develop the curve-tracking controllers for autonomous vehicles with rigidly mounted range sensors (Chapter 2), and a provably complete exploration strategy is proposed so that one vehicle with range sensors builds a topological map of an environment (Chapter 3). The SCENT algorithms introduced in Chapter 4 extend the exploration strategy for one vehicle to multiple vehicles. Using the SCENT algorithms, multiple vehicles explore an unknown environment while deploying information nodes at selected locations. As a result, an information network is created concurrently with a topological map. Chapter 4 further shows that the constructed network can be used as a basis for capturing intruders in the workspace. Finally, we provide conclusions and future directions in Chapter 5.

1.2 Background Research

In this thesis, various questions from the field of autonomous robotics are investigated. This thesis tackles curve-tracking control (Chapter 2), construction of Voronoi diagrams (Chapter 3), multi-robot exploration and mapping (Chapter 4), and capturing intruders on graphs (Chapter 4). This section provides a background introduction to the entire thesis. We discuss the various previous works for curve-tracking control, Voronoi diagrams, multi-robot exploration and mapping, and capturing intruders on graphs.

1.2.1 Curve-Tracking Control

Curve-tracking control is fundamental for an autonomous vehicle following a desired path, e.g., staying in lanes or tracking obstacle boundaries. There are many papers on curve tracking for autonomous vehicles. For example, the authors of [62] determined the bounds for the sampling intervals in order to ensure that the vehicle stays in the
lane with a limited sensing rate. A biologically plausible feedback law that achieves motion camouflage, which is related to curve tracking, was shown in [46]. Curve tracking for an atomic force microscope was considered in [1].

Suppose that a robot is given a reference path, i.e., the robot is aware of the coordinates for all points on the path. In [35], a “virtual” vehicle approach was proposed to make a robot follow a reference path. The time evolution of the reference point, denoted as the virtual vehicle, was governed by a differential equation containing error feedback. If both the tracking errors and disturbances are within certain bounds, the virtual vehicle moves along the reference trajectory while the real robot follows it. Otherwise, the virtual vehicle slows down and waits for the real robot.

To make a robot track a reference path with a constant speed, a feedback linearization approach and Lyapunov-oriented control designs were presented in [71]. Since the robot is designed to maintain constant speed, this approach can be appropriate for vehicles that must maintain high speed (unmanned aerial vehicles). Curve-tracking control was developed for unicycle-type robots, as well as for two-steering-wheel mobile robots.

In a real application scenario, there may be the case where the robot is not given a reference path. In this case, the robot has to track a curve based on sensor measurements, such as vision sensors or range sensors. Various vision-based path following methods were discussed in [22, 28, 29, 77]. The authors of [66] developed control laws so that a nonholonomic mobile robot equipped with vision sensors tracks an arbitrarily shaped continuous ground curve. This tracking problem was formulated as controlling the shape of the curve in the image plane. The authors studied the controllability of the system characterizing the dynamics of the image curve. In addition, they presented stabilizing control

---

3 Two-steering-wheels mobile robot can be regarded as a unicycle-type robot with one additional degree of freedom which allows the orientation of the robot to be controlled independently of the path’s direction.
laws for tracking piecewise analytic curves and proposed tracking arbitrary curves by approximating them as piecewise linear curvature curves. Here, *linear curvature curve* is a curve satisfying that the derivative of its curvature $k(s)$ with respect to the arc length parameter, $s$, is a nonzero constant, i.e., $\frac{\partial k(s)}{\partial s} = C \neq 0$.

A robot can track a boundary curve using range sensor measurements. We can assume that the range sensors of the robot have the ability to determine a point on an obstacle boundary that is closest to the robot. This point is called the *closest point*. In [89], a gyroscopic feedback law was used to control the model that describes the interaction between the robot and an image particle representing the closest point on the obstacle boundary. This controller design method was extended to set up cooperative motion patterns for multiple robots [91, 87, 92] and was generalized to the design of tracking laws in three dimensions [78, 45]. The closest point was also used for path following in [80].

To gather information of the closest point, the robot must be equipped with wide-aperture (up to 360 degrees) scanning sensors. Chapter 2 introduces curve-tracking control which only requires two narrow aperture range sensors, pointing to a fixed direction relative to the heading direction of the robot. Under such a sensor configuration, singularities are bound to occur in the control laws when tracking concave curves. In order to overcome these singularities, we derive a hybrid strategy of switching between control laws when the robot gets close to singularities.

1.2.2 Voronoi Diagrams

Voronoi diagrams are named after Georgy Fedoseevich Voronoi, who defined Voronoi diagrams in 1908. In 1965, Brown [9] studied the intensity of trees in a forest. He defined the area potentially available to a tree as the Voronoi cell of that tree. One year later, Mead [69] used the same concept for plants, referring to Voronoi cells.
as *plant polygons*. Recently, there has been an impressive amount of literature regarding Voronoi diagrams and their applications in various research areas, such as computational geometry [38, 57, 58] and robotics [18, 19, 73, 76].

We review various applications of Voronoi diagrams in robotics. In robotics, Voronoi diagrams have been widely used for studying coverage problems in sensor networks [23, 68], as well as for topological maps of an environment [18, 73, 76, 15, 61]. Voronoi diagrams can be generalized into higher dimensions and can fit a wide class of robots with higher dimensional configuration spaces [14, 15].

Voronoi diagrams have been utilized to perform coverage optimization using multiple sensor platforms [23]. Given a density function that describes the probability of events happening and a performance function that measures the cost to service a location, the authors of [23] considered the problem of positioning mobile sensors in the environment so as to minimize the expected servicing cost. To monotonically minimize the servicing cost, each mobile sensor is steered toward the centroid of the Voronoi partition generated by the sensor.

In robotics, Voronoi diagrams have been used for path planning [76, 5]. The visibility graph is a well-known data structure for computing the shortest collision-free path between a start and goal configuration. However, the shortest path is, in general, tangential to an obstacle, so a path computed from the visibility graph does not have any clearance. On the other hand, planning motion paths using the Voronoi diagram of the obstacles yields a path with maximal clearance; however, this path may be significantly longer than the shortest path. Hence, the authors of [86] introduced the VV\((c)\)-diagram (the Visibility-Voronoi diagram for clearance \(c\)) which is a hybrid of these two approaches. The VV\((c)\)-diagram evolves from the visibility graph to the Voronoi diagram as \(c\) grows from 0 to \(\infty\), where \(c\) is the preferred amount of clearance.

In addition, Voronoi diagrams can be used for topological maps of an obstacle
environment. Several extensions of Voronoi diagrams were developed by robotic researchers, including the generalized Voronoi graph (GVG), hierarchical GVG (HGVG), and the reduced GVG (RGVG)\footnote{The HGVG connects the GVG when the GVG is disconnected \cite{19}. The reduced GVG gives better localization than the GVG, since no Voronoi edge is connected to the obstacle boundaries \cite{73}.} in \cite{18, 19, 73}. The GVG, HGVG, and the RGVG were developed to be used as a roadmap \cite{17} of a robot. The roadmap is a concept having the following properties: \textit{accessibility, connectivity, and departability}. These properties imply that the robot can construct a path between any two points in a connected component of the robot’s free space. For example, suppose that the robot builds a path from one point $A$ to another point $B$. Initially, the robot finds a path from $A$ to the roadmap (accessibility). Then, it traverses the roadmap to the vicinity of $B$ (connectivity) and constructs a path from the point on the roadmap to $B$ (departability). Section 1.2.2.1 reviews incremental construction of the GVG in detail.

1.2.2.1 \textit{Incremental Construction of the Generalized Voronoi Graph (GVG)}

This section reviews incremental construction of the generalized Voronoi graph (GVG) in \cite{20}.

Consider a connected and compact workspace $W \subset \mathcal{R}^2$ whose boundary, $\partial W$, is a regular curve. Let $O_1, O_2, \ldots, O_n$ be $n$ closed and convex obstacles in $W$. Non-convex obstacles are modeled as the union of convex obstacles. The GVG is based on the following distance function:

\begin{align}
  d_i(x) & = \min_{c_0 \in O_i} \|x - c_0\|, \\
  \nabla d_i(x) & = \frac{x - c_0}{\|x - c_0\|},
\end{align}

where $d_i(x)$ is the distance from a point $x$ to an obstacle $O_i$, and the vector $\nabla d_i(x)$ is a unit vector in the direction from $c_0$ to $x$, where $c_0$ is the closest point to $x$ in $O_i$. \hfill 7
If a robot is located at \( x \), then \( d_i(x) \) and \( \nabla d_i(x) \) can be computed using the range sensors of the robot.

The basic building block of the GVG is the set of points equidistant from two obstacles \( O_i \) and \( O_j \) such that each point in this set is closer to \( O_i \) and \( O_j \) than to any other obstacles. This structure is termed the \textit{generalized Voronoi edge},

\[
F_{ij} = \{ x \in \mathbb{R}^2 : 0 \leq d_i(x) = d_j(x) \leq d_h(x), \forall h \neq i, j \text{ and } \nabla d_i(x) \neq \nabla d_j(x) \}. \tag{3}
\]

Observe that \( F_{ij}, F_{ik}, \) and \( F_{jk} \) intersect to build a structure that is equidistant from three obstacles. Such a structure is termed a \textit{meet point} and is denoted as \( F_{ijk} \):

\[
F_{ijk} = F_{ij} \cap F_{ik} \cap F_{jk}. \tag{4}
\]

Also, when a GVG edge intersects the obstacle boundary at a point, this point is termed a \textit{boundary point}. A meet point and a boundary point are depicted in Figure 1.

![Figure 1: A meet point and a boundary point.](image)

The robot accesses a GVG edge by following the gradient of the distance function to the nearest obstacle. See Figure 2. An edge-tracing method is used so that the robot on a GVG edge traces the GVG edge using range sensors.

Suppose that the robot is located at a point \( x \) on a GVG edge. Choose local coordinates at \( x \) so that the first coordinate, \( z_1 \), lies tangential to the GVG edge at \( x \) (see Figure 3). At \( x \), let the plane normal to \( z_1 \) be termed the \textit{normal slice}. The local
coordinates are decomposed into \((y, \lambda)\), where \(\lambda = z_1\) is termed the *sweep coordinate*, and \(y = z_2\) is the *slice coordinate*.

![Figure 2: The robot at \(x\) following gradient of the distance function to the nearest obstacle.](image)

A robot traces a GVG edge using an adaptation of a predictor-corrector scheme. This scheme consists of two iterative stages: a prediction step, and a correction procedure. In a prediction step, the robot takes a small step, \(\Delta \lambda\), in the \(z_1\)-direction. Usually, this prediction step will make the robot move off the GVG edge. Next, a correction procedure is used to bring the robot back onto the GVG edge. If \(\Delta \lambda\) is small, then the GVG edge will intersect a *correcting slice* (Figure 3), which is a slice parallel to the normal slice at distance \(\Delta \lambda\). The correction procedure finds the coordinate where the GVG edge intersects the correcting slice (Figure 3) using an iterative Newton’s method. Then, the robot moves toward the intersecting coordinate.

![Figure 3: A normal slice and a correcting slice.](image)
After the correction procedure, the robot must rotate again to re-orient itself on a Voronoi edge. These rotations take time and cause additional wheel slippage [16]. Furthermore, since the prediction step makes the robot move off the GVG edge, this method may produce a zigzag path of the robot [16][5].

We review the exploration algorithms in [20] so that the robot visits all Voronoi edges in the workspace. Before stating the algorithms, the following concepts need to be introduced. *New meet point* denotes a meet point that the robot visits for the first time. In addition, *old meet point* denotes a meet point that is not a new meet point. The robot incrementally traces a GVG edge until it encounters a new meet point, an old meet point, or a boundary point.

When the robot encounters a new meet point, it marks off the direction from which it came as explored and identifies all unvisited GVG edges that emanate from it. From the meet point, the robot traces an unvisited GVG edge until it detects either another meet point or a boundary point. In the case where the robot detects another new meet point, the robot repeats the process in this paragraph.

When the robot reaches an old meet point, it has completed a cycle in the GVG graph. In this case, the robot travels to a meet point with an unvisited GVG edge followed by traversing the unvisited edge. When the robot reaches a boundary point, it simply traces back and returns to a meet point with an unvisited GVG edge followed by traversing the unvisited edge.

The exploration algorithms end when all meet points have no unvisited GVG edges. Note that convergence of the exploration algorithms has not been proven. Although many results exist in the literature for constructing Voronoi diagrams, to our knowledge, the boundary expansion algorithms in Chapter 3 are unique, with provable completeness over a connected and compact workspace.

---

[5] In Chapter 3, we introduce a Voronoi edge tracking control law which guarantees that curvature is well-defined along the trajectory of a robot. This further implies that the trajectory of the robot is smooth.
1.2.3 Multi-Robot Exploration and Mapping

As autonomous exploration and mapping become increasingly robust on a single robot [84, 32, 3], the next challenge is to explore unknown environments using multiple robots. In this subsection, we review previous works on multi-robot exploration and mapping.

The problem of exploring an unknown environment using a team of robots was considered in [10, 11] under the assumption that the robots know their relative starting positions. This assumption is limiting in practice: it implies either that all robots start from the same location, or that the initial locations of the robots have been surveyed before the exploration begins. The goal of [10, 11] was to minimize the overall exploration time using multiple robots.

We briefly review the exploration and mapping strategy presented in [11]. For time-efficient exploration, the robots must keep track of which areas of the environment have already been explored. Thus, the robots construct a shared map and coordinate their actions using this map. The individual robots choose appropriate target points so that they simultaneously explore different regions of their environment. Define the utility of target points as the size of the unexplored area that a robot can cover with its sensors upon reaching a target position. A probabilistic approach is used for the coordination of multiple robots, taking into account both the costs of reaching a target point and the utility of target points. Whenever a target point is assigned to a specific robot, the utility of the unexplored area visible from this target position is reduced for the other robots. In this way, the individual robots are assigned to different target points.

Multi-robot exploration and mapping under uncertainty about the robots’ relative starting locations are considered in [44]. This corresponds to the situation where the robots are placed at widely separated initial locations in unknown environments. Since the robots’ relative starting locations are unknown, the robots determine their
relative pose only after pairs of robots encounter each other. The algorithm in [44] is based on the particle filter. Suppose two robots encounter each other at some time during the exploration. At this time, they determine their relative pose and the particle filter is initialized using the measured relative pose. Subsequent measurements from the two robots are fed to the filter, and thereby fused into shared maps. At the same time, two “virtual” robots are added to the filter so that data recorded before the encounter are incrementally fused into shared maps. Previously recorded measurements are fed to the filter in reverse time-order, such that these “virtual” robots appear to be driving backwards through the environment.

The approach in [44] had one crucial limitation: the state space in the particle filter was extremely large (with hundreds or thousands of dimensions), while the number of particles was necessarily small (a few hundred to a few thousand at most). Thus, the filter was a sparse sampling of the state space. To resolve this under-sampling problem, relatively accurate pose estimates were required. Thus, the author of [44] considered a robot equipped with scanning laser range-finders and combined odometry with laser scanning data to improve the accuracy in odometric pose estimates.

The authors of [39] also tackled multi-robot exploration and mapping under uncertainty about the robots’ relative starting locations. The algorithm in [39] was based on the particle filter. In [39], the authors acknowledged that their approach did not scale to large teams of robots, since the particle filter was computationally expensive. They mentioned that, in the worst case, the number of particle filters run on each robot was as high as the total number of robots minus one. In the simulation results, the authors of [39] found that their approach worked efficiently for up to six robots.

Since the robots’ relative starting locations are unknown in [44, 39], pairs of robots must encounter each other so as to merge their maps. However, one cannot guarantee that pairs of robots meet each other during the exploration process. Furthermore,
the authors of [44, 39] did not present the relationship between the time spent to complete the exploration and the number of robots deployed. Note that the only result of the exploration was to build the maps measuring an obstacle environment.

In Chapter 4, we provide the SCENT algorithms to explore an unknown environment using multiple robots under uncertainty about the robots' relative starting locations. A performance analysis of the SCENT algorithms shows that in a bounded workspace, the time spent to complete the exploration decreases as the number of robots increases. We provide an analytical formula for this relationship. Furthermore, as a result of the SCENT algorithms, an information network is created concurrently with a topological map of the workspace. The resulting information network and the topological map can be used to solve coordinated multi-robot tasks. Chapter 4 shows that the constructed network can be used as a basis for capturing intruders in the workspace.

1.2.4 Capturing Intruders on Graphs

Many papers exist on capturing intruders on graphs [70, 59, 60, 36, 37]. The author of [75] defined the graph searching problem. In this problem, searchers and intruders move along edges of a graph. An intruder can maneuver at unbounded speed to avoid searchers. Furthermore, an intruder has full knowledge of the environment, positions of the searchers, and the strategies of the searchers. An intruder is captured if it shares a vertex with a searcher and the intruder cannot make any move to escape. The search number $S(G)$ of a graph $G$ is the minimum number of searchers needed to capture all intruders in $G$ [67, 40, 37, 75].

An edge is cleared if every intruder on the edge is captured. Even if an edge is cleared, another intruder may enter the edge later. This situation is called the recontamination of an edge [60]. A search plan that does not involve recontamination of any edges is called a monotone searching strategy. The authors of [60] proved
that recontamination does not decrease \( S(G) \), i.e., there always exists a monotone searching strategy with \( S(G) \) searchers.

Based on the result that recontamination does not decrease \( S(G) \), the authors of [70] showed that determining whether \( S(G) \leq k \) where \( k \) is a positive constant is NP-complete. They also provided a structural characterization of those graphs \( G \) with \( S(G) \leq N \) for \( N = 1, 2, 3 \).

Moreover, based on the result that recontamination does not decrease \( S(G) \), the authors of [67] derived the relationship between \( S(G) \) and the cutwidth of \( G \). Before presenting the definition of the cutwidth of \( G \), we define a linear layout of \( G \) as a one-to-one function mapping the vertices of \( G \) to integers. The cutwidth of \( G \), denoted as \( cw(G) \), is the smallest integer \( k \) such that the vertices of \( G \) can be arranged in a linear layout \([V_1, \ldots, V_n]\) in such a way that, for every \( i = 1, \ldots, n-1 \), there are at most \( k \) edges with one end point in \( \{V_1, \ldots, V_i\} \) and the other in \( \{V_{i+1}, \ldots, V_n\} \). In [67], it was proven that \( S(G) \) is related to the cutwidth of \( G \) as follows: \( S(G) \leq cw(G) \leq \lfloor \frac{\text{deg}(G)}{2} \rfloor \cdot S(G) \), where \( \text{deg}(G) \) denotes the maximum number of edges incident to any vertex in \( G \). In particular, this implies that, for any graph \( G \) with \( \text{deg}(G)=3 \), \( S(G) = cw(G) \).

There are many variants of the graph searching problem originated from [75]. In node search [55, 56], the searchers cannot slide along edges and an edge is cleared when both its endpoints are occupied by searchers. Another variant is mixed searching introduced in [6]. In mixed searching, sliding is permitted and an edge can be cleared either by sliding or by simultaneous occupation of both its endpoints. In the original graph searching problem, an intruder is invisible, i.e., the searchers have no information on the intruder’s current position. Furthermore, we can consider the case where the invisible intruder is lazy, in the sense that the intruder moves only when one searcher is planning to occupy the vertex where the intruder currently is. This invisible-but-lazy variant was defined in [27].
In the helicopter cops and robbers game [81, 79], an intruder is visible, since the cops have complete knowledge of robbers’ positions as if the cops are using helicopters. Furthermore, the cops can be placed on or removed from vertices of the graph. A robber is captured when a cop lands on the vertex occupied by the robber and the robber cannot make any move to escape. It was found in [79] that if we only consider monotone searching strategies, then the minimum number of cops required depends on the number of robbers. Let $MS(G, r)$ denote the minimum number of cops required to capture $r$ robbers using monotone searching strategies. The authors of [79] derived the relationship between $MS(G, r)$ and the proper pathwidth defined in [83]. Moreover, they obtained the relationship between $MS(G, r)$ and the proper treewidth defined in [25]. For a general graph $G$, it was proven in [79] that $MS(G, r) \leq \min\{ppw(G), ptw(G) \cdot ([\log r] + 1)\}$, where $ppw(G)$ and $ptw(G)$ denote the proper pathwidth and proper treewidth of the graph $G$ respectively.

In Chapter 4, we assume that a searcher utilizes the information network to detect intruders, similar to a cop using a helicopter in [81, 79]. However, in Chapter 4, a searcher moves along edges of a graph continuously, which is distinct from [81, 79] and is closer to autonomous robot applications. In addition, our searching strategy is not monotone, which implies that even if every intruder on an edge is captured, another intruder may enter the edge later. Based on this searching strategy, we derive theoretical upper bound for the minimum number of searchers required to capture all intruders on a general graph, which leads to a result on the Voronoi diagram. Note that this upper bound does not depend on the number of intruders.
CHAPTER II

CURVE-TRACKING CONTROL FOR AUTONOMOUS VEHICLES WITH RIGIDLY MOUNTED RANGE SENSORS

Curve-tracking control is fundamental for autonomous vehicles following desired paths, e.g. staying in lanes or tracking obstacle boundaries. An example in which this becomes relevant is when an autonomous vehicle is to follow curbs or lane markings. Figure 4 shows the autonomous vehicle Sting-I that represented Georgia Tech in the DARPA Urban Grand Challenge in 2007. As one of this vehicle’s lane perception strategies, two rigidly mounted range sensors (lidars) were installed on both sides of the vehicle. At each instant of time, the vehicle emits a group of laser rays around the center ray forming a fixed angle with the heading direction of the vehicle. When the center ray intersects a lane, it detects a point on the lane. From the distance measurements taken by the rays around the center ray, the autonomous vehicle is able to estimate the curvature of the lane at the point, the distance from the point, and the angle between the heading vector of the vehicle and the tangent vector to the lane.

Figure 4: The Sting-I vehicle at Georgia Tech.
In this chapter, we design a curve-tracking controller that uses these measurements as feedbacks to create the desired lane-following behavior to be used as a component in the Georgia Tech urban grand challenge system. It should be noted that our results can be applied to other types of autonomous vehicles with similar range sensor configurations.

The literature is abundant with papers on curve tracking for autonomous vehicles [35, 89, 65, 93, 91, 87, 88, 78, 80, 45, 41, 1]. In the literature listed above, curve-tracking control usually has difficulties when the curve is concave, i.e., curving towards the vehicle. In this chapter, we follow a similar procedure as in [89] to develop curve-tracking controllers for both convex and concave curves based on Lyapunov functions. However, our results are significantly different, and hence complementary to those in [89]. First, information of the closest point is used in [89], which requires wide aperture scanning sensors. The method in this chapter only requires two narrow aperture range sensors, each of which forms a fixed direction relative to the heading direction of the vehicle. This sensor configuration not only makes the tracking dynamics more complicated, but also causes singularities in control laws when tracking concave curves. We show that these singularities cannot be avoided by changing the shape of the Lyapunov function used in [89]. Therefore, to overcome singularities of the Lyapunov-based control laws, we develop switching controllers to make the system asymptotically stable. The switching strategy that achieves curve tracking with narrow aperture range sensors is our main contribution in this chapter.

The proof of the convergence for our switching controllers is inspired by convergence results for switching systems in the literature. Conditions for nonlinear switching systems to be asymptotically stable were presented in [43]. In [63], [7], and [26], multiple Lyapunov functions were used to prove stability. In [85], the authors proposed control laws that switch between an approximate control when the system is near a singularity, and an exact control when the system is bounded away from the
This chapter is organized as follows: In Section 2.1, we present a system model for curve tracking with rigidly mounted range sensors. In Section 2.2, we select a Lyapunov function for the convergence analysis and derive a feedback control law to asymptotically stabilize this system. Furthermore, to avoid singularities of the feedback control law, switching control laws are developed. Simulation results are presented in Section 2.3. Section 2.4 provides conclusions.

2.1 Boundary-Following Model with Rigidly Mounted Range Sensors

Consider a vehicle that emits a center ray forming a fixed angle $\alpha$ with the heading direction of the vehicle. See Figure 5 for the illustration of a vehicle and a boundary curve. When a boundary curve is presented in the plane, the center ray will intersect the boundary and detect the point $r_2$, which will be called the detected point. Let $r_1$ denote the position of the vehicle. Then, the relative position between the vehicle and the detected point is $r_\alpha = r_2 - r_1$. $\phi$ is the angle measured counterclockwise from $x_2$, the tangent vector to the boundary curve at the detected point, to $x_1$, the heading direction of the vehicle.

![Figure 5](image)

**Figure 5:** A vehicle emitting a center ray, which forms a fixed angle $\alpha$ with the heading direction of the vehicle.

The authors of [89] introduced Frenet-Serret frames [13] for the interaction between the vehicle and the boundary curve. Inspired by the frames in [89], we establish
two Frenet-Serret frames: one at the vehicle, and the other at the detected point. These two frames satisfy the Frenet-Serret equations:

\[
\begin{align*}
\dot{r}_1 &= v_1 x_1 \\
\dot{x}_1 &= v_1 u y_1 \\
\dot{y}_1 &= -v_1 u x_1 \\
\dot{r}_2 &= \dot{s} x_2 \\
\dot{x}_2 &= \dot{s} \kappa y_2 \\
\dot{y}_2 &= -\dot{s} \kappa x_2,
\end{align*}
\] (5)

where \(v_1\) is the speed control, and \(u\) is the steering (i.e., curvature) control we apply to avoid colliding with obstacles and to achieve boundary following. In addition, \(\kappa\) is the curvature of the curve at the detected point obtained using a group of rays around the center ray, and \(s\) is the arc length parameter of the curve. We choose the positive direction of the boundary curve such that

\[x_1 \cdot x_2 = \cos(\phi) > 0.\] (7)

When the curve is convex, i.e., curving away from the vehicle, we have \(\kappa < 0\). When the curve is concave, i.e., curving towards the vehicle, we have \(\kappa > 0\).

The key idea of curve-tracking control is to control the relative motion between the vehicle and the detected point. For this purpose, we develop the set of equations governing the relative motion.

The relative position between the vehicle and the detected point is \((\mathbf{r}_\alpha = \mathbf{r}_2 - \mathbf{r}_1)\).

In Figure 5, \(\alpha\) is defined as the angle formed by \(\mathbf{r}_\alpha\) and \(x_1\). Also, let \(r_\alpha = \|\mathbf{r}_\alpha\|\). Then

\[\mathbf{r}_\alpha \cdot x_1 = \cos(\alpha) r_\alpha.\] (8)

To derive the relative motion equations, we need to find \(\dot{r}_\alpha\), \(\dot{s}\), and \(\dot{\phi}\).
We first obtain an equation linking $\dot{r}_\alpha$ with $\dot{s}$. Take the time derivative of $r_\alpha$ using (5) and (6) to get
\[ \dot{r}_\alpha = \dot{s} x_2 - v_1 x_1. \] (9)

Differentiating (8) with respect to time on both sides, we obtain
\[ \dot{r}_\alpha \cdot x_1 + r_\alpha \cdot \dot{x}_1 = \cos(\alpha) \dot{r}_\alpha. \] (10)

And then, replacing $\dot{x}_1$ by $v_1 y_1$, we get
\[ \dot{r}_\alpha \cdot x_1 + r_\alpha \cdot v_1 y_1 = \cos(\alpha) \dot{r}_\alpha. \] (11)

Replacing $\dot{r}_\alpha$ in (11) by (9), we obtain
\[ (\dot{s} x_2 - v_1 x_1) \cdot x_1 + r_\alpha \cdot v_1 y_1 = \cos(\alpha) \dot{r}_\alpha. \] (12)

Observe that, in Figure 5, the angle formed by $x_1$ and $x_2$ is $\phi$, and the angle formed by $r_\alpha$ and $y_1$ is $(\frac{\pi}{2} + \alpha)$. Therefore, $x_1 \cdot x_2 = \cos \phi$ and $r_\alpha \cdot y_1 = -r_\alpha \sin \alpha$. Applying these two equations to (12), we get
\[ \dot{s} \cos(\phi) = v_1 (1 + \sin(\alpha) r_\alpha u) + \cos(\alpha) \dot{r}_\alpha. \] (13)

Now, noticing that
\[ r_\alpha^2 = \|r_\alpha\|^2 = r_\alpha \cdot r_\alpha, \] (14)

an equation linking $\dot{r}_\alpha$ with $\dot{s}$ can be established. We differentiate (14) with respect to time on both sides to obtain
\[ 2 r_\alpha \dot{r}_\alpha = 2 (\dot{s} r_\alpha \cdot x_2 - v_1 r_\alpha \cdot x_1), \] (15)

where we have used (9). Then, $\dot{r}_\alpha$ is
\[ \dot{r}_\alpha = \frac{\dot{s} r_\alpha}{r_\alpha} \cdot x_2 - v_1 \cos(\alpha), \] (16)
where we used the fact that the angle formed by $r_\alpha$ and $x_1$ is $\alpha$ in Figure 5. We also observe that the angle formed by $r_\alpha$ and $x_2$ is $(\alpha - \phi)$. Hence, we get

$$\frac{r_\alpha}{r_\alpha} \cdot x_2 = \cos(\alpha - \phi).$$

(17)

Replacing the term $\frac{r_\alpha}{r_\alpha} \cdot x_2$ in (16) by (17) gives

$$\dot{r}_\alpha = \dot{s} \cos(\alpha - \phi) - v_1 \cos(\alpha).$$

(18)

We can now find $\dot{r}_\alpha$ and $\dot{s}$. Substituting the term $\dot{r}_\alpha$ in (13) for (18), we obtain

$$\dot{s} \cos(\phi) = v_1 (1 + \sin(\alpha) r_\alpha u) + \cos(\alpha) (\dot{s} \cos(\alpha - \phi) - v_1 \cos(\alpha)).$$

(19)

Therefore, we obtain the time derivative of arc length $\dot{s}$ as

$$\dot{s} = \frac{v_1 (r_\alpha u + \sin(\alpha))}{\sin(\alpha - \phi)}.$$

(20)

The term $\dot{s}$ in (18) can be replaced by $\dot{s}$ in (20) to get $\dot{r}_\alpha$ as follows:

$$\dot{r}_\alpha = v_1 \frac{\sin(\phi) + r_\alpha u \cos(\alpha - \phi)}{\sin(\alpha - \phi)}.$$

(21)

Now, let us find the equation for $\dot{\phi}$. From Figure 5, we can see that the angle formed by $x_1$ and $y_2$ is $(\frac{\pi}{2} - \phi)$. This further implies that

$$\sin(\phi) = x_1 \cdot y_2.$$

(22)

Also, in Figure 5, the angle formed by $r_\alpha$ and $y_2$ is $(\frac{\pi}{2} + \alpha - \phi)$ so that

$$r_\alpha \cdot y_2 = -r_\alpha \sin(\alpha - \phi).$$

(23)

Differentiate (17) with respect to time on both sides to obtain

$$\sin(\alpha - \phi) \cdot \dot{\phi} = \frac{\dot{s} - v_1 \cos(\phi)}{r_\alpha} - \frac{\dot{s} \cos(\alpha - \phi) - v_1 \cos(\alpha)}{r_\alpha} \cdot \cos(\alpha - \phi) - \dot{s} \kappa \sin(\alpha - \phi),$$

(24)
where we have used (6), (9), (17), (18), and (23). Replacing $\dot{s}$ in (24) by (20), we derive the equation for $\dot{\phi}$ as

$$\dot{\phi} = v_1 \left( -\frac{\kappa \sin(\alpha)}{\sin(\alpha - \phi)} + u \left(1 - \frac{r_\alpha \kappa}{\sin(\alpha - \phi)} \right) \right).$$  

(25)

For the Sting-I autonomous vehicle, the sensor on each side of the vehicle is installed such that $\alpha = \frac{\pi}{2}$. In this case, (20) is simplified to

$$\dot{s} = \frac{v_1 (r_\alpha u + 1)}{\cos(\phi)},$$  

(26)
equation (21) is simplified to

$$\dot{r}_\alpha = v_1 \tan(\phi)(1 + r_\alpha u),$$  

(27)
and (25) is simplified to

$$\dot{\phi} = v_1 \left( -\frac{\kappa}{\cos(\phi)} + u \left(1 - \frac{r_\alpha \kappa}{\cos(\phi)} \right) \right).$$  

(28)

The system equations are significantly different from the equations for the closest point in [89].

2.2 Controller Design and Convergence Analysis

2.2.1 Lyapunov Function

Consider the Lyapunov function candidate:

$$V_1 = -\ln(\cos(\phi)) + h(r_\alpha),$$  

(29)
where $h(r_\alpha)$ satisfies the following conditions:

1. $\frac{\partial h(r_\alpha)}{\partial r_\alpha} = f(r_\alpha)$, where $f(r_\alpha)$ is a Lipschitz continuous function on $(0, \infty)$, so that $h(r_\alpha)$ is continuously differentiable on $(0, \infty)$.

2. $\lim_{r_\alpha \to 0} f(r_\alpha) = -\infty$, which leads to $\lim_{r_\alpha \to 0} h(r_\alpha) = \infty$. This is needed to blow up $V_1$ as the moving vehicle approaches collision with the boundary curve.
3. $f(r_\alpha) = 0$ at the point where $r_\alpha = r_0$. At this point, $h(r_\alpha)$ has the local minimum, since $r_0$ is the desired relative distance between the vehicle and the boundary curve.

4. $\lim_{r_\alpha \to \infty} h(r_\alpha) = \infty$. Both this condition and the form of $V_1$ suggest that $V_1$ is radially unbounded (In other words, $V_1 \to \infty$ as $\|\phi\| \to \pi/2$, as $r_\alpha \to 0$, or as $r_\alpha \to \infty$).

Observe that $V_1$ given by (29) is continuously differentiable because of (7). The term $\ln(\cos(\phi))$ penalizes misalignment between the heading vector of the vehicle and the tangent vector to the boundary curve at the detected point. The term $h(r_\alpha)$ in (29) deals with the separation between the moving vehicle and the boundary curve.

In short, $V_1$ is designed to make the vehicle converge to the relative position where $r_\alpha = r_0$ and $\phi = 0$. This form of Lyapunov function has also been used in curve tracking using the closest point information in [89] and [88].

For the point detected by the fixed center ray at the angle $\alpha = \pi/2$, our candidate $f(r_\alpha)$ is

$$f(r_\alpha) = \frac{-1}{r_\alpha} + \frac{1}{r_0}. \quad (30)$$

Furthermore, the corresponding $h(r_\alpha)$ is

$$h(r_\alpha) = -\ln(r_\alpha) + \frac{r_\alpha}{r_0} + \ln(r_0) - 1, \quad (31)$$

which satisfies the conditions for $h(r_\alpha)$.

The time derivative of $V_1$ is now

$$\dot{V}_1 = v_1 \tan(\phi)[u(1 - \frac{r_\alpha \kappa}{\cos(\phi)} + f(r_\alpha)r_\alpha) - \frac{\kappa}{\cos(\phi)} + f(r_\alpha)], \quad (32)$$

where we have used (27), (28), and (29). We now assume that the speed $v_1 > 0$ is a constant and design the steering control $u$ so that $\dot{V}_1 \leq 0$. 
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2.2.2 Tracking Control for Convex Curves

We first consider the case when the curve is convex and curving away from the vehicle. In this case, we have $\kappa < 0$.

One choice of $u$ which leads to $\dot{V}_1 \leq 0$ is

$$u_1 = \frac{v_1 \kappa - \cos(\phi)(v_1 f(r_\alpha) + \mu \sin(\phi))}{v_1 (\cos(\phi) + f(r_\alpha) r_\alpha \cos(\phi) - r_\alpha \kappa)}, \quad (33)$$

where $\mu > 0$ is a constant. The time derivative of $V_1$ in (32) with $u$ given by (33) is

$$\dot{V}_1 = -\mu \frac{\sin^2(\phi)}{\cos(\phi)} \leq 0 \quad (34)$$

where (7) is used. Thus, $\dot{V}_1 \leq 0$ and $\dot{V}_1 = 0$ if and only if $\sin(\phi) = 0$. By (7), we see that $\dot{V}_1 = 0$ if and only if $\phi = 0$.

From now on, we refer to the case where the denominator of a control law is zero as the *singularity* of the control law. It seems possible that the control law given by (33) is singular when $\cos(\phi) = \frac{r_\alpha \kappa}{1 + f(r_\alpha) r_\alpha}$. Using (30), the singularity of (33) occurs when

$$\cos(\phi) = \frac{r_\alpha \kappa}{1 + f(r_\alpha) r_\alpha} = r_0 \kappa. \quad (35)$$

Therefore, in the case where $\kappa$, the curvature of the lane at the detected point, is equal to or smaller than zero in (35), the denominator of (33) will never be zero since $\cos(\phi) > 0$.

**Theorem 1.** Consider the case where the boundary curve is convex, i.e., $\kappa < 0$. Then, using the steering control law in (33), the vehicle satisfying (7) with constant speed $v_1$ converges to the state where it tracks the curve at the distance $r_0$ without collision.

**Proof.** For each trajectory that initially satisfies (7) and $r_\alpha > 0$, there exists a compact sublevel set $\Omega$ of $V_1$ such that the trajectory remains in $\Omega$ for all future time. Then by LaSalle’s Invariance Principle [47], the trajectory converges to the largest invariant
set $M$ within the set $E$ that contains all points in $\Omega$ where $\dot{V}_1 = 0$. The set $E$ in this case is the set of all points in $\Omega$ such that $\phi = 0$. Note that $\phi = 0$ implies $\dot{r}_\alpha = 0$ using (27). Thus, at any point in $E$, the dynamics are expressed as

$$\dot{r}_\alpha = 0. \tag{36}$$

Since the trajectory converges to the maximum invariant set $M$ within the set $E$ where $\phi = 0$, we have $\dot{\phi} \to 0$. Therefore, replacing the term $\dot{\phi}$ in (28) by 0 gives

$$v_1 u_1 - v_1 (r_\alpha u_1 + 1) \kappa = 0. \tag{37}$$

Hence, the control input $u_1$ in the invariant set $M$ is

$$u_1 = \frac{\kappa}{1 - r_\alpha \kappa}. \tag{38}$$

When we substitute $\phi$ in (33) for 0, the corresponding control input is

$$u_1 = \frac{\kappa - f(r_\alpha)}{1 + f(r_\alpha) r_\alpha - r_\alpha \kappa}. \tag{39}$$

$u_1$ in (39) should be equal to $u_1$ in (38), because both $u_1$ are control inputs in the invariant set $M$. Thus, we obtain

$$\frac{\kappa}{1 - r_\alpha \kappa} = \frac{\kappa - f(r_\alpha)}{1 + f(r_\alpha) r_\alpha - r_\alpha \kappa}, \tag{40}$$

which implies

$$(\kappa - f(r_\alpha))(1 - r_\alpha \kappa) = \kappa + f(r_\alpha) r_\alpha \kappa - r_\alpha \kappa^2. \tag{41}$$

Therefore, $f(r_\alpha)$ must satisfy

$$f(r_\alpha) = 0. \tag{42}$$

The moving vehicle converges to the position at a distance from the boundary curve given by the zero of the function $f(\cdot)$. Therefore, the largest invariant set contained in $E$ is expressed as

$$M = \{(r_\alpha, \phi) | \phi = 0, f(r_\alpha) = 0\}. \tag{43}$$

Thus, we can conclude that $(r_\alpha, \phi)$ converges to the equilibrium where $r_\alpha = r_0$ and $\phi = 0$. \qed
2.2.3 Control Laws for Concave Curve with Bounded Curvature

We consider the case when the curve is concave, i.e., curving towards the vehicle. In this case, we have $\kappa > 0$. It is possible that the control law given by (33) is singular when the denominator of $u_1$ equals to zero, i.e., $\cos(\phi) = \frac{r_0 \kappa}{1 + f(r_0) r_0}$. However, (35) shows that if the curvature $\kappa$ is bigger than $\frac{1}{r_0}$, then no singularity happens because $|\cos \phi| \leq 1$.

In the real experimental environments, it is necessary for the vehicle to follow a concave curve whose curvature is small. We argue that in this case, the singularity exists regardless of the choice of $f(r_0)$. Figure 6 shows possible graphs of $1 + f(r_0) r_0$ and $r_0 \kappa$. When (30) is used as $f(r_0)$, we get $1 + f(r_0) r_0 = \frac{r_0}{r_0}$. Therefore, the straight line connecting the origin and $(r_0,1)$ represents $1 + f(r_0) r_0$ when (30) is used as $f(r_0)$. In Figure 6, regardless of $f(r_0)$, $1 + f(r_0) r_0$ is a continuous function which is equal to 1 when $r_0 = 1$. Also, regardless of the decreasing rate of $f(r_0)$ as $r_0 \to 0$, we can assure that $\lim_{r_0 \to 0} 1 + f(r_0) r_0 \leq 1$. As $r_0 \downarrow r_0$, we see that $f(r_0)$ and $r_0$ both decrease to make $(1 + f(r_0) r_0)$ decrease for any choice of $f(r_0)$. Meanwhile, possible $r_0 \kappa$ are plotted with straight lines. If the curvature $\kappa$ is less than $\frac{1}{r_0}$, then these straight lines will be below the curve that represents $(1 + f(r_0) r_0)$, regardless of what $f(r_0)$ is. Therefore, $\frac{r_0 \kappa}{1 + f(r_0) r_0} < 1$ and $\cos \phi = \frac{r_0 \kappa}{1 + f(r_0) r_0}$ always has a solution for $\phi$. This singularity cannot be removed by changing $f(r_0)$.

2.2.4 The Safety Zone

Due to (35), if $|\phi| < \arccos(r_0 \kappa M)$, where $\kappa M$ is the upper bound of $\kappa$, then $\cos \phi > r_0 \kappa$, which implies that the singularity will never happen. Thus, we define the set

$$U = \{(r_0, \phi)|V_1(r_0, \phi) < -\ln(|r_0 \kappa M|)\}$$

as the safety zone. Note that we assume $\kappa M r_0 < 1$ since otherwise the desired distance is too far away from the curve, which makes tracking meaningless. The controller (33) is used inside the safety zone. Since this controller yields $\dot{V}_1 \leq 0$, we conclude that
Figure 6: The graphs for $1 + f(r_\alpha)r_\alpha$ and $r_\alpha\kappa$. The control law given by (33) is singular when $\cos(\phi) = \frac{r_0\kappa}{1 + f(r_\alpha)r_\alpha}$. We argue that this singularity cannot be removed by choosing $f(r_\alpha)$ if the curvature $\kappa$ is less than $\frac{1}{r_0}$.

Once the vehicle under control enters the safety zone $U$, it will never leave. Therefore, according to Theorem 1, the curve-tracking behavior is stabilized without collision if the vehicle starts inside the safety zone.

2.2.5 Switching Control that Aims for the Safety Zone

When the vehicle is initially out of the safety zone, the vehicle may come close to the set where $\cos(\phi) = r_0\kappa$ during its movements. This indicates that the control law in (33) cannot be applied due to the singularity.

The positions of the vehicle when singularities occur are plotted as rectangles in Figure 7. The singularities occur when the vehicle is positioned on the line $l$, and the angle $\phi$ satisfies $\cos(\phi) = r_0\kappa$. The angle $\phi < 0$ is measured counterclockwise from $x_2$, tangent vector to the boundary curve at the detected point, to $x_1$, the heading direction of the vehicle. When $\phi > 0$, the vehicle will be at the same position but heading away from the boundary curve. In Figure 7, $r_k$ denotes the radius of the osculating circle at the detected point $p$ so that $r_k = 1/\kappa$. The vehicle’s desired curve is plotted as $d$ that has $r_0$ distance from the boundary curve. In the illustrated case, the controller design problem should be reconsidered because the goal of the controller now is to steer into the safety zone. Intuitively, this means that the vehicle should be
steered away from the boundary curve promptly, which is a natural behavior when we drive our cars on a collision course to a concave wall. Therefore, we now design controllers so that the vehicle enters the safety zone $U$ in finite time.

![Figure 7](image_url)

**Figure 7:** The positions of the vehicle when singularities occur. The positions of the vehicle when singularities occur are depicted as rectangles. The singularities occur when the vehicle is positioned on the line $l$, and the angle $\phi$ satisfies $\cos(\phi) = r_0\kappa$.

We develop a switching system as depicted in Figure 8 to steer the system into the safety zone in finite time. Four cases are distinguished, which correspond to four sets ($G_1$, $G_2$, $G_3$, and $G_4$) defined as follows:

$$G_1 = \{(r_\alpha, \phi)\mid \|\cos(\phi) - r_0\kappa\| > \epsilon \text{ but } (r_\alpha, \phi) \notin U\}$$

$$G_2 = \{(r_\alpha, \phi)\mid \epsilon_2 < \|\cos(\phi) - r_0\kappa\| \leq \epsilon\}$$

$$G_3 = \{(r_\alpha, \phi)\mid \|\cos(\phi) - r_0\kappa\| \leq \epsilon_2\}$$

$$G_4 = U,$$  \hspace{1cm} (45)

where $\epsilon_2 < \epsilon$.

Three control laws are designed for these four cases. When the system states are in $G_1$ or $G_4$, we use $u_1$ in (33). When the states enter $G_2$ from $G_1$, we switch to $u_2$.
Figure 8: The switching control strategy used to enter the safety zone. $u_1$ in (33) is used in normal situations, i.e., when the states are in $G_1$ or $G_4$. We switch to $u_2$ in (46) when the states enter $G_2$ and switch to $u_3$ in (48) when the states enter $G_3$. 
which is
\[ u_2 = \frac{v_1 \kappa - \cos(\phi)(v_1 f(r_\alpha) + \mu_2 \sin(\phi))}{v_1 \cos(\phi) + f(r_\alpha) r_\alpha \cos(\phi) - r_\alpha \kappa}, \] (46)

where the only difference between \( u_1 \) and \( u_2 \) is that \( \mu_2 \) in \( u_2 \) is much bigger than \( \mu \) in \( u_1 \). The time derivative of \( V_1 \) under control \( u \) given by (46) is
\[ \dot{V}_1 = -\mu_2 \frac{\sin^2(\phi)}{\cos(\phi)} \leq 0. \] (47)

When the states of the system enter \( G_3 \) from \( G_2 \), we switch to \( u_3 \):
\[ u_3 = \frac{- \mu_3 \sin(\phi) + \kappa v_1 r_\alpha}{v_1 r_\alpha \cos(\phi) - r_\alpha \kappa}, \] (48)

where \( \mu_3 > 0 \) is a constant. Under this controller, we have
\[ \dot{\phi} = -\frac{\mu_3 \tan(\phi)}{r_\alpha}, \] (49)

where (28) is used. Using (49), we have \( \phi \to 0 \) as \( t \to \infty \). This implies that the system states will get out of \( G_3 \) and then out of \( G_2 \) in finite time. We switch back to \( u_1 \) after the states enter either \( G_1 \) or \( G_4 \). Note that by Theorem 1, once the states enter \( G_4 \), they will stay in \( G_4 \) and converge to the desired values.

We now prove convergence of the system under the switching control laws illustrated in Figure 8. The idea is that the Lyapunov function \( V_1 \) may increase under \( u_3 \), but such increase will be compensated by the decrease of \( V_1 \) under \( u_2 \). Hence, the overall effect is that the Lyapunov function decreases until the system reaches \( G_4 \). Some notations and technical conditions are needed to rigorously state and prove the results.

It is uninteresting if the states never enter \( G_3 \), since \( V_1 \) will decrease until \( G_4 \) is reached. Therefore, we discuss the most general case, i.e., the states of the system enter \( G_3 \) for a number of times. In order to enter \( G_3 \), the system must enter \( G_2 \) first. We use the notations \( t^i_1 \) to indicate the time when the system enters \( G_2 \), \( t^i_2 \) to indicate the time when the system enters \( G_3 \), and \( t^i_3 \) to indicate the time when the system
enters either $G_1$ or $G_4$. The index $i$ is used to distinguish among multiple entries. If the states enter $G_2$, then $t_1^i$, $t_2^i$, and $t_3^i$ happen in sequence.

The following technical assumptions are needed.

(T1) The curvature $\kappa$ is bounded above by $\kappa_M > 0$.

(T2) The desired distance $r_0$ satisfies that $r_0 \kappa_M < 1$.

(T3) Define $\zeta = v_1 \parallel - \arccos(\kappa_M r_0 + \epsilon) + \arccos(\kappa_M r_0 - \epsilon_2) \parallel + \epsilon_3$, where $\epsilon_3 > 0$ is a constant. The gains $\mu_2$ in $u_2$ and $\mu_3$ in $u_3$ satisfy $\mu_2 \mu_3 (t_2^i - t_1^i) > \frac{\zeta r_0 \kappa_M}{1 - (r_0 \kappa_M)^2}$ for all $i$.

Assumptions (T1) and (T2) put mild constraints on the curve to follow. Assumption (T3) is the key technical assumption. This assumption is satisfied if $\mu_2$ or $\mu_3$ is sufficiently large.

**Theorem 2.** Consider the system defined by (27) and (28) governing the relative distance and heading angle between the vehicle and the detected point. Suppose the vehicle travels at constant speed $v_1$. Under the switching strategy in Figure 8, with assumptions (T1)-(T3) satisfied, the states of the vehicle enter $G_4$ in finite time.

**Proof.** We organize our proofs in two steps:

1. show that when $u_3$ is used, $V_1$ will increase a finite amount bounded above.

2. show that when $u_2$ is used, $V_1$ will decrease more than the upper bound for its increase under $u_3$.

1. Estimate the upper bound for the increase of $V_1$ under $u_3$.

The time derivative of $V_1$ under $u_3$ is

$$\dot{V}_1 = -\tan(\phi)[u_3 (\frac{v_1 r_0 \kappa}{\cos(\phi)} - \frac{v_1 r_0}{r_0}) + \frac{v_1}{\cos(\phi)} \kappa - v_1 (\frac{-1}{r_0} + \frac{1}{r_0})], \quad (50)$$
where (30) is used as \( f(r_\alpha) \). Notice that \( u_3 \) is used only in the small neighborhood of \( \cos(\phi) = \kappa r_0 \). Replacing \( \cos(\phi) \) in (50) by \( \kappa r_0 \), we get

\[
\dot{V}_1 = -\tan(\phi) \frac{v_1}{r_\alpha}.
\] (51)

If \( \sin(\phi) \geq 0 \), then \( \dot{V}_1 \leq 0 \) is guaranteed. This implies that \( V_1 \) decreases while \( u_3 \) is used. This case is uninteresting.

The case that \( V_1 \) may increase is shown in Figure 7. We now estimate the increase of \( V_1 \) while \( u_3 \) is used as the control law.

\[
V_1(t_i^3) - V_1(t_i^2) = -v_1 \int_{t_i^2}^{t_i^3} \frac{\tan(\phi(t))}{r_\alpha(t)} \, dt.
\] (52)

We can change (52) to integration with respect to \( \phi \) as

\[
V_1(t_i^3) - V_1(t_i^2) = \frac{v_1}{\mu_3} \int_{\phi(t_i^2)}^{\phi(t_i^3)} d\phi = \frac{v_1}{\mu_3} (\phi(t_i^3) - \phi(t_i^2)),
\] (53)

where (49) is used. The controller \( u_3 \) is applied from the instant when \( |\cos(\phi) - \kappa r_0| = \epsilon_2 \) to the instant when \( |\cos(\phi) - \kappa r_0| = \epsilon \), where \( \epsilon_2 < \epsilon \). Therefore, we get \( |\cos(\phi(t_i^3)) - \kappa r_0| = \epsilon_2 \) and \( |\cos(\phi(t_i^3)) - \kappa r_0| = \epsilon \). Thus, when \( \phi < 0 \), possible values of \( \phi \) can be listed as follows:

\[
\phi(t_i^3) = -\arccos(\kappa r_0 \pm \epsilon_2) < 0
\]

\[
\phi(t_i^3) = -\arccos(\kappa r_0 \pm \epsilon) < 0.
\] (54)

We plot these possible values on Figure 9. Within the interval of \(-\pi/2 < \phi < 0\), \( \cos(\phi) \) increases as \( \phi \) increases. Thus, we get \( -\arccos(\kappa r_0 + \epsilon) > -\arccos(\kappa r_0 - \epsilon) \), and \( -\arccos(\kappa r_0 + \epsilon_2) > -\arccos(\kappa r_0 - \epsilon_2) \). Therefore, we conclude that

\[
\phi(t_i^3) - \phi(t_i^2) \leq \max(\phi(t_i^3)) - \min(\phi(t_i^3)) = -\arccos(\kappa r_0 + \epsilon) + \arccos(\kappa r_0 - \epsilon_2).
\] (55)

Figure 9 compares between

\[
-\arccos(\kappa r_0 + \epsilon) + \arccos(\kappa r_0 - \epsilon_2)
\]

32
The graph of $\cos(\phi)$ with respect to $\phi$. The slope of $\cos(\phi)$ with respect to $\phi$, $\frac{d\cos(\phi)}{d\phi} = -\sin(\phi)$, monotonously decreases to zero as $\phi$ goes to zero in the interval of $-\pi/2 < \phi < 0$. Therefore, as seen in this figure, we get $-\arccos(\kappa r_0 + \epsilon) + \arccos(\kappa r_0 - \epsilon_2) \leq -\arccos(\kappa M r_0 + \epsilon) + \arccos(\kappa M r_0 - \epsilon_2)$.

and

$-\arccos(\kappa M r_0 + \epsilon) + \arccos(\kappa M r_0 - \epsilon_2)$.

The slope of $\cos(\phi)$ with respect to $\phi$ is $\frac{d\cos(\phi)}{d\phi} = -\sin(\phi)$. It monotonously decreases to zero as $\phi$ goes to zero in the interval of $-\pi/2 < \phi < 0$. Thus, as seen in Figure 9, we get

$-\arccos(\kappa r_0 + \epsilon) + \arccos(\kappa r_0 - \epsilon_2) \leq -\arccos(\kappa M r_0 + \epsilon) + \arccos(\kappa M r_0 - \epsilon_2)$.

According to (55), we further deduce that

$\phi(t'_3) - \phi(t'_2) \leq -\arccos(\kappa M r_0 + \epsilon) + \arccos(\kappa M r_0 - \epsilon_2). \quad (56)$

Now, using (53) and (56), we can derive the upper bound for the increase of $V_1$ while $u_3$ is used.

$V_1(t'_3) - V_1(t'_2) \leq \frac{v_1}{\mu_3} (-\arccos(\kappa M r_0 + \epsilon) + \arccos(\kappa M r_0 - \epsilon_2)) < \frac{\zeta}{\mu_3}, \quad (57)$

where $\zeta$ is defined in assumption (T3).
2. We show that the decrease of $V_1$ under $u_2$ is larger than the upper bound for the increase of $V_1$ under $u_3$.

We compute the required length of the time interval when $u_2$ is used so that $V_1$ decreases more than $\zeta/\mu_3$. In other words,

$$V_1(t_2^i) - V_1(t_1^i) = \int_{t_1^i}^{t_2^i} \dot{V}_1 dt < -\frac{\zeta}{\mu_3},$$

where $t_1^i$ and $t_2^i$ represent the beginning and the end of the interval when $u_2$ is used respectively. Hence, using (47), we require that

$$\int_{t_1^i}^{t_2^i} \mu_2 \sin^2(\phi) \cos(\phi) dt = (t_2^i - t_1^i) \frac{\mu_2 \sin^2(\phi(\tau))}{\cos(\phi(\tau))} > \frac{\zeta}{\mu_3},$$

where $\tau \in [t_1^i, t_2^i]$ and the Mean Value Theorem is applied. Furthermore, the required length of the time interval under $u_2$ in order to decrease $V_1$ more than $\zeta/\mu_3$ is

$$(t_2^i - t_1^i) > \frac{\zeta \cos(\phi(\tau))}{\mu_2 \mu_3 \sin^2(\phi(\tau))}. \hspace{1cm} (60)$$

As seen in Figure 8, $u_2$ is used in the near-singular state. Thus, we can see that $\cos(\phi(\tau)) \approx r_0 \kappa \leq r_0 \kappa_M < 1$ using assumption (T2). Therefore, we get

$$\frac{\sin^2(\phi(\tau))}{\cos(\phi(\tau))} = \frac{1}{\cos(\phi(\tau))} - \cos(\phi(\tau)) \geq \frac{1}{r_0 \kappa_M} - r_0 \kappa_M > 0. \hspace{1cm} (61)$$

This is equivalent to

$$\frac{\cos(\phi(\tau))}{\sin^2(\phi(\tau))} \leq \frac{r_0 \kappa_M}{1 - (r_0 \kappa_M)^2}. \hspace{1cm} (62)$$

Multiplying both sides of (62) by $\frac{\zeta}{\mu_2 \mu_3}$, we derive

$$\frac{\zeta \cos(\phi(\tau))}{\mu_2 \mu_3 \sin^2(\phi(\tau))} \leq \frac{\zeta r_0 \kappa_M}{\mu_2 \mu_3 (1 - (r_0 \kappa_M)^2)}. \hspace{1cm} (63)$$

Therefore, using (60) and (63), if

$$(t_2^i - t_1^i) > \frac{\zeta r_0 \kappa_M}{\mu_2 \mu_3 (1 - (r_0 \kappa_M)^2)}, \hspace{1cm} (64)$$

we can guarantee that the decrease of $V_1$ under $u_2$ is bigger than the increase of $V_1$ under $u_3$ by an amount of $\epsilon_3/\mu_3$. We can then conclude that switching among $u_1$, $u_2$, and $u_3$ will make the system enter the safety zone in finite time.
In Figure 10, a typical switching process is plotted. $u_1$ is used from 0 to $t_1^1$, $u_2$ is used from $t_1^1$ to $t_2^1$, $u_3$ is used from $t_2^1$ to $t_3^1$, and $u_1$ is used again after $t_3^1$. In assumption (T3), we use arbitrarily large $\mu_2$ or $\mu_3$ so that the interval of using $u_2$ is long enough to overcome the increase of $V_1$ under $u_3$. Therefore, $V_1$ always decreases more than it increases.

![Figure 10](image)

**Figure 10:** The Lyapunov function $V_1$ in a typical case of switching control. $u_1$ in (33) is used from 0 to $t_1^1$, $u_2$ in (46) is used from $t_1^1$ to $t_2^1$, $u_3$ in (48) is used from $t_2^1$ to $t_3^1$, and $u_1$ is used from $t_3^1$ to final time.

In the case where $r_\alpha = r_0$ and $\cos(\phi) = r_0\kappa$, we have the singularity of $u_1$, $u_2$, and $u_3$ at the same time. This is the common singularity that occurs when the vehicle is at the point $S$ in Figure 7. As seen in Figure 7, $x_1$, the heading direction of the vehicle, at $S$ is normal to the desired curve $d$. This singularity will not happen if the vehicle is in the safety zone. Since it happens only at the point $S$ and the vehicle has constant speed, we conclude that the vehicle will not likely be in this state unless it starts initially in this state. The authors of [89] also mentioned that the moving vehicle should not be initially heading directly toward the boundary curve when control laws based on closest point information are applied.
2.3 Simulation Results

We implement our feedback control laws in MATLAB, as well as in the three dimensional simulation program used in the Georgia Tech urban grand challenge system. Our three dimensional simulation program is based on Player, Stage, and Gazebo that are three pieces of software developed for robotic simulation projects.

2.3.1 MATLAB Simulation Results

Figure 11 shows a vehicle following a closed boundary curve in a clockwise direction. We vary the vehicle’s initial x-coordinate from -8 to 8, and y-coordinate from -6 to 6, with initial orientation $3\pi/4$ measured counterclockwise from the x-axis. The desired separation between the vehicle and the boundary curve is set to 0.5 distance units, and $v_1$, the velocity of the vehicle, is 0.5 distance units per unit time.

![Figure 11: A vehicle following a closed boundary curve in a clockwise direction. We vary the vehicle’s initial x-coordinate from -8 to 8, and y-coordinate from -6 to 6 with initial orientation $3\pi/4$ measured counterclockwise from the x-axis.](image)

Figure 12 is a MATLAB simulation showing the result of using switching controllers to overcome the singularity. In order to compare with Figure 7, the vehicle moves toward a concave curve initially and the curvature of which is 1. Also, the
desired curve has 0.5 distance units from the obstacle. The initial position and the heading direction of the vehicle are the same as those for the vehicle at $E$ in Figure 7. We can find that using switching controllers, the autonomous vehicle converges to the desired curve as expected.

![Figure 12: The result of using switching controllers to overcome the singularity. The initial position and the heading direction of the vehicle are the same as those for the vehicle at $E$ in Figure 7. Switching occurs when the vehicle is at the near-singular state, and the vehicle is steered away from the boundary curve promptly.](image)

**2.3.2 Verification Using the Three Dimensional Simulation Program**

Our switching controllers are verified using the three dimensional simulation program developed for the Georgia Tech urban grand challenge system. To estimate the curvature at the detected point using a group of rays around the center ray, we use the following estimation method.

Let $P_n$ represent the detected point, which is the point on the obstacle boundary detected by a center ray. Suppose that there are two rays around the center ray with the window size $w$. Let $P_{n-w}$ and $P_{n+w}$ denote two points on the boundary curve detected using the two rays. The method for curvature estimation was proposed in [12] as follows. Let $a = \|P_n - P_{n-w}\|$, $b = \|P_{n+w} - P_n\|$, $c = \|P_{n+w} - P_{n-w}\|$, and
\[ s = (a + b + c)/2. \] We draw the unique circle passing all three points. By applying Heron’s formula, the curvature of such a circle is

\[
\|\hat{\kappa}(s)\| = \frac{4\sqrt{s(s-a)(s-b)(s-c)}}{abc}. \tag{65}
\]

In [12], it was proved that \(\hat{\kappa}\) is a good estimate of \(\kappa\) when the difference \((a - b)\) is sufficiently small. We refer to this estimate as the geometric estimate of curvature. In [93], the authors derived the extended version of this geometric curvature estimate. For example,

\[
\bar{\kappa}(n) = \frac{1}{3} \sum_{w=7}^{9} \hat{\kappa}(P_{n-w}, P_n, P_{n+w}), \tag{66}
\]

where \(\hat{\kappa}(P_{n-w}, P_n, P_{n+w})\) denotes the geometric estimate of curvature obtained at \(P_n\) with the window size \(w\). In [93], it was shown that using a larger window size eliminates the need for Gaussian filtering. In our simulation experiments, (66) is taken as a method to estimate the curvature of the lane at the detected point \(P_n\).

Figure 13 to Figure 17 show the simulation results using this three dimensional simulation program. The desired distance \(r_0\) is set to 10 distance units, and the vehicle’s velocity \(v_1\) is set to 6 distance units per second.

![Figure 13](image_url)

**Figure 13:** The initial position of the vehicle in the three dimensional simulation program. On the right side of the vehicle, we can find a cylinder shaped obstacle. The diameter and the height of the obstacle are set to 40 distance units and 20 distance units respectively.

Figure 13 shows the simulation environment where a cylinder shaped obstacle is built on the right side of the initial position of the vehicle. The diameter and the
Figure 14: The final position of the vehicle in the three dimensional simulation program. The vehicle converges to the position where \( r_\alpha \), the relative distance from the obstacle, is almost 10 distance units as we desired.

Figure 15: \( r_\alpha \), the vehicle’s relative distance from the obstacle, with respect to time.

Figure 16: The vehicle’s relative heading angle, \( \phi \), with respect to time. \( \phi \) converges to 0 as time goes on.
Figure 17: The control panel of the simulation at the final time. In this simulation, desired distance \((r_0)\) is set to 10 distance units, and the vehicle’s velocity \((v_1)\) is set to 6 distance units per second. Accordingly, relative distance \((r_\alpha=10.0\) distance units\), relative angle \((\phi=-1.0\) degree\), and vehicle speed \((v_1=6.0\) distance units per second\) are displayed on the left side of this control panel. On the right side of the panel, the planar trajectory of the vehicle is displayed as a circle, since we have a cylinder shaped obstacle.

The height of the obstacle are set to 40 distance units and 20 distance units respectively. Figure 14 presents that the vehicle converges to the position where \(r_\alpha\), the relative distance from the obstacle, is almost 10 distance units as we desired. Figure 15 shows that \(r_\alpha\) converges to \(r_0\). Figure 16 shows that the vehicle’s relative heading angle \(\phi\) converges to 0 as time goes on. In Figure 16, the overshoot of \(\phi\) is large initially, since switching control laws are used to overcome the singularity caused by the error in the curvature estimate using (66). Figure 17 displays the values on the control panel at the final time. On the right side of the panel, the trajectory of the vehicle projected to the plane is displayed.

2.4 Conclusions

In this chapter, we design curve-tracking control that uses information from rigidly mounted, narrow aperture range sensors. The key idea is to control the relative motion between the vehicle and the detected point, and to switch controllers to avoid singularities.
CHAPTER III

A PROVABLY COMPLETE EXPLORATION STRATEGY
BY CONSTRUCTING VORONOI DIAGRAMS

This chapter addresses the problem of exploring an unknown workspace using one vehicle equipped with range sensors. Such a sensor has the ability to determine a point on obstacle boundary that is closest to the vehicle. We call such a point the closest point. If boundary curves appear on both the left and the right hand sides of the vehicle, then a closest point can be determined on each boundary. The path that has equal distances from these closest points is the Voronoi edge. All Voronoi edges form the Voronoi diagram that reveals the topological structure of the workspace. If the vehicle visits all Voronoi edges in the workspace, then we consider the workspace as being completely explored.

Inspired by the curve-tracing control in Chapter 2, we develop a provably convergent Lyapunov-based control law to track a Voronoi edge. Our Voronoi edge tracking control law is based on the shape dynamics derived in [89]. In [89] and [93], a gyroscopic feedback control law was developed to control the interaction between the vehicle and the closest point so that the vehicle follows the obstacle boundary either to the left or to the right. The closest point was also used for path following in [80]. Our curve tracking control law extends previous works by using information from the closest points on both sides of the vehicle. This results in a tracking behavior of a Voronoi edge between two obstacles.

Utilizing the Voronoi edge tracking behavior, we develop provably complete exploration algorithms, denoted as the Boundary Expansion (BE) algorithms, which enable the construction of a topological map based on Voronoi diagrams. Although many
results [82, 76, 15, 18, 14, 19, 73] exist in the literature regarding the construction of Voronoi diagrams, to our knowledge, the BE algorithms are unique, with provable completeness over a connected and compact workspace.

The BE algorithms are composed of two algorithms, denoted by algorithm 1 and algorithm 2 in this chapter. Applying algorithm 1, the trajectory of a vehicle constructs a simple closed curve that encloses an obstacle to its right. Then, using algorithm 2, the vehicle iteratively expands the explored area in a way that one obstacle is added to the area at a time. In this way, the vehicle constructs the Voronoi diagram by “expanding” the explored area in discrete and finite steps.

In the BE algorithms, only the graph structure representing the boundary of the explored area is maintained and updated based on two simple rules. There is no need to explicitly search for the shortest path in the graph as in many other exploration algorithms [18, 82, 76]. Hence, the BE algorithms may have lower computational load.

We implement the algorithms and the tracking control law using a miniature robot localizing itself based on an odometry system. The robot uses only Infrared (IR) sensors for range measurements. Simulations and experimental results demonstrate the effectiveness of both the tracking control law and the algorithms.

The chapter is organized as follows. Section 3.1 presents the workspace to be explored. Section 3.2 introduces the provably convergent control law to track Voronoi edges. Section 3.3 discusses the BE algorithms, and Section 3.4 provides proofs for the convergence of the BE algorithms. Section 3.5 analyzes the efficiency of the BE algorithms. Section 3.6 provides simulations and experimental results to demonstrate the effectiveness of both the control law and the exploration algorithms. Lastly, Section 3.7 provides conclusions.
3.1 The Workspace and Its Voronoi Diagram

Consider a connected and compact workspace \( W \subset \mathbb{R}^2 \) whose boundary, \( \partial W \), is a regular curve. Let \( O_1, O_2, \ldots, O_{M-1} \) be \( M - 1 \) disjoint and compact obstacles such that \( O_i \subset W \). \( O_M \) is a “virtual” obstacle that bounds the workspace, i.e., \( \partial W \subset \partial O_M \). We denote the set of obstacles \( S_O \) by \( S_O = \{O_1, O_2, \ldots, O_M\} \).

Obeying the conventions established in the literature on Voronoi diagrams [2, 73, 61, 58, 14], we define the Voronoi cell for an obstacle \( O_i \) as the set of points that is closer to \( O_i \) than to any other obstacle in \( S_O \) for \( i = 1, 2, \ldots, M \) i.e.

\[
V(O_i) = \{q \in W | \min_{z \in O_i} \| z - q \| < \min_{z' \in O_i'} \| z' - q \|, \forall O_i' \in S_O \setminus O_i\},
\]  

(67)

where \( \| \cdot \| \) is the Euclidean norm in \( \mathbb{R}^2 \). \( \partial V(O_i) \) is the boundary of the Voronoi cell for \( O_i \), i.e., \( V(O_i) \). Also, \( \overline{V}(O_i) = V(O_i) \cup \partial V(O_i) \). The Voronoi diagram of the workspace is defined as the union of all cell boundaries [58] i.e.

\[
D(W) = \bigcup_{O_i \in S_O} \partial V(O_i).
\]  

(68)

The shared boundary between two Voronoi cells is a Voronoi edge. More specifically, a Voronoi edge between two Voronoi cells \( V(O_i) \) and \( V(O_j) \) is defined by

\[
E_{ij} = \partial V(O_i) \cap \partial V(O_j).
\]  

(69)

3.2 Tracking a Voronoi Edge

In this section, we develop a feedback control law to make a vehicle, with its dynamics approximated by a unit speed particle, move along a Voronoi edge. We assume that the range sensors of the vehicle can detect two obstacle boundaries, each on one side of the vehicle. Then, on each obstacle boundary, the vehicle can determine the closest point to itself. The feedback control law uses measurements at the two closest points.

We first introduce the shape dynamics that govern the relationship between the vehicle and the closest points. We then derive the control law, and prove its convergence.
Figure 18: A vehicle with obstacle boundaries to both the left and the right hand sides of the vehicle.

3.2.1 Shape Dynamics

In Figure 18, \( r_1 \) denotes the position of the vehicle, and \( x_1 \) denotes the heading direction of the vehicle. \( r_{2r} \) is the closest point to the right of the vehicle, and \( x_{2r} \) denotes the unit tangent vector to the boundary curve at \( r_{2r} \). \( \phi_r \) is the angle measured counter-clockwise from \( x_1 \) to \( x_{2r} \), the tangent vector at \( r_{2r} \). The relative position between the vehicle and the closest point to the right of the vehicle is \( r_{\alpha r} = r_{2r} - r_1 \), and we define \( r_{\alpha r} = ||r_{\alpha r}|| \).

The quantities \( r_{2l}, x_{2l}, \phi_l, r_{\alpha l}, \) and \( r_{\alpha l} \) are defined to the left of the vehicle in the same fashion as those to the right of the vehicle.

We choose the positive directions of the boundary curves such that

\[
\begin{align*}
x_1 \cdot x_{2l} &= \cos(\phi_l) > 0 \\
x_1 \cdot x_{2r} &= \cos(\phi_r) > 0,
\end{align*}
\]

which means that \(-\pi/2 < \phi_l < \pi/2\) and \(-\pi/2 < \phi_r < \pi/2\).

Considering the boundary curve to the right of the vehicle, the shape dynamics
are given by [89] as follows.

\[
\dot{r}_{ar} = -\sin(\phi_r) \tag{71}
\]

\[
\dot{\phi}_r = \left( \frac{\kappa_r}{1 - \kappa_r r_{ar}} \right) \cos(\phi_r) - u \tag{72}
\]

where \(\kappa_r\) denotes the algebraic curvature of the boundary at the closest point to the right of the vehicle. Similarly, for the boundary curve to the left, we have

\[
\dot{r}_{al} = \sin(\phi_l) \tag{73}
\]

\[
\dot{\phi}_l = \left( \frac{\kappa_l}{1 + \kappa_l r_{al}} \right) \cos(\phi_l) - u \tag{74}
\]

where \(\kappa_l\) denotes the algebraic curvature of the boundary at the closest point to the left of the vehicle.

### 3.2.2 Tracking Control and Convergence Analysis

In this section, we design the control law based on a Lyapunov function. Consider the Lyapunov function candidate

\[
V = -\ln(\cos(\frac{\phi_l + \phi_r}{2})) + \lambda (r_{al} - r_{ar})^2 \tag{75}
\]

where \(\lambda > 0\) is a constant that balances the control for alignment and the control for vehicle position. In (75), the term \(-\ln(\cos(\frac{\phi_l + \phi_r}{2}))\) penalizes misalignment between the heading direction of the vehicle and the tangent vector to the Voronoi edge. The term \(r_{al} - r_{ar}\) in (75) makes the vehicle converge to a Voronoi edge. The time derivative of \(V\) is

\[
\dot{V} = \tan\left(\frac{\phi_l + \phi_r}{2}\right) \left[ \frac{1}{2} \left( \frac{\kappa_l \cos \phi_l}{1 + \kappa_l r_{al}} + \frac{\kappa_r \cos \phi_r}{1 - \kappa_r r_{ar}} - 2u \right) + 4\lambda (r_{al} - r_{ar}) \cos(\frac{\phi_l + \phi_r}{2}) \cos(\frac{\phi_l - \phi_r}{2}) \right], \tag{76}
\]

where we have used the shape dynamics (71), (72), (73), and (74). Also, \(\sin(\phi_l) + \sin(\phi_r) = 2 \sin(\frac{\phi_l + \phi_r}{2}) \cos(\frac{\phi_l - \phi_r}{2})\) is applied.
We design the steering control $u$ so that $\dot{V} \leq 0$. One choice of $u$ that leads to $\dot{V} \leq 0$ is

$$u = \frac{1}{2} \left( \frac{\kappa_l \cos \phi_l}{1 + \kappa_l r_{al}} + \frac{\kappa_r \cos \phi_r}{1 - \kappa_r r_{ar}} \right) + \mu \sin \left( \frac{\phi_l + \phi_r}{2} \right) + 2\lambda (r_{al} - r_{ar}) (\cos \phi_l + \cos \phi_r),$$

(77)

where $\mu > 0$ is a constant gain for the tracking controller. According to [89], we see that the steering control $u$ corresponds to the curvature of the vehicle’s trajectory at the moment when $u$ is applied. Hence, as long as the control law (77) is not singular (denominator of (77) is not zero), curvature is well-defined along the trajectory of the vehicle. Hence, we can guarantee that the trajectory of the vehicle is smooth.

The time derivative of $V$ in (76) with $u$ given by (77) is

$$\dot{V} = -\mu \frac{\sin^2 \left( \frac{\phi_l + \phi_r}{2} \right)}{\cos \left( \frac{\phi_l + \phi_r}{2} \right)}.$$

(78)

By letting $\phi = \frac{\phi_l + \phi_r}{2}$, we get $\dot{V} = -\mu \frac{\sin^2 (\phi)}{\cos (\phi)}$. In addition, $-\pi/2 < \phi < \pi/2$ is derived using (70). Within this range, we obtain $-\infty < \dot{V} \leq 0$. $\dot{V} = 0$ if and only if $\phi = 0$, since $-\pi/2 < \phi < \pi/2$. As $|\phi|$ increases from 0 to $\pi/2$, $\dot{V}$ monotonically decreases to $-\infty$. This is to penalize misalignment between the heading direction of the vehicle and the tangent vector to the Voronoi edge.

**Theorem 3.** Suppose that $1 + \kappa_l r_{al} \neq 0$ and that $1 - \kappa_r r_{ar} \neq 0$. Then, using the steering control law in (77), the unit speed vehicle, whose initial position satisfies (70), converges to the state where it moves along a smooth Voronoi edge.

**Proof.** For each trajectory that initially satisfies (70), there exists a compact sublevel set $\Omega$ of $V$ such that the trajectory remains in $\Omega$ for all future time. Then, by LaSalle’s Invariance Principle [47], the trajectory converges to the largest invariant set $I$ within the set $E$ that contains all points in $\Omega$ where $\dot{V} = 0$. The set $E$ in this case is the set of all points in $\Omega$ such that $\phi_l + \phi_r = 0$. Thus, at any point in $E$, the dynamics are expressed as

$$E = \{(r_{al}, r_{ar}, \phi_l, \phi_r) | \phi_l + \phi_r = 0\}.$$

(79)
Since the trajectory converges to the largest invariant set $I$ within the set $E$, we obtain $\dot{\phi}_l + \dot{\phi}_r = 0$ in $I$. Therefore, using (72) and (74), we derive
\[
\left(\frac{\kappa_r}{1 - \kappa_r r_{ar}}\right) \cos(\phi_r) + \left(\frac{\kappa_l}{1 + \kappa_l r_{al}}\right) \cos(\phi_l) - 2u = 0. \tag{80}
\]
Applying (77), we get
\[
2\lambda (r_{al} - r_{ar}) (\cos(\phi_l) + \cos(\phi_r)) + \mu \sin\left(\frac{\phi_l + \phi_r}{2}\right) = 0. \tag{81}
\]
In order to satisfy (81), $r_{al} - r_{ar} = 0$ is required, since $\phi_l + \phi_r = 0$ inside the set $E$. Therefore, the largest invariant set $I$ is expressed as
\[
I = \{(r_{al}, r_{ar}, \phi_l, \phi_r) | r_{al} = r_{ar}, \phi_l + \phi_r = 0\}. \tag{82}
\]
Thus, we can conclude that $(r_{al}, r_{ar}, \phi_l, \phi_r)$ converges to the equilibrium where $r_{al} = r_{ar}$ and $\phi_l = -\phi_r$. If the vehicle is equidistant from two closest points on the obstacle boundaries and the heading direction of the vehicle is aligned to the tangent vector to a Voronoi edge, then the vehicle moves along the Voronoi edge. This implies that, as the vehicle converges to the state $I$ in (82), it converges to move along a Voronoi edge.

By means of the LaSalle’s Invariance Principle, we can conclude asymptotic convergence. This may cause a problem for a vehicle to track a Voronoi edge with finite length. This problem can be alleviated by noticing that the convergence rate of the control law depends on the controller gain $\mu$ (see (78)). Larger gain $\mu$ will enable the vehicle to converge to a Voronoi edge faster, which has been confirmed by rigorously computing the eigenvalues of the Jacobian matrix for linearized closed loop dynamics near the tracking equilibrium. If a lower bound of the length of a Voronoi edge within the workspace is known, then $\mu$ can be selected so that the vehicle gets sufficiently close to the Voronoi edge in finite time. Such a lower bound can be estimated based
on the length of the Voronoi edges already detected by the vehicle, which will result in an adaptive gain $\mu$. The details of the gain adjustment algorithm is not the main focus of this chapter.

### 3.3 The Boundary Expansion (BE) Algorithms

In this section, we propose the boundary expansion (BE) algorithms that enable the vehicle to construct the Voronoi diagram of $W$ by traversing all Voronoi edges $E_{ij}$ for $i, j = 1, 2, ..., M$.

#### 3.3.1 Definitions and Assumptions

We define an intersection $P$ as a point at which the following conditions are satisfied:

- there exists a circle centered at $P$ intersecting obstacle boundaries at more than two points. These points on obstacle boundaries are called the closest points at the intersection. If the vehicle is at an intersection, then the closest points correspond to the points that have local minimal distances to the vehicle.

- the interior of the circle does not intersect any obstacles.

The circle centered at $P$ satisfying the above conditions is called an intersection circle (see Figure 19). The lines connecting the intersection and the closest points on the obstacle boundaries partition the intersection circle into sectors. We can see that each sector is the “pie-shaped area” within the intersection circle (see Figure 19).

Suppose that the vehicle under control moves along $E_{ij}$ until it visits an intersection $P$, as illustrated in Figure 19. It will detect two closest points on $\partial O_i$ and $\partial O_j$, since $P \in E_{ij}$. The sector that has these two closest points as its end points is defined as sector 0 for the intersection $P$. Intuitively, sector 0 is the sector through which the vehicle moves to reach the intersection $P$. It serves as a starting point for indexing the rest of the sectors. Suppose that there are $n$ sectors in the intersection
circle, as seen in Figure 19. Looking into the page, we then index the sectors in the
counter-clockwise direction from sector 0. The index $k$ satisfies $0 \leq k \leq n - 1$.

When two end points of a particular sector are on the same obstacle, the sector
is called a blocked sector, which is illustrated as “sector 2” in Figure 19. An open
sector, illustrated as “sector 1” and “sector 3” in Figure 19, denotes a sector that is
neither a blocked sector nor a sector 0. If the intersection detected by the vehicle
has an open sector that has not been visited by the vehicle, then the intersection is
marked as unexplored. Otherwise, the intersection is marked as explored.

The following assumptions are made about the workspace and the capability of
the vehicle.

(A1) $\partial V(O_i)$ is a simple closed curve for each $O_i \in S_O$. In other words, $\partial V(O_i)$ is
continuous and no self-intersection occurs.

(A2) All blocked sectors for every intersection are detectable by a vehicle\(^1\).

(A3) $\bigcup_{O_i \in S_O} V(O_i) = W$, where $V(O_i) = V(O_i) \cup \partial V(O_i)$.

\(^1\)The experiments in Section 3.6.2 verify that the robot can detect a blocked sector using IR
sensors.
A vehicle can distinguish $O_M$ from other obstacles\(^2\). The initial position of a vehicle is such that an obstacle other than $O_M$ is detected to the right of the vehicle\(^3\).

We call a simple closed curve that contains intersections connected by Voronoi edges an *enclosing boundary* if there is no unexplored intersection strictly inside such a curve. At any moment in the BE algorithms, the enclosing boundary is unique.

### 3.3.2 Data Structures

The data structures used in the BE algorithms are summarized in Table 1. For each intersection detected by the vehicle, we store the coordinate of the intersection. The enclosing boundary can then be represented by a circularly linked list $L$ constructed by linking the intersections.

We use a graph structure $G$ to represent the Voronoi diagram under construction. $G$ contains a list of distinct intersections together with an adjacency matrix whose entries indicate whether a particular edge is in the graph. When the vehicle detects an intersection $P$ that has not been stored in $G$, then the adjacency matrix is expanded to include $P$.

### 3.3.3 Initialize the Enclosing Boundary

Algorithm 1 is to initialize the enclosing boundary. Suppose that the obstacle to the right of the vehicle is $O_i$. Under the control law, the vehicle converges to the state that it moves along $\partial V(O_i)$ with $\partial O_i$ to its right. We denote the first intersection on $\partial V(O_i)$ that the vehicle encounters as $P_{1,0}$. At each intersection that the vehicle encounters, it searches for an open sector in the counter-clockwise direction, from the reader’s view, from sector 0. Once an open sector is detected, the vehicle moves

\(^2\)We can consider specific sensors deployed along $O_M$ so that the vehicle can distinguish $O_M$ from other obstacles. Or, $O_M$ may have a different shape (or color) from other obstacles.

\(^3\)This is strictly speaking not a restriction, since the vehicle can initialize the heading orientation so that an obstacle other than $O_M$ is detected to the right of the vehicle.
Table 1: Table of Data Structures and Operations

- \( L_u \): singly linked list representing the enclosing boundary under construction.
- \( L_u.\text{Insert}(P) \): insert an intersection \( P \) at the end of the linked list \( L_u \).
- \( L \): circularly linked list representing the current enclosing boundary.
- \( HT = L.\text{seg}(\text{head, tail}) \): segment of \( L \) that starts from the \text{head} and ends at the \text{tail}.
- \( L_r = L.\text{Remove}(HT) \): remove the segment \( HT \) from \( L \) resulting in \( L_r \).
- \( CS \): singly linked list representing the candidate segment.
- \( L = L_r.\text{Combine}(CS) \): combine the linked list \( L_r \) with \( CS \) resulting in updated \( L \).
- \( G \): graph structure, representing the Voronoi diagram under construction, which contains a list of intersections and an adjacency matrix.
- \( G.\text{Update}(P) \): update entries of the adjacency matrix associated to an intersection \( P \).
- \( G.\text{Expand}(P) \): expand the adjacency matrix to include an intersection \( P \), and update entries of the matrix associated to \( P \).
- \( HT.\text{Search}(\text{unexplored}) \): search for unexplored intersections in the linked list \( HT \). If there is no unexplored intersection, return \( \text{NULL} \).
- \( D_k \): disabled intersection set of \( B_k \). Here, \( B_k \) denotes the enclosing boundary updated after \( k \) steps.
- \( D_k.\text{Store}(P) \): store an intersection \( P \) in \( D_k \).

Through the sector. Iterating this, the vehicle moves along \( \partial V(O_i) \) with \( \partial O_i \) to its right and a sequence of intersections encountered along its path is constructed. The initial enclosing boundary \( B_0 \) is defined as the sequence of Voronoi edges connecting this intersection sequence until the vehicle is at \( P_{1,0} \) for the second time.

3.3.4 Update the Enclosing Boundary

Let \( B_k \) denote the enclosing boundary updated after \( k \) steps. Algorithm 2 will expand \( B_0 \) to obtain \( B_k \) for \( k = 1, 2, ... \) until \( B_k \) encloses all obstacles except for \( O_M \). We expand the enclosing boundary while maintaining it as a simple closed curve tracked by the vehicle in the clockwise direction.

The boundary expansion is guaranteed by two rules, called the sector selection rules, that decide which sector the vehicle should move through at an intersection and when to update the enclosing boundary.

Before stating the sector selection rules, we introduce the (pointer) sector and the (pointer + 1) sector. When the vehicle on the enclosing boundary leaves for the
Algorithm 1 Construct the Initial Enclosing Boundary

\( i \leftarrow 1; \)

repeat

the vehicle encounters an intersection;
\( P_{i,0} \leftarrow \) the intersection;
search for an open sector in the counter-clockwise direction from sector 0; the vehicle moves through the first open sector;
\( P_{i,0}.\text{pointer} \leftarrow \) first open sector;

if \( P_{i,0} \) has an open sector that has not been visited by the vehicle then
\( P_{i,0}.\text{mark} \leftarrow \text{unexplored}; \)
else
\( P_{i,0}.\text{mark} \leftarrow \text{explored}; \)
end if

\( L_u.\text{Insert}(P_{i,0}); \)
if \( P_{i,0} \in G \) then
\( G.\text{Update}(P_{i,0}); \)
else
\( G.\text{Expand}(P_{i,0}); \)
end if

\( i \leftarrow i + 1; \)

until the vehicle encounters \( P_{i,0} \) for the second time;

\( L \leftarrow L_u; \)
next intersection along the enclosing boundary in the clockwise direction, it must move through another sector that contains the path leading to the next intersection. We call this sector the \((\text{pointer})\) sector. The \((\text{pointer} + 1)\) sector denotes the sector whose index is larger than the \((\text{pointer})\) sector by one. The \((\text{pointer})\) sector and the \((\text{pointer} + 1)\) sector stored at every intersection on the enclosing boundary are illustrated in Figure 20.

Figure 20: The \((\text{pointer})\) sector and the \((\text{pointer} + 1)\) sector stored at every intersection on the enclosing boundary.

The sector selection rules are stated for two cases:

R1 When the vehicle visits an intersection on the enclosing boundary, the vehicle searches for an open sector in the counter-clockwise direction from the \((\text{pointer} + 1)\) sector to sector 0. Once an open sector is detected, the following condition is checked. If the vehicle would move through the open sector, then \(O_M\) would not lie to the right of the vehicle. If an open sector is detected that satisfies this condition, the vehicle moves through the open sector. Otherwise, the vehicle moves through the \((\text{pointer})\) sector.

R2 When the vehicle visits an intersection not on the enclosing boundary, the vehicle searches for an open sector in the counter-clockwise direction from sector 0. Once an open sector is detected, the vehicle moves through the open sector.
Suppose that the vehicle is on the Voronoi edge \( E_{ij} \subset \partial V(O_i) \), where \( i \neq j \). At any intersection on \( \partial V(O_i) \), there exist two sectors that lead the vehicle to follow \( \partial V(O_i) \) in the clockwise or in the counter-clockwise direction. Therefore, the vehicle can always find an open sector that satisfies the sector selection rule R2.

Under the sector selection rules, the behavior of the vehicle is as follows. The vehicle moves along the enclosing boundary until it visits an intersection where there is an open sector that leads outside the enclosing boundary but will not force the vehicle to track \( O_M \) to its right. Then, the vehicle marks the intersection as head and moves through the open sector. A singly linked list \( CS \) is initiated with the head. Thereafter, the vehicle keeps moving and chooses sectors using the rule R2, inserting all intersections it encounters into \( CS \). This process ends when the vehicle encounters the enclosing boundary again at an intersection. The vehicle marks this intersection as tail and inserts tail into \( CS \). We call the trajectory of the vehicle from the head to the tail the candidate segment. After the vehicle gets to the tail, it uses the rule R1 to determine which sector to move through.

We introduce the boundary updating rule. This rule regulates when to replace a segment of the current enclosing boundary with the candidate segment \( CS \). The rule is as follows:

R3 If there is no unexplored intersection, strictly between the head and the tail, along the segment of enclosing boundary in the clockwise direction, then we replace the segment of enclosing boundary from the head to the tail by the candidate segment.

Suppose the current enclosing boundary is \( B_k \). Figure 21 illustrates the case where the boundary updating rule is satisfied. In this case, we update \( B_k \) by replacing the segment of enclosing boundary that starts from the head and ends at the tail by the candidate segment. Figure 22 shows the update of \( L \), the data structure of the enclosing boundary, when the boundary updating rule is satisfied.
Figure 21: The case where the enclosing boundary can be expanded.

Figure 22: The update of the circularly linked list associated with boundary expansion.
Figure 23 illustrates the case where the boundary updating rule is not satisfied. The dotted curve indicates the unexplored Voronoi edge. There are two unexplored intersections along the segment of enclosing boundary from the head to the tail. If the rule for updating $B_k$ is not satisfied, as illustrated in Figure 23, then we keep the enclosing boundary unchanged. To prevent the vehicle from repeatedly traversing the candidate segment that does not lead to boundary updates, the head of such a candidate segment is recorded as a disabled intersection in a set $D_k$ that is associated with $B_k$. If the vehicle encounters a disabled intersection, it will ignore this intersection and move along $B_k$ to the next intersection.

![Diagram](image)

**Figure 23:** The case where boundary expansion is not performed according to the boundary updating rule R3.

### 3.4 Convergence of the BE algorithms

In this section, we prove the convergence of the boundary expansion algorithms, i.e., both algorithm 1 and algorithm 2.

**Lemma 1.** Consider the vehicle and the workspace $W$ satisfying assumptions (A1)-(A4). Suppose that the obstacle to the right of the vehicle is $O_i$. Then, using algorithm 1, the vehicle moves along $\partial V(O_i)$ with $\partial O_i$ to its right and a sequence of intersections encountered along its path is constructed. Algorithm 1 terminates when the vehicle returns to the first intersection in the sequence.
Algorithm 2 Boundary Expansion

$N$ denotes the number of intersections on $L$; label the intersections on $L$ in the clockwise direction as $P_{1,0}, P_{2,0}, ..., P_{N,0}$; $i \leftarrow 1$ and $k \leftarrow 0$;

while there is an obstacle other than $O_M$ outside the enclosing boundary do
  the vehicle visits $P_{i,k}$ on $L$;
  if $P_{i,k} \notin D_k$ and there exists an open sector, satisfying the sector selection rule R1, outside the enclosing boundary then
    $m \leftarrow 1$; $E_1 \leftarrow P_{i,k}$; MeetTail $\leftarrow 0$;
    while MeetTail $\neq 1$ do
      the vehicle finds $E_m$;
      if $m == 1$ then
        move through the open sector selected using the rule R1;
      else
        search for an open sector satisfying the rule R2, and move through the selected open sector;
      end if
      $E_m$.pointer $\leftarrow$ the selected sector;
    if $E_m$ has an open sector that has not been visited by the vehicle then
      $E_m$.mark $\leftarrow$ unexplored;
    else
      $E_m$.mark $\leftarrow$ explored;
    end if
    $CS$.Insert($E_m$);
  if $E_m \in G$ then
    $G$.Update($E_m$);
  else
    $G$.Expand($E_m$);
  end if
  if $m \neq 1$ and $E_m == P_{T,k}$ for any $T$ then
    MeetTail $\leftarrow 1$;
  else
    $m \leftarrow m + 1$;
  end if
end while

head $\leftarrow E_1$; tail $\leftarrow P_{T,k}$; $HT=L$.seg(head, tail);
if $HT \neq NULL$ and $HT$.Search(unexplored)$\subseteq$ (head, tail) then
  $L_r=L$.Remove($HT$); $L=L_r$.Combine($CS$); $N$ denotes the number of intersections on $L$; $P_{1,k+1} \leftarrow tail$; relabel the intersections on $L$ in the clockwise direction as $P_{1,k+1}, P_{2,k+1}, ..., P_{N,k+1}$; $i \leftarrow 1$; $k \leftarrow k + 1$;
else
  $D_k$.Store(head); $i \leftarrow T$;
end if
else
  $i \leftarrow i + 1$;
end if
if $i > N$ then
  $i \leftarrow i - N$;
end if
end while
Proof. Suppose that the obstacle to the right of the vehicle is \( O \). Under the control law, the vehicle converges to the state where it moves along \( \partial V(O) \) with \( \partial O \) to its right. We denote the first intersection on \( \partial V(O) \) that the vehicle encounters as \( P_{1,0} \), and label the intersections the vehicle will encounter if it follows \( \partial V(O) \) with \( \partial O \) to its right as \( (P_{1,0}, P_{2,0}, ..., P_{N,0}) \). We organize our proofs in two steps:

1. Show that the vehicle moves to \( P_{2,0} \).

2. Show that the vehicle visits \( P_{2,0} \rightarrow P_{3,0} \rightarrow P_{N,0} \rightarrow P_{1,0} \).

1. For convenience, we call the closest point on \( \partial O \) as \( C_{\partial O} \). At \( P_{1,0} \), \( C_{\partial O} \) is to the right of the vehicle. Sector 0 and sector 1 have the common closest point at \( C_{\partial O} \). The vehicle moves through sector 1 if it is not blocked. If sector 1 is blocked, then the sector selection rule R2 is applied so that the vehicle moves through the next open sector having \( C_{\partial O} \) to the right of the vehicle. Therefore, the vehicle tracks \( \partial V(O) \) with \( \partial O \) to its right and will encounter \( P_{2,0} \).

2. Consider the case where the vehicle visits \( P_{k,0} \) starting from \( P_{k-1,0} \) for all \( 2 \leq k \leq N \). Similar to step 1, using the sector selection rule R2, the vehicle moves along \( \partial V(O) \) with \( \partial O \) to its right until it visits \( P_{k+1,0} \).

By induction, if the vehicle uses the sector selection rule R2 at \( P_{1,0}, P_{2,0}, ..., P_{N,0} \), then it visits the intersections following the sequence \( P_{1,0} \rightarrow P_{2,0} \rightarrow P_{N,0} \rightarrow P_{1,0} \). Algorithm 1 ends when the vehicle returns to \( P_{1,0} \).

To state Theorem 4, we need to introduce a few new notations: Let \( Q \) denote an obstacle, other than \( O_M \), outside \( B_k \) such that \( B_k \cap V(Q) \neq \emptyset \). If \( Q \) is such that \( B_k \cap V(Q) \) is a connected edge segment of \( B_k \), then we call it an *addable obstacle* \( Q_k \). Other than this possibility, based on the assumption that the boundary of every Voronoi cell is a simple closed curve, there are only two more possibilities that \( Q \) can have. Let \( Q^i \) denote an obstacle that \( B_k \cap V(Q^i) \) is an intersection. \( Q^d \) denotes an
obstacle such that \( B_k \cap V(Q^d) \) is composed of disjoint edge segments or intersections of \( B_k \). \( V(Q'^t), V(Q^d), \) and \( V(Q^k) \) are illustrated in Figure 24.

\[ \begin{align*}
B_k & \quad V(Q') \\
\text{head} & \quad V(Q^k) \\
S & \quad V(Q^d) \\
\text{tail} & \quad B_k
\end{align*} \]

**Figure 24:** Illustration of \( V(Q'^t), V(Q^d), V(Q^k) \), and \( S \). \( Q^k \) is addable but \( Q^d \) and \( Q'^t \) are not addable.

**Theorem 4.** Consider the vehicle and the workspace \( W \) satisfying assumptions (A1)-(A4). The vehicle explores \( W \) using algorithm 2. As long as there exists an obstacle other than \( O_M \) outside the enclosing boundary \( B_k \), the following assertions hold:

1. \( B_k \) is a simple closed curve traversed in the clockwise direction, and there is no unexplored intersection strictly inside \( B_k \).

2. There exists an addable obstacle \( Q^k \) such that the vehicle will move along a path \( CS \subset \partial V(Q^k) \), but \( CS \neq \partial V(Q^k) \cap B_k \). The path \( CS \) intersects \( B_k \) at two intersections that can be marked as head and tail. Furthermore, \( CS \) is the candidate segment satisfying the rule R3 for updating \( B_k \).

3. \( B_k \) will be expanded so that the obstacle \( Q^k \) will be inside the expanded enclosing boundary \( B_{k+1} \).

**Proof.** Using algorithm 1, the vehicle moves along \( \partial V(O_i) \) with \( \partial O_i \) to its right and a sequence of intersections encountered along its path is constructed according to
Lemma 1. Therefore, $B_0$ is in the clockwise direction from the reader’s viewpoint, which is identical to $\partial V(O_i)$. Here, $B_0 = \partial V(O_i)$ is a simple closed curve using assumption (A1). Furthermore, no intersection is strictly inside $B_0$.

We prove by induction. Suppose that $B_k$ is a simple closed curve in the clockwise direction and that there exists an obstacle other than $O_M$ outside $B_k$. Suppose that there is no unexplored intersection strictly inside $B_k$. Now, we organize our proofs in four steps:

1. show that there exists an addable obstacle $Q^k$ as long as there exists an obstacle other than $O_M$ outside $B_k$.

2. show that there exists no unexplored intersection strictly between the starting intersection (head) and the ending intersection (tail) of $\partial V(Q^k) \cap B_k$.

3. show that the vehicle moves along the path $CS \subset \partial V(Q^k)$ and that the path intersects $B_k$ at the starting and the ending intersections of $\partial V(Q^k) \cap B_k$.

4. show that, after new enclosing boundary $B_{k+1}$ is generated, $Q^k$ is inside $B_{k+1}$. $B_{k+1}$ is a simple closed curve traversed by the vehicle in the clockwise direction, and there is no unexplored intersection strictly inside $B_{k+1}$.

1. First, we show that there exists $Q$ as long as there is an obstacle other than $O_M$ outside $B_k$. Suppose that all obstacles $O_i$ outside $B_k$ are such that $B_k \cap V(O_i) = \emptyset$. In this case, $\partial V(O_M)$ cannot be a simple closed curve, since $\partial V(O_M)$ should enclose both $B_k$ and $O_i$.

Next, we prove the existence of $Q^k$ by contradiction. Suppose all $Q$ are either $Q^d$ or $Q^t$. We first argue that $Q^d$ must exist. If only $Q^t$ exists, then $\partial V(O_M)$ has self-intersection, since $\partial V(O_M)$ should enclose both $B_k$ and $Q^t$. For $Q^d$, call the disjoint boundary segments as $B_k \cap V(Q^d)$. Along $B_k$, there exist one or more edge segments of $B_k$ connecting these disjoint boundary segments. We select one segment $S$ such
that \( S \) and some edges of \( \partial V(Q^d) \) form a closed loop that does not enclose \( Q^d \). \( S \) is illustrated in Figure 24. This closed loop can be constructed as a simple closed curve, since no self-intersection occurs along \( \partial V(Q^d) \), as well as along \( S \subset B_k \). We call this closed loop \( Q^d_1 \). Inside the closed loop \( Q^d_1 \), we iteratively find another loop for \( Q^d_{i+1} \) until no more \( Q^d_{i+1} \) exists. Voronoi edges in \( S \) that exist along the inner most loop belong to neither \( V(Q^d) \) nor \( V(Q^t) \) for any \( Q^t \), which implies that there exists an addable obstacle \( Q^k \) inside the inner most loop. Therefore, by contradiction, there exists an addable obstacle \( Q^k \) as long as there exists an obstacle other than \( O_M \) outside \( B_k \).

2. We prove by contradiction. Suppose that an unexplored intersection exists strictly between the starting and the ending intersections of \( \partial V(Q^k) \cap B_k \). Then, there exists an unvisited Voronoi edge meeting the unexplored intersection. Since we suppose that no unexplored intersection is strictly inside \( B_k \), this unvisited Voronoi edge leads outside of the enclosing boundary toward \( Q^k \), as illustrated in Figure 25. Hence, at this unexplored intersection, three edges of \( \partial V(Q^k) \) meet, resulting in self-intersection of \( \partial V(Q^k) \). This is a contradiction to assumption (A1).

![Figure 25](image)

**Figure 25:** Three edges of \( \partial V(Q^k) \) meeting at an unexplored intersection on \( \partial V(Q^k) \cap B_k \). This is impossible, since we assume that the boundary of each Voronoi cell is a simple closed curve.

3. We suppose that the vehicle has tracked \( B_k \) in the clockwise direction until it visits the starting intersection of \( \partial V(Q^k) \cap B_k \). Then, we mark the starting intersection as
head and mark the ending intersection of $\partial V(Q^k) \cap B_k$ as tail. Note that the direction of $\partial V(Q^k) \cap B_k$ is from the head to the tail, since $B_k$ is in the clockwise direction.

When the vehicle visits the head, there exists an open sector outside the enclosing boundary, as illustrated in Figure 24. Then, according to the rule R1, the vehicle moves through the open sector outside the enclosing boundary with $Q^k$ to the vehicle’s right. Thereafter, it chooses sectors using the rule R2 and moves along Voronoi edges.

We label the intersections the vehicle encounters if it follows $\partial V(Q^k)$ with $Q^k$ to its right as $(E_1 = \text{head}, E_2, ..., E_n = \text{tail})$. Similar to the proof of Lemma 1, the vehicle starting from $E_m$ moves along $\partial V(Q^k)$ with $Q^k$ to its right until it visits $E_{m+1}$. The sequence of Voronoi edges connecting the intersection sequence $(E_1 = \text{head}, E_2, ..., E_n = \text{tail})$ is defined as the candidate segment $CS \subset \partial V(Q^k)$.

4. The boundary updating rule for $B_k$ is satisfied. Thus, we update $B_k$ by substituting $\partial V(Q^k) \cap B_k$ for $CS$. There is no unexplored intersection strictly inside $B_{k+1}$, because there exists no unexplored intersection strictly between the starting and the ending intersections of $\partial V(Q^k) \cap B_k$.

We now prove that $B_{k+1}$ is a simple closed curve in the clockwise direction. Since self-intersection of $CS$ cannot occur as we substitute $\partial V(Q^k) \cap B_k$ for $CS$, $B_{k+1}$ is a simple closed curve. In addition, the direction of $B_{k+1}$ is in the clockwise direction, since the direction of $\partial V(Q^k) \cap B_k$ is the same as that of $CS$.

Next, since $CS \cup (\partial V(Q^k) \cap B_k) \subset \partial V(Q^k)$ is a simple closed curve, $CS \cup (\partial V(Q^k) \cap B_k) = \partial V(Q^k)$. After we generate $B_{k+1}$, the region enclosed by $CS \cup (\partial V(Q^k) \cap B_k)$ is inside $B_{k+1}$, i.e., $Q^k$ is inside $B_{k+1}$. We have proved all statements in Theorem 4.

\[\square\]

**Corollary 1.** Under algorithms 1 and 2, the enclosing boundary converges in finite time to the state that there is no obstacle other than $O_M$ outside the enclosing boundary.
Proof. As long as there is an obstacle other than $O_M$ outside $B_k$, we can generate $B_{k+1}$ using Theorem 4. The process ends when there is no obstacle other than $O_M$ outside $B_k$. Since there are finite number of obstacles, the process terminates in finite time.

\[ \square \]

Corollary 2. When algorithm 2 terminates, a complete Voronoi diagram is constructed for $W$.

Proof. When algorithm 2 terminates, there is no unexplored intersection outside the final enclosing boundary, since there is only $O_M$ outside. And, according to Theorem 4, there is no unexplored intersection strictly inside the enclosing boundary either. Thus, all intersections in $W$ are explored. This implies that all Voronoi edges in $W$ are visited by the vehicle. Consequently, the trajectory of the vehicle depicts all Voronoi edges in $W$ and a complete Voronoi diagram is constructed.

\[ \square \]

3.5 Performance Analysis

In this section, we provide an analytical upper bound for the total time spent to construct the Voronoi diagram in a regularized workspace. As the number of Voronoi cells in a bounded workspace increases, each Voronoi cell approaches to hexagonal shape [31, 74]. Thus, we analyze the performance of the BE algorithms in the workspace where each cell has a hexagonal shape with identical size, as illustrated in Figure 26. In the appendix, we state the conditions for a workspace to obtain hexagonal Voronoi cells.

Theorem 5. Consider a unit speed vehicle and a workspace $W$ with assumptions (A1)-(A4) satisfied. Suppose that there are $M$ obstacles such that all obstacles, except for $O_M$, have hexagonal Voronoi cells with identical size. Using the BE algorithms,
Figure 26: A workspace where all Voronoi cells, except for \(V(O_M)\), have hexagonal shapes with identical size. Inside \(B_2\), there are 3 obstacles.

The exploration time is bounded above by \(T(\frac{1}{2}M^2 - \frac{1}{2}M)\) where \(T\) denotes the time for the vehicle to traverse along the edges of one hexagonal Voronoi cell.

Proof. Consider the time to build \(B_0\). Since there is only one Voronoi cell inside \(B_0\), the time to construct \(B_0\) is

\[
T_{B_0} = T. \tag{83}
\]

Next, consider the time to generate \(B_{k+1}\) from \(B_k\) where \(k \geq 0\). Suppose that \(B_k\) is generated and that the vehicle is at the tail of the candidate segment (CS) for generating \(B_k\).

Using Theorem 4, at least one Voronoi cell, which is outside \(B_k\) and intersects the perimeter of \(B_k\), is the Voronoi cell for an addable obstacle \(Q_k\). This addable obstacle \(Q_k\) will be an obstacle that is inside \(B_{k+1}\). The vehicle moves along \(B_k\) to reach the starting intersection (head) of \(\partial V(Q_k) \cap B_k\). The vehicle’s maximal traversal distance to meet the starting intersection of \(\partial V(Q_k) \cap B_k\) is bounded above by the length of \(B_k\). Note that the vehicle has unit speed and that the number of Voronoi cells, which are inside \(B_k\), is \(k + 1\). Therefore, the length of \(B_k\) is bounded above by \((k + 1)T\). Furthermore, the length of CS, which connects the starting and the ending intersections of \(\partial V(Q_k) \cap B_k\), is bounded above by \(T\). Hence, we derive the time to construct \(B_{k+1}\) as

\[
T_{B_{k+1}} \leq T_{B_k} + (k + 1)T + T, \tag{84}
\]
where \( T_B \) denotes the time to construct \( B_k \). Using (84), we obtain

\[
T_{B_k} \leq T(\frac{1}{2}k^2 + \frac{3}{2}k + 1),
\]

since \( T_{B_0} = T \) (see (83)). There are \( k + 1 \) and \( M - 1 \) obstacles inside \( B_k \) and \( \partial V(O_M) \) respectively. Therefore, our algorithms terminate when

\[
k + 1 = M - 1.
\]

Hence, replacing \( k \) in (85) by \( M - 2 \), we obtain the upper bound on time for the construction of the Voronoi diagram using the BE algorithms as

\[
T_e \leq T(\frac{1}{2}M^2 - \frac{1}{2}M).
\]

Therefore, the expected construction time is on the order of \( M^2 \).

\[\square\]

### 3.6 Simulation and Experimental Results

This section introduces two strategies to improve the time efficiency of the BE algorithms. Both the improved BE algorithms and the feedback control law (77) are implemented in MATLAB simulations. We also perform MATLAB simulations of the exploration algorithms and the control law in [18] to compare with the BE algorithms. The BE algorithms and the control law (77) are verified through the experimental results on a Khepera III robot [72].

#### 3.6.1 Simulation Results

Figure 27 depicts the MATLAB simulation results using the exploration algorithms and the control law in [18], and Figure 28 depicts the results using the BE algorithms and the control law (77). In both Figure 27 and Figure 28, the initial position of the vehicle is \((2, 20)\), and the obstacle boundaries are shown in thick red curves. The trajectory of the vehicle is plotted with blue points. Along the vehicle’s trajectory, intersections are marked with large green dots.
Figure 27 shows the trajectory of the vehicle using the exploration algorithms and the control law in [18]. In [18] and related works, the vehicle moves through a sector to check whether the sector is open or blocked. In other words, the vehicle moves through a blocked sector until it detects a blocking obstacle boundary. MATLAB simulation results show that 63.4 time units is spent to complete the exploration in Figure 27.

![Figure 27: The trajectory of the vehicle built by the exploration algorithms and the control law in [18].](image)

The BE algorithms are theoretically sound, but we can improve the time efficiency of the algorithms without violating the correctness of the algorithms. We have implemented two strategies. The first strategy is inspired by the fact that the vehicle does not have to traverse the entire enclosing boundary to find an unexplored intersection. Whenever the vehicle finishes building a candidate segment, it plans the shortest path to reach the nearest unexplored intersection on the enclosing boundary. Once the vehicle reaches the unexplored intersection, it branches out of the loop to expand the enclosing boundary.

The second strategy is to store the candidate segment with a disabled intersection. If the boundary updating rule is not satisfied, we store the corresponding candidate...
segment as a *disabled candidate segment*. Whenever the enclosing boundary is updated, the vehicle checks the disabled candidate segment to see whether there is still an unexplored intersection from the *head* to the *tail*. If no unexplored intersection is found, then the disabled candidate segment will be enabled and boundary expansion can be performed using this candidate segment. This strategy updates the enclosing boundary without letting the vehicle traverse the disabled candidate segment again.

Figure 28 depicts the trajectory of the vehicle using the BE algorithms and the control law (77) with improvement over the time efficiency. The total exploration time is 36.3 time units. The vehicle does not move through a blocked sector, since we assume that the range sensors of the vehicle can detect a blocked sector at an intersection. If this assumption is removed, and we allow the vehicle to detect a blocked sector by retracing behaviors (complete turning whenever the vehicle detects a blocking obstacle boundary) as in [18], then the BE algorithms take 61.8 time units to finish\(^4\). Hence, for the workspace illustrated in Figure 27 and 28, the time efficiency of the improved BE algorithms is comparable to the algorithms in [18]. Even though more comparison may be necessary to formulate a definite conclusion on comparing the BE algorithms with the algorithms originated from [18], the difference in the behavior of the vehicle is significant enough to justify possible choices made in various contexts. The BE algorithms have added an option to the library of exploration algorithms.

### 3.6.2 Experimental Results

The validity of our algorithms and the control law (77) is verified using a miniature robot Khepera III [72] that localizes itself based on an odometry system. The Khepera III robot has nine IR sensors and five sonar sensors. In the experiments, we use only IR sensors for range measurements.

\(^4\)We omit the MATLAB figure for this case, since it is almost the same as Figure 27.
Figure 28: The trajectory of the vehicle built by the BE algorithms and the underlying control law (77).

Figure 29: Construction of the Voronoi diagram in a workspace with three rectangular obstacles. The real-time MATLAB plot is displayed above the snapshot of the corresponding obstacle environment. In the MATLAB plot, a rounded rectangle is drawn around each intersection with a blocked sector.
As the robot maneuvers in the workspace, a MATLAB plot is displayed in real time to show the detected obstacle environment. Figure 29 shows the real-time MATLAB plot with the corresponding obstacle environment. The Khepera III robot is depicted as a dotted circle. In addition, the trajectory of the robot is plotted as a blue curve. On the trajectory of the robot, intersections are marked with small circles.

The robot stores coordinates deduced from its odometry and the IR readings for the points detected on the obstacle boundary. These coordinates on the obstacle boundary are referred to as **obstacle points**. To decrease measurement noise in obtaining obstacle points, sensor data are smoothed by convoluting with a Gaussian kernel [64]. The obstacle points derived from IR sensors are shown in red in the MATLAB plot of Figure 29. Despite using Gaussian smoothing to reduce measurement noise, obstacle points are still scattered.

To allow the robot to detect a blocked sector using IR sensors (sensor range: ~0.11m), we set up a small piece of cardboard at each corner of the workspace. In the MATLAB plot of Figure 29, green circles centered at obstacle points are used to determine whether a sector is open or blocked. When the robot meets an intersection, green circles appear on the obstacle points that are inside a sector. Hence, by observing the distribution of the green circles, the robot can detect a blocked sector at the intersection. In the MATLAB plot of Figure 29, an intersection with a blocked sector is marked with a magenta star inside a small circle, and a rounded rectangle is drawn around each intersection with a blocked sector. This figure shows that there are intersections with blocked sectors located at the corners of the workspace. Each blocked sector has two end points located on the boundary of the workspace.

When a closest point on either side of the robot is selected by error from the scattered obstacle points, the robot may unexpectedly move off the Voronoi edge and head toward the obstacle boundary using (77). Once the robot is too close to an obstacle on one side, it may not detect an obstacle on the other side due to short
range limitations (∼ 0.11m) posted by IR sensors. In this case, instead of using (77),
the reactive control [8] is applied for collision avoidance. When the reactive control is
applied, the robot’s position is marked with “×” in the MATLAB plot (Figure 29).

In the case where the robot has to move along the enclosing boundary that has
been constructed previously, the robot follows the enclosing boundary using a method
similar to those in [35, 51, 89]. First, we let a virtual vehicle move along the enclosing
boundary ahead of the real robot. Then, the real robot keeps moving toward the
virtual vehicle to follow the enclosing boundary. Using the virtual vehicle approach,
the real robot builds a smoother trajectory than the enclosing boundary initially built.
In addition, the real robot can follow the enclosing boundary with higher speed, since
the robot does not have to process sensor data while it moves toward the virtual
vehicle.

3.7 Conclusions

We develop a provably convergent control law that enables a vehicle to follow Voronoi
edges using range sensors. We then develop the boundary expansion algorithms so
that the Voronoi diagram structure of an unknown environment can be constructed
in finite time. The algorithms implement decisions based on information gathered at
each intersection that the vehicle encounters. We prove that such local decisions result
in a global behavior that leads to the construction of a complete Voronoi diagram
in finite time. Furthermore, we provide an analytic upper bound for the total time
spent to construct the Voronoi diagram in a regularized workspace. Simulation and
experimental results are provided to demonstrate the effectiveness of both the control
law and the exploration algorithms.
CHAPTER IV

SIMULTANEOUS COOPERATIVE EXPLORATION AND NETWORKING BASED ON VORONOI DIAGRAMS

We introduce the SCENT (Simultaneous Cooperative Exploration and NeTworking) algorithms that enable multiple vehicles to cooperatively explore unknown environments. The SCENT algorithms proposed in this chapter construct the Voronoi diagram\(^1\) as a topological map of a workspace. The workspace is considered completely explored if all Voronoi edges are explored. The vehicles are initially deployed at arbitrary locations and are not necessarily aware of the existence of other vehicles. Each vehicle starts with the boundary expansion (BE) algorithms in Chapter 3 to explore its surroundings while deploying information nodes.

Every vehicle deploys information nodes at selected locations while constructing the Voronoi diagram of the explored workspace. As each vehicle builds an information network, the networks built by different vehicles will eventually meet, allowing for inter-vehicle information sharing. This distinguishes the SCENT algorithms from other approaches\([10, 44, 39, 11]\) that only allow robot-to-robot communication.

The SCENT algorithms proposed in this chapter are provably complete under mild technical assumptions. A performance analysis of the SCENT algorithms verifies that in a bounded workspace, the time spent to complete the exploration decreases as the number of vehicles increases. Analytical formulas for this relationship are provided. Furthermore, simulation and experimental results are presented to demonstrate the effectiveness of the SCENT algorithms.

\(^1\)Voronoi diagrams have been widely used for topological maps in robotics, c.f.\ [18, 73, 76, 15, 61], as well as for studying coverage problems in sensor networks\ [23, 68].
As a result of the SCENT algorithms, an information network is created concurrently with a topological map of the workspace. The resulting information network and the topological map can then be used as a basis for capturing intruders in the workspace.

In this chapter, we study intruder capturing game on the topological map of the workspace, represented by the Voronoi diagram. We assume that a searcher can access the position of any intruder using the information network. Obeying the conventions established in the literature on graph searching problem [75, 70, 59, 60, 36, 4, 37, 67], an intruder can maneuver at unbounded speed to avoid searchers. Furthermore, an intruder has full knowledge of the environment, positions of the searchers, and the strategies of the searchers. An intruder is captured if it is forced to share a node with any searcher.

There are many variants of the graph searching problem originated from [75]. A closely related work to ours is the helicopter cops and robbers game [81, 79]. In this game, it is assumed that the cops have complete knowledge of any robber’s position as if the cops are using helicopters. Furthermore, the cops can be placed on or removed from nodes of the graph. A robber is captured when a cop lands on the node occupied by the robber and the robber cannot make any move to escape. A monotone searching strategy is a search plan which guarantees that if every robber on one edge is captured, then no robber can enter the edge later. It was found in [79] that if we only consider monotone searching strategies, then the minimum number of cops required depends on the number of robbers.

Similar to a cop using a helicopter in [81, 79], we assume that a searcher detects intruders using the information network. However, we require that a searcher moves along edges of a graph continuously, which is distinct from [81, 79] and is closer to autonomous robot applications. In addition, our searching strategy is not monotone, which implies that even if every intruder on an edge is captured, another intruder may
enter the edge later. Based on this searching strategy, we derive theoretical upper bound for the minimum number of searchers required to capture all intruders on a general graph, which leads to a result on the Voronoi diagram. Note that this upper bound does not depend on the number of intruders. Our searching strategy is further implemented through an interactive online game [49] to assist humans to determine how to secure a complex graph.

This chapter is organized as follows: Section 4.1 introduces preliminaries and background information. Section 4.2 presents the SCENT algorithms and the construction of both the information network and the topological map based on Voronoi diagrams. Section 4.3 discusses the intruder capturing problem utilizing the information network. Section 4.4 demonstrates simulation and experimental results of the SCENT algorithms. Section 4.5 provides conclusions.

4.1 Preliminaries and Background Information

4.1.1 Graph Theory

We review some general notions in graph theory, e.g., [30]. An undirected graph $G$ is defined by a set $G = (N(G), E(G))$, where $N(G)$ denotes the node set and $E(G)$ is a set of unordered pairs of nodes where multiple edges between node pairs are allowed. A walk is an alternating sequence of nodes and edges in a graph such that each node belongs to the edge immediately before and after it in the sequence. A graph $G$ is connected if there is a walk between every pair of distinct nodes. The subgraph of $G$ induced by a set of nodes $S \subseteq N(G)$ is the pair $(S, E_S)$ where $E_S = \{xy \in E(G) : x, y \in S\}$. A cycle is a graph that consists of certain number of nodes connected to form a closed chain.

A graph embedded in the plane without edge crossings is called a plane graph. The faces of a plane graph are the maximal regions of the plane that contain no point used in the embedding. We say $G_D$ is the dual graph of a plane graph $G_P$ if it is constructed
as follows: The nodes of $G_D$ correspond to the faces of $G_P$. Let $x, y \in N(G_D)$ be two nodes that correspond to the two faces $X, Y$ of $G_P$. Corresponding to one edge $e \in E(G_P)$ with face $X$ on one side and face $Y$ on the other side, we generated one edge $e^* \in E(G_D)$ connecting two points $x$ and $y$. The order of the edges in a walk around the boundary of $X$ of $G_P$ is the order of the corresponding edges incident to $x \in N(G_D)$.

An edge cover of $G$, $E_C(G) \subseteq E(G)$, is a set of edges such that every node in $G$ is incident to some edge in $E_C(G)$. We say that all nodes in $G$ are covered by the edges in $E_C(G)$ if $E_C(G)$ is an edge cover. The notion $\alpha(G)$ denotes an edge cover of $G$ with the minimum cardinality, i.e., the fewest number of edges.

4.1.2 The Workspace and Its Voronoi Diagram

Consider a connected and compact workspace $W \subset \mathbb{R}^2$ whose boundary, $\partial W$, is a simple closed curve. In other words, $\partial W$ is continuous and no self-intersection occurs. Let $O_1, O_2, \ldots, O_{M-1}$ be $M - 1$ disjoint, and compact obstacles such that $O_i \subset W$. We introduce $O_M$ as a “virtual” obstacle that bounds the workspace, i.e., $\partial W \subset \partial O_M$.

We denote the set of obstacles as $S_O = \{O_1, O_2, \ldots, O_M\}$.

Obeying the conventions established in the literature on Voronoi diagrams [2, 73, 61, 58, 14, 5], we define the Voronoi cell for an obstacle $O_i$ as the set of points that are closer to $O_i$ than to any other obstacle in $S_O$ for $i \in \{1, 2, \ldots, M\}$. $\partial V(O_i)$ is the boundary of the Voronoi cell for $O_i$, i.e., $V(O_i)$.

The following assumptions, which are also used in Chapter 3, are made about the workspace: $\bigcup_{O_i \in S_O} \nabla(O_i) = W$ where $\nabla(O_i) = V(O_i) \cup \partial V(O_i)$, and $\partial V(O_i)$ is a simple closed curve for each $O_i \in S_O$, i.e., $\partial V(O_i)$ is continuous and no self-intersection occurs.

The Voronoi diagram $V = (N(V), E(V))$ is defined as the union of all cell boundaries. Since $\partial V(O_i)$ is a simple closed curve for each $O_i \in S_O$, Voronoi cells correspond
to faces in $V$. Let a *cycle basis* denote a cycle in $V$ enclosing a single Voronoi cell. A *Voronoi edge* in $E(V)$ is a common boundary edge shared by two Voronoi cells $V(O_i)$ and $V(O_j)$. A *Voronoi vertex* in $N(V)$ is a point where more than two Voronoi edges meet.

We define an *intersection* $P$ as a point at which the following condition is satisfied:

- there exists a circle centered at $P$ intersecting obstacle boundaries at more than two points. The interior of the circle does not intersect any obstacles.

Since an intersection is equidistant from more than two points on obstacle boundaries, any Voronoi vertex is an intersection.

Suppose there is a cycle $C$ contained in the Voronoi diagram $V$. $V[C]$ is the subgraph of $V$ enclosed by $C$. Let $V^*[C]$ denote the dual graph of $V[C]$ with the node corresponding to the unbounded face removed. We define $n(O_i)$, where $O_i$ is an obstacle enclosed by $C$, as the node in $V^*[C]$ corresponding to the Voronoi cell $V(O_i)$.

Let $V^*$ be $V^*[C]$ when we choose $\partial V(O_M)$ as $C$, i.e., $V^*$ is the dual graph of $V$ with the node representing the unbounded face removed. Let $\partial(V^*[C])$ denote the subgraph of $V^*[C]$ induced by the set of nodes on the boundary of the unbounded face of $V^*[C]$. The relationship among the subgraphs is that $\partial(V^*[C]) \subset V^*[C] \subset V^*$. See Figure 30 for the illustration of $V[C]$, $V^*[C]$, and $\partial(V^*[C])$. Lemma 2 states that $V^*[C]$ is connected.

**Lemma 2.** Let $C$ be a cycle in the Voronoi diagram $V$. Then, $V^*[C]$ is connected.

*Proof.* By contradiction, we prove that if $V^*[C]$ is not connected, then $C$ cannot be a simple closed curve. Suppose a node in $H_x \subset N(V^*[C])$ is not connected to a node in $H_y = N(V^*[C]) \setminus H_x$. This further implies that no edge is shared by $\bigcup_x V(O_x)$ and $\bigcup_y V(O_y)$, where $V(O_x)$ and $V(O_y)$ are Voronoi cells corresponding to nodes in $H_x$ and $H_y$ respectively. Since every node in $V^*[C]$ has corresponding Voronoi cell
enclosed by \( C \), \( C \) must enclose both \( \bigcup_x V(O_x) \) and \( \bigcup_y V(O_y) \). However, \( C \) cannot be a simple closed curve, since \( \bigcup_x V(O_x) \) and \( \bigcup_y V(O_y) \) share no common edge.

4.1.3 The BE Algorithms

In Chapter 3, we introduce the BE algorithms to construct the Voronoi diagram of the environment with one vehicle equipped with range sensors. We review the BE algorithms briefly. Suppose the vehicle can track Voronoi edges using the tracking control law in Chapter 3. The vehicle can circle around an obstacle, say \( O_i \), to its right while traversing the boundary of \( V(O_i) \). We denote the cycle enclosing \( O_i \) as the initial enclosing boundary \( B_0 \). Then, we expand the enclosing boundary by adding one obstacle at each step of the algorithm, until the boundary encloses all obstacles except for \( O_M \). We use \( B_k \) to denote the enclosing boundary obtained after \( k \) steps. \( B_k \) has \( k + 1 \) obstacles inside it and is maintained as a simple closed curve tracked by the vehicle in the clockwise direction. Let an unexplored intersection denote an intersection incident to an unvisited Voronoi edge. The BE algorithms guarantee that there is no unexplored intersection strictly inside the boundary. It is proved that the BE algorithms end in finite time resulting in a complete Voronoi diagram.
4.2 The SCENT Algorithms

In this section, we present the SCENT algorithms by extending the BE algorithms for one vehicle to multiple vehicles. Let us denote each vehicle as \( v^i \) where \( 1 \leq i \leq N_v \) and \( N_v \) is the number of vehicles. Let \( B^i \) denote the enclosing boundary built by \( v^i \). The *enclosure of \( B^i \), \( cl(B^i) \)*, denotes the region inside \( B^i \). Since multiple vehicles are involved, we modify the BE algorithms to expand \( B^i \) in such a way that \( cl(B^i) \) does not overlap with \( cl(B^j) \) for any \( j \neq i \). When \( v^i \) visits an intersection on \( B^i \cap B^j \), \( v^i \) moves along the edges \( B^i \cap B^j \) but does not move into \( cl(B^j) \). This in turn avoids overlaps.

In the SCENT algorithms, every vehicle \( v^i \) deploys information nodes on intersections. If necessary, information nodes are deployed on long Voronoi edges in order to relay data from one node to another node that is out of the maximum communication range. These information nodes then form an information network.

We assume that nodes can be deployed at desired locations and that the information network is in place once the nodes are deployed. Here, each information node has unique ID so that a vehicle visiting a node can localize itself using the unique ID of the node. We further assume that each information node stores an unexplored edge emanating from the node. This is a feasible assumption, since each node can detect Voronoi edges emanating from the node based on sensor footprint information.

4.2.1 Information Graph

We define an *information graph, \( I \)*, as the graph where every node represents a deployed information node and every edge represents a communication link between nodes. A new node and edges are added to the graph when a vehicle deploys an information node. For each vehicle \( v^i \), we define \( I^i \subseteq I \) as the information graph being constructed by \( v^i \). In addition, we define \( I(B^i) \) as the subgraph of \( I^i \), whose node set corresponds to the set of information nodes deployed along \( B^i \). In other words, \( I(B^i) \)
is the communication infrastructure along $B^i$. Suppose that an information node is already deployed by $v^i$ at an intersection $P$ and that $v^j$ visits $P$ later. Then, through the information node deployed at $P$, $v^i$ can relay the data structure $I(B^i)$ to $v^j$ and vice versa. Note that $v^j$ does not have to drop an information node at $P$, since a communication link is already established between the node at $P$ and the network built by $v^j$.

Once a communication link is established between a node deployed by $v^i$ and a node deployed by $v^j$, $v^i$ ($i \in \{1, 2, ..., N_v\}$) builds the maximally connected graph $I^i = (N(I^i), E(I^i)) \subset I$ such that $I^i = I^j$. Every vehicle $v^i$ stores $I^i$, $I(B^i)$, and $I(B^j)$ where $j$ is determined such that $I(B^j) \subset I^i$.

4.2.2 Avoid Blocking Using the Coverage Graph

Even though $v^i$ expands $B^i$ in such a way that $cl(B^i)$ does not overlap with $cl(B^j)$ for any $j \neq i$, there may be the case where the expanding enclosing boundary $B^i$ is blocked by the enclosing boundaries constructed by other vehicles. Blocking of $B^i$ denotes the situation when $B^i \subset \bigcup_{j \neq i} B^j \cup \partial V(O_M)$.

To avoid a blocking situation, each vehicle $v^i$ ($i \in \{1, 2, ..., N_v\}$) builds a coverage graph $\Gamma^i$ from the information graph. The union of graphs $\bigcup_{I(B^j) \subset I^i} I(B^j)$ can be embedded in $R^2$ without crossing, since we expand the enclosing boundary for $v^i$ in such a way that the enclosure built by $v^i$ does not overlap with the enclosures built by other vehicles. Let $G^i$ be the dual graph of embedded $\bigcup_{I(B^j) \subset I^i} I(B^j)$. Since $cl(B^i)$ denotes the region inside $B^i$, an enclosure corresponds to one node in $G^i$. $\Gamma^i$ denotes the subgraph of $G^i$ induced by the nodes corresponding to enclosures. Let $P_j$ denote the node in $\Gamma^i$ where $j$ is determined to satisfy that $I(B^j) \subset I^i$. Since a subgraph of a plane graph is a plane graph, $\Gamma^i$ is a plane graph. Multiple edges arise in $\Gamma^i$ when distinct enclosures have more than one common boundary edge. See Figure 31 for the illustration of $\Gamma^i$.  
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Figure 31: Construction of the coverage graph from enclosing boundaries. Left: enclosing boundaries built by distinct vehicles. A common boundary edge between two distinct enclosures is marked with a bold edge. The expansion of $B^k$ will be eventually blocked by the enclosing boundaries, $B^l$ and $B^i$, constructed by other vehicles. Right: the coverage graph, where $P_k$ is surrounded by a cycle formed by edges connecting $P_1$ and $P_l$.

The following theorem shows that a cycle surrounding a node $P_k$ indicates the blocking of $B^k$.

**Theorem 6.** Suppose that a node $P_k$ is surrounded by a cycle contained in $\Gamma_i$. Each vehicle expands its enclosure using the BE algorithms in Chapter 3 while satisfying that its enclosure does not overlap with the enclosures built by other vehicles. Then, the blocking of $B^k$ will eventually occur.

**Proof.** Suppose that a node $P_k$ is surrounded by a cycle, say $C$, contained in $\Gamma_i$. Let $N(C)$ denote the node set of $C$. Suppose that $P_k$ is surrounded by $C$ and that $N(C) = \{P_1, P_2, \ldots P_{|N(C)|}\}$ where $k > |N(C)|$ to indicate that $P_k$ is not in $N(C)$. In a walk along $C$, $P_1, P_2, \ldots P_{|N(C)|}$ are encountered in this order.

According to the definition of a dual graph, there exists a common boundary edge between $c_l(B^j)$ and $c_l(B^{j+1})$ where $j \leq |N(C)|$. Thus, the area surrounded by $c_l(B^1) \cup c_l(B^2) \ldots \cup c_l(B^{|N(C)|})$ is finite. Since $\Gamma_i \subset G^i$, $P_k$ surrounded by $C \subset \Gamma_i$ indicates that $c_l(B^k)$ exists within the finite area surrounded by $c_l(B^1) \cup c_l(B^2) \ldots \cup c_l(B^{|N(C)|})$.

Using the BE algorithms, each enclosure only expands but does not shrink. Thus, the area surrounded by $c_l(B^1) \cup c_l(B^2) \ldots \cup c_l(B^{|N(C)|})$ does not increase as time goes on. Since each vehicle expands its enclosure while satisfying that its enclosure does
not overlap with the enclosures built by other vehicles, the expansion of $cl(B^k)$ will be blocked by the set $\overline{cl(B^1)} \cup \overline{cl(B^2)} \ldots \cup \overline{cl(B^{|N(C)|})}$.

For $P_l \in N(\Gamma^i)$, clockwise cyclic ordering of its neighboring nodes is determined by sweeping along $B^l$ in the clockwise direction. For example, in Figure 31, sweeping along $B^l$ in the clockwise direction gives common boundary edges $B^i \cap B^i \rightarrow B^i \cap B^k \rightarrow B^i \cap B^i$ which provides clockwise cyclic ordering for $P_l$ as $P_l \rightarrow P_k \rightarrow P_l$. Since cyclic ordering of neighbors can be determined for every node in $\Gamma^i$, we can detect a cycle surrounding a node $P_k$ with the SweepCycle algorithm proposed in [42].

If a node $P_k$ is surrounded by a cycle, then the blocking of $B^k$ will eventually occur according to Theorem 6. To avoid a blocking situation, we propose to let $v^i$ obey the cycle avoiding rule as follows.

- If expansion of $B^i_n$, which denotes the enclosing boundary for $v^i$ updated after $n$ steps, leads to $P_k$ being surrounded by a cycle for some $k$, then the expansion will not be performed.

The left sub-figure of Figure 32 illustrates the case where we avoid a cycle that surrounds $P_k$ on $\Gamma^i$. Even if $v^i$ builds a candidate segment using the BE algorithms depicted as lines with arrows, the expansion of $B^i$ is not performed to avoid a cycle that surrounds $P_k$ on $\Gamma^i$. This prevents the situation in Figure 31.

4.2.3 Resolve Blocking or Overlapping Situations

The procedure in detecting cycles only works for $\Gamma^i$ built from $I^i$. There exist situations where $I^i$ is not connected to $I^i$ as illustrated in the right sub-figure of Figure 32. In this case, the existence of $I^i$ is unknown to the vehicles that are only aware of $I^i$. Hence, the expansion of $B^i$ will eventually be blocked.

Another situation is overlapping. This can happen if the initial enclosing boundaries built by two different vehicles are identical. This is possible at the beginning of
the exploration, if the initial position of $v^i$ is such that the obstacle to the right of $v^i$
is also to the right of $v^j$.

In the case where blocking or overlapping is detected, the blocked or overlapped
vehicle can be redirected to an unexplored intersection where a new enclosing boundary can be built. An unexplored intersection corresponds to a node in $I^i$ storing an unexplored edge emanating from the node. As long as there exists an unvisited Voronoi edge in $W$, every vehicle $v^i$ can find a node in $I^i$ storing an unexplored edge emanating from the node. This is stated in Lemma 3.

**Lemma 3.** If there exists an unvisited Voronoi edge in $W$, then every vehicle $v^i$ can find a node in $I^i$ storing an unexplored edge emanating from the node.

**Proof.** We prove by contradiction. Suppose that every node in $I^i$ stores no unexplored edge emanating from the node. Thus, the edge set of $I^i$ does not contain any edges that lead to unexplored regions. This can only be true if $I^i$ has all Voronoi edges in $W$, which implies that all Voronoi edges in $W$ have been visited by vehicles. This is a contradiction.

The redirecting strategy works as follows. When $v^i$ detects blocking or overlapping, then $v^i$ searches for an unexplored intersection on $I^i$. Note that this unexplored intersection will not lie on a blocked enclosing boundary. This is stated as Lemma 4.
Lemma 4. If an unexplored intersection is found on $I^i$, then this unexplored intersection is not on a blocked enclosing boundary.

Proof. We prove by contradiction. Suppose that an unexplored intersection is found on a blocked enclosing boundary $B^i$. This implies that there exists an unvisited edge intersecting the unexplored intersection. This unvisited edge leads outside of $B^i$, because no unexplored intersection is strictly inside $B^i$ (Theorem 4 in Section 3.4).

Since $B^i$ is blocked, we have $B^i \subset \bigcup_{n \neq i} B^n \cup \partial V(O_M)$. Hence, the unvisited edge must lead inside $B^n$ where $B^i \cap B^n \neq \emptyset$. However, this unvisited edge cannot lead inside $B^n$ either, because no unexplored intersection is strictly inside $B^n$ (Theorem 4 in Section 3.4). Therefore, an unexplored intersection cannot exist on a blocked enclosing boundary.

By applying the breadth-first search algorithm on $I^i$, $v^i$ can find the shortest (hop distance) path from the current position of $v^i$ to every unexplored intersection on $I^i$. Among these unexplored intersections, $v^i$ selects the one with the smallest hop distance and marks it as $r_{v^i}$. The position of $r_{v^i}$ is relayed (broadcasted) across $I^i$ to all other vehicles sharing $I^i$. In the case where $v^i$ (for any $j \neq i$) visits $r_{v^i}$, $v^j$ ignores $r_{v^i}$ without changing $B^j$. In this way, $r_{v^i}$ is “reserved” for $v^i$ until it is reached by $v^i$. Note that $v^i$ moves along the shortest path to reach $r_{v^i}$. Once $v^i$ reaches $r_{v^i}$, it starts building a new enclosing boundary.

This strategy relies on the availability of at least one unexplored intersection which has not been reserved by any other vehicle. Hence, we make the following assumption:

(S1) When blocking or overlapping occurs for $v^i$, there exists at least one unexplored intersection on $I^i$, which has not been marked as $r_{v^j}$ by some other vehicle $v^j$ (for any $j \neq i$).

The SCENT algorithms are described in algorithm 3 and algorithm 4. Data structures and operations used in the SCENT algorithms are summarized in Table 2.
Table 2: Data Structures and Operations

- \( L_u \): the singly linked list representing the enclosing boundary under construction.
- \( L_u.\text{Insert}(P) \): insert \( P \) at the end of the linked list \( L_u \).
- \( L \): the circularly linked list representing the current enclosing boundary for a vehicle \( v^i \).
- \( HT=L.\text{seg}(\text{head},\text{tail}) \): the segment of \( L \) that starts from the \text{head} and ends at the \text{tail}.
- \( L_r=L.\text{Remove}(HT) \): remove the linked list \( HT \) from \( L \) resulting in \( L_r \).
- \( CS \): the singly linked list representing the candidate segment.
- \( L=L_r.\text{Combine}(CS) \): combine the linked list \( L_r \) with \( CS \) resulting in the updated enclosing boundary \( L \).
- \( HT.\text{Search}(\text{unexplored}) \): search for unexplored intersections in the linked list \( HT \). If there is no unexplored intersection, return \text{NULL}.
- \( CS.\text{Update} \): if the boundary updating rule and the cycle avoiding rule are satisfied, then return \text{TRUE}. Otherwise, return \text{FALSE}.
- \( D_k^j \): the disabled intersection set of \( B_k^i \) which denotes the enclosing boundary for \( v^i \) updated after \( k \) steps.
- \( Set.\text{Store}(Data) \): store \( Data \) in \( Set \).
- \( R^i \): the set of reserved intersections (\( r_{v^i} \) where \( I^i = I^j \)) stored in a vehicle \( v^i \).
- \( v^i.\text{Move}(r_{v^i}) \): \( v^i \) chooses \( r_{v^i} \) among unexplored intersections on \( I^i \). \( r_{v^i} \) is relayed to every vehicle sharing \( I^i \). \( v^i \) moves along the shortest path for reaching \( r_{v^i} \) followed by moving through an unvisited edge at \( r_{v^i} \).

Head, tail, open sector, sector 0, sector selection rule, disabled intersection, candidate segment(CS), and boundary updating rule are discussed in Chapter 3.

4.2.4 Performance Analysis

We provide an analytical upper bound for the total time spent to construct the Voronoi diagram using the SCENT algorithms in a regularized workspace. As the number of Voronoi cells in a bounded workspace increases, each Voronoi cell approaches to hexagonal shape [31, 74]. Thus, we analyze the performance of our algorithms in the workspace where each cell has a hexagonal shape with identical size. In the appendix, we state the conditions for a workspace to obtain hexagonal Voronoi cells.

The SCENT algorithms for \( v^i \) end when no unexplored intersection is detected using \( I^i \) or the total number of obstacles inside enclosing boundaries built by \( v^i \) is
Algorithm 3 Construct the Initial Enclosing Boundary for $v^i$

$n \leftarrow 1$;
repeat
  $v^i$ encounters an intersection;
  $P_{n,0} \leftarrow$ the intersection;
  search for an open sector in the counterclockwise direction from sector 0;
  $v^i$ moves through the first open sector;
  $P_{n,0}.\text{pointer} \leftarrow$ first open sector;
  if $P_{n,0}$ has an open sector that has not been visited by vehicles then
    $P_{n,0}.\text{mark} \leftarrow \text{unexplored}$;
  else
    $P_{n,0}.\text{mark} \leftarrow \text{explored}$;
  end if
  $L_u.\text{Insert}(P_{n,0})$; $n \leftarrow n + 1$;
until $v^i$ encounters the $P_{1,0}$ for the second time;
$L \leftarrow L_u$;
if $L == B^m$ for any $m \neq i$ then
  $v^i.\text{Move}(r_v)$; repeat this algorithm;
else
  implement algorithm 4;
end if

bigger than $\lceil \frac{M-1}{N_v} \rceil$. Here, the ceiling function is used since the number of obstacles is a positive integer.

Theorem 7 discusses the upper bound for the exploration time using the SCENT algorithms. Before presenting Theorem 7, we introduce Lemma 5, which is based on Theorem 5 in Section 3.5. Recall that assumptions (A1)-(A4) are presented in Section 3.3.1.

Lemma 5. Consider unit speed vehicles and workspace $W$ with assumptions (A1)-(A4) satisfied. All obstacles, except for $O_M$, have hexagonal Voronoi cells with identical size. Suppose that every vehicle explores $W$ using the SCENT algorithms. In addition, suppose a blocking has not occurred until the enclosing boundary is updated with $K$ steps. Then, the time to update the enclosing boundary with $K$ steps is bounded above by $T(\frac{1}{2}K^2 + \frac{3}{2}K + 1)$ where $T$ denotes the time for a vehicle to traverse along the edges of one hexagonal Voronoi cell.
Algorithm 4 Expand the Enclosing Boundary for $v^i$

$n ← 1; k ← 0;\\n\textbf{while} \text{there exists an unexplored intersection on } I^i \text{ do}\\n\quad v^i \text{ visits } P_{n,k} \text{ on } L;\\n\quad \textbf{if} \ P_{n,k} \notin R^i \cup D^i_k \text{ and there exists an open sector, which does not lead into } B^j \\
\text{for any } j \neq i, \text{satisfying the sector selection rule R1 in Chapter 3 \textbf{then}}\\n\quad m ← 1; S_1 ← P_{n,k}; \text{ MeetTail} ← 0;\\n\quad \textbf{while} \text{ MeetTail} \neq 1 \textbf{ do}\\n\quad \quad v^i \text{ finds } S_m;\\n\quad \quad \textbf{if} \ m == 1 \textbf{ then}\\n\quad \quad \quad \text{move through the sector chosen using rule R1 in Chapter 3; }\\n\quad \quad \textbf{else}\\n\quad \quad \quad \text{move through the sector chosen using rule R2 in Chapter 3; }\\n\quad \quad \textbf{end if}\\n\quad \quad S_m.\text{pointer} ← \text{the selected sector; }\\n\quad \quad \textbf{if} \ S_m \text{ has an open sector that has not been visited by vehicles then}\\n\quad \quad \quad S_m.\text{mark} ← \text{unexplored; }\\n\quad \quad \textbf{else}\\n\quad \quad \quad S_m.\text{mark} ← \text{explored; }\\n\quad \quad \textbf{end if}\\n\quad \quad CS.\text{Insert}(S_m);\\n\quad \quad \textbf{if} \ m \neq 1 \text{ and } S_m == P_{T,k} \text{ for any } T \textbf{ then}\\n\quad \quad \quad MeetTail ← 1;\\n\quad \quad \textbf{else}\\n\quad \quad \quad m ← m + 1;\\n\quad \quad \textbf{end if}\\n\quad \textbf{end while}\\n\quad head ← S_1; tail ← P_{T,k}; HT=L.\text{seg}(head, tail);\\n\textbf{if} \ CS.\text{Update}==\text{TRUE} \textbf{ then}\\n\quad L_r=L.\text{Remove}(HT); L=L_r.\text{Combine}(CS);\\n\quad P_{1,k+1} ← tail; N \text{ is the number of intersections on } L; \text{ relabel the intersections on } L \text{ in the clockwise direction as } P_{1,k+1}, P_{2,k+1}, \ldots, P_{N,k+1};\\n\quad n ← 1; k ← k + 1;\\n\textbf{else}\\n\quad D^i_k.\text{Store}(head); n ← T;\\n\textbf{end if}\\n\textbf{else}\\n\quad n ← n + 1;\\n\textbf{end if}\\n\textbf{if} \ (L \subset \bigcup_{q \neq i} B^q \cup \partial V(O_M)) \textbf{ then}\\n\quad v^i.\text{Move}(r_{v^i}); \text{ repeat algorithm 3; }\\n\textbf{end if}\\n\textbf{if} \ v^i \text{ receives } r_{v^j} \text{ from another vehicle } v^j \text{ sharing } I^i \ (I^i == I^j) \textbf{ then}\\n\quad R^i.\text{Store}(r_{v^j});\\n\textbf{end if}\\n\textbf{end while}
Theorem 7. We consider $N_v$ unit speed vehicles and workspace $W$ with assumptions (A1)-(A4) and (S1) satisfied. Suppose that there are $M$ obstacles such that all obstacles, except for $O_M$, have hexagonal Voronoi cells with identical size. Also, suppose that every vehicle explores $W$ using the SCENT algorithms. Let $T$ denote the time for a vehicle to traverse along the edges of one hexagonal Voronoi cell. Let $T_0(M)$, where $M$ is used to indicate that $T_0$ is a function of $M$, denote the time required for a vehicle to traverse along the perimeter of $W$. Then, the time to construct a complete Voronoi diagram is bounded above by $T + \left\lceil \frac{M-1}{N_v} \right\rceil (T_0(M) + T) + \frac{3}{2} T \left\lceil \frac{M-1}{N_v} \right\rceil + \frac{1}{2} T \left( \left\lceil \frac{M-1}{N_v} \right\rceil \right)^2$.

Proof. Suppose every vehicle $v^i$ reaches the moment when the total number of obstacles inside enclosing boundaries built by $v^i$ is bigger than $\left\lceil \frac{M-1}{N_v} \right\rceil$. Since $N_v$ vehicles are deployed in $W$ and $M - 1$ obstacles are surrounded by $\partial V(O_M)$, a complete Voronoi diagram in $W$ is built accordingly. Therefore, in order to obtain an upper bound for the time to build a complete Voronoi diagram, we will derive a time upper bound for one vehicle $v^i$ to reach the moment when the total number of obstacles inside enclosing boundaries built by $v^i$ is bigger than $\left\lceil \frac{M-1}{N_v} \right\rceil$.

Suppose that blockings occur $l$ times before the SCENT algorithms for $v^i$ terminate. Since the number of obstacles is finite, $l$ is also finite. Let $K_j$ denote the updated step of the enclosing boundary between $j-1$th blocking and $j$th blocking. In other words, after the enclosing boundary is updated with $K_j$ steps, a blocking occurs and a new enclosing boundary is built at a new position. Then, the enclosing boundary is updated with $K_{j+1}$ steps before a blocking occurs again. In this way, boundary updates occur in the order of $K_1 \rightarrow \ldots \rightarrow K_{l+1}$ and blockings occur $l$ times in total.

Figure 33 illustrates the case where blockings for $v^i$ occur two times in a rectangular shaped workspace $W$. Boundary updates occur in the order of $K_1 \rightarrow K_2 \rightarrow K_3$. The region inside $B_{K_i}$ is shaded in Figure 33. When a blocking occurs, $v^i$ is redirected to $r_{v^i}$ and builds a new enclosing boundary. Redirection of $v^i$ is depicted as an arrow...
Let $T_{K_j}$ denote the time to update the enclosing boundary for $v^i$ with $K_j$ steps before a blocking occurs. Using Lemma 5, we derive an upper bound for $T_{K_j}$ as follows.

$$T_{K_j} \leq T\left(\frac{1}{2}K_j^2 + \frac{3}{2}K_j + 1\right).$$ (88)

Suppose a blocking occurs after the enclosing boundary is updated with $K_j$ steps. When a blocking occurs, $v^i$ is redirected to the nearest unexplored intersection $r_{v^i}$ and builds a new enclosing boundary. Since $v^i$ moves along the shortest path to reach $r_{v^i}$, the time to reach $r_{v^i}$ is upper bounded by $T_0(M)$, which is the time required for a vehicle to traverse along the perimeter of $W$.

Since blockings occur $l$ times in total, we get an upper bound of exploration time as follows.

$$T_c \leq T_{B_0} + T_0(M) + \sum_{j=1}^{l+1} T\left(\frac{1}{2}K_j^2 + \frac{3}{2}K_j + 1\right) + lT_0(M),$$ (89)

where (88) is used as the time for a vehicle to update the enclosing boundary with $K_j$ steps. On RHS of (89), $T_{B_0} + T_0(M)$ is added considering the overlapping of $B^i$. Here, $T_{B_0}$ is the time required to build the initial enclosing boundary, since an overlapping of $B^i$ is detected as the initial enclosing boundary is built. Once an overlapping of $B^i$ is detected, $v^i$ chooses $r_{v^i}$ and moves along the shortest path to reach $r_{v^i}$.

Next, we derive an equation for $\sum_{j=1}^{l+1} K_j$ in (89) using $N_v$, $l$, and $M$. The SCENT algorithms for $v^i$ end when the total number of obstacles inside enclosing boundaries
built by \( v^i \) is \( \lceil \frac{M - 1}{N_v} \rceil \). Using the fact that there are \( K + 1 \) obstacles inside \( B_K \), the SCENT algorithms for \( v^i \) finish when

\[
\sum_{j=1}^{l+1} (K_j + 1) = \lceil \frac{M - 1}{N_v} \rceil. \tag{90}
\]

Rearranging LHS of (90), we obtain

\[
\sum_{j=1}^{l+1} K_j = \lceil \frac{M - 1}{N_v} \rceil - l - 1 \geq 0, \tag{91}
\]

where inequality holds, since \( K_j \geq 0 \) for all \( j \).

Using (91), (89), and the fact that \( \sum_{j=1}^{l+1} \frac{K_j^2}{2} \leq \left( \sum_{j=1}^{l+1} K_j \right)^2 \), we obtain

\[
T_c < T_{B_0} + (l + 1)T_0(M) + (l + 1)T + \frac{3}{2}T(\lceil \frac{M - 1}{N_v} \rceil - l - 1) + \frac{1}{2}T(\lceil \frac{M - 1}{N_v} \rceil - l - 1)^2. \tag{92}
\]

Furthermore, using (91) and \( T_{B_0} = T \), we get

\[
T_c < T + \lceil \frac{M - 1}{N_v} \rceil (T_0(M) + T) + \frac{3}{2}T \lceil \frac{M - 1}{N_v} \rceil + \frac{1}{2}T(\lceil \frac{M - 1}{N_v} \rceil)^2. \tag{93}
\]

In the case where \( \frac{M - 1}{N_v} \gg 1 \), (93) is approximated as

\[
T_c < \frac{M - 1}{N_v} (T_0(M)) + \frac{1}{2}T(\frac{M - 1}{N_v})^2. \tag{94}
\]

Suppose that \( \frac{M - 1}{N_v} (T_0(M)) \) is a dominant term on RHS of (94). In this case, the upper bound of exploration time decreases by a factor of \( m \) as \( N_v \) increases by a factor of \( m \). However, in the case where \( \frac{1}{2}T(\frac{M - 1}{N_v})^2 \) is a dominant term on RHS of (94), the upper bound of exploration time decreases by a factor of \( m^2 \) as \( N_v \) increases by a factor of \( m \).

Next, consider the case where \( N_v \) increases beyond \( M - 1 \) (\( \lceil \frac{M - 1}{N_v} \rceil \to 1 \)). Then, from (93), we obtain

\[
T_c < T_0(M) + 4T, \tag{95}
\]
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which implies that, as the number of vehicles increases beyond $M - 1$, the effectiveness of adding more vehicles decreases. We also acknowledge that, as $N_v$ increases, assumption (S1) gets more difficult to be satisfied.

4.3 Capturing Intruders Using the Information Network

As a result of the SCENT algorithms, an information network is created concurrently with a topological map based on Voronoi diagrams. We utilize the constructed network as a basis for capturing intruders in the workspace. We consider a simplified scenario such that searchers and intruders move along edges of the Voronoi diagram.

4.3.1 Definitions and Assumptions

Let us consider an environment where searchers and intruders move along edges of a graph $G$. Suppose that only one searcher, called the free searcher, moves along edges of a graph continuously. The free searcher obtains the position of any intruder whenever the searcher visits a node in a graph. This is feasible, since the free searcher utilizes the information network to detect intruders. We further introduce a guard, whose role is to guard a node in a graph.

Obeying the conventions established in the literature on capturing intruders on graphs [70, 55, 56, 6, 27], we assume that an intruder has full knowledge of the environment, searching strategies, and positions of both the free searcher and guards. In addition, an intruder moves along edges of $G$ at unbounded speed to avoid both the free searcher and guards.

An intruder is captured if (1) it is on an edge whose one end is guarded while the free searcher moves through the edge from the opposite end, or (2) it is on an edge one end of which has degree one while the free searcher moves through the edge starting from the opposite end. Denote the minimum number of guards to capture all intruders on $G$ as $g_I(G)$ where $I$ indicates the information network.
4.3.2 Capturing Intruders on a General Graph

In this subsection, we derive an upper bound for $g_I(G)$ for a general graph $G$. The authors of [79] introduced a searching strategy to capture one intruder on a tree graph $T$ using one free searcher. Suppose $n$ is a node of $T$. Then, we define a branch of $T$ at $n$ as the maximal subtree of $T$, denoted by $T'$, if $n$ has degree one in $T'$. Lemma 6 provides the searching strategy [79].

**Lemma 6.** Suppose that one free searcher and one intruder move along a tree graph $T$. Then, the searcher can capture the intruder in finite time using the following strategy:

Whenever the searcher meets a node, it obtains the position of the intruder. Then, it chooses the branch containing the intruder and moves through the edge contained in the branch until it meets another node. Iterate this until the intruder is captured.

Since an intruder can move at unbounded speed, an intruder can escape from the free searcher using a cycle in a general graph $G$. To block the escape of an intruder, we deploy guards at nodes in $G$. If a guard is deployed at a node, then the node becomes unavailable to intruders. Hence, once a guard is deployed at a node, we mark the node as guarded. We say that a cycle $C$ is blocked if any node in $N(C)$ is guarded.

We define MinGuard($G$) as the minimum number of guarded nodes to block all cycles contained in $G$. MinGuard($T$) = 0 for a tree graph $T$. For a general graph $G$, computational method to search for MinGuard($G$) corresponds to a set cover optimization problem which is known to be NP-hard in computer science. For this set cover optimization problem, approximation algorithms returning near-optimal solutions exist [33]. In our problem of searching for MinGuard($G$), the universal set $U$ corresponds to the set of all cycles that are contained in $G$. Let a node in $G$ be identified by $n_i$ where $i \leq |N(G)|$. We build a family of subsets $S = \{S_1, S_2, ..., S_{|N(G)|}\}$
of $U$. Here, $S_i$ is the set of cycles satisfying that every cycle in $S_i$ has $n_i$ in it. Hence, every cycle in $S_i$ is blocked by deploying a guard at $n_i \in N(G)$. $P \subset S$ is selected so that it contains all cycles in $U$. Then, $\text{MinGuard}(G)$ corresponds to the minimum number of the sets in $P$.

Suppose $\text{MinGuard}(G)$ nodes of $G$ are guarded to block all cycles contained in $G$. Since all cycles in $G$ are blocked, no cycle is available to an intruder, i.e., available set of points for an intruder is a tree. Thus, an intruder cannot escape from the free searcher using Lemma 6. Furthermore, the free searcher can capture all intruders by chasing one intruder at a time. Since we need one free searcher and $\text{MinGuard}(G)$ guards to capture all intruders on $G$, $g_f(G) \leq \text{MinGuard}(G)$.

**Lemma 7.** For a general graph $G$, $g_f(G) \leq \text{MinGuard}(G)$.

For a general graph $G$, algorithm 5 describes the graph searching strategy using one free searcher and $\text{MinGuard}(G)$ guards. Algorithm 5 is also implemented through an interactive online game [49] to assist humans to determine how to secure a complex graph. The game uses a greedy (approximation) algorithm [33] to select which nodes should be guarded so as to block all cycles in a given graph.

**Algorithm 5** Capturing All Intruders on a General Graph $G$

| guard MinGuard($G$) nodes of $G$ to block all cycles in $G$; |
| $s_f \leftarrow$ one free searcher which maneuvers to capture intruders; |
| repeat |
| $s_f$ chooses one intruder as $TARGET$; |
| $T_D \subset G \leftarrow$ the tree which is available to $TARGET$; |
| if $s_f$ is not on $T_D$ then |
| $s_f$ moves along $G$ to reach a node in $T_D$; |
| end if |
| repeat |
| $s_f$ meets a node in $T_D$ and obtains the position of $TARGET$; |
| $s_f$ chooses the branch of $T_D$ containing $TARGET$ and moves through the edge contained in the branch until it meets another node; |
| until $s_f$ captures $TARGET$, and $TARGET$ is removed from the list of intruders; |
| until all intruders on $G$ are captured; |
4.3.3 Capturing Intruders on Voronoi Diagrams

In this subsection, we make use of the specified Voronoi diagram $V = (N(V), E(V))$ as introduced in Section 4.1.2 to study $g_I(V)$.

Recall that $V^*$ is the dual graph of $V$ with the node representing the unbounded face removed. In Lemma 2, $V^* = V^*[C]$ if we choose $\partial V(O_M)$ as $C$. According to Lemma 2, $V^*$ is a connected graph.

Depending on the structure of $V$, $V^*$ can be one node or a connected graph with more than one node. In the case where $V^*$ is a connected graph with more than one node, an edge cover of $V^*$ exists. Hence, we can derive an upper bound for $g_I(V)$ using an edge cover of $V^*$. However, in the case where $V^*$ is one node, an edge cover of $V^*$ cannot exist.

In the following lemma, we obtain $g_I(V)$ in the case where $V^*$ is one node.

**Lemma 8.** For the Voronoi diagram $V = (N(V), E(V))$ such that $V^*$ is one node, $g_I(V) = 1$.

**Proof.** Since $V^*$ is one node, there is only one cycle in $V$. Since an intruder can move along this cycle at unbounded speed to avoid the free searcher, we require one guard on the cycle, i.e., $g_I(V) = 1$. \qed

Before tackling the case where $V^*$ is a connected graph with more than one node, we consider the special case where $V^*$ is a tree graph with more than one node. In this special case, we use algorithm 6 to guard $|\alpha(V^*)|$ nodes in $V$. Recall that $\alpha(G)$ denotes an edge cover of $G$ with the minimum cardinality. In the following theorem, we prove that guarding $|\alpha(V^*)|$ nodes using algorithm 6 blocks all cycles in $V$.

**Theorem 8.** For the Voronoi diagram $V = (N(V), E(V))$ such that $V^*$ is a tree graph with more than one node, $g_I(V) \leq |\alpha(V^*)|$. 
Algorithm 6 Guarding $|\alpha(V^*)|$ nodes in $V$ (In the case where $V^*$ is a connected graph with more than one node, we replace $\alpha(V^*)$ in this algorithm by $\beta(V^*)$)

1. The edge set $E_C \leftarrow \alpha(V^*)$;
2. Repeat
   1. Select one edge from the edge set $E_C$;
   2. Suppose $n(Q_i)n(Q_j)$ is the selected edge; \{ $n(Q_i)n(Q_j)$ is used instead of $n(Q_i)n(Q_j)$ in order to distinguish among multiple edges between $n(Q_i)$ and $n(Q_j)$ \}
   3. $e_{i,j}$ ← the common boundary edge shared by $\partial V(Q_i)$ and $\partial V(Q_j)$ corresponding to $n(Q_i)n(Q_j)$;
   4. If $e_{i,j}$ meets an unblocked cycle $C \subset V$, which encloses both $Q_i$ and $Q_j$ then guard the point where $e_{i,j}$ meets $C$;
   5. Else choose one of two endpoints of $e_{i,j}$ and guard the point;
3. Mark all cycles containing the guarded node as blocked;
4. The selected edge $n(Q_i)n(Q_j)$ is removed from the edge set $E_C$;
5. Until there is no edge left in $E_C$;

Proof. We already know that $g_I(V) \leq \text{MinGuard}(V)$ using Lemma 7. If $\text{MinGuard}(V) \leq |\alpha(V^*)|$, then $g_I(V) \leq \text{MinGuard}(V) \leq |\alpha(V^*)|$. This further implies that $g_I(V) \leq |\alpha(V^*)|$.

It remains to show that $\text{MinGuard}(V) \leq |\alpha(V^*)|$. We prove by contradiction. Suppose that $|\alpha(V^*)| < \text{MinGuard}(V)$. Since $\text{MinGuard}(V)$ is the minimum number of guarded nodes to block all cycles in $V$, $|\alpha(V^*)| < \text{MinGuard}(V)$ implies that as we guard $|\alpha(V^*)|$ nodes in $V$, there is an unblocked cycle, say $C$, in $V$.

$V^*[C] \subset V^*$ is connected according to Lemma 2. Since $V^*$ is a tree graph, $V^*[C] \subset V^*$ is also a tree graph. Therefore, $V^*[C] = \partial(V^*[C])$.

We consider two cases depending on the structure of $\partial(V^*[C])$. For these two cases, we will prove that an unblocked cycle, $C$, cannot exist as we guard $|\alpha(V^*)|$ nodes in $V$. Algorithm 6 is used to guard $|\alpha(V^*)|$ nodes in $V$. That $C$ cannot exist as we guard $|\alpha(V^*)|$ nodes in $V$ further implies that $\text{MinGuard}(V) \leq |\alpha(V^*)|$.

1. $\partial(V^*[C])$ is a node. In this case, $C$ contains only one cell.
2. $\partial(V^*[C])$ is a tree graph containing at least one edge. In this case, $C$ contains
more than one cell.

1. Consider the case where $\partial(V^*[C])$ is a node. This implies that $C$ is a cycle basis containing only one cell.

   We guard $|\alpha(V^*)|$ nodes in $V$ using algorithm 6. According to the definition of an edge cover, all nodes in $V^*$ are covered by the edges in $\alpha(V^*)$. Since each node in $V^*$ corresponds to a cycle basis, we block all cycle bases contained in $V$ by guarding $|\alpha(V^*)|$ nodes in $V$. Therefore, $C$, which is a cycle basis, is blocked as we guard $|\alpha(V^*)|$ nodes in $V$.

2. Consider the case where $\partial(V^*[C])$ is a tree graph containing at least one edge. There exists at least one edge, say $n(Q_1)n(Q_2)$, in $\partial(V^*[C])$, whose one end point has degree one. Suppose $n(Q_1)$ has degree one. Since $\partial(V^*[C])$ is a tree graph, $n(Q_1)n(Q_2) \in E(V^*)$ indicates that there is only one common boundary edge shared by $\partial V(Q_1)$ and $\partial V(Q_2)$. Let $e_{1,2}$ denote the common boundary edge between $\partial V(Q_1)$ and $\partial V(Q_2)$.

   In the proof of step 1, we proved that all cycle bases in $V$ are blocked by guarding $|\alpha(V^*)|$ nodes in $V$. Thus, there is a guarded node in a cycle basis representing $\partial V(Q_1)$. This guarded node can exists on $e_{1,2}$ or outside $e_{1,2}$. If this guarded node is on $e_{1,2}$, then it is at one end point of $e_{1,2}$ using algorithm 6. Otherwise, the guarded node is on $C$, since $n(Q_1)$ has degree one. In both cases, $C$ is blocked.

   Until now, we proved that $C$ is blocked as we guard $|\alpha(V^*)|$ nodes in $V$ using algorithm 6.

   We derive an upper bound for $g_I(V)$ in the case where $V^*$ is a connected graph with more than one node. We need to introduce a new concept for this purpose. If an edge cover of $V^*$ further satisfies that every cycle in $V^*$ contains at least one edge in this edge cover, then we denote the edge cover as a cycle-blocking edge cover of $V^*$. Let $\beta(V^*) \subset E(V^*)$ denote a cycle-blocking edge cover of $V^*$ with the minimum cardinality, i.e., the fewest number of edges.
In Figure 34, $V^*$ is depicted with normal or dotted lines. The edges in an edge cover of $V^*$ are depicted with dotted lines. The left sub-figure depicts a cycle-blocking edge cover of $V^*$. In the right sub-figure, a cycle consisting of four nodes ($n(O_1)$, $n(O_4)$, $n(O_6)$, and $n(O_2)$) does not contain a dotted edge. Thus, the right sub-figure shows an edge cover of $V^*$, which is not a cycle-blocking edge cover.

![Figure 34: $V^*$ depicted with normal or dotted lines. The left sub-figure depicts a cycle-blocking edge cover of $V^*$. The right sub-figure shows an edge cover of $V^*$, which is not a cycle-blocking edge cover.](image)

In the case where $V^*$ is a connected graph with more than one node, we replace $\alpha(V^*)$ in algorithm 6 by $\beta(V^*)$ to guard $|\beta(V^*)|$ nodes in $V$. In the following theorem, we prove that guarding $|\beta(V^*)|$ nodes using algorithm 6 blocks all cycles in $V$.

**Theorem 9.** For the Voronoi diagram $V = (N(V), E(V))$ such that $V^*$ is a connected graph with more than one node, $g_I(V) \leq |\beta(V^*)|$.

**Proof.** Since $g_I(V) \leq \text{MinGuard}(V)$ using Lemma 7, we will prove that $\text{MinGuard}(V) \leq |\beta(V^*)|$ similar to the proof of Theorem 8.

By contradiction, suppose that $|\beta(V^*)| < \text{MinGuard}(V)$. $|\beta(V^*)| < \text{MinGuard}(V)$ implies that as we guard $|\beta(V^*)|$ nodes in $V$, there is an unblocked cycle, say $C$, in $V$.

Since $V^*[C]$ is connected according to Lemma 2, any two nodes in $\partial(V^*[C]) \subset V^*[C]$ are connected by a path in $\partial(V^*[C])$. This implies that $\partial(V^*[C])$ is connected.
Since $\partial(V^*[C])$ is connected, we consider two cases depending on the structure of $\partial(V^*[C])$. For these two cases, we will prove that an unblocked cycle, $C$, cannot exist as we guard $|\beta(V^*)|$ nodes in $V$, i.e., $\text{MinGuard}(V) \leq |\beta(V^*)|$. Algorithm 6 using $\beta(V^*)$ is applied to guard $|\beta(V^*)|$ nodes in $V$.

1. $\partial(V^*[C])$ is a tree graph.

2. $\partial(V^*[C])$ contains a cycle.

1. Since $\partial(V^*[C])$ is a tree graph, $\partial(V^*[C])$ can be a node or a tree graph containing at least one edge. Note that a cycle-blocking edge cover satisfies the condition for an edge cover. Hence, we replace $\alpha(V^*)$ in the proof of step 1 and 2 in Theorem 8 by $\beta(V^*)$ to obtain the result that $C$ is blocked as we guard $|\beta(V^*)|$ nodes in $V$.

2. Consider the case where $\partial(V^*[C])$ contains a cycle, say $C'$. Suppose $N(C') = \{n(Q_1), n(Q_2), \ldots, n(Q_{|N(C')|})\}$ and $E(C') = \bigcup_{i \leq |N(C')|} \{n(Q_i)n(Q_{i+1})\}$. In Figure 35, $C' \subset \partial(V^*[C])$ is depicted with dashed line segments on $\partial(V^*[C])$.

![Figure 35: C, V[C], V*[C], and \partial(V*[C]) are identical to those in Figure 30. C' \subset \partial(V*[C]) is depicted with dashed line segments on \partial(V*[C]).](image)

According to the definition of a cycle-blocking edge cover, $C' \subset V^*$ must contain an edge, say $n(Q_i)n(Q_{i+1})^m$ where $m$ is used to distinguish among multiple edges between $n(Q_i)$ and $n(Q_{i+1})$, in $\beta(V^*) \subset E(V^*)$. Similar to $\alpha(V^*)$, there is one
common boundary edge, say $e_{l,l+1}$, shared by $\partial V(Q_l)$ and $\partial V(Q_{l+1})$ corresponding to $n(Q_l)n(Q_{l+1})^m$. Since both $n(Q_l)$ and $n(Q_{l+1})$ are on the boundary of the unbounded face of $V^*[C]$, $e_{l,l+1}$ meets $C$. Furthermore, $C$ encloses both $Q_l$ and $Q_{l+1}$.

Since $n(Q_l)n(Q_{l+1})^m$ is in $\beta(V^*)$, $n(Q_l)n(Q_{l+1})^m$ will be selected while running algorithm 6. Note that $C$ is unblocked and encloses both $Q_l$ and $Q_{l+1}$. Therefore, we guard the node where $e_{l,l+1}$ meets $C$ according to algorithm 6. In Figure 35, the circle on $C$ represents the guarded node where $e_{l,l+1}$ meets $C$. In this way, $C$ is blocked as we guard $|\beta(V^*)|$ nodes in $V$.

Lastly, we will derive a relation between $g_I(V)$ and the number of obstacles in the workspace.

**Corollary 3.** For the Voronoi diagram $V = (N(V), E(V))$, $g_I(V) \leq M - 1$.

**Proof.** In Lemma 2, $V^* = V^*[C]$ if we choose $\partial V(O_M)$ as $C$. According to Lemma 2, $V^*$ is a connected graph. Depending on the structure of $V$, $V^*$ can be one node or a connected graph with more than one node.

First, we consider the case where $V^*$ is one node. This case indicates that there is only one cycle in $V$. In Lemma 8, we derived that $g_I(V) = 1$. Since $M = 2$ for this case, we have $g_I(V) \leq M - 1$.

Next, consider the case where $V^*$ is a connected graph with more than one node. We can choose the edge cover $E_C(V^*)$ as $E(V^*)$. $E(V^*)$ is a cycle-blocking edge cover, since every cycle in $V^*$ contains at least one edge in $E(V^*)$. Moreover, we get

$$|\beta(V^*)| \leq |E(V^*)|,$$  \hspace{1cm} (96)

since $\beta(V^*)$ is a cycle-blocking edge cover with the minimum cardinality.

Since $V^*$ is connected, we obtain

$$|E(V^*)| \leq |N(V^*)|.$$  \hspace{1cm} (97)
Theorem 9 shows that \( g_I(V) \leq |\beta(V^*)| \) in the case where \( V^* \) is a connected graph with more than one node. Using (97) and (96), we get \( g_I(V) \leq |\beta(V^*)| \leq |N(V^*)| = M - 1 \). This further implies that \( g_I(V) \leq M - 1 \).

Note that even though the SCENT algorithms produce a communication infrastructure defined by the information network, mobility is restricted to the underlying Voronoi diagram. As such, Theorem 8, Theorem 9, and Corollary 3 do describe bounds on the number of guards needed when the graph structures (the Voronoi diagram and the information network) are obtained from the SCENT algorithms.

4.4 Simulation and Experimental Results

In this section, the time efficiency of the SCENT algorithms is demonstrated in MATLAB simulations, as well as in experimental results using two mobile robots.

4.4.1 MATLAB Simulation Results

The SCENT algorithms are theoretically sound, but we can improve the time efficiency of the algorithms without violating the correctness of the algorithms. One major idea in our algorithms is to expand the enclosure for each vehicle while avoiding overlapping with the enclosures built by other vehicles. Therefore, we can improve the time efficiency of the SCENT algorithms by speeding up the expansion of the enclosure for every vehicle. Two strategies in Section 3.6 can be utilized to speed up the expansion of the enclosure for every vehicle.

Figure 28 (see Section 3.6) shows one vehicle constructing the Voronoi diagram in a rectangular shaped workspace using the BE algorithms with improvement over the time efficiency. Recall that the total exploration time in Figure 28 is 36.3 time units.

Figure 36 shows two vehicles constructing the Voronoi diagram in the workspace identical to the workspace in Figure 28 using the improved SCENT algorithms. In Figure 36, two strategies in Section 3.6 are utilized to speed up the expansion of the
enclosure for every vehicle. The initial positions of the vehicles are (2, 20) and (45, 2) respectively. The obstacle boundaries are shown in thick red curves. Moreover, the trajectories of the vehicles are marked with points and circles respectively. Along the trajectory of each vehicle, intersections are marked with large green dots. The exploration time using two vehicles is 17.35 time units, which is less than half of the exploration time using one vehicle. This simulation result verifies that under the improved SCENT algorithms, we can enhance the time efficiency of the exploration considerably as the number of vehicles increases.

![Figure 36: Two vehicles constructing the Voronoi diagram using the improved SCENT algorithms.](image)

### 4.4.2 Experimental Results

We verify the SCENT algorithms through experiments using two Khepera III robots [72]. Each robot has nine IR sensors and five sonar sensors. In the experiments, we use only IR sensors for range measurements, and each robot localizes itself based on an odometry system.

The experiments are performed in a small bounded workspace with four obstacles. In this small scale environment, the communication range of a robot can cover the entire workspace. Hence, one robot can communicate with another robot directly
using the built-in communication module. This implies that the two robots do not need to deploy information nodes in the workspace.

Since robots do not deploy information nodes in the experiments, we need to simulate what happens when a robot meets a deployed information node. To simulate this, a camera, which is connected to a PC, is mounted on top of the workspace. This is depicted in Figure 37. When a robot meets an intersection, it sends a triggering signal to the PC so that the camera captures the position of the robot in the workspace. Based on the captured image, the PC calculates the coordinate of the intersection. The PC further generates a virtual information network built by the two robots. Since we simulate that a robot deploys an information node whenever it meets an intersection, each node in the virtual information network corresponds to an intersection in the obstacle environment\(^2\).

![Figure 37: The illustration of the experimental environment.](image)

Successful experimental results of the SCENT algorithms are depicted in Figure 38. The two sub-figures in the top row show the obstacle environment detected using IR sensors for each robot. The trajectories of the robots are depicted as blue curves in between obstacles, and intersections are marked with green rectangles. Furthermore, as the two robots move around, a virtual information network is constructed as shown in the bottom right sub-figure.

\(^2\)Due to sensor measurement noise, a robot may not detect an intersection at the correct intersection point. Hence, when the relative distance between two intersections is less than a certain threshold, we regard the two intersections as the same node in the virtual information network.
Figure 38: Experimental results of the SCENT algorithms. Two sub-figures in the top row display the obstacle environment detected using IR sensors for each robot. The bottom right sub-figure shows a virtual information network generated in real time.

4.5 Conclusions

We develop the SCENT algorithms for multiple vehicles. The theme of the SCENT algorithms is that each vehicle explores its local area by incrementally expanding the already visited parts of the environment. At the same time, every vehicle deploys information nodes at selected locations and, as a result, an information network is created concurrently with a topological map based on Voronoi diagrams.

We prove that such a cooperative strategy leads to time-efficient construction of the Voronoi diagram in an unknown environment. In addition, we verify the efficiency of the SCENT algorithms through MATLAB simulations as well as experiments using two mobile robots.

Once the information network is completely constructed using the SCENT algorithms, this network can then be utilized as a basis for capturing intruders in the workspace.
5.1 Conclusions

The main contributions of this thesis are summarized as follows:

- **curve-tracking control of one vehicle with range sensors.** We introduce curve-tracking control which only requires two narrow aperture range sensors, pointing to a fixed direction relative to the moving direction of the vehicle. Under such a sensor configuration, singularities are bound to occur in the control laws when tracking concave curves. In order to overcome these singularities, we derive a hybrid strategy of switching between control laws when the vehicle gets close to singularities.

- **exploration strategy of one vehicle with range sensors.** We present the boundary expansion (BE) algorithms and the tracking control law that enable the construction of the Voronoi diagram in an initially unknown environment using a single vehicle equipped with range sensors. The BE algorithms are provably complete, and the convergence of the tracking control law is guaranteed. We implement the algorithms and the tracking control law using a miniature robot localizing itself based on an odometry system. The robot uses only Infrared (IR) sensors for range measurements.

- **multi-robot exploration and mapping.** The SCENT algorithms extend the BE algorithms to multiple vehicles. Each vehicle explores its local area by incrementally expanding the already visited parts of the environment. At the same time, every vehicle deploys information nodes at selected locations and, as a
result, an information network is created concurrently with a topological map. A performance analysis of the SCENT algorithms verifies that in a bounded workspace, the time spent to complete the exploration decreases as the number of vehicles increases. Furthermore, simulation and experimental results are presented to demonstrate the effectiveness of the SCENT algorithms.

- capturing intruders on a graph. Once the information network is completely constructed using the SCENT algorithms, this network can be used as a basis for capturing intruders in the workspace. We consider a simplified scenario such that searchers and intruders move along edges of the Voronoi diagram. We derive theoretical upper bound for the minimum number of searchers required to capture all intruders on a general graph, which leads to a result on the Voronoi diagram.

These technical contributions are supported by the following publications: [53, 54, 52, 51, 50, 48].

5.2 Future Directions

This section provides future directions of the research presented in this thesis.

5.2.1 Future Directions of Tracking Control

Tracking control can be applied for controlling any type of autonomous vehicle so that the vehicle follows curbs or lane markings. Several improvements of the curve-tracking control in Chapter 2 can be expected.

Since we have derived the tracking model for mounting angle $\alpha$ in Chapter 2, an extension for the controller from $\alpha = \pi/2$ to the general case should be possible. In Chapter 2, we estimated the curvature of the curve at the detected point based on range sensor measurements. We observed from simulation that such an estimate contains noise that may cause unnecessary switching, which affects tracking performance.
Hence, a filtering algorithm for curvature estimation can be developed to reduce noise. In addition, multiple vehicles can be coordinated, similar to [90, 21, 34], for dynamic boundary estimation.

We can extend tracking control into 3D environments. In exploration of 3D scalar fields using multiple sensor platforms, noise in measurements of the scalar fields should be considered. We can adjust the formation of multiple sensors to reduce the effect of noise in measurements of the scalar fields.

5.2.2 Future Directions of the SCENT Algorithms

5.2.2.1 Platform Design for the SCENT Algorithms

To implement the SCENT algorithms in a real application scenario, we consider building hardware platforms for the SCENT algorithms. We require an autonomous robot that deploys information nodes at selected locations. Information nodes should satisfy the condition that the information network is in place once the information nodes are deployed. In a real application scenario, a tiny information node may be desirable to increase the number of nodes that a robot can carry on. In Chapter 4, we assume that a searcher can obtain the position of an intruder using the information network. To implement this task, a deployed information node must have the ability to detect nearby intruders. We need to design information nodes which satisfy these conditions and program each device to make it function as required in the SCENT algorithms.

5.2.2.2 Utilization of the Completely Constructed Information Network

Suppose that the information network is completely constructed using the SCENT algorithms. Then, this network can be utilized in solving coordinated multi-robot tasks. This thesis presents the case where the information network is utilized for capturing intruders. In addition, we can utilize the information network for traffic control. The problem that we ask is as follows: “given a team of agents utilizing the
information network, can we automatically generate provably correct local control strategies from global task specifications given?" One such task specifications can be as follows: each robot goes to its goal as quickly as possible while avoiding collision with one another.

5.2.2.3 2.5D SCENT Algorithms

We can extend the SCENT algorithms from ground to aerial vehicles. In computer graphics and video game development, a 3D scene is often created using a 2.5D strategy in the sense that the movements of video game agents are confined within 2D planes. This strategy reduces the possible outcomes associated with agent movements and the amount of computation needed to render real-time 3D visualization.

As such, we can develop 2.5D SCENT algorithms so that multiple aerial vehicles can explore 2.5D workspace while building a 3D information network. A 2.5D workspace is composed of several 2D planes with different elevations. To explore each plane, the SCENT algorithms in Chapter 4 can be applied.

Once an information network is built as a result of 2.5D SCENT algorithms, then we can utilize the network to solve coordinated multi-robot tasks, such as capturing intruders in 2.5D environments.
APPENDIX A

CONDITIONS FOR A WORKSPACE TO HAVE HEXAGONAL VORONOI CELLS

We give a set of sufficient conditions for a workspace to have identical hexagonal Voronoi cells. Beforehand, we introduce the following concepts: \( L(a, b) \subset \mathbb{R}^2 \) denotes the straight line segment connecting two points \( a \) and \( b \) in \( \mathbb{R}^2 \). The angle formed by \( L(a, b) \) and \( L(a, c) \) is \( \angle(b, a, c) \) where \( \angle(b, a, c) = \angle(c, a, b) \). \( \triangle(b, a, c) = L(a, b) \cup L(b, c) \cup L(c, a) \subset \mathbb{R}^2 \) denotes the triangle with three vertices \( a, b, \) and \( c \).

Furthermore, we need to introduce a partition point which partitions an intersection circle into sectors. A partition point corresponds to a closest point on an intersection circle (See Section 3.3.1 for the definition of a closest point) except for the special case where there are infinite number of closest points on an intersection circle. The special case is given as follows. Suppose that a connected segment of an obstacle boundary is on an arc of an intersection circle. In this case, all points on the connected segment correspond to infinite number of closest points. However, among infinite number of closest points on the connected segment, two end points of this connected segment are chosen as two partition points on this intersection circle.

In Figure 39, we illustrate the case where each intersection circle has three partition points and infinite number of closest points. In this figure, one circular obstacle \( O_i \) is enclosed by \( O_M \). Obstacle boundaries are plotted as bold curves. See that six intersection circles are tangential to \( O_i \). Each intersection circle has three partition points, and these partition points form three sectors with identical central angle \( 2\pi/3 \).

**Lemma 9.** Every obstacle, except for \( O_M \), in \( W \) has a hexagonal Voronoi cell if the following conditions are satisfied:
Figure 39: Illustration of one obstacle $O_i$ enclosed by $O_M$. Obstacle boundaries are plotted as bold curves. To make a hexagonal Voronoi cell, one obstacle $O_i$ has a circular shape and $O_M$ has a symmetric shape surrounding $O_i$.

1. each obstacle, except for $O_M$, has an identical circular shape.

2. for every intersection in $W$, the intersection circle has three partition points with identical radius. On each intersection circle, three partition points form three sectors with identical central angle $2\pi/3$.

Proof. We organize our proof in two steps:

1. show that every Voronoi edge on $\partial V(O_i)$, where $i \neq M$, is a straight line with identical length.

2. show that the number of intersections on $\partial V(O_i)$, where $i \neq M$, is 6.

1. We prove that every Voronoi edge on $\partial V(O_i)$ where $i \neq M$ is a straight line of identical length. We label the intersections on $\partial V(O_i)$ in the counterclockwise direction as $P_{i,1}, P_{i,2}, \ldots P_{i,N}$ where $N$ is the number of intersections on $\partial V(O_i)$.

Consider a Voronoi edge connecting two points $P_{i,n}$ and $P_{i,n+1}$. We prove that the Voronoi edge connecting $P_{i,n}$ and $P_{i,n+1}$ is $L(P_{i,n}, P_{i,n+1})$. Suppose that the Voronoi edge is shared by $V(O_i)$ and $V(O_k)$ where $k \neq i$. See Figure 40 for illustration. In this figure, circular obstacles $O_i$ and $O_k$ have the identical radius $R$. Let $C_i$ and $C_k$ denote the center of $O_i$ and $O_k$ respectively.
If \( L(P_{i,n}, P_{i,n+1}) \) passes through the center of \( L(C_i, C_k) \) normal to \( L(C_i, C_k) \), then the points on \( L(P_{i,n}, P_{i,n+1}) \) are equidistant from the two points \( C_i \) and \( C_k \). Furthermore, the points that are equidistant from \( C_i \) and \( C_k \) are equidistant from \( O_i \) and \( O_k \), since both \( O_i \) and \( O_k \) have the identical radius \( R \). In short, if \( L(P_{i,n}, P_{i,n+1}) \) passes through the center of \( L(C_i, C_k) \) normal to \( L(C_i, C_k) \), then the points on \( L(P_{i,n}, P_{i,n+1}) \) are equidistant from two obstacles \( O_i \) and \( O_k \), i.e., the Voronoi edge connecting \( P_{i,n} \) and \( P_{i,n+1} \) is \( L(P_{i,n}, P_{i,n+1}) \).

It remains to prove that \( L(P_{i,n}, P_{i,n+1}) \) passes through the center of \( L(C_i, C_k) \) normal to \( L(C_i, C_k) \). Since a circular obstacle and an intersection circle are tangential to each other, we can draw \( L(P_{i,n}, C_i) \) such that one partition point for \( P_{i,n} \) is on \( L(P_{i,n}, C_i) \), as illustrated in Figure 40. Similarly, we can draw three line segments: \( L(P_{i,n}, C_k) \), \( L(P_{i,n+1}, C_i) \), and \( L(P_{i,n+1}, C_k) \). The length of each line segment is \( R + R_v \), where \( R_v \) is the radius of an intersection circle. In this way, we draw a rhombus, a quadrilateral whose four edges all have identical length \( R + R_v \), with four vertices \( P_{i,n}, C_i, P_{i,n+1}, C_k \). The rhombus is plotted with bold line segments in Figure 40. Using the properties of a rhombus, we get \( \angle(C_k, P_{i,n}, P_{i,n+1}) = \angle(C_i, P_{i,n+1}, P_{i,n}) = \ldots \)
\[ \angle(C_i, P_{i,n}, P_{i,n+1}) = \angle(C_k, P_{i,n+1}, P_i,n). \] Also, \( \angle(C_k, P_{i,n}, C_i) = \angle(C_i, P_{i,n+1}, C_k) = 2\pi/3 \), since three partition points of \( P_{i,n} \) (or \( P_{i,n+1} \)) form three sectors with identical central angle \( 2\pi/3 \). Hence, we get \( \angle(C_k, P_{i,n}, P_{i,n+1}) = \angle(C_i, P_{i,n}, P_{i,n+1}) = \pi/3 \), which implies that both \( \triangle(C_k, P_{i,n+1}, P_i,n) \) and \( \triangle(C_i, P_{i,n+1}, P_{i,n}) \) are equilateral triangles. Since \( \triangle(C_k, P_{i,n+1}, P_i,n) \) and \( \triangle(C_i, P_{i,n+1}, P_{i,n}) \) are equilateral triangles, \( L(P_{i,n}, P_{i,n+1}) \) passes through the center of \( L(C_i, C_k) \) normal to \( L(C_i, C_k) \).

2. We prove that the number of intersections on \( \partial V(O_i) \), where \( i \neq M \), is 6. For all \( l \leq N \), \( \angle(P_{i,l}, C_i, P_{i,l+1}) = \pi/3 \), since \( \triangle(C_i, P_{i,l+1}, P_{i,l}) \) is an equilateral triangle. Notice that \( \frac{2\pi}{\pi/3} = 6 \). Hence, there exist 6 intersections on \( \partial V(O_i) \) where \( i \neq M \).
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