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A periodic structure consists of spatially repeating unit cells. From man-made multi-span bridges to naturally occurring atomic lattices, periodic structures are ubiquitous. The periodicity can be exploited to generate frequency bands within which elastic wave propagation is impeded. A limitation to the linear periodic structure is that the filtering properties depend only on the structural design and periodicity which implies that the dispersion characteristics are fixed unless the overall structure or the periodicity is altered.

The current research focuses on wave propagation in nonlinear periodic structures to explore tunability in filtering properties such as bandgaps, cut-off frequencies and response directionality. The first part of the research documents amplitude-dependent dispersion properties of weakly nonlinear periodic media through a general perturbation approach. The perturbation approach allows closed-form estimation of the effects of weak nonlinearities on wave propagation. Variation in bandstructure and bandgaps lead to tunable filtering and directional behavior. The latter is due to anisotropy in nonlinear interaction that generates low response regions, or “dead zones,” within the structure.

The general perturbation approach developed has also been applied to evaluate dispersion in a complex nonlinear periodic structure which is discretized using Finite Elements. The second part of the research focuses on wave dispersion in strongly nonlinear periodic structures which includes pre-compressed granular media as an example. Plane wave dispersion is studied through the harmonic balance method and it is shown that the cut-off frequencies and bandgaps vary significantly with wave amplitude. Acoustic wave beaming phenomenon is also observed in pre-compressed two-dimensional hexagonally packed granular media. Numerical simulations of wave
propagation in finite lattices also demonstrated amplitude-dependent bandstructures and
directional behavior so far observed.
CHAPTER I

INTRODUCTION

1.1 OVERVIEW

The present research focuses on the wave propagation in nonlinear periodic structures to explore tunable filtering properties. The following section first introduces the periodic structures along with some definitions and examples. Next, the filtering properties such as bandgaps, propagation and attenuation properties are described along with the literature review on the analysis and applications of periodic structures based on linear models. Wave filtering properties of periodic structures enable them to act as mechanical band-pass filters, vibration isolators, wave-guides and resonators. Although a number of interesting wave properties are exhibited by linear periodic media, the existence of complex wave phenomenon such as solitary wave, discrete breathers, wave localization motivated the study of wave propagation in nonlinear periodic media. The present research classifies the nonlinear periodic structures into weakly and strongly nonlinear based on the strength of nonlinearity. Next, the literature review and the analysis of weakly nonlinear periodic structures followed by the background study and properties of strongly nonlinear periodic media are presented. Research studies on tunable periodic structures are also mentioned and the motivations for the present research are detailed. Research objectives and the contributions of the present work to the existing knowledge on wave propagation in nonlinear periodic media are highlighted and finally, the chapter concludes with the organization of the present research.
1.2 PERIODIC STRUCTURES

A periodic structure consists of a number of identical structural elements, also termed as periodic elements, which are joined together end-to-end and/or side-to-side to form the whole structure. Periodic structures can be man-made and can exist naturally at a wide range of length-scales. Examples range from the lumped parameter systems with discrete masses such as atomic lattices of pure crystals in which atoms are held together by inter-atomic elastic forces to the engineering structures such as multi-storey buildings, stiffened plates and shells, multi-span bridges, multi-layer composites, etc… (Figure 1).

![Graphene sheet and Truss bridge](image)

Figure 1: (a) Graphene sheet - A two dimensional hexagonal periodic lattice at molecular level (b) Truss bridge - A periodic structure at macro level

Throughout the life of the structure, a wide range and variety of time-dependent forces acting on these structures generate vibrations whose levels should be controlled to prevent any catastrophic damage. For some applications, response amplitude can be an important criterion but for others, it can be energy transmission from source to the point of interest. Depending on the design of the unit cell, structural periodicity can be exploited to generate frequency bands in which elastic waves do not propagate through the structure thus enabling periodic structures to act as wave-guides, vibration isolators and resonators.
The structural design of the periodic element or the unit cell which forms the periodic structure determines the filtering properties exhibited by the structure. The frequency band in which the structure allows the waves to propagate is called propagation zone (PZ) and the frequency range within which the wave attenuates and propagation ceases to exist is defined as attenuation zone (AZ). The attenuation generated in AZ is not due to the presence of any dissipation in the structure but due to the internal reflection of waves caused by the periodicity. The frequency range between two PZs in which waves do not propagate can be termed as a bandgap [1]. Figure 2a shows a periodic structure formed by hollow metal tubes which exhibits a sonic band gap at a frequency 1.67 KHz as demonstrated by the sound attenuation diagram (Figure 2b) [2].

Figure 2: (a) Periodic structure formed by hollow metal tubes and air (b) Sound attenuation exhibited by structure as the first peak at 1.67 KHz corresponds to maximum attenuation of sound (sonic band gap) [2]

Lord Rayleigh first demonstrated the existence of such frequency bands in periodic structures in which the wave solutions do not exist [3]. Brillouin [1] detailed the historical background and motivation behind the study and analysis of wave propagation in periodic structures. References [4] and [5] provide a comprehensive study on the methods and techniques to investigate continuous periodic structures. As discussed
therein, a number of techniques exist for introducing bandgaps, such as strategically placed periodic inclusions and geometric discontinuities. Depending on the inclusions, geometry, and elastic properties, one can design for specific bandgaps [6]. Response to harmonic excitations determines the vibration characteristics of the structure and from a structural optimization standpoint, if there exists a control over mass distribution in a structure, a periodic structure forms the solution to an optimization problem where vibration transmission is minimal for a given frequency [7]. The periodicity and mass distribution is such that the frequency of vibration would fall into the bandgap of the formed periodic structure. Wave filtering properties such as bandgaps allow periodic structures to behave as acoustic filters, wave guides and resonators. For example, Figure 3 shows a z-shaped wave guide formed by a periodic structure. The rest of the structure without z-channel is designed such that the frequency of vibration falls into the bandgap but the same frequency is within the propagation zone of the structure which forms the z-channel. Hence, a wave guide allows the vibration energy to be transferred from one point to other depending on the design of the guide.

Figure 3: Wave propagation in a z-shaped wave guide formed by periodic structure
The current research on periodic structures focuses on the theoretical predictions and experimental estimation of bandgaps. The piling dimension also plays an important role in characterizing a periodic structure. A number of structures can be considered as one-dimensional [8]. Experimental and theoretical analysis of band gap in a string mass chain has been documented in [9] where authors apply normal-mode and pulse analysis to determine eigenfrequencies of the chain. Diez et al. [10] report experimental study of acoustic stopband in one-dimensional grating fabricated on an optical fiber. Closed form wave solutions using transfer matrix approach in finite one-dimensional locally periodic structures (structure where the periodic elements exist within a finite domain of the structure but do not repeat continuously to form the whole structure) has been reported in [11].

Analysis of wave propagation in two- and three-dimensional periodic structures is also documented by Brillouin [1]. There exist a number of techniques to study dispersion in two- and three-dimensional periodic structures such as finite elements (FEM) [12] in which authors utilize unit cell meshing and Bloch-Floquet boundary conditions. Other works e.g. Refs [13, 14] also have demonstrated the application of finite elements to predict wave propagation in periodic media. Other approximate methods such as Galerkin’s method [15, 16] and computational techniques such as related Rayleigh theory [17], plane wave expansion [18] and multiple scattering method [19, 20] have also been applied to predict the gaps in elastic band structures. Apart from bandgaps, spatial filtering and wave directional properties are also important characteristics of periodic structures. For example, Ruzzene et al. [21] examine wave propagation in cellular structures and illustrated the wave beaming phenomenon, whereby propagation is limited to certain directions within the lattice. Similarly the spatial filtering of two dimensional, reticulated cellular structures such as triangular, square, hexagonal and Kagomé lattices is documented in [22]. Periodic inclusion of auxetic honeycomb structures are proposed as an effective way to generate impedance mismatch sufficient to stop the waves to
propagate in sandwich beams and plates in [23]. Kohrs and Petersson [24] document wave beaming in lightweight plates with truss-like cores with periodicity in one direction. Langley [25] studied the response of a linear two-dimensional periodic structure subject to point harmonic forcing using a spring mass model. Spring mass models provide a convenient setting for visualizing and modeling periodic structures which can easily include nonlinearities, damping and imperfections and the same time qualitatively capture wave phenomenon [26]. Low response regions or dead zones appear if the excitation frequency is within a frequency band, termed as caustic band [25]. The frequency range for caustics to appear depends on non-isotropic mass and stiffness properties. Caustics are responsible for wave beaming phenomenon as the vibratory response within a caustic band of a structure is in general characterized by the directions with very low response and directions with very high response. The associated low response regions suggest that the structure can be designed to act as a spatial filter through a combination of stop bands and wave directionality. Later, Langley and Bardell [27] investigated wave beaming phenomenon in a complex two-dimensional periodic structure, such as a beam grillage. The finite element method is employed to predict the response theoretically and the results are verified experimentally.

The aforementioned research on the wave propagation in periodic structures is primarily based on linear structural models. Although periodic structures under the assumption of linearity possess a range of interesting wave propagation properties, nonlinear periodic structures due to their inherent complexity may exhibit rich wave transmission properties which can be exploited for the design of novel devices based on the concept of periodic structure.

1.4 NONLINEAR PERIODIC STRUCTURES

A number of physical systems arising in different scientific areas such as optics, crystallography, chemistry and mechanics can be modeled as periodic chains. The
literature on wave propagation in nonlinear periodic media is sparse and as most of the structures are inherently nonlinear and it is important to investigate the effect of such nonlinearities on the wave propagation characteristics such as wave speed, cut-off frequencies etc… Depending on the strength of nonlinearity, the relevant literature can be classified as investigating weakly and strongly nonlinear periodic structures. Magnitude of nonlinearity plays an important role in determining the kind of solutions the structure would support. From the analysis standpoint, the approach to solving dispersion in weakly nonlinear systems can be significantly different from that of strongly nonlinear systems.

1.4.1 WEAKLY NONLINEAR PERIODIC STRUCTURES
A periodic structure can be inherently nonlinear due to the nature of interaction of a periodic element with its neighboring ones. In some cases, the nonlinear restoring forces are of an order of magnitude less than the linear restoring forces and the system can be formulated as a weakly nonlinear system. For example, a strongly nonlinear system such as simple pendulum acting under gravity can be modeled as a weakly nonlinear problem near the state of equilibrium [28]. Several perturbation techniques have been applied for predicting wave propagation in weakly nonlinear continuous systems, as detailed in standard texts on nonlinear vibration theory [28]. However, discrete nonlinear systems have received far less attention. In the engineering literature concerning the subject, most researchers replace the discrete system with a continuous one, implying that the studied wavelengths are much larger than the repeating periodic unit. Although this assumption is reasonable for studying lattice vibrations where the element length is far less than the wavelength, mechanical structures often are too large to be considered as a continuum. Vakakis and King [29] studied an infinite chain of mono-coupled nonlinear oscillators by invoking a continuum approximation and then employing a multiple-scales analytical technique. For waves in the attenuation zone, which are assumed to have synchronous motion, the concept of a “nonlinear normal mode” is applied to examine the response and
to show that the bounding frequencies are amplitude-dependent. Similar to the idea of linear mode, the concept of nonlinear normal mode (NNM) was first developed by Rosenberg [30] for conservative and symmetric nonlinearities. Later the concept was applied to study vibrations in nonlinear structural dynamical problems [31] and a comprehensive review of the research in this area is detailed by Vakakis [32].

Chakraborty and Mallik [33] applied a perturbation analysis to find the bounding frequencies for harmonic waves in a weakly nonlinear mono-atomic cubic chain. They showed that the limiting frequencies can be derived by studying a single nonlinear element. Interactions of harmonic waves in a semi-infinite chain, nonlinear modes, and natural frequencies of finite chain and cyclic chains were also presented. Other studies have employed analysis methods not requiring perturbation. For example, the “nonlinear mapping technique” has been used to determine the pass bands in a discrete chain of nonlinear Hamiltonian oscillators [34]. A nonlinear transformation matrix is found in terms of the amplitude and nonlinearity parameters, and a linear stability analysis of its period-q orbit Jacobian leads to the system dispersion relations. In another study [35], a one-dimensional periodic chain with attached nonlinear pendulums has been examined using an invariant manifold approach. The authors demonstrate that this weakly nonlinear periodic system contains an invariant manifold capturing slow dynamics, while fast dynamics appear as slow-manifold perturbations. For weak coupling, it is shown that nonlinear traveling and attenuating waves exist in this slow invariant manifold, allowing the wave dispersion to be approximated analytically. Localization and solitary wave phenomenon is also observed in weakly nonlinear periodic structures [36].

Filtering properties of a linear periodic chain with attached nonlinear damped oscillators have also been investigated using the harmonic balance method [37]. Bandgaps are generated around the resonant frequencies of the attached mass-damper systems. The researchers document low-frequency bandgaps which depend on displacement amplitude and nonlinearity.
1.4.2 STRONGLY NONLINEAR PERIODIC STRUCTURES

A number of physical systems such as Hertzian chains are strongly nonlinear periodic media and there exist a number of different wave phenomena such as solitary waves and solitons [38], response localization and other chaotic responses that are supported by strongly nonlinear periodic structures. Sievers and Takeno [39] report localization phenomenon occurring in a pure anharmonic lattice. The localized mode properties are shown to be equivalent to the localized mode of a defective harmonic lattice. Vakakis, King and Pearlstein [40] show that localization occurs in a periodic system with weakly coupled or strongly nonlinear oscillators. During localization, response is confined to a limited sub-domain while the remainder of the system domain oscillates with relatively low amplitudes. The authors also demonstrate that the localized modes are weak if the interaction is weak and the modes get stronger (high amplitude) if the nonlinear interaction is strong.

Strongly nonlinear periodic structures such as uncompressed granular media admit solitary wave propagation [41]. Daraio and Nesterenko et al. [42] demonstrated experimentally that one-dimensional nonlinear phononic crystals formed by chains of viscoelastic PTFE (polytetrafluoroethylene) as well as elastic (stainless-steel) beads exhibit significant wave speed tunability by varying the induced preload. Significant work has been reported in literature that demonstrates unique wave transmission properties and the response of two-dimensional strongly nonlinear periodic lattices. For example, Alejandro [43] demonstrated light beam localization and trapping in nonlinear two-dimensional periodic waveguide via defect modes. Similarly, Feng and Kawahara [44] report the properties of spatial localization (discrete breathers) in two dimensional nonlinear structures modeled as FPU (Fermi-Pasta-Ulam) and DNLS (Discrete NonLinear Schrödinger) lattices. Sreelatha and Joseph [45] have shown solitary wave solutions existing in a two-dimensional nonlinear lattice characterized by weak quadratic and cubic stiffness properties. W. Duan et al. [46] report dispersion of harmonic wave in
a continuous nonlinear two-dimensional lattice. Using a Taylor series expansion and a simple perturbation in displacement, they obtain dispersion relations as well as coupled Korteweg de Vries (KdV) equations. For a symmetric case, three different solitons are shown to exist and dispersion properties resulting from various inter-mass potentials such as Toda, Morse and LJ are investigated. It is evident that a nonlinear periodic structure depending on its physical and structural properties is capable of supporting multiple wave solutions, but the present thesis focuses on analyzing the influence of nonlinearity and wave amplitude on the dispersion properties of plane waves in a periodic structure.

1.5 TUNABLE PERIODIC STRUCTURES

A major limitation of a linear periodic structure is that the filtering properties depend only on the structural design and the periodicity which implies that the dispersion characteristics are fixed unless the overall structure or the periodicity is altered. For example, Goffaux and Vigneron [47] controlled phononic bandgaps by altering the geometry of the system. A particular case of a set of parallel solid square-section columns distributed in air on a square lattice is considered and it is shown that the rotation of the columns altered the bandstructure by modifying bandgap widths. Yeh [48] demonstrated tunable bandgaps by application of electrorheological material, defined as the material whose physical properties depend on the applied electric field. Therefore by varying the applied electric field, the phononic crystal exhibited tunability in the bandgaps. Robillard et.al [49] applied magnetostrictive materials to achieve contactless control over phononic bandgaps by varying the applied magnetic field. The authors demonstrated a transmission switch as an example application based on the tunability in filtering properties of the magneto-elastic periodic structure. In the research mentioned above, the physical parameters of the periodic structure have been modified through external sources of control such as application of magnetic or electric fields to achieve tunability in bandstructure. One of the major motivations behind the present research is to explore if
tunability of dispersion properties can be achieved through the influence of nonlinearity in periodic structures.

1.6 MOTIVATIONS

◊ One of the major motivations of the research is to examine the wave propagation in a periodic structure whose dynamics are governed by nonlinear force interaction. The effect of nonlinearities could play an important role in determining the wave propagation characteristics.

◊ To explore the dependence of wave amplitude on the dispersion properties: Depending on how the force interaction varies according to the element displacement the wave propagation properties could significantly be affected by the wave amplitude.

◊ By exploiting the influence of nonlinear dynamics on propagation characteristics, is it possible to affect the filtering properties of a periodic structure such as controlling bandgaps and cutoff frequencies.

◊ With the influence of nonlinearities and wave amplitude, would it also be possible to explore tunable response of periodic structure and achieve control over wave directional behavior and focusing capabilities?

1.7 RESEARCH OBJECTIVES

Given the motivations above, the objectives of the thesis are:

1) To evaluate the influence of nonlinearity and wave amplitude on the dispersion properties

2) To examine the effect of nonlinearity on the bandstructures exhibited by the periodic structures

3) To explore tunable filtering through bandgaps and response directionality
To accomplish the objectives, the work first employs analytical methods such as perturbation analysis and harmonic balance methods to treat nonlinear systems in obtaining approximate closed-form dispersion relationships. Next, numerical analysis is followed to validate the analytical predictions using numerical integration techniques.

1.8 RESEARCH CONTRIBUTIONS

Achievement of the objectives mentioned above led to the following original contributions in this work:

◊ A novel perturbation methodology which handles an infinite set of difference equations eliminating the need to replace discrete setting with continuous one;
◊ An asymptotic approach to analyze the wave propagation in discrete weakly nonlinear periodic structures which allows for a solution of higher-order dispersion relationships;
◊ Determination of closed form analytical expressions of dispersion relations for weakly nonlinear periodic lattices;
◊ Prediction of amplitude-dependent bandgaps and tunable wave directional behavior in two-dimensional nonlinear periodic structures;
◊ Demonstrating significant shift in cut-off frequencies with respect to the wave amplitude exhibited by strongly nonlinear granular chains using harmonic balance method;
◊ Acoustic wave beaming phenomenon in two-dimensional hexagonal granular packing;

1.9 ORGANIZATION OF THE WORK

Analytical tools such as linear dispersion analysis, perturbation approach and harmonic balance technique to evaluate the dispersion in nonlinear periodic lattices is presented in Chapter 2. The chapter introduces a general arrangement of the nonlinear periodic
structure for which the analytical tools can be applied. Using a general perturbation approach, Chapter 3 details the dispersion properties of the one-dimensional weakly nonlinear chains. The analysis is extended to propose the application to conceptual devices exploiting depicting tunable filtering properties. Chapter 4 documents the dispersion analysis of two-dimensional weakly nonlinear lattices. Band structures of some example lattices are detailed and group-velocity analysis is presented to predict amplitude-dependent wave directionality. The response of finite nonlinear lattice is also evaluated through numerical integration of equations of motion to validate the analytical predictions. Chapter 5 presents the application of perturbation approach to a more complex weakly nonlinear periodic structure which is discretized using Finite Elements to predict amplitude dependent band diagrams. Chapter 6 details the application of the harmonic balance method to evaluate the dispersion of strongly nonlinear periodic structures. The chapter focuses on both one-dimensional and two-dimensional granular media in which the nonlinearity is due to the geometry of contacting granules. Future work and opportunities for subsequent research are proposed in Chapter 7.
CHAPTER II

DISPERSION ANALYSIS OF PERIODIC STRUCTURES

2.1 OVERVIEW

The present chapter details the analytical tools necessary to predict the dispersion in periodic lattices. First, the geometry of a general two-dimensional periodic lattice is described. Linear dispersion analysis is presented next and some of the tools presented in this section are utilized to analyze nonlinear problem. A perturbation approach to predict the dispersion in weakly nonlinear periodic structures is detailed. Next, the harmonic balance method is presented to estimate dispersion in strongly nonlinear periodic structures along with an algorithm for numerical implementation.

2.2 GEOMETRY DESCRIPTION

Consider a two-dimensional (2D) lattice consisting of the periodic arrangement of identical unit cells assembled to cover a portion of the $x_1,x_2$ plane. In this work, the unit cells feature lumped masses interacting through linear restoring forces. The analysis approach presented in what follows however applies to a general domain discretized through a Finite Element scheme, whose behavior is described in terms of mass and stiffness matrices, and of vectors of interaction forces. Although a 2D formulation is presented in the analysis, the theory can be easily applied to 1D system as a particular case.

The periodicity of the lattice is defined by the primitive lattice vectors $\mathbf{a}_1$ and $\mathbf{a}_2$ which form the basis for the periodic lattice. The position of the $i^{th}$ mass of the unit cell at location $n_1,n_2$ can be expressed as follows,
\[ r_{n_1,n_2}^{(i)} = r_i + r_{n_1,n_2}, \]  
(2.1)

where \( r_{n_1,n_2}^{(i)}, r_i \) respectively define the location of the mass in the global coordinate system \( x_1,x_2 \), and in a local frame of reference on the cell under consideration (Figure 4)). Local and global coordinates are related by the vector,

\[ r_{n_1,n_2} = n_1 a_1 + n_2 a_2 \]  
(2.2)

which defines the location of the unit cell through the integer pair \( n_1,n_2 \). In here and in the following the notation utilizes lower case, bold letters for vectors, and capitalized bold letter for matrices.

Figure 4: Schematic of a generalized two-dimensional periodic structure and considered system of reference.

Let \( k \) denote the wave vector \([1]\) which can be expressed in the reciprocal basis,

\[ k = \mu_1 b_1 + \mu_2 b_2, \]  
(2.3)

where \( b_1, b_2 \) define the unit cell of the reciprocal lattice, and are given by,
\[ b_1 = \frac{1}{a} (a_2 \times e); \quad b_2 = \frac{1}{a} (e \times a_1), \] 

(2.4)

with \( a = \|a_1 \times a_2\| \), and \( e = \frac{1}{a} (a_1 \times a_2) \). The definitions of the reciprocal lattice vectors imply that

\[ a_i \cdot b_j = \delta_{ij}, \quad i, j = 1, 2, \]

(2.5)

where \( \delta \) is the Kronecker delta.

2.3 EQUATIONS OF MOTION FOR UNIT CELL

The dynamic behavior of the cell is described by the vector of generalized displacements \( u_{n_1,n_2} = [u_1 \ u_2 \ u_3 \ \ldots \ u_{N-1} \ u_N]^T \). Without loss of generality, it is assumed that the unit cell contains \( N \) masses each having a single degree of freedom. To analyze the dispersion in a periodic structure, the dynamics of a unit cell is sufficient to capture the behavior of the whole structure. Equations of motion representing the dynamics of the unit cell are obtained by considering a nine-cell assembly as shown in Figure 5.

Figure 5: A schematic describing a 9-cell assembly of periodic elements separated from the whole structure along with internal forces on the boundary.
Let $\mathbf{M}$ and $\mathbf{K}$ denote the mass and stiffness matrices of the 9-cell assembly, $\mathbf{f}^{int}$ as shown in Figure 5 denotes the internal force on the boundary of the 9-cell assembly due to its separation from the whole structure and let $\mathbf{f}^{ext}$ represent the external forcing on the whole assembly (not shown in Figure 5). Let $\mathbf{u}$ denote a vector containing all the generalized coordinated representing the 9-cell assembly, then the equations of motion representing the discretized model of 9-cell assembly can be written as,

$$
\mathbf{M} \frac{d^2 \mathbf{u}}{dt^2} + \mathbf{K} \mathbf{u} = \mathbf{f}^{int} + \mathbf{f}^{ext}.
$$

(2.6)

Equation (2.6) represents the equations of motion governing the behavior of the generalized coordinates of the 9-cell assembly. To analyze wave propagation, one needs to arrive at the equations of motion representing the dynamics of unit cell $n_1, n_2$ capturing all the force interactions within the unit cell and with the neighboring cells. This is accomplished by further discretizing and identifying the generalized coordinates in the displacement vector $\mathbf{u}$. The displacement vector $\mathbf{u}$ can be written as,

$$
\mathbf{u} = \begin{bmatrix}
    u_{n_1-1,n_2-1} \\
    u_{n_1,n_2-1} \\
    u_{n_1+1,n_2-1} \\
    u_{n_1-1,n_2} \\
    u_{n_1,n_2} \\
    u_{n_1+1,n_2} \\
    u_{n_1-1,n_2+1} \\
    u_{n_1,n_2+1} \\
    u_{n_1+1,n_2+1}
\end{bmatrix}.
$$

(2.7)

Note that the internal force as shown in Figure 5 can be expressed as,

$$
\mathbf{f}^{int} = \begin{bmatrix}
    f^{int}_{n_1-1,n_2-1} \\
    f^{int}_{n_1,n_2-1} \\
    \vdots \\
    0 \\
    \vdots \\
    f^{int}_{n_1,n_2+1} \\
    f^{int}_{n_1+1,n_2+1}
\end{bmatrix}.
$$

(2.8)
where \( f_{n_1,n_2}^{int} = 0 \) implying that the internal forces on the unit cell at \( n_1, n_2 \) are zero due to the fact that these forces cancel out. The mass matrix \( \hat{M} \in \mathbb{R}^{9N \times 9N} \), with \( N \) denoting the degrees of freedom of the unit cell. For a lumped mass model, the mass matrix \( \hat{M} \) can be expressed in a \( 9 \times 9 \) block diagonal matrix form where each block is a sub-matrix of dimensions \( N \times N \) described by Eq. (2.9).

\[
\hat{M} = \begin{bmatrix}
M^{-1,-1} & M^{0,-1} & 0 & \cdots & 0 \\
M^{0,-1} & M^{0,-1} & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & M^{0,0} & \cdots \\
\cdots & \cdots & \cdots & \cdots & M^{1,1}
\end{bmatrix}.
\quad \text{(2.9)}
\]

The stiffness matrix \( \hat{K} \) can also be partitioned into \( 9 \times 9 \) block diagonal matrix in a similar way to the mass matrix and can be expressed in the following way,

\[
\hat{K} = 
\begin{bmatrix}
K_{1}^{-1,-1} & K_{1}^{0,-1} & 0 & K_{1}^{-1,0} & K_{1}^{0,0} & 0 & 0 & 0 & 0 \\
K_{1}^{0,-1} & K_{1}^{0,0} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
K_{5}^{-1,-1} & K_{5}^{0,-1} & K_{5}^{-1,0} & K_{5}^{0,0} & K_{5}^{-1,0} & K_{5}^{0,0} & K_{5}^{-1,0} & K_{5}^{0,0} & K_{5}^{-1,0} \\
\vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & 0 & K_{9}^{0,0} & K_{9}^{0,0} & 0 & K_{9}^{0,1} & K_{9}^{0,1}
\end{bmatrix}.
\quad \text{(2.10)}
\]

\[
\hat{f}^{ext} = 
\begin{bmatrix}
\hat{f}_{n_1-1,n_2-1}^{ext} \\
\hat{f}_{n_1,n_2-1}^{ext} \\
\vdots \\
\hat{f}_{n_1,n_2}^{ext} \\
\vdots \\
\hat{f}_{n_1,n_2+1}^{ext} \\
\hat{f}_{n_1+1,n_2+1}^{ext}
\end{bmatrix}.
\quad \text{(2.11)}
\]

The external force vector can be partitioned as \( 9 \times 1 \) block vector where each element is a sub-vector of dimensions \( N \times 1 \) as shown in Eq. (2.11). A slight change in notation is
introduced: $M^{(0,0)}$ and $K^{(p,q)}_5$ are replaced by $M$ and $K^{(p,q)}$ respectively $\forall p, q = -1,0,1$.

Using Eqs. (2.8) - (2.11), the equations of motion for the unit cell $n_1, n_2$ which comprises of the generalized coordinates $u_{n_1,n_2}$ can be written in a general and compact form as,

$$
M \frac{d^2 u_{n_1,n_2}}{dt^2} + \sum_{p,q=-1,0,1} K^{(p,q)} u_{n_1+p,n_2+q} = f^\text{ext}_{n_1,n_2}(t),
$$

(2.12)

The non-dimensional time $\tau = \omega t$ is introduced to transform Eq. (2.12) into,

$$
\omega^2 M \frac{d^2 u_{n_1,n_2}}{d\tau^2} + \sum_{p,q=-1,0,1} K^{(p,q)} u_{n_1+p,n_2+q} = f^\text{ext}_{n_1,n_2}(\tau).
$$

(2.13)

2.4 LINEAR DISPERSION ANALYSIS

Free wave motion in the lattice can be investigated through the solution of Eq. (2.13) in the absence of external forcing ($f^\text{ext}_{n_1,n_2}(\tau) = 0$). The dispersion properties of the lattice are obtained by imposing a solution of the kind,

$$
u_{n_1,n_2}(\tau) = u_0 e^{i (\mathbf{k} \cdot \mathbf{r}_{n_1,n_2} + \omega \tau)},
$$

(2.14)

which implies the application of Bloch theorem for the considered periodic medium [1]. Substitution of Eq. (2.14) into Eq. (2.13) leads to the solution of wave modes supported by the considered lattice. Using Eqs. (2.2), (2.3) and (2.5) the following relation can be arrived at,

$$
\mathbf{k} \cdot \mathbf{r}_{n_1,n_2} = \mu_1 n_1 + \mu_2 n_2,
$$

(2.15)

so that Eq. (2.14) can be rewritten as,

$$
u_{n_1,n_2}(\tau) = u_0(\mathbf{k}) e^{i (\mu_1 n_1 + \mu_2 n_2) + \omega \tau}.
$$

(2.16)

Equation (2.16) defines amplitude and phase relations for waves propagating from the cell at location $n_1, n_2$ to the cell at $n_1 \pm p, n_2 \pm q$, so that the following relation holds,
Equation (2.17) shows that the wave vector \( \mathbf{k} = \mu_1 \mathbf{b}_1 + \mu_2 \mathbf{b}_2 \) in a 2D lattice is a periodic function in the reciprocal lattice, i.e. \( \mathbf{k}' = \mathbf{k} + 2\pi(m_1 \mathbf{b}_1 + m_2 \mathbf{b}_2) \), \( m_1, m_2 \) being an integer pair. Hence, full representation of the dependency of the wave vector on frequency is obtained by investigating its variation over a single period. In a 2D lattice, the period corresponds to a region in the reciprocal lattice whose area equals the area of the reciprocal lattice’s unit cell, known as first Brillouin zone [1]. Any symmetry in the first Brillouin zone can be utilized to identify a sub-region, known as irreducible Brillouin zone, which is the smallest frequency/wavenumber space necessary to determine wave dispersion for a given lattice. Chapter 4 demonstrates irreducible Brillouin zones for a square mono-atomic lattice, diatomic lattice and mono-atomic lattice with inclusion.

Bloch conditions as expressed by Eqs. (2.16) and (2.17), can be enforced in the equation of motion of the unit cell (Eq. (2.13)) to give,

\[
\omega^2 \mathbf{M} \frac{d^2 \mathbf{u}_{n_1,n_2}(\tau)}{d\tau^2} + \left[ \sum_{p,q=-1}^{+1} \mathbf{K}(p,q) e^{i(\pm p \mu_1 \pm q \mu_2)} \right] \mathbf{u}_{n_1,n_2}(\tau) = 0,
\]

Equation (2.18) is further simplified using Eq. (2.16) to give,

\[
\left[ -\omega^2 \mathbf{M} + \sum_{p,q=-1}^{+1} \mathbf{K}(p,q) e^{i(\pm p \mu_1 \pm q \mu_2)} \right] \mathbf{u}_0(\mathbf{k}) e^{i(\mu_1 n_1 + \mu_2 n_2)} e^{i \tau} = 0,
\]

\[
\left[ -\omega^2 \mathbf{M} + \bar{\mathbf{K}}(\mathbf{k}) \right] \mathbf{u}_0(\mathbf{k}) = 0,
\]

where

\[
\bar{\mathbf{K}}(\mu_1, \mu_2) = \bar{\mathbf{K}}(\mathbf{k}) = \sum_{p,q=-1}^{+1} \mathbf{K}(p,q) e^{i(\pm p \mu_1 \pm q \mu_2)}.
\]

is denoted as the wavenumber-reduced stiffness matrix.

2.4.1 DISPERSION RELATIONS

Equation (2.20) represents an eigenvalue problem which defines the linear dispersion characteristics of the lattice. Typically, its solution is sought by imposing the wave vector
and solving for the frequency $\omega$ which leads to dispersion surfaces. The wave vector is set to vary within the first Brillouin zone so that complete information of the frequency/wavenumber relation is obtained. Alternatively, it is common practice to impose the components of the wave vector along the boundary of the first Brillouin zone [1]. This leads to 2D diagrams, called band diagrams, which effectively represent the basic features of the dispersion properties of the lattice, while requiring reduced amounts of computations.

The $j$-th branch of the linear dispersion relations is defined by the variation of the $j$-th eigenvalue of Eq. (2.20) in terms of the wave vector components,

$$\omega_j = \omega_j(k).$$

(2.22)

In the case of a 2D lattice, the dispersion relations are surfaces relating the frequency associated with the two components $\mu_1, \mu_2$ of the wave vector. The number of surfaces corresponding to a given pair $\mu_1, \mu_2$ is determined by the dimensions of the eigenvalue problem in Eq. (2.20), which correspond to the number of wave modes supported by the lattice. Mode polarization is described by the eigenvector $u_{0,j}(k)$ or the $j$-th wave mode. In the remainder of the paper, it assumed that the notation $u_{0,j}(k)$ denotes an eigenvector normalized to its highest component, so that,

$$\max\{u_{0,j}(k)\} = 1.$$  

(2.23)

The wave modes, as eigenvector of Eq. (2.20), satisfy the following orthogonality conditions,

$$u_{0,r}^H(k) M u_{0,j}(k) = m_r \delta_{r,j},$$

(2.24)

$$u_{0,r}^H(k) \tilde{K}(k) u_{0,j}(k) = k_r \delta_{r,j},$$

(2.25)

where $u_{0,r}^H$ denotes the complex conjugate transpose or the hermitian of $u_{0,r}$, $\delta_{r,j}$ is the kronecker delta, while $m_r$ and $k_r$ are scalar parameters given by,
Substituting the $j^{th}$ mode in Eq. (2.20) yields,

$$[-\omega_{0j}^2 M + \tilde{K}(k)]u_{0,j}(k) = 0,$$

and premultiplying by $u_{0,j}^H(k)$ gives,

$$[-\omega_{0j}^2 u_{0,j}^H(k)M_{0,j}(k) + u_{0,j}^H(k)\tilde{K}(k)u_{0,j}(k)] = 0.$$

For $r = j$, Eq. (2.29) reduces to

$$\omega_{0j}^2 m_j - k_j = 0$$

2.4.2 GROUP VELOCITY

The group velocity defines the way in which energy flows in the structure in response to an external perturbation. The group velocity is defined as the gradient of the dispersion surface [21, 50],

$$c_g = \nabla \omega(k).$$

The vector $k$ can be expressed in the reciprocal lattice space or Cartesian space and the gradient of the scalar dispersion relation results in a group velocity vector expressed in the same space. The dispersion relations for a 2D lattice can be represented as surfaces defining the frequencies associated with an assigned pair of wave vector components $\mu_1, \mu_2$. Such surfaces can be represented as iso-frequency contours, which effectively visualize the group velocity as a vector perpendicular to each frequency contour for the considered $\mu_1, \mu_2$ pair [21, 51]. This representation is effective at identifying preferential directions of wave propagation, or the existence of "forbidden directions" along which waves do not propagate. Of particular interest is the existence of "caustics", which are identified as cusps in the group velocity distributions of the kind
observed in anisotropic media [51, 52]. Such caustics are associated with strong energy focusing of the propagating wave packets, resulting from the interference of the various wave components propagating in the lattice plane. The group velocity patterns exhibited by some example lattices at various frequencies are discussed in Chapter 4 and the existence of low response regions within the lattice structures is demonstrated.

2.5 DISPERSION IN WEAKLY NONLINEAR PERIODIC STRUCTURES: A PERTURBATION APPROACH

2.5.1 EQUATIONS OF MOTION

Considering the 2D configuration of the lattice, and the assumption that each cell interacts nonlinearly with the eight neighboring units, the equation of motion for the considered cell can be expressed as follows,

\[
\sum_{p,q=-1,0,1} \left[ M^{(p,q)} \frac{d^2}{dt^2} u_{n_1+p,n_2+q} + K^{(p,q)} u_{n_1+p,n_2+q} \right] + \varepsilon f_{NL}(u_{n_1+p,n_2+q}) = f_{ext}^{n_1,n_2}(t) \tag{2.32}
\]

where \( f_{ext}^{n_1,n_2} \) is the vector of the generalized forces applied to the considered unit cell, while \( f_{NL}(u_{n_1+p,n_2+q}) \) defines the nonlinear interactions. In general, there exists nonlinear interaction within the degrees of freedom of unit cell. Also, the nonlinear interaction can exist among the degrees of freedom of the unit cell and the ones associated with neighboring cells. Therefore nonlinear force vector in Eq. (2.32) is expressed as a function of \( u_{n_1+p,n_2+q} \) \( \forall \ p, q = -1,0,1 \) which captures the nonlinear interactions within the reference unit cell and also the ones among the reference unit cell and the neighboring cells. The parameter \( \varepsilon \) determines the magnitude of nonlinear interaction in comparison with linear interactions. If \( \varepsilon \ll 1 \) then the nonlinear interactions are weak in comparison with linear restoring forces. For simplicity, lumped-
mass discretization is assumed, and the non-dimensional time \( \tau = \omega t \) is introduced to transform Eq. (2.32) into,

\[
\omega^2 M \frac{d^2 u_{n_1,n_2}}{d\tau^2} + \left[ \sum_{p,q=-1,0,1} K^{(p,q)} u_{n_1+p,n_2+q} \right] + \epsilon f_{NL}(u_{n_1\pm p,n_2\pm q}) = f_{ext}^{n_1,n_2}(\tau). 
\]  

(2.33)

2.5.2 PERTURBATION ANALYSIS

The present section details the perturbation method applied to solve for the dispersion in weakly nonlinear lattices \((\epsilon \ll 1)\). Equation (2.33) represents an open set of nonlinear difference equations and the solution procedure described here is different from traditional methods employed for weakly nonlinear systems.

The first step of the analysis involves the asymptotic expansion of displacement and frequency in a series form,

\[
u_{n_1,n_2} = u_{n_1,n_2}^{(0)} + \epsilon u_{n_1,n_2}^{(1)} + O(\epsilon^2),
\]  

(2.34)

\[\omega = \omega_0 + \epsilon \omega_1 + O(\epsilon^2),
\]  

(2.35)

The ordered equations are obtained by substituting Eqs. (2.34) and (2.35) into Eq. (2.33),

\[
\epsilon^0: \quad \omega_0^2 M \frac{d^2 u_{n_1,n_2}^{(0)}}{d\tau^2} + \sum_{p,q=1}^{+1} K^{(p,q)} u_{n_1+p,n_2+q}^{(0)} = f_{ext}^{n_1,n_2}(\tau),
\]  

(2.36)

\[
\epsilon^1: \quad \omega_0^2 M \frac{d^2 u_{n_1,n_2}^{(1)}}{d\tau^2} + \sum_{p,q=1}^{+1} K^{(p,q)} u_{n_1+p,n_2+q}^{(1)} = -2\omega_0 \omega_1 M \frac{d^2 u_{n_1,n_2}^{(0)}}{d\tau^2} - f_{NL}(u_{n_1,n_2}^{(0)}, u_{n_1\pm p,n_2\pm q}^{(0)}),
\]  

(2.37)

Analysis of the free wave motion is done by first obtaining the linear dispersion solution governed by \(\epsilon^0\) equation (Eq. (2.36)) in the absence of external forcing \(f_{ext}^{n_1,n_2}(\tau) = 0\) which follows exactly same procedure as outlined for the linear dispersion analysis. Identification of such modes and their substitution in the \(\epsilon^1\) equation (Eq. (2.37)) allows
evaluating the influence of nonlinearities on the wave propagation characteristics of the lattice.

2.5.3 NONLINEAR DISPERSION ESTIMATION THROUGH FIRST-ORDER CORRECTION

Nonlinear effects on dispersion are estimated through the substitution of the linear solution in the first order perturbation equation (Eq. (2.37)). The nonlinear correction to the dispersion properties are evaluated for each wave mode and corresponding frequency. Specifically, the following solution is imposed in Eq. (2.37),

\[
\mathbf{u}^{(0)}(\tau) = \frac{A_0}{2} \mathbf{u}_{0,j}(\mathbf{k}) e^{i \tau} + c. c.,
\]

where \(c. c\). denotes the complex conjugate, \(A_0\) defines the wave amplitude and \(\mathbf{u}_{0,j}(\mathbf{k})\) represents the normalized \(j\)-th complex wave mode for which the nonlinear correction needs to be evaluated for a specific wave vector \(\mathbf{k}\) and corresponding frequency \(\omega_{0,j}\). For simplicity and without loss of generality, Eq. (2.38) assumes that the study considers the reference cell at location \(n_1 = n_2 = 0\), whose motion is denoted by the simplified notation \(\mathbf{u}^{(0)}_{1,1} = \mathbf{u}^{(0)}\). Also in Eq. (2.38) such amplitude is determined by the initial conditions applied to the system, and their influence on the various wave modes. In the study of dispersion, \(A_{0,j}\) is considered as a parameter, whose effect on dispersion needs to be investigated.

Assuming a solution of the kind described by Eq. (2.38), the first order equation (Eq. (2.37)) may be written as,

\[
\omega_{0,j}^2 M \frac{d^2 u^{(1)}}{dt^2} + \sum_{p,q=-1}^{+1} K^{(p,q)} u^{(1)}_{p,q} = \\
\omega_{0,j} \omega_1 A_0 \mathbf{M} \mathbf{u}_{0,j}(\mathbf{k}) e^{i \tau} - f_{NL} \left( \mathbf{u}^{(0)}(\tau), \mathbf{u}^{(0)}_{\pm 1,\pm 1}(\tau) \right).
\]

The nonlinear term \(f_{NL}\) may be expressed as,
where it is assumed that the same nonlinear interaction occurs among all unit cell neighbors, and that such interaction is solely a function of the degrees of freedom within the unit cell and in the neighboring cells. The displacement of neighboring cells can be expressed as,

$$u_{p,q}^{(0)}(\tau) = \frac{A_0}{2} [u_{0,j}(k) e^{i(p\mu_1 + q\mu_2)} e^{i\tau} + c.c.]$$.  

(2.41)

Equations (2.38) and (2.41) show that both $u^{(0)}(\tau)$ and $u_{p,q}^{(0)}(\tau)$ are periodic functions in the variable $\tau \in [0, 2\pi]$. Hence, the function describing the nonlinear interactions is also periodic in $\tau$, i.e.:

$$f_{NL} \left( u^{(0)}(\tau), u_{p,q}^{(0)}(\tau) \right) = f_{NL} \left( u^{(0)}(\tau + 2\pi), u_{p,q}^{(0)}(\tau + 2\pi) \right)$$.

(2.42)

The nonlinear function of interaction $f_{NL}$ is dependent on the magnitude of the wave amplitude $A_0$ and on the complex wave mode $u_{0,j}(k)$, which is known and fixed at this stage of the analysis. Accordingly, $f_{NL}$ can be expressed in terms of the variables,

$$f_{NL} = f_{NL}(A_0, \tau)$$.  

(2.43)

Given the periodicity of the nonlinear expression, it is convenient to expand it in a Fourier series in the form,

$$f_{NL}(A_0, \tau) = \sum_{n=-\infty}^{+\infty} c_n(A_0) e^{int}$$

(2.44)

where

$$c_n(A_0) = \frac{1}{2\pi} \int_0^{2\pi} f(A_0, \tau) e^{-int} d\phi$$

(2.45)
For assigned values of the amplitude \( A_0 \), the \( n \)-th coefficient of the series \( c_n(A_0) \) is estimated through the integral in Eq. (2.45), which can be evaluated either analytically or numerically. Equation (2.39) can be written as,

\[
\omega_{0,j}^2 M \frac{d^2 u^{(1)}}{dt^2} + \sum_{p,q=-1}^{+1} K^{(p,q)} u^{(1)}_{p,q} = \omega_{0,j} A_0 M u_{0,j}(k) e^{i \tau} - \sum_{n=-\infty}^{+\infty} c_n e^{i n \tau} + c.c.
\]

(2.46)

The solution \( u^{(1)}(\tau) \) of Eq. (2.46) can be found by superimposing the various forcing terms on the right-hand side of the equation, therefore invoking the superposition principle. For simplicity, we first consider the excitation terms in \( e^{i \tau} \),

\[
\omega_{0,j}^2 M \frac{d^2 u^{(1)}}{dt^2} + \sum_{p,q=-1}^{+1} K^{(p,q)} u^{(1)}_{p,q} = \left[ \omega_{0,j} A_0 M u_{0,j}(k) - c_1(A_0) \right] e^{i \tau},
\]

(2.47)

which can be rewritten as,

\[
\omega_{0,j}^2 M \frac{d^2 u^{(1)}}{dt^2} + \sum_{p,q=-1}^{+1} K^{(p,q)} u^{(1)}_{p,q} = f_j e^{i \tau},
\]

(2.48)

where

\[
f_j = \omega_{0,j} A_0 M u_{0,j}(k) - c_1(A_0).
\]

(2.49)

The left hand side of Eq. (2.48) is similar to the zero\(^{th}\) order equation represented by Eq. (2.36). Therefore the homogenous solution of \( u^{(1)}(\tau) \) has the same form as a Bloch solution \( u^{(0)}(\tau) \) described by Eq. (2.38). Hence a “secular-Bloch” solution is assumed for \( u^{(1)}(\tau) \) which forms the solution to Eq. (2.48),

\[
u^{(1)}_{p,q}(\tau) = A_1 U_0(k) e^{i \tau} e^{i (p \mu_1 + q \mu_2)} + B_1 \tau U_0(k) e^{i \tau} e^{i (p \mu_1 + q \mu_2)} + c.c.
\]

(2.50)

Substituting Eq. (2.50) into Eq. (2.48) leads to the following,

\[
A_1 \left[ -\omega_{0,j}^2 M + \tilde{K}(k) \right] U_0(k) e^{i \tau} + 2i B_1 \omega_{0,j}^2 M U_0(k) e^{i \tau} + B_1 \tau [-\omega_{0,j}^2 M + \tilde{K}(k)] U_0(k) e^{i \tau} = f_j e^{i \tau},
\]

(2.51)
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where \( \mathbf{u}_0(k) = [\mathbf{u}_{0,1}(k), \mathbf{u}_{0,2}(k), \mathbf{u}_{0,3}(k), \ldots \mathbf{u}_{0,N}(k) ] \) is the matrix of the linear wave modes. Premultiplying by \( \mathbf{u}_0^H(k) \) results in the following,

\[
A_1\left[-\omega_{0,j}^2 \mathbf{u}_0^H(k) \mathbf{M} \mathbf{u}_0(k) + \mathbf{u}_0^H(k) \mathbf{\tilde{K}}(k) \mathbf{u}_0(k)\right] e^{i\tau} + 2iB_1 \omega_{0,j}^2 \mathbf{u}_0^H(k) \mathbf{M} \mathbf{u}_0(k) e^{i\tau} + B_1 \tau \left[-\omega_{0,j}^2 \mathbf{u}_0^H(k) \mathbf{M} \mathbf{u}_0(k) + \mathbf{u}_0^H(k) \mathbf{\tilde{K}}(k) \mathbf{u}_0(k)\right] e^{i\tau} = \mathbf{u}_0^H(k) \mathbf{f} e^{i\tau},
\]

(2.52)

Since \( \mathbf{M} \) and \( \mathbf{\tilde{K}}(k) \) are identical to those defining the linear dispersion problem (Eq. (2.20)) and given that \( \mathbf{u}_0(k) \) are the associated eigenmodes the orthogonality properties of the linear wave modes (Eqs. (2.26) and (2.27)) lead to a set of \( N \) uncoupled equations,

\[
A_1\left[-\omega_{0,j}^2 m_r + k_r\right] e^{i\tau} + 2iB_1 \omega_{0,j}^2 m_r e^{i\tau} + B_1 \tau \left[-\omega_{0,j}^2 m_r + k_r\right] e^{i\tau} = \mathbf{u}_{0,r}^H f_j e^{i\tau}, \quad \forall r = 1,2 \ldots N
\]

(2.53)

Specifically for \( r = j \),

\[
A_1\left[-\omega_{0,j}^2 m_j + k_j\right] e^{i\tau} + 2iB_1 \omega_{0,j}^2 m_j e^{i\tau} + B_1 \tau \left[-\omega_{0,j}^2 m_j + k_j\right] e^{i\tau} = \mathbf{u}_{0,j}^H f_j e^{i\tau}.
\]

(2.54)

Substituting Eq. (2.30) into the above equation leads to the elimination of first and third terms in the left hand side of the Eq. (2.54) which gives,

\[
2iB_1 \omega_{0,j}^2 m_j e^{i\tau} = \mathbf{u}_{0,j}^H f_j e^{i\tau},
\]

(2.55)

which finally leads to the expression for \( B_1 \),

\[
B_1 = -\frac{\mathbf{u}_{0,j}^H f_j}{2i\omega_{0,j}^2 m_j}
\]

(2.56)

Equation (2.56) implies that the “secular-Bloch” solution denoted by Eq. (2.50) satisfies Eq. (2.48). This solution grows unbounded in \( \tau \) and in order to avoid the occurrence of
such unbounded solution, one needs to impose $B_1 = 0$ which leads to the solvability condition,

$$u^H_{0,j}f_j = 0$$  \hspace{1cm} (2.57)

Equation (2.57) can be rewritten in extended form as,

$$u^H_{0,j}(k)[\omega_{0,j} \omega_1 A_0 Mu_{0,j}(k) - c_1(A_0)] = 0,$$  \hspace{1cm} (2.58)

which imposes a condition on the first order frequency perturbation which can be calculated as,

$$\omega_{1,j}(A_0, k) = \frac{u^H_{0,j}(k)c_1(A_0)}{\omega_{0,j} A_0 u^H_{0,j}(k) Mu_{0,j}(k)}.$$  \hspace{1cm} (2.59)

The resulting scalar equation can be solved in terms of $\omega_{1,j}$, which defines the frequency correction for the $j$-th branch of the dispersion relation. The corresponding nonlinear dispersion branch is estimated as follows,

$$\omega_j = \omega_{0,j} + \varepsilon \omega_{1,j}(A_0, k) + O(\varepsilon^2).$$  \hspace{1cm} (2.60)

In summary, the $j$-th branch of the nonlinear system can be generally expressed as,

$$\omega_j = \omega_j(k, A_0).$$  \hspace{1cm} (2.61)

2.6 DISPERSION IN STRONGLY NONLINEAR PERIODIC STRUCTURES:
HARMONIC BALANCE METHOD

A limitation to the general perturbation approach described in the previous section is that the nonlinearities are weak. Hence the systems which are governed by strongly nonlinear interactions need to resort to other approximate analytical methods to evaluate the dispersion characteristics. One such approach is a generalized harmonic balance method [53-56] adapted to wave propagation problems.
2.6.1 EQUATIONS OF MOTION

Consider a general discrete periodic lattice as detailed in the previous section (Figure 4). The periodic lattice is spanned by the lattice vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \). The integer indices \( n_1 \) and \( n_2 \) define the location of a cell with respect to the reference cell. For a strongly nonlinear system, the parameter \( \varepsilon \) is set equal to 1. Equation of motion (Eq. (2.33)) can be rewritten with as,

\[
\omega^2 M \frac{d^2 u_{n_1,n_2}}{dt^2} + \left[ \sum_{p,q=-1,0,1} K^{(p,q)} u_{n_1+p,n_2+q} \right] + f_{NL}(u_{n_1,n_2}, u_{n_1\pm p,n_2\pm q}) = f_{\text{ext}}^{n_1,n_2}(\tau) \tag{2.62}
\]

As before, free wave propagation is assumed so that \( f_{\text{ext}}^{n_1,n_2}(\tau) \) = 0, the linear interactions \( \sum_{p,q=-1,0,1} K^{(p,q)} u_{n_1+p,n_2+q} \) and the nonlinear force vector \( f_{NL}(u_{n_1,n_2}, u_{n_1\pm p,n_2\pm q}) \) are combined into a single term representing the total restoring force. The equations of motion for the unit cell at \( (n_1, n_2) \) are re-written as,

\[
\omega^2 M \frac{d^2 u_{n_1,n_2}}{dt^2} = f_{NL}(u_{n_1,n_2}, u_{n_1\pm 1,n_2\pm 1}) \tag{2.63}
\]

where \( f_{NL} \) is the force interaction existing between neighboring masses. Only nearest neighbor \( (u_{n_1\pm 1,n_2\pm 1}) \) interactions are assumed in describing the dynamics of unit cell. Depending on the lattice, the influence of the cells beyond nearest neighboring cells on the dynamics of the unit cell \( (u_{n_1,n_2}) \) could exist but for the present analysis to be valid, the force interaction of a unit cell is limited to its nearest neighbors.

2.6.2 HARMONIC BALANCE ANALYSIS

A wave solution is imposed by assuming the following relation for the vector of generalized coordinates,

\[
u_{n_1,n_2} = A \left( \sum_{m=1}^{M} \left[ c_m \cos(m \mathbf{k} \cdot \mathbf{r}_{n_1,n_2} - m\tau) + s_m \sin(m \mathbf{k} \cdot \mathbf{r}_{n_1,n_2} - m\tau) \right] \right) \tag{2.64}
\]
where $A$ denotes the wave amplitude, $m$ is an integer representing the harmonic and $M$ denotes the maximum number of harmonics used to approximate the displacement $u_{n_1n_2}$. Also $k$ is the wave vector as described by Eq. (2.3), $r_{n_1n_2}$ is the position vector of unit cell from a reference point (Figure 4), $c_m = [c_{m1} c_{m2} ... c_{mj} ... c_{mN}]^T$ and $s_m = [s_{m1} s_{m2} ... s_{mj} ... s_{mN}]^T$ denote $m^{th}$ harmonic normalized amplitude vectors of generalized coordinates representing degrees of freedom in unit cell. The amplitude vectors $c_m$ and $s_m$ are normalized such that the highest component of $[c_m s_m]^T$ is unity,

$$\text{max}\{c_m, s_m\} = 1.$$  

(2.65)

The displacement assumption (Eq. (2.64)) represents a superposition of $M$ travelling waves with frequencies $\omega, 2\omega, ..., M\omega$ and wavevectors $k, 2k, ..., Mk$. For $M = 1$, the solution represents a plane wave with fundamental frequency $\omega$ and wavevector $k$ and it is equivalent to Eq. (2.20) which denotes linear solution. Hence, the $M = 1$ solution represents the fundamental wave mode supported by the nonlinear system. The response $u_{n_1n_2}$ can be rewritten in terms of the propagation constants in the following way,

$$u_{n_1n_2} = A(\sum_{m=1}^{M} (c_m \cos(m(\mu \cdot n - \tau)) + s_m \sin(m(\mu \cdot n - \tau)))).$$  

(2.66)

where $\mu \cdot n = \mu_1 n_1 + \mu_2 n_2$.

Let $\tilde{q}_j = [c_{1j} s_{1j} c_{2j} s_{2j} ... c_{mj} s_{mj} ... c_{Mj} s_{Mj}]^T$, where $c_{mj}$ and $s_{mj}$ denote the $m^{th}$ harmonic amplitude of the generalized coordinate $u_j$. The displacement vector can be rewritten in a compact way,

$$u_{n_1n_2} = As_{n_1n_2} \tilde{q},$$  

(2.67)

where $\tilde{q} = [\tilde{q}_1 \tilde{q}_2 ... \tilde{q}_N]^T$ is $\mathbb{R}^{2NM \times 1}$ augmented amplitude vector and,
\[
S_{n_1n_2} = \begin{bmatrix}
C_{n_1n_2} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & C_{n_1n_2}
\end{bmatrix}
\]  \hspace{1cm} (2.68)

denotes a block diagonal \(\mathbb{R}^{N \times 2NM}\) transformation matrix. Each block diagonal is given by,
\[
C_{n_1n_2} = \begin{bmatrix}
\cos(\mu \cdot n - \tau) \\
\sin(\mu \cdot n - \tau) \\
\cos(2(\mu \cdot n - \tau)) \\
\sin(2(\mu \cdot n - \tau)) \\
\vdots \\
\cos(M(\mu \cdot n - \tau)) \\
\sin(M(\mu \cdot n - \tau))
\end{bmatrix}^T
\]  \hspace{1cm} (2.69)

Note that \(S_{n_1n_2}\) is function of the propagation constants \(\mu_1, \mu_2\) and of the non-dimensional time \(\tau\). Without loss of generality, the reference point can be set to \(n_1 = n_2 = 0\). This implies that \(S_{n_1n_2} = S(\tau)\) where the subscript \(n_1n_2\) is dropped and \(S_{n_1 \pm 1,n_2 \pm 1} = S(\mu, \tau)\). Substituting Eq. (2.67) into the equation of motion (Eq. (2.63)) gives,
\[
\omega^2 AM \frac{d^2 S(\tau)}{d\tau^2} \tilde{q} - f_{NL}(A, \mu, \tau, \tilde{q}) = 0,
\]  \hspace{1cm} (2.70)

where \(f_{NL}(A, \mu, \tau, \tilde{q})\) denotes the functional dependency on the propagation vector \(\mu\) and the components of the augmented amplitude vector \(\tilde{q}\). Equation (2.70) represents a system of coupled nonlinear differential equations in the non-dimensional time \(\tau\).

Its reduction from a differential form to algebraic form is performed through Galerkin’s projection \([55, 57]\) in the following way,
\[
\int_0^{2\pi} S^T(\tau) \left( \omega^2 AM \frac{d^2 S(\tau)}{d\tau^2} \tilde{q} - f_{NL}(A, \mu, \tau, \tilde{q}) \right) d\tau = 0.
\]  \hspace{1cm} (2.71)
The inertial force represented by the first term and the nonlinear force vector \( f_{NL}(A, \mu, \tau, q) \) are now transformed to be independent of non-dimensional time \( \tau \), therefore Eq. (2.71) can be written as,

\[
\omega^2 A \langle M \rangle q - \langle f_{NL}(A, \mu, q) \rangle = 0,
\]

where

\[
\langle M \rangle = \int_0^{2\pi} \left( S^T(\tau) M \frac{d^2S(\tau)}{d\tau^2} \right) d\tau,
\]

and

\[
\langle f_{NL}(A, \mu, q) \rangle = \int_0^{2\pi} \left( S^T(\tau) f_{NL}(A, \mu, \tau, q) \right) d\tau,
\]

2.6.3 SOLUTION USING NEWTON’S METHOD

Equation (2.72) represents a set of \( 2NM \) nonlinear algebraic equations solved for \( q \) which contains the unknown coefficients \([c_{11} s_{11} c_{M1} s_{M1} c_{1N} s_{1N} c_{MN} s_{MN}]^T\). As \( q \) is normalized such that one of the coefficients is equal to 1, the number of unknowns in \( q \) reduces to \( 2NM - 1 \). Additional unknowns in Eq. (2.72) are the frequency of the wave \( \omega \), the wave amplitude \( A \) and the non-dimensional wave vector \( \mu \). This increases the number of unknown variables to \( 2NM + 1 + \text{dim}(\mu) \) where \( \text{dim}(\mu) \) denotes the dimension of the wave vector. In the case of 2D lattice, \( \text{dim}(\mu) = 2 \).

The objective is to obtain dispersion relations which relate the frequency \( \omega \) and propagation vector \( \mu \) satisfying Eq. (2.72). Hence, the procedure calls for fixing the values of the propagation vector \( \mu \) and the wave amplitude \( A \) so that the number of unknowns is reduced to \( 2NM \). Therefore Eq. (2.72) can be solved using any Newton-like method [58, 59] (Newton-Raphson) or any gradient-secant method to obtain frequency \( \omega \) for a given propagation vector \( \mu \) and wave amplitude \( A \). For the present study, the Newton-Raphson procedure is implemented to solve Eq. (2.72). The basic algorithm is detailed as follows:
1. Specify total number of harmonics $M$ in the displacement approximation, the wave amplitude $A$ and the propagation vector $\mu$.

2. Calculate $S(\tau)$ and the transformed mass matrix $\langle M \rangle$.

3. Assuming that the amplitude vector $\tilde{q}$ is normalized such that its first component is unity, then $c_{11} = 1$ and $x = [\omega s_{11} \ldots c_M s_{M1} \ldots c_{1N} s_{1N} \ldots c_{MN} s_{MN}]^T$ is the unknown vector to be solved. The solution to the linearized problem is a good estimate for $x^{(0)}$ where the superscript indicates the number of iteration. The linear solution generates the frequency $\omega_0$ and mode vector $u_0$. The initial values of $s_{11} c_{12} s_{12} \ldots c_{1N} s_{1N}$ corresponding to $M = 1$ can be determined from the linear mode vector and the rest of the variables in $x^{(0)}$ can be set to 0. For example, for $N = 2$, let the mode vector and frequency for a specific wave-vector $\mu$ of the linearized model be equal to $u_0$ and $\omega_0$. Then, $
abla \begin{bmatrix} c_{11}^{(0)} \\ c_{12}^{(0)} \end{bmatrix} = Re(u_0)$ and $
abla \begin{bmatrix} s_{11}^{(0)} \\ s_{12}^{(0)} \end{bmatrix} = Im(u_0)$ where $Re$ and $Im$ denote real and imaginary parts respectively. Therefore for $N = 2$ and $M = 2$, initial guesses of the solution can be assumed as $x^{(0)} = [\omega_0 s_{11}^{(0)} 0 0 c_{12}^{(0)} s_{12}^{(0)} 0 0]^T$.

4. Define absolute error as $\|\Delta x\|_2 = \|x^{(n)} - x^{(n+1)}\|_2$ which is the Euclidean norm of the error vector $\Delta x$. This absolute error is set to a high value before the iteration begins. Depending on computational time and desired accuracy maximum allowable absolute error can be set to a fixed value denoted by $abserrotol$. The value of $abserrotol$ depends largely on the problem at hand. For the present problem, $\omega_0$ which is of the order $10^3$ is much larger than the rest of the unknown amplitude coefficients which are of the order $10^0$, therefore for the present problem accurate results are obtained by setting $abserrotol \leq 10^{-4}$.

5. Check if $\|\Delta x\|_2 < abserrotol$, if yes proceed to step 11, if no proceed to step 6.

6. Extract frequency $\omega$ and form the amplitude vector $\tilde{q}$ from $x^{(n)}$. 
7. Compute \( f(x^{(n)}) = \omega^2 \mathbf{A} \mathbf{M} \mathbf{q} - \langle f_{NL}(A, \mu, \mathbf{q}) \rangle \)

8. Calculate Jacobian \( J(x^{(n)}) = \frac{\partial f(x^{(n)})}{\partial x} \) resulting in a \( N \times N \) matrix. Methods to numerically compute the Jacobian matrix can be found in [60].

9. Proceed to the new solution \( x^{(n+1)} = x^{(n)} - [J(x^{(n)})]^{-1} f(x^{(n)}) \)

10. Compute error \( x^{(n)} - x^{(n+1)} \) and go to Step 5.

11. The solution is converged. \( x^{(n)} \) is the approximate solution to Eq. (2.72) and the frequency \( \omega \) and the amplitude vector \( \mathbf{q} \) can be extracted from \( x^{(n)} \).

### 2.7 CONCLUSIONS

The present chapter provided analytical tools to study wave propagation in periodic lattices. For a weakly nonlinear periodic structure, the perturbation approach predicts first order correction to linear dispersion relation which depends on the nonlinear interaction and the magnitude of wave amplitude. This methodology is presented in a general manner so that the approach can be applied to any nonlinear periodic structure which is discretized using Finite elements. To handle strongly nonlinear periodic structures, the harmonic balance method is presented along with the algorithm to solve for the dispersion using Newton’s method. As the solution in this case does not assume any asymptotic expansion away from the linear solution, the technique becomes a powerful tool to analyze wave dispersion in strongly nonlinear systems. Analytical tools detailed in this chapter are applied to study dispersion in some example nonlinear periodic structures documented in the following chapters.
CHAPTER III
WEAKLY NONLINEAR ONE-DIMENSIONAL PERIODIC CHAINS

3.1 OVERVIEW

The present chapter documents wave propagation in nonlinear 1D periodic chain to investigate the effect of wave amplitude and nonlinearity on dispersion properties. A vast number of physical systems in scientific fields such as nano-technology, optics, crystallography, micro-mechanical systems can be modeled as one-dimensional (1D) periodic chains. Theoretical as well as experimental studies on physical systems modeled as 1D chains are for example reported in [8, 61-63]. Simplified nonlinear spring-mass models provide a convenient setting introducing nonlinearities in the structure and provide qualitative understanding of associated dispersion phenomena. Three examples exhibiting different band structures are presented and the general perturbation approach detailed in chapter 2 is applied to predict the first order effects and variations in wave propagation characteristics. Numerical estimation of propagation constants is also presented and compared with analytical predictions.

3.2 DISPERSION ANALYSIS OF EXAMPLE CHAINS

3.2.1 NONLINEAR MONO-ATOMIC CHAIN

Consider a mono-atomic chain as depicted in Figure 6. The unit cell consists of only one mass with an attached linear and nonlinear (cubic) spring.

![Nonlinear mono-atomic chain](image)

Figure 6: Nonlinear mono-atomic chain
A single degree of freedom represents the longitudinal motion of each mass. The nonlinear force interaction can be described as,

$$ f = k\delta + \Gamma\delta^3 $$

(3.1)

where $\delta$ denotes the relative displacement between the two masses. As the system considered is one-dimensional, in relation to Eq. (2.2), $n_2 = 0$ and the 9-cell assembly reduces to the 3-cell assembly shown in Figure 7. Accordingly the notation $u_{n_1,n_2}$ is changed to $u_{n_1}$ as the generalized coordinate is a scalar value.

Figure 7: 3-cell assembly of nonlinear mono-atomic chain indicating internal forces on the boundary

The equation of the motion of 3-cell assembly is given by,

$$
\begin{bmatrix}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & m
\end{bmatrix}
\begin{bmatrix}
\ddot{u}_{-1} \\
\ddot{u}_0 \\
\ddot{u}_1
\end{bmatrix}
+ \begin{bmatrix}
k & -k & 0 \\
-k & 2k & -k \\
0 & -k & k
\end{bmatrix}
\begin{bmatrix}
u_{-1} \\
u_0 \\
u_1
\end{bmatrix}
+ \begin{bmatrix}
f_{NL_{-1}} \\
f_{NL_0} \\
f_{NL_1}
\end{bmatrix}
= \begin{bmatrix}
q_{-1} \\
0 \\
q_1
\end{bmatrix}.
$$

(3.2)

Following the general outline described in chapter 2 to arrive at equations of motion for representative unit cell, the mass matrix can be identified as,

$$ M = m $$

(3.3)

The linear stiffness matrices are given by,

$$ K^{(p,q)} = -k \quad \forall \ p = \pm 1, q = 0, $$

(3.4)
Finally the nonlinear interaction is given by,

\[ f_{NL} = \sum_{p=\pm 1, q=0} \Gamma (u_{0,0} - u_{p,q})^3. \]  

(3.6)

where \( k \) and \( \Gamma \) are the linear and nonlinear spring coefficients.

Assuming free wave propagation, the external force on the unit cell can be neglected \( f_{n1}^{ext}(\tau) = 0 \) in Eq. (2.36), and the Bloch theorem is applied to \( \varepsilon^0 \) order equation (Eq. (2.36)) which results in the eigenvalue problem described by Eq. (2.20). The wavenumber reduced stiffness matrix (Eq. (2.20)) is given by,

\[ \bar{K}(k) = 2k(1 - \cos(\mu)). \]  

(3.7)

There exists only one branch corresponding to the above scalar \( m \) (mass) and \( k \) (stiffness) values. The following characteristic equation,

\[ \omega^2m - 2k(1 - \cos(\mu)) = 0, \]  

(3.8)

is solved for the frequency leading to the linear dispersion relation

\[ \omega_{0,1}(k) = \sqrt{2k(1 - \cos(\mu))/m}. \]  

(3.9)

Next step involves expressing the nonlinear force interaction in terms of Fourier series (Eq. (2.44)). The scalar term \( c_1 \) is analytically evaluated and is given by,

\[ c_1 = \frac{3}{4} |A_0|^3 (\Gamma \cos(2\mu) - 4\Gamma \cos(\mu) + 3\Gamma), \]  

(3.10)

where \( A_0 \) denotes the wave amplitude. Since the system has a single degree of freedom the normalized wave mode described in Eq. (2.23) is reduced to \( u_{0,1}(k) = 1 \), and Eq. (2.59) results in the first order frequency correction,

\[ \omega_{1,1} = 3|A_0|^2(\Gamma \cos(2\mu) - 4\Gamma \cos(\mu) + 3\Gamma)/4m\omega_{0,1}. \]  

(3.11)

Hence the nonlinear dispersion relation for the one-dimensional mono-atomic chain is,
\[
\omega = \omega_{0,1} + \varepsilon \left(3|A_0|^2(\Gamma \cos(2\mu) - 4\Gamma \cos(\mu) + 3\Gamma)/4m\omega_{0,1}\right) + O(\varepsilon^2).
\]

(3.12)

Figure 8: Dispersion behavior of nonlinear mono-atomic chain with increasing amplitude predicted by perturbation analysis.

Figure 8 depicts the dispersion predicted by perturbation analysis with change in amplitude. The perturbation analysis is valid only for small wave amplitudes and the result demonstrated by Figure 8 is generated by setting the wave amplitude \( A \) to 3.0 to show a significant shift in dispersion. The frequency is non-dimensionalized with respect to the frequency \( \omega_n = \sqrt{k/m} \). Squaring Eq. (3.11) and neglecting order \( \varepsilon^2 \) terms, the resulting equation can be easily solved for complex non-dimensional wavenumber in terms of wave frequency. Real part of this complex wavenumber defines propagation constant as it equals the phase shift of the two consecutive vibrating masses. The imaginary part introduces a reduction in amplitude of vibrating mass thereby introducing the attenuation in the wave profile and therefore represents the attenuation constant.
Figure 9: Propagation constant versus frequency for a nonlinear mono-atomic chain

Figure 10: Attenuation constant versus frequency for nonlinear mono-atomic chain

Figure 9 and Figure 10 present the variation of propagation and attenuation constants with respect to the non-dimensional frequency. For a hard chain, the cutoff frequency increases with increase in wave amplitude and nonlinear stiffness parameter $\Gamma$, whereas the soft chain’s cutoff frequency decreases with increasing wave amplitude and
nonlinear stiffness parameter $\Gamma$. For a softening chain, one can consider this cut-off frequency as a *saturation cut-off frequency*. Consider a frequency in the attenuation zone of a high amplitude wave close the cut-off frequency. As the frequency lies in the AZ, the wave amplitude decreases and this affects the bandstructure (Figure 8) resulting in an increase in cut-off frequency for a softening chain as predicted by the above analysis. Therefore as the amplitude dies down, cut-off frequency increases and the frequency of the wave enters the propagation zone (towards the edge of Brillouin zone) with saturated wave amplitude. Hence the term *saturated cut-off frequency* or *saturated bandgap* for a softening chain.

The dispersion in a weakly nonlinear system can be predicted by harmonic balance method as laid out in section 2.6. The linear and nonlinear restoring forces are lumped into one nonlinear restoring force given by,

$$ f_{NL}(u_{n_1n_2}, u_{n_1\pm 1,n_2\pm 1}) = \sum_{p=\pm 1, q=0} k(u_{0,0} - u_{p,q}) + \Gamma(u_{0,0} - u_{p,q})^3, \quad (3.13) $$

and the solution procedure follows the transformation on differential equations to nonlinear algebraic equations using Galerkin’s projection and implementing Newton’s method. The comparison between the predictions by two approaches is shown in Figure 11. The harmonic balance is in excellent agreement with the result obtained from perturbation analysis. The red line in the plot indicates the hardening chain at $A = 3.0$ and the blue indicates the dispersion of a softening chain at the same amplitude.
3.2.2 NONLINEAR MONO-ATOMIC CHAIN ON A FOUNDATION

Consider next a mono-atomic chain with nonlinear ground-springs with a unit cell as depicted in Figure 12. Considering only longitudinal displacements, the equation of motion of a representative unit cell can be expressed as a particular case of Eq. (2.32), with \( n_2 = 0 \) and the mass matrix reduces to scalar quantity,
\[
\mathbf{M} = m
\] (3.14)

The partitioned stiffness and nonlinear force vector describing the above the system are detailed below,

\[
\mathbf{K}^{(p,q)} = -k \quad \forall \ p = \pm 1, q = 0, \quad (3.15)
\]

\[
\mathbf{K}^{(0,0)} = k(2 + \alpha), \quad (3.16)
\]

and the nonlinear force interaction is described as,

\[
f_{NL} = \sum_{p=\pm 1, q=0} \Gamma \left( u_{0,0} - u_{p,q} \right)^3 + \beta \Gamma \left( u_{0,0} \right)^3, \quad (3.17)
\]

where \( k \) and \( \Gamma \) are the linear and nonlinear spring stiffness between two adjacent masses along the chain, \( \alpha \) denotes the ratio of linear ground stiffness to the linear inter-mass stiffness and \( \beta \) represents the ratio of nonlinear (cubic) ground stiffness to the nonlinear inter-mass stiffness.

Following the same procedure described in chapter 2, the two ordered equations are obtained which are in the form described by Eqs. (2.36) and (2.37). The Bloch theorem is applied to \( e^0 \) equation resulting in an eigenvalue problem (Eq. (2.20)) with mass matrix given by Eq. ((3.14)) and reduced wavenumber stiffness matrix given by,

\[
\mathbf{\bar{K}}(k) = k(2 + \alpha - \cos(\mu)), \quad (3.18)
\]

where \( k \) is the linear stiffness between the masses and \( \alpha \) denotes the ratio of linear ground stiffness to the linear inter-mass stiffness. The solution of the eigenvalue problem (Eq. (2.20)) leads to the following linear dispersion relation,

\[
\omega_{0,1}(k) = \sqrt{k(2 + \alpha - \cos(\mu))}/m. \quad (3.19)
\]

The nonlinear force interaction is then expressed in terms of Fourier series (Eq. (2.44)) and the term coefficient of the first harmonic \( c_1 \) is evaluated analytically,
\[ c_1 = \frac{3}{4} |A_0|^3 \Gamma (\cos (2\mu) - 4 \cos (\mu) + 3 + \beta). \]  

(3.20)

where \( \beta \) represents the ratio of nonlinear (cubic) ground stiffness to the nonlinear intermass stiffness. Next, the normalized wave mode can be assumed as \( u_{1,1}^{(0)}(k) = 1 \) (single degree of freedom) and Eq. (2.59) leads to corrected frequency,

\[ \omega_{1,1} = 3 |A_0|^2 \Gamma (\cos (2\mu) - 4 \cos (\mu) + 3 + \beta)/4m\omega_{0,1}. \]  

(3.21)

Hence, the nonlinear dispersion relation for mono-atomic chain on nonlinear support is,

\[ \omega = \omega_{0,1} + \varepsilon \left(3 |A_0|^2 \Gamma (\cos (2\mu) - 4 \cos (\mu) + 3 + \beta)/4m\omega_{0,1}\right) + O(\varepsilon^2). \]  

(3.22)

Figure 13 shows the dispersion trend predicted by the perturbation approach (to see a significant trend the value of \( A \) is set to 3.0) with frequency normalized by \( \omega_n = \sqrt{k/m} \). The system behaves similarly to the nonlinear mono-atomic chain, but acts like a pass-band filter due to the presence of a lower cutoff frequency which is parameterized by the base stiffness. Propagation and attenuation constants as functions of frequency are plotted in Figure 14 and Figure 15, while Table 1 summarizes the qualitative effect of amplitude and nonlinear stiffness parameter \( \Gamma \) on cutoff frequencies. As the lower cutoff frequency is dependent primarily on the ground spring stiffness and upper cutoff frequency is dependent on intermass stiffness, a hard base with soft intermass stiffness decreases the pass band with increasing amplitude.
Figure 13: Dispersion of nonlinear mono-atomic chain with attached nonlinear base with increasing amplitude predicted by perturbation analysis.

For a chain different permutations in ground and inter-mass stiffness are possible. Table 1 describes the direction of shift in cutoff frequencies for all such combinations.

<table>
<thead>
<tr>
<th>Intermass</th>
<th>Ground spring</th>
<th>Amplitude and nonlinearity</th>
<th>Upper cutoff</th>
<th>Lower cutoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard</td>
<td>Hard</td>
<td>Increase</td>
<td>Increase</td>
<td>Increase</td>
</tr>
<tr>
<td>Soft</td>
<td>Soft</td>
<td>Increase</td>
<td>Decrease</td>
<td>Decrease</td>
</tr>
<tr>
<td>Hard</td>
<td>Soft</td>
<td>Increase</td>
<td>Increase</td>
<td>Decrease</td>
</tr>
<tr>
<td>Soft</td>
<td>Hard</td>
<td>Increase</td>
<td>Decrease</td>
<td>Increase</td>
</tr>
</tbody>
</table>
3.2.3 DIATOMIC CHAIN

A diatomic chain consists of two different masses per unit cell, as shown in Figure 16. Linear diatomic chains behave as stop-band filters in which a centered frequency band does not permit wave propagation. The stop band exists due to the presence of two
dispersion curve branches (a lower acoustic branch and an upper optical branch) separated due to the impedance mismatch of the two spring-mass sub-systems. Note that as the plane-wave frequency approaches the acoustic cut-off frequency, the lighter masses in the chain rest with phase difference reaching $\pi/2$. Alternatively, as the frequency approaches the optical cut-off frequency, the heavier masses rest as the phase difference tends to $\pi/2$. The unit cell depicted in Figure 16 contains two masses $m_1$ and $m_2$. The out of plane displacements of the two masses $m_1$ and $m_2$ define the two degrees of freedom of the unit cell.

![Unit cell diagram](image)

Figure 16: Schematic of a nonlinear diatomic chain depicting unit cell

The mass matrix of the unit cell is,

$$
\mathbf{M} = \begin{bmatrix} m_1 & 0 \\ 0 & m_2 \end{bmatrix}
$$

(3.23)

The partitioned stiffness matrices and nonlinear force interaction is detailed below. The linear stiffness matrices are given by,

$$
\mathbf{K}^{(-1,0)} = \begin{bmatrix} 0 & -k \\ 0 & 0 \end{bmatrix},
$$

(3.24)

$$
\mathbf{K}^{(0,0)} = \begin{bmatrix} 2k & -k \\ -k & 2k \end{bmatrix},
$$

(3.25)

$$
\mathbf{K}^{(1,0)} = \begin{bmatrix} 0 & 0 \\ -k & 0 \end{bmatrix},
$$

(3.26)

and the nonlinear force interaction is described by,
where \( k \) and \( \Gamma \) are the linear and nonlinear spring stiffness between two adjacent masses along the chain. \( u_1 \) and \( u_2 \) denote longitudinal displacement representing the two degrees of freedom of the unit cell. The reduced wavenumber stiffness matrix is given as,

\[
\mathbf{\tilde{K}(k)} = \begin{bmatrix}
2k & -k(1 + e^{-i\mu}) \\
-k(1 + e^{i\mu}) & 2k
\end{bmatrix}
\]  

(3.28)

The linear modes are obtained by solving the eigenvalue problem described by Eq. (2.20) involving mass and reduced stiffness matrices defined by Eqs. (3.23) and (3.28). Next, the procedure to evaluate the first order correction to the dispersion relation follows the general procedure detailed in chapter 2. The wave modes are normalized and the vector \( c_1 \) is evaluated which is subsequently used in Eq. (2.59) to calculate the frequency correction at each wavenumber. Figure 17 plots the dispersion trend for the two modes predicted by the perturbation analysis. Frequency is normalized by the natural frequency \( \omega_{n1} = \sqrt{k/m_1} \) and mass ratio \( m_1/m_2 = 0.5 \) is used to generate the dispersion curves shown in Figure 17. For a hard diatomic chain, the behavior of the band gap is such that the lower bound as well as the upper bound of the band gap increases for increasing amplitude. A soft diatomic chain does exactly the opposite where both the bounds decrease with increase in amplitude.

Table 2 summarizes the qualitative dispersion behavior of the diatomic chain with respect to the wave amplitude and the magnitude of the nonlinear stiffness parameter. Hence, the bandgap boundaries are shown to be affected by the nonlinearity and the magnitude of wave amplitude.
Figure 17: Dispersion trend with respect to amplitude in nonlinear diatomic chain as predicted by perturbation analysis □ $\Gamma = -1.0$, ○ $\Gamma = 1.0$, — $\Gamma = 0.0$

Table 2: Effect of amplitude and $\Gamma$ on cutoff frequencies of diatomic chain

<table>
<thead>
<tr>
<th>Chain</th>
<th>Amplitude and Nonlinear stiffness</th>
<th>Optical Mode Upper cutoff</th>
<th>Optical Mode Lower cutoff</th>
<th>Acoustic Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard</td>
<td>Increase</td>
<td>Increase</td>
<td>Increase</td>
<td>Increase</td>
</tr>
<tr>
<td>Soft</td>
<td>Increase</td>
<td>Decrease</td>
<td>Decrease</td>
<td>Decrease</td>
</tr>
</tbody>
</table>

3.3 NUMERICAL ESTIMATION OF DISPERSION

3.3.1 WAVEVECTOR ESTIMATION

The analytical dispersion expressions are verified by numerical simulation of finite mass-spring chains. As stated earlier, infinite plane wave propagation is assumed in deriving the closed form dispersion relations which are detailed in the previous sections. In the
numerical simulations, a wave is generated by harmonically exciting one mass in the chain. To simulate a non-reflecting infinite plane wave, an appropriate simulation time is chosen such that waves do not reach the boundaries of the finite lattice but a steady plane wave solution is formed in the near field (close to the point of excitation). Once the appropriate simulation time is chosen, the next step involves integrating the system of nonlinear equations using MATLAB’s numerical integration routine ODE45 employing 4th order Runge Kutta method. Mass displacements at different instances of time in the near field (field neighboring point of excitation) are collected to calculate the propagation constant $\mu$. More specifically, a fast Fourier transform (FFT) of each displacement time-history is computed to reveal the phase shift. The wave number is evaluated as the phase shift slope with respect to the spatial coordinate.

The procedure is explained mathematically as follows. Let the single-frequency wave function be represented by,

$$f(x,t) = f_0 e^{i(kx - \omega_0 t)}.$$  \hspace{1cm} (3.29)

Introducing a change of variable,

$$\varphi = t - x/c,$$  \hspace{1cm} (3.30)

where $c = \omega_0/k$, the complex Fourier transform of the wave function, evaluated at $\omega_0$, can be written as,

$$F(x, \omega_0) = \int_{-\infty}^{+\infty} f(\varphi) e^{-i\omega_0 \varphi} d\varphi \left( e^{-i\omega_0 x/c} \right),$$  \hspace{1cm} (3.31)

Evaluation of the integral leads to the following,

$$F(x, \omega_0) = \Phi(\omega_0) e^{-ikx},$$  \hspace{1cm} (3.32)

where $\Phi(\omega_0) = \int_{-\infty}^{+\infty} f(\varphi) e^{-i\omega_0 \varphi} d\varphi$. From Eq. (3.32), it can be seen that an FFT of a mass’s response in time introduces a phase shift of $-kx$. Hence, for a response at a given
frequency $\omega_0$, variation of the phase with respect to spatial variable gives the wave number.

3.3.2 NUMERICAL VALIDATION

The procedure as detailed in the previous section is applied to finite one-dimensional nonlinear lattices to estimate the wavenumber numerically. All the three cases which include mono-atomic chain, mono-atomic chain attached to a nonlinear base and nonlinear diatomic chain are considered for numerical simulation and validation. Figure 18 presents a comparison of the analytical and numerical results for small amplitude waves in a nonlinear mono-atomic chain. The numerically estimated dispersion shift is in a very good agreement with that predicted by perturbation approach. Figure 18 displays the frequency range within the irreducible Brillouin zone where the dispersion shift is significant.

![Figure 18: Numerical estimation of dispersion in nonlinear mono-atomic chain at amplitude $A = 1.0$ □ Numerical $\Gamma = -1.0$, ○ Numerical $\Gamma = 1.0$, ● Numerical $\Gamma = 0.0$, — Analysis](image)
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Next, a nonlinear mono-atomic chain attached to a nonlinear base is considered. Repeating the same numerical estimation approach, the wavenumbers are evaluated and compared with analytical predictions. Figure 19 demonstrates the comparison between analysis and numerical results of dispersion in nonlinear mono-atomic chain attached to a nonlinear base. For small amplitude shifts, the dispersion shifts predicted by perturbation analysis show an excellent agreement with the numerically-generated results. Next, a diatomic chain is considered. Figure 20 and Figure 21 present the numerically estimated dispersion trends for optical and acoustic modes exhibited by the considered diatomic lattice (mass ratio $\beta = 0.5$) respectively. In the small amplitude limit, the numerical results match very well with those predicted by the perturbation analysis.

Figure 19: Numerical estimation of dispersion in nonlinear mono-atomic chain attached to a nonlinear base at amplitude $A = 1.0$, □ Numerical $\Gamma = -1.0$, ○ Numerical $\Gamma = 1.0$, ● Numerical $\Gamma = 0.0$, — Analysis
Figure 20: Numerical estimation of dispersion in optical mode of nonlinear diatomic chain at amplitude $A = 1.5$, □ Numerical $\Gamma = -1.0$, ○ Numerical $\Gamma = 1.0$, ● Numerical $\Gamma = 0.0$, — Analysis

Figure 21: Numerical estimation of dispersion in acoustic mode of nonlinear diatomic chain at amplitude $A = 1.5$, □ Numerical $\Gamma = -1.0$, ○ Numerical $\Gamma = 1.0$, ● Numerical $\Gamma = 0.0$, — Analysis
Amplitude-dependent frequency shifts close to cut-off regions enable tunable devices based on the presented chains and unit cells. One such device is an Amplitude-dependent Frequency Isolator (ADFI) employing a nonlinear diatomic chain. The second example consists in a combination of two chains connected in series propagating waves with frequency content in a narrow band. In this example, the width of the propagated band is amplitude-dependent and hence tunable. All results presented in this section are generated using the numerical integration of the equations of motion.

### 3.4.1 AMPLITUDE-DEPENDENT FREQUENCY ISOLATOR

This concept describes a diatomic chain which isolates a frequency band dependent on the input signal amplitudes. The input signal consists of two frequencies close to the cut-off regions, where one is close to the lower optical cutoff, and the other is close to the acoustic cutoff frequency. Figure 22 depicts the device. The parameter space for the demonstration chain presented is given by $m = 1kg$, $\omega_{n1} = \sqrt{3} rad s^{-1}$, mass ratio $\beta = 0.5$ and $\Gamma = 1.0$ (i.e., hardening). For the first case, with amplitude $A = 0.5$, the input signal contains frequencies $\omega = 1.5 rad s^{-1}$ (significantly-inside the acoustic propagation zone) and $\omega = 2.46 rad s^{-1}$ (just-inside the optical propagation zone).

![Figure 22: Schematic of an amplitude-dependent frequency isolator](image)

Figure 23 demonstrates that at low amplitude both frequencies propagate and pass through the device. Since the chain is hardening, cut-off frequencies increase with increasing amplitude. Therefore, an increase in amplitude from $A = 0.5$ to $A = 0.75$
eliminates frequency content propagating in the optical region, while the frequency in the acoustic branch continues to propagate, as demonstrated by Figure 24.

Figure 23: Input signal containing frequencies 1.50 $rads^{-1}$ and 2.46 $rads^{-1}$ at $A = 0.50$. FFT of output signal is shown on the right which depicts the existence of two input frequencies.

Figure 24: Input signal containing frequencies 1.50 $rads^{-1}$ and 2.46 $rads^{-1}$ at $A = 0.75$. FFT of output signal is shown on the right which depicts the elimination of high frequency content from the input signal.

A second example is given for an input signal with amplitude $A = 0.70$ containing frequencies $\omega = 1.75 \, rads^{-1}$ (just-inside the acoustic propagation zone) and $\omega =$
2.5 \textit{rads}^{-1} \text{ (significantly-inside the optical propagation zone). At this amplitude, the two frequencies pass through as shown by Figure 25.}

![Figure 25: Input signal containing frequencies 1.75 \textit{rads}^{-1} and 2.50 \textit{rads}^{-1} at A = 0.70; FFT of output signal is shown on the right which depicts the existence of two input frequencies as well as a third one generated due to nonlinearity](image)

A decrease in amplitude lowers the cutoff frequencies of the two modes in a hard chain. Hence, as the input amplitude changes from A = 0.70 to A = 0.10, the frequency

![Figure 26: Input signal containing frequencies 1.75 \textit{rads}^{-1} and 2.50 \textit{rads}^{-1} at A = 0.10; FFT of output signal is shown on the right which depicts the elimination of lower frequency content from the actual input signal](image)
content in the acoustic stop band region is eliminated while the frequency in optical mode continues to propagate, as demonstrated by Figure 26.

3.4.2 TUNABLE NARROW-BAND PASS FILTER

This device employs two hardening chains in series: one without, and one with, grounding foundations. The combination allows the waves to propagate with frequencies limited to a very narrow bandwidth. The design of the chain with grounding foundation is such that its lower cutoff frequency is less than the cutoff frequency of the chain without foundation. This difference defines the frequency bandwidth for a wave to propagate through the designed configuration. As the amplitude increases, the cutoff frequency of the hard chain without foundation increases, thereby increasing the frequency bandwidth of the propagating wave. The bandwidth increases as the amplitude increases and decreases as the amplitude decreases. The frequency domain of this narrow band exists close to the cutoff frequency of the chain without foundation, but if a shift is desired, then material properties of the chains play a vital role. Figure 27 and Figure 28 show the schematic of the configuration and the concept respectively.

![Schematic of tunable narrow-band pass filter](image)

**Figure 27: Schematic of tunable narrow-band pass filter**

For this example, the two chains with $|\Gamma| = 1$ are considered. The input signal contains a broadband frequency content centered at the cutoff frequency ($\omega/\omega_n = 2.0$) of the hard chain without foundation. This symmetric broad band signal with a minimum leakage is generated with a *Hanning-Windowed* sinusoidal pulse. At low amplitude, the configuration lets the wave to propagate with frequency confined to a very narrow bandwidth. But as the amplitude increases, the attenuated frequency content starts to
propagate due to dispersion property of hardening chain, thereby increasing the frequency bandwidth of the propagating wave.

Figure 28: Schematic describing the tunable narrow band filter’s output frequency regime with designed configuration

Figure 29: Input and Output signal frequency spectrum corresponding to input amplitude $A = 1.0$, Output signal is normalized

Figure 29 shows the input signal with peak amplitude close to 1.0 and corresponding frequency content centered at nondimensional frequency $\omega/\omega_n = 2.0$. 
The corresponding output signal has a very narrow bandwidth which is shown on the right.

![Input and Output signal frequency spectrum](image)

Figure 30: Input and Output signal frequency spectrum corresponding to input amplitude $A = 11.0$, Output signal is normalized

Figure 30 depicts the input signal with high amplitude with exactly same frequency content but in this case the output signal has a wider bandwidth indicating an increase in output bandwidth with increase in wave amplitude.

### 3.5 CONCLUSIONS

The perturbation analysis detailed in chapter 2 has been applied to predict the dispersion in one-dimensional chains modeled as finite nonlinear spring mass lattices. The dispersion predicted by approximate closed form expressions is then validated with numerical simulations. Dispersion shift due to wave amplitude and nonlinearity estimated with numerical and analytical procedures are in very good agreement. At low amplitudes, the chain systems exhibit *quasi-linear* behavior in which a single frequency plane wave propagates without introducing additional frequencies. This behavior allowed such nonlinear chains to generate amplitude-dependent frequency isolation in a signal and with a specific chain configuration produced a tunable narrow band-pass filter. Depending on the location of the frequency of the wave in such bandgap, the amplitude of the wave...
propagating in a periodic chain with soft nonlinearity saturates to lower amplitude due to the continuous variation of the bandstructure.
CHAPTER IV
WEAKLY NONLINEAR TWO-DIMENSIONAL PERIODIC LATTICES

4.1 OVERVIEW

In general, a two-dimensional periodic lattice consists of unit cell with the cell geometry defined by two spatial coordinates. A number of physical systems are modeled as two-dimensional periodic structures. A simple bar grillage [16], stiffened shells and plates, graphene sheets at atomic level, are a few examples. A comprehensive approach to studying wave propagation in two-dimensional periodic systems is provided by Brillouin [1]. In comparison to one-dimensional periodic structures, to completely characterize the wave propagation in two-dimensional case, one of the most important parameter to be considered apart from frequency and the wavenumber is the wave direction. From the practical point of view, studying point-to-point energy transfer in a structure is important but to have a control on its direction makes it very useful. As seen in chapter 3, nonlinear periodic structures exhibit amplitude-dependent dispersion properties. Hence, the primary motivation to study wave propagation in two dimensional periodic lattices is to explore the concept of tunable wave directionality with amplitude as tuning parameter. A qualitative understanding of the effects of nonlinearity and wave amplitude on propagation characteristics and directional behavior can help design structures which focus or defocus the energy or act as tunable wave guides, etc… The present chapter discusses few example two-dimensional lattices which are modeled as spring-mass lattices. Their analysis helps the qualitative understanding of the effects of different nonlinearities on the wave dispersion properties. Dispersion in example lattices is also
estimated numerically to validate the analytical predictions and demonstrate tunable wave directional behavior.

4.2 AMPLITUDE-DEPENDENT GROUP VELOCITY

The dispersion curves obtained from the application of the general perturbation approach described in chapter 2 evaluate the wave properties of the considered nonlinear media. The dependence of dispersion on amplitude directly affects the group velocity, which suggests how the occurrence of frequencies and directions of preferential propagation may be affected by the amplitude of wave motion. The proposed perturbation approach can be used to investigate such phenomena through the straightforward evaluation of the group velocity of the nonlinear lattices under investigation. Examples of caustics generation for the class of nonlinear media considered in the present work are illustrated in the next section. Caustics are defined as frequency bands within which the response is characterized by the emergence of regions of low response ("dead zones") or directions along which the wave propagation is not allowed. Of note is the fact that amplitude-dependent dispersion can lead to amplitude-dependent caustics, which leads to the possibility of tuning the focusing capabilities of the medium through the modulation of the amplitude of the waves injected in the domain. For example, a lattice with isotropic linear stiffness and anisotropic nonlinear stiffness can exhibit amplitude-dependent wave directionality. This is related to the fact that at low amplitudes the nonlinear anisotropy does not affect the dynamics of the system, while as amplitude increases the nonlinearity comes into play affecting the overall isotropy of the lattice and correspondingly the energy flow patterns.

Within the perturbation approach described in this study, the group velocity corresponding to the \( j \)-th dispersion branch can be evaluated as,

\[
c_{g,j}(k,|A_{0,j}|) = \nabla \omega_{0,j}(k) + \varepsilon \nabla \omega_{1,j}(k,|A_{0,j}|) + O(\varepsilon^2),
\]  

(4.1)
which explicitly indicates the dependence of the group velocity in terms of wavenumber and amplitude of wave motion.

4.3 EXAMPLE TWO-DIMENSIONAL LATTICES

4.3.1 MONO-ATOMIC LATTICE

The two-dimensional nonlinear monoatomic lattice shown in Figure 31 is modeled as an array of equal masses interconnected by springs with a linear and a cubic coefficient. Transverse (out-of-plane) displacement is the single degree of freedom describing the motion of each mass, so that the springs are assumed to act in shear with a force which is related to the relative displacements of neighboring masses [45]. The equation of motion of a representative unit cell can be expressed in a similar way to Eq. (2.33),

\[ \omega^2 M \frac{d^2 u_{n_1,n_2}}{dt^2} + \sum_{p,q=-1,0,1} K^{(p,q)} u_{n_1+p,n_2+q} + \varepsilon f_{NL}(u_{n_1 \pm p,n_2 \pm q}) = 0 \]  

(4.2)

Figure 31: Mono-atomic lattice of identical masses connected by nonlinear springs

where the mass matrix reduces to a scalar quantity,
\[ \mathbf{M} = m. \] (4.3)

The partitioned linear stiffness matrices and the nonlinear force vector are given as,

\[ \mathbf{K}^{(p,q)} = 0 \quad \forall \ p = \pm 1, q = \pm 1, \] (4.4)

\[ \mathbf{K}^{(p,q)} = -k_1 \quad \forall \ p = \pm 1, q = 0, \] (4.5)

\[ \mathbf{K}^{(p,q)} = -k_2 \quad \forall \ p = 0, q = \pm 1, \] (4.6)

\[ \mathbf{K}^{(0,0)} = 2(k_1 + k_2), \] (4.7)

and the force describing the nonlinear interaction is denoted by,

\[ f_{NL} = \sum_{p=\pm 1, q=0} \Gamma_1 \left( u_{0,0} - u_{1,p,q} \right)^3 + \sum_{p=0, q=\pm 1} \Gamma_2 \left( u_{1,0} - u_{1,p,q} \right)^3, \] (4.8)

where \( k_1 \) and \( \Gamma_1 \) are the linear and nonlinear spring stiffness between two adjacent masses along \( \mathbf{a}_1 \) vector respectively, \( k_2 \) and \( \Gamma_2 \) represent linear and nonlinear spring stiffness between two adjacent masses in \( \mathbf{a}_2 \) direction respectively. The direct and reciprocal lattice vectors for the present lattice are given by,

\[ \mathbf{a}_1 = a\mathbf{i}_1, \mathbf{a}_2 = a\mathbf{i}_2, \] (4.9)

\[ \mathbf{b}_1 = (1/a)\mathbf{i}_1, \mathbf{b}_2 = (1/a)\mathbf{i}_2, \] (4.10)

where \( \mathbf{i}_1 \) and \( \mathbf{i}_2 \) denote the unit vectors along \( x \) and \( y \) axes respectively and \( a \) is the distance between the two masses which is assumed to be equal in both \( x \) and \( y \) directions.

The two ordered equations in the form of Eqs. (2.36) and (2.37) are obtained through the perturbation approach. Application of Bloch theorem in \( \epsilon^0 \) order equation results in an eigenvalue problem described by Eq. (2.20) with mass defined by Eq. (4.3), and with the following wavenumber reduced stiffness matrix (Eq. (2.19)),

\[ \tilde{\mathbf{K}}(\mathbf{k}) = 2k_1(1 - \cos(\mu_1)) + 2k_2(1 - \cos(\mu_2)) \] (4.11)
where the wavevector \( \mathbf{k} = \mu_1 \mathbf{b}_1 + \mu_2 \mathbf{b}_2 \). As \( \mathbf{M} \) and \( \mathbf{K}(\mathbf{k}) \) defined by Eqs. (4.3) and (4.11) are scalar quantities the resulting linear dispersion has only one branch corresponding to the single degree of freedom of the system. The linear dispersion relation is given by,

\[
\omega_{0,1}(\mathbf{k}) = \sqrt{[2k_1(1 - \cos(\mu_1)) + 2k_2(1 - \cos(\mu_2))]} / m
\]

(4.12)

The nonlinear force interaction is expressed in terms of Fourier series as described by Eq. (2.44). In this case, the scalar term \( c_1 \) is evaluated analytically and it is given by,

\[
c_1 = \frac{3}{4} |A_{0,1}|^3 \left( \sum_{i=1,2} \Gamma_i \cos(2\mu_i) - 4\Gamma_i \cos(\mu_i) + 3\Gamma_i \right),
\]

(4.13)

The normalized wave mode reduces to \( u_{0,1}(\mathbf{k}) = 1 \), so that from Eq. (2.59) the first order frequency correction is

\[
\omega_{1,1} = 3|A_{0,1}|^2 \left( \sum_{i=1,2} \Gamma_i \cos(2\mu_i) - 4\Gamma_i \cos(\mu_i) + 3\Gamma_i \right) / 4m\omega_{0,1},
\]

(4.14)

Hence the corrected dispersion relation for nonlinear monoatomic lattice is

\[
\omega = \omega_{0,1} + \varepsilon \left( 3|A_{0,1}|^2 \left( \sum_{i=1,2} \Gamma_i \cos(2\mu_i) - 4\Gamma_i \cos(\mu_i) + 3\Gamma_i \right) / 4m\omega_{0,1} \right) + O(\varepsilon^2),
\]

(4.15)

The wave dispersion is dependent on amplitude and degree of nonlinear stiffness in both directions. Figure 32 shows the irreducible Brillouin zone as a contour along \( \mathbf{b}_1 \) axis from point \( \Gamma \) to \( X \), then along \( \mathbf{b}_2 \) axis from point \( X \) to \( M \) and then at \( 45^\circ \) from point \( M \) back to point \( \Gamma \).
Figure 32: Band structure of the nonlinear mono-atomic lattice for $A = 2.0$

- - - - - $\Gamma_1 = \Gamma_2 = 1.0$, Linear ($\Gamma_1 = \Gamma_2 = 0$), $\cdots \cdots \Gamma_1 = \Gamma_2 = -1.0$

The amplitude-dependent band structure of mono-atomic lattice in an irreducible Brillouin zone is also shown in Figure 32. An upward shift in the band structure for a positive $\Gamma$ is associated with an increase in the wave amplitude and vice-versa. The upward shift implies that for a certain frequency there is a corresponding increase in group velocity of the wave, which is particularly noticeable at the edges of the first Brillouin zone (points X and M). These results extend to two dimensions the dispersion curves presented for a 1D mono-atomic lattice presented in chapter 3.

4.3.2 ISO-FREQUENCY CONTOURS AND GROUP VELOCITY

The discussion in previous section acknowledged the importance of the representation of the dispersion surfaces as iso-frequency contours. This section illustrates the effect of nonlinearities on the group velocity distribution, and discusses the iso-frequency contours as a tool for the analysis of directions of wave propagation within the lattice. The considered monoatomic linear lattice has parameters $m = 1 \text{ kg}, k_1 = 1 \text{ Nm}^{-1}, k_2 = 1.5 \text{ Nm}^{-1}$. 
The iso-frequency contour plot of its dispersion surface is shown in Figure 33 while Figure 34 depicts the group velocity plots at frequencies \( \omega = 1.65 \, \text{rad} \, s^{-1} \) and \( \omega = 2.10 \, \text{rad} \, s^{-1} \), for which interesting patterns can be highlighted. In this case, the group velocity plot is obtained by computing the gradient of the dispersion relation given by Eq. (4.15) which is equivalent to evaluating normal vector at a every point on a iso-frequency contour for a specified frequency. The gradient operator \( \nabla \) in Eq. (4.1) can be taken with respect to any direction in the wavenumber domain to obtain the group velocity in that direction at specific frequency and amplitude. The angle formed between normal to the iso-frequency contour and the horizontal is denoted as \( \theta \) and defines the direction of energy flow at the corresponding wavenumber pair.

Figure 33: Dispersion iso-frequency contour plot of an anostropic mono-atomic lattice

In the contour line at \( \omega = 1.65 \, \text{rad} \, s^{-1} \), the angle \( \theta \) varies from 0 to \( \pi/2 \) as the wave vector components span the range defined by the dispersion surface at the considered frequency. This implies that waves travel in all directions as depicted in the
corresponding group velocity plot, which consists in a closed contour (red line in Figure 34). As frequency is increased to $\omega = 2.10 \text{ rad s}^{-1}$, however, $\theta$ varies approximately from $\pi/3$ to $\pi/2$ which predicts the presence of an angular range between 0 to $\pi/3$ (considering only the first quadrant) where wave propagation is impeded.

Figure 34: The group velocity plot corresponding to iso-frequency contour (Figure 33) ($\omega = 1.65 \text{ rad s}^{-1}$, $\omega = 2.10 \text{ rad s}^{-1}$) The dashed line indicates the presence of caustics.

The frequency range characterized by this forbidden propagation range is termed as a ‘caustic band’ [25]. The extent of the caustic band for a linear lattice depends exclusively on the properties of the lattice itself. For a nonlinear lattice, however, amplitude of wave motion is an additional parameter which affects its directional behavior. For example, consider a nonlinear lattice with parameters $m = 1 \text{ kg}$, $k_1 = 1.0 \text{ N m}^{-1}$, $k_2 = 1.0 \text{ N m}^{-1}$ and $\Gamma_1 = -3.0 \text{ N m}^{-3}$, $\Gamma_2 = 0.0 \text{ N m}^{-3}$. The iso-frequency contour plot at $\omega = 1.75 \text{ rad s}^{-1}$ for three different amplitudes ($A = 0.1$, $A = 1.0$ and $A = 2.0$) along with the corresponding group velocity plots is presented in Figure 35 and Figure 36 respectively. It is observed that depending on the lattice stiffness configuration, an increase in amplitude causes a stretching of the iso-frequency contour.
along the \( \mathbf{a}_1 \) axis. This stretching of the contour forces the wave frequency to enter the caustic band which is initially absent at lower amplitudes.

![Figure 35: Dispersion iso-frequency contours for a nonlinear lattice with nonlinearity in the \( \mathbf{a}_1 \) direction show noticeable stretching in one direction as amplitude increases](image)

\[
( - - - - - A = 0.1, \quad \cdots \cdots \cdots A = 1.0, \quad \cdots \cdots \cdots A = 2.0 )
\]

![Figure 36: Group velocity corresponding to Figure 35 at frequency 1.75 \( \text{rads}^{-1} \) and varying amplitude.](image)

\[
( - - - - - A = 0.1, \quad \cdots \cdots \cdots A = 1.0, \quad \circ \ A = 2.0 )
\]
Figure 37: Dispersion iso-frequency contours for a nonlinear lattice with soft nonlinearity in the $a_2$ direction show noticeable stretching in one direction as amplitude increases (--- $A = 0.1$, ------ $A = 1.0$, ----- $A = 2.0$)

Figure 37 shows change in nonlinear stiffness parameters with $\Gamma_1 = 0.0 \text{ Nm}^{-3}$, $\Gamma_2 = -3.0 \text{ Nm}^{-3}$ introduces contour stretching along $a_2$ axis.

Figure 38: Group velocity corresponding to Figure 37 nonlinear mono-atomic lattice
This implies that as amplitude increases, waves attenuate along $a_2$ direction. This is clearly depicted in the corresponding group velocity plot of Figure 38, which shows a marked decrease in wave group velocity in the $a_2$ direction with increasing amplitude until two closed curves correspond to the absence of a velocity component in the $x_2$ direction.

4.3.3 DIATOMIC LATTICE

The direct lattice space depicted in Figure 39 contains two masses $m_1$ and $m_2$. Let the displacement of the mass $m_1$ be $u_1$ and that of mass $m_2$ be $u_2$, where $u_1$ and $u_2$ denote out of plane displacements of two masses defining the two degrees of freedom of the unit cell. The mass matrix of the unit cell is,

$$ M = \begin{bmatrix} m_1 & 0 \\ 0 & m_2 \end{bmatrix}, \quad (4.16) $$

and the partitioned stiffness matrices are given by,

$$ K^{(p,q)} = \begin{bmatrix} 0 & 0 \\ 0 & -k_2 \end{bmatrix} \quad \forall \ (p, q) = [(1,1), (-1, -1)], \quad (4.17) $$

$$ K^{(p,q)} = \begin{bmatrix} 0 & -k_2 \\ -k_2 & 0 \end{bmatrix} \quad \forall \ (p, q) = [(-1,1), (0, -1)], \quad (4.18) $$

$$ K^{(p,q)} = \begin{bmatrix} 0 & 0 \\ 0 & -k_2 \end{bmatrix} \quad \forall \ (p, q) = [(0,1), (1, -1)], \quad (4.19) $$

$$ K^{(-1,0)} = \begin{bmatrix} 0 & -k_1 \\ 0 & 0 \end{bmatrix}, \quad (4.20) $$

$$ K^{(1,0)} = \begin{bmatrix} 0 & 0 \\ -k_1 & 0 \end{bmatrix}, \quad (4.21) $$

$$ K^{(0,0)} = \begin{bmatrix} 2(k_1 + k_2) & -k_1 \\ -k_1 & 2(k_1 + k_2) \end{bmatrix}, \quad (4.22) $$
and the force describing the nonlinear interaction is denoted by,

\[
f_{NL}(1) = \Gamma_1 \left( \frac{u_{1,0,0} - u_{2,0,0}}{3} \right) + \Gamma_2 \left( \frac{u_{1,0,0} - u_{2,-1,1}}{3} \right),
\]

\[
f_{NL}(2) = \Gamma_1 \left( \frac{u_{2,0,0} - u_{1,0,0}}{3} \right) + \Gamma_2 \left( \frac{u_{2,0,0} - u_{1,1,0}}{3} \right),
\]

where \(f_{NL} = [f_{NL}(1) \ f_{NL}(2)]^T\), \(k_1\) and \(\Gamma_1\) are the linear and nonlinear spring stiffness between two adjacent masses along \(a_1\) vector respectively, \(k_2\) and \(\Gamma_2\) represent linear and nonlinear spring stiffness between two adjacent masses in \(a_2\) direction respectively.

Figure 39: Nonlinear diatomic lattice

\(u_1\) and \(u_2\) denote out of plane displacements which represent two degrees of freedom of the unit cell. For the present lattice, the direct and reciprocal lattice vectors are given by,

\[
a_1 = ai_1, \ a_2 = (a/2)i_1 + (a/2)i_2 ,
\]
\[ \mathbf{b}_1 = (1/a)\mathbf{i}_1 - (1/a)\mathbf{i}_2, \quad \mathbf{b}_2 = (2/a)\mathbf{i}_2, \quad (4.26) \]

where \( \mathbf{i}_1 \) and \( \mathbf{i}_2 \) denote the unit vectors along x and y axes respectively and \( a \) is the distance between the unit cells along \( \mathbf{a}_1 \). Employing the Bloch wave analysis the wavenumber reduced stiffness matrix can be expressed as,

\[
\bar{K}(k) = \begin{bmatrix} 2(k_1 + k_2) & G \\ \bar{G} & 2(k_1 + k_2) \end{bmatrix}, \quad (4.27) \]

where,

\[
g = -k_1 (1 + e^{-i\mu_1}) - k_2 (e^{-i\mu_2} + e^{-i(\mu_1 - \mu_2)}), \quad (4.28)\]

and \( \bar{G} \) denotes the complex conjugate of \( G \) while \( k_1 \) and \( k_2 \) are the linear spring stiffness values between two adjacent masses along \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) vector respectively.

The procedure outlined in the previous section in this case predicts two wave modes: a lower frequency mode (acoustic) and high frequency mode, respectively term "acoustic" and "optical" modes. Depending on the mass and stiffness parameters, a gap between the corresponding two branches identifies a range of frequencies (bandgaps) where waves do not propagate in any direction on the plane of the lattice. Figure 40 shows the band diagram of the considered diatomic lattice and the associated irreducible Brillouin zone. The diagram is computed at different wave amplitudes, which shows how the two branches shift as a result of amplitude changes. Such shift corresponds to a change in the band gap frequency range, and therefore ultimately affects the frequencies at which the lattice behaves as a stop band mechanical filter. This example illustrates how amplitude may be exploited as a tuning parameter to control the ability of a given nonlinear periodic domain to impede or permit the propagation of mechanical waves at specified frequencies.
Figure 40: Amplitude-dependent band diagram of the nonlinear diatomic lattice $m_1 = 2.0$ kg, $m_2 = 1.0$ kg, $k_1 = 1.0$ Nm$^{-1}$, $k_2 = 1.5$ Nm$^{-1}$, $A = 2.0$

- - - - $\Gamma_1 = \Gamma_2 = 1.0$ (hard), Linear ($\Gamma_1 = \Gamma_2 = 0$), ------ $\Gamma_1 = \Gamma_2 = -1.0$ (soft)

4.3.4 LATTICE WITH INCLUSION

The nonlinear lattice with inclusion is shown in Figure 41.

Figure 41: Lattice with an inclusion
The mass matrix is given by,

\[ M = \begin{bmatrix}
    m_i & 0 & 0 & 0 \\
    0 & m & 0 & 0 \\
    0 & 0 & m & 0 \\
    0 & 0 & 0 & m
\end{bmatrix}, \quad (4.29) \]

where \( m_i \) denotes the inclusion mass and \( m \) denotes the mass neighboring the inclusion mass. The linear partitioned stiffness matrices are given by,

\[ K^{(p,q)} = \begin{bmatrix}
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix} \quad \forall p = \pm 1, q = \pm 1, \]

\[ K^{(0,1)} = \begin{bmatrix}
    0 & 0 & 0 & -k_2 \\
    0 & 0 & -k_2 & 0 \\
    0 & 0 & 0 & 0 \\
    -k_2 & 0 & 0 & 0
\end{bmatrix}, \quad (4.31) \]

\[ K^{(0,-1)} = \begin{bmatrix}
    0 & 0 & 0 & -k_2 \\
    0 & 0 & -k_2 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix}, \quad (4.32) \]

\[ K^{(1,0)} = \begin{bmatrix}
    0 & 0 & 0 & 0 \\
    -k_1 & 0 & 0 & 0 \\
    0 & 0 & 0 & -k_1 \\
    0 & 0 & 0 & 0
\end{bmatrix}, \quad (4.33) \]

\[ K^{(-1,0)} = \begin{bmatrix}
    0 & -k_1 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & -k_1 & 0
\end{bmatrix}, \quad (4.34) \]

\[ K^{(0,0)} = \begin{bmatrix}
    2(k_1 + k_2) & -k_1 & 0 & -k_2 \\
    -k_1 & 2(k_1 + k_2) & -k_2 & 0 \\
    0 & -k_2 & 2(k_1 + k_2) & -k_1 \\
    -k_2 & 0 & -k_1 & 2(k_1 + k_2)
\end{bmatrix}. \quad (4.35) \]

The nonlinear force interaction among the masses in the unit cell can be written as:
where $k_1$ and $\Gamma_1$ are the linear and nonlinear spring stiffness between two adjacent masses along $\mathbf{a}_1$ vector respectively, $k_2$ and $\Gamma_2$ represent linear and nonlinear spring stiffness between two adjacent masses in $\mathbf{a}_2$ direction respectively. Displacement of the inclusion mass $m_i$ be $u_1$ and that of the neighboring masses each of mass $m$ be $u_2, u_3$ and $u_4$. The direct and reciprocal lattice vectors are given as,

$$\mathbf{a}_1 = 2ai_1, \quad \mathbf{a}_2 = 2ai_2,$$

$$\mathbf{b}_1 = (1/2a)i_1, \quad \mathbf{b}_2 = (1/2a)i_2,$$

where $i_1$ and $i_2$ denote the unit vectors along $x$ and $y$ axes respectively and $a$ is the distance between the two consecutive masses which is assumed to be equal in both $x$ and $y$ directions. The reduced wavenumber stiffness matrix can be expressed as,

\[
\bar{K}(k) = \begin{bmatrix}
2(k_1 + k_2) & -k_1(1 + e^{-i\mu_1}) & 0 & -k_2(1 + e^{-i\mu_2}) \\
-k_1(1 + e^{i\mu_1}) & 2(k_1 + k_2) & -k_2(1 + e^{-i\mu_2}) & 0 \\
0 & -k_2(1 + e^{i\mu_2}) & 2(k_1 + k_2) & -k_1(1 + e^{i\mu_1}) \\
-k_2(1 + e^{i\mu_2}) & 0 & -k_1(1 + e^{-i\mu_1}) & 2(k_1 + k_2)
\end{bmatrix}
\]

The unit cell of the lattice contains 4 masses which leads to four dispersion branches. This case is considered to show the applicability of the approach to a more complex
system, where the matrix formulation of the linear eigenvalue problem and of the correction process related to the perturbation approach can be conveniently applied.

The coefficient $c_1$ in Eq. (2.44) determines the frequency correction for each mode depending on the magnitude of the wave amplitude. Its effect on the dispersion relations in shown in Figure 42 which confirms the shifting trend previously highlighted for simpler lattices, as it affects each branch as well as the bandgap frequency range generated by the presence of the mass inclusion. The results of Figure 42 also show how a hardening lattice shifts the band structure upwards, whereas the softening lattice shifts the dispersion curves downward with increase in amplitude.

Figure 42: Band diagram for nonlinear lattices with inclusion $m_i = 4.0 \text{ kg}$, $m = 1.0 \text{ kg}$, $k_1 = 1.0 \text{ Nm}^{-1}$, $k_2 = 1.5 \text{ Nm}^{-1}$, $A = 2.0$

- dashed line $\Gamma_1 = \Gamma_2 = 2.0$ (hard), ---- Linear $\Gamma_1 = \Gamma_2 = 0$, ----- $\Gamma_1 = \Gamma_2 = -2.0$ (soft)
4.4 ESTIMATION OF DISPERSION THROUGH NUMERICAL INTEGRATION

The predictions of the dispersion analysis and the associated perturbation relations are validated by computing the response of selected lattice configurations when excited at various frequencies and amplitudes. The excitation is first designed to inject a plane wave in the domain propagating in different directions, which allows the estimation of the wavenumber variation in terms of direction of propagation and amplitude of the input. This is achieved by applying a distributed excitation at one edge of a finite lattice. In addition, the response to a point harmonic force is evaluated to visualize the occurrence of response directionality and the presence of amplitude-dependent caustics as predicted by the perturbation analysis.

4.4.1 NUMERICAL ESTIMATION OF DISPERSION

The aforementioned amplitude-dependent wave dispersion properties are validated through the analysis of the results of the numerical integration of the equations of motion for finite lattices. The selected configuration considers a 61x61 assembly of unit cells of the monoatomic lattice described in previous section. The numerical integration of the equations of motion of the resulting assembly are performed using a conventional Runge-Kutta scheme available in Matlab®. The lattice is free at all edges and it is excited by imposing the harmonic motion of the masses of the bottom horizontal edge. The imposed displacement can be expressed as

\[
(r_{n_1,0,t}) = A_0 e^{-i\omega_0 t} e^{i k_0 \cdot r_{0,n_1}} = A_0 e^{-i\omega_0 t} e^{i n_1 \mu_{1,0}},
\]

where \( k_0 = \mu_{1,0} b_1 + \mu_{2,0} b_2 \), and \( A_0 \) defines the amplitude of the imposed displacement. In this case, the lattice geometry is such that \( a_1 = b_1 = i_1 \) and \( a_2 = b_2 = i_2 \), under the assumption that the distance between each mass is equal to 1. The imposed displacement distribution can be considered as the result of a plane wave incident on the bottom edge
of the domain at an angle $\alpha$ (Figure 43). The wavenumber of the incident wave can be expressed as

$$k_0 = \mu_0 (\cos \alpha i_1 + \sin \alpha i_2),$$

(4.41)

so that in Eq. (4.40) $\mu_{1,0} = \mu_0 \cos \alpha$. Equation (4.40) also implies that each mass on the bottom edge of the domain is excited by displacements of equal amplitude and of phase relation which depends on the wavenumber and angle of incidence of the wave.

Simulations for different input frequencies $\omega_0$ and wavenumber $\mu_{1,0}$ are performed to evaluate the wavenumber content of the wave generated in the lattice by an input in the form of Eq. (4.12). Imposing the input frequency $\omega_0$ corresponds to selecting a particular isofrequency contour on the dispersion surface of the lattice (Figure 33). The objective is to evaluate the wavenumber component $\mu_{2,0}$ corresponding to an assigned value of $\mu_{1,0}$, which vary in the range defined by the corresponding iso-frequency contour.

Figure 43: Schematic of a finite monoatomic lattice and incident wave at angle $\alpha$
As indicated above, the equations of motion of the finite lattice are numerically integrated to obtain the time response of the system \( u(n_1, n_2, t) \). In general, the lattice response can be expressed as a propagating plane wave in the following form

\[
u(n_1, n_2, t) = u(t - k_0 \cdot r_{n_1, n_2})
\]

The evaluation of the wavenumber content of the computed response is based on the Fourier Transform of Eq. (4.42), which gives,

\[
U(n_1, n_2, \omega) = \int_{-\infty}^{+\infty} u(t - k_0 \cdot r_{n_1, n_2}) e^{-i\omega t} dt
\]

\[
U(n_1, n_2, \omega) = U(\omega) e^{-i k_0 \cdot r_{n_1, n_2}} = U(\omega) e^{i (n_1 \mu_1, 0 + n_2 \mu_2, 0)}.
\]

Specifically, the Fourier Transform of the response is evaluated at the frequency of the imposed displacement \( \omega_0 \). Of interest is the phase of the obtained quantity which can be expressed as

\[
\angle U(n_1, n_2, \omega_0) = n_1 \mu_{1,0} + n_2 \mu_{2,0}.
\]

From the phase of the computed response at \( \omega_0 \), one can estimate the wavenumber components by evaluating the relative phase of masses aligned along given directions. Given that the procedure imposes the wavenumber \( \mu_{1,0} \), the wavenumber \( \mu_{2,0} \) can be estimated from the phase variation of the response in the direction \( x_1 \), i.e. for a specified value of \( n_1 \), along which the phase of the response varies linearly.

The process is applied by computing the response for assigned values of frequency and wavenumber in one direction, as well as for increasing forcing amplitudes so that the effect of nonlinearities on dispersion contours can be estimated. The results of these investigations are shown in Figure 44 which depicts the amplitude-dependent iso-frequency contour for a lattice with parameters \( m = 1 \text{ kg} \), \( k_1 = 1.5 \text{ Nm}^{-1} \), \( k_2 = \)
$1.0 \, Nm^{-1}$ and $\Gamma_1 = 1.0 \, Nm^{-3}$, $\Gamma_2 = -1.0 \, Nm^{-3}$ excited at $\omega_0 = 1.60 \, rads^{-1}$. The dots represent the numerically estimated wavenumbers, while the continuous lines correspond to the predictions from the dispersion analysis. Excellent agreement between analytical and numerical results is obtained for the considered amplitude values.

Figure 44: Comparison of dispersion iso-frequency contours and numerically estimated wavenumbers at $\omega_0 = 1.60 \, rads^{-1}$ and two values of amplitude.

- $A = 0.1$ (Perturbation Analysis), $\bullet$ $A = 0.1$ (Numerical Estimation),
- $\ldots\ldots$ $A = 2.0$ (Perturbation Analysis), $\blacksquare$ $A = 2.0$ (Numerical Estimation)

Figure 45 shows the results for excitation at $\omega_0 = 1.90 \, rads^{-1}$, and illustrates the emergence of a caustic-like behavior as amplitude increases. Of note is the fact that the procedure fails to identify the correct dispersion in the caustic region, as highlighted by the circled dots in Figure 45. This is due to the fact that the wave is significantly attenuated in the '2' direction, and its evanescent behavior cannot be described as in Eq. (4.40) and evaluated through the procedure outlined above.
4.4.2 POINT HARMONIC RESPONSE OF A FINITE LATTICE

The response of the system to a point harmonic excitation with the excitation point located on the edge of the lattice is investigated. Previous sections showed that the trend predicted by the perturbation analysis is verified by the numerical simulations for valid wave amplitudes. Although small amplitude numerical response is important to verify the trends predicted by analytical methods, high amplitude response can lead to better understanding of the system behavior. High amplitude response can determine whether the system continues to follow the trend to generate “dead zones” at specific frequencies.

Figure 45: Comparison of dispersion is-frequency contours and numerically estimated wavenumbers at $\omega_0 = 1.90 \text{ rads}^{-1}$ and two different amplitudes. Outliers in high amplitude curve indicate evanescent waves in forbidden propagation direction.

- $A = 0.1$ (Perturbation Analysis), • $A = 0.1$ (Numerical Estimation),
- $A = 2.0$ (Perturbation Analysis), ■ $A = 2.0$ (Numerical Estimation)

The present case emulates a number of different practical scenarios such as simulating a protective material around sensitive equipment with local excitation imposed from an external source. This implies that the excitation is imposed on the surface.
boundary of the material and the wave propagation is perpendicular to the surface. If it is imagined that the source is on the opposite face of the structure from the excitation point, it is desired to check whether waves at certain frequencies with low amplitude can reach the source or steer away as amplitude increases. The computed numerical responses illustrate the property of amplitude-dependent wave directionality in a nonlinear two dimensional periodic structure.

A nonlinear lattice with parameters $m = 1 \, kg$, $k_1 = 1.00 \, Nm^{-1}$, $k_2 = 1.00 \, Nm^{-1}$ and $\Gamma_1 = -3.0 \, Nm^{-3}$, $\Gamma_2 = 0.0 \, Nm^{-3}$ is considered. The structure’s linear stiffness is symmetric but the nonlinear stiffness is highly asymmetric. The edge is excited at a frequency $\omega_0 = 1.40 \, rad s^{-1}$, which is well within the pass band of the structure. Three different cases are considered. First, point harmonic excitation amplitude $A = 3.0$ is considered. Figure 46 shows the displacement of each mass at an instant of time as the wave reaches the boundary of the considered lattice.

![Figure 46: Response of point harmonic excitation amplitude $A = 3.0$](image)
Figure 47: Response of point harmonic excitation amplitude $A = 4.5$

The second and third cases involve the response computed for amplitudes $A = 4.5$, $A = 4.75$ as shown in Figure 47 and Figure 48 respectively.

Figure 48: Response of point harmonic excitation amplitude $A = 4.75$
The results clearly indicate the wave directivity in the nonlinear periodic medium. At low amplitude, the wave travels in all directions, while as amplitude increases, the response is characterized by the emergence of very low response regions, or “dead zones”, along the \( a_1 \) direction. Hence, at the certain frequency for specific excitation amplitude, the waves propagate in all directions through the structure and at the same frequency the structure inhibits the energy flow along \( a_1 \) direction with increase in the excitation amplitude.

4.5 CONCLUSIONS

A nonlinear periodic structure subject to plane wave excitation is studied and results for response to a point harmonic excitation are presented. Closed form expressions for dispersion relations are obtained using perturbation analysis applied to a discrete lattice model. Amplitude-dependent dispersion trends predicted by perturbation analysis are validated by the numerical response of a finite mass-spring lattice. It is observed that the two-dimensional nonlinear periodic structure exhibits amplitude-dependent wave directionality and band gap behavior. Depending on the stiffness configuration, wave directional behavior is shown to be dependent on the linear and nonlinear stiffness arrangement leading to tunable wave transmission properties. The spring-mass lattices have provided a convenient setting allowing the perturbation approach to study the first order effects of nonlinearity on the wave dispersion in periodic structures. The next chapter illustrates that the same perturbation approach can be applied to study the dispersion in a complex nonlinear periodic media whose domain has been discretized using Finite element method. This applicability of the method makes it a powerful tool to analyze first order nonlinear effects on wave propagation characteristics exhibited by periodic structures.
CHAPTER V

DISPERSION IN A COMPLEX NONLINEAR PERIODIC STRUCTURE

5.1 OVERVIEW

Due to their convenient setting for introducing nonlinearities, spring-mass models are considered in the previous chapters to demonstrate the application of perturbation theory to estimate the dispersion. Using the same perturbation theory, the present chapter illustrates the study of dispersion in a weakly nonlinear periodic structure discretized through the Finite Element method. A two-dimensional membrane under tension supported by a weakly nonlinear elastic foundation is considered. First, a brief introduction and the motivations for considering membrane structures are detailed followed by the equations of motion capturing the dynamics of the unit periodic element. The dispersion analysis first illustrates the linear modes demonstrating the band structure. Finally, the nonlinear behavior is evaluated using perturbation theory to demonstrate amplitude-dependent dispersion characteristics.

5.2 MOTIVATION

Ranging from simple percussion instruments such as drums, to acoustic devices such as speakers, elastic membranes play a major role in everyday applications. However the primary motivation to consider this problem comes from a recent advancement of transducer technology which led to membrane based capacitive micro-machined ultrasonic transducers (CMUT). CMUTs are essentially metallic membranes on flexible supports which vibrate due to alternating current to generate ultrasonic waves [65]. In the
sensing mode, the pressure waves generate vibrations in the membrane which induces a measurable change in capacitance. These micro electro-mechanical systems are used in various applications such as low frequency sonar applications [66], photo-acoustic imaging in which the body absorbs electromagnetic waves and emits ultrasonic waves which are then used to map the internal structure of the body [67]. In most cases, CMUT elements are arranged in 1D or 2D periodic array arrangements to act as effective sensing devices (Figure 49).

Figure 49: Schematic of a 2D membrane array

The performance of CMUT array is primarily dependent on the reduction of acoustic crosstalk [68, 69] among the components of the array. Hence, modeling wave propagation in such arrays to minimize crosstalk (coupling among components) could help enhance the performance and the design of CMUTs. For large membrane displacement, the dynamics of the CMUT element are nonlinear [70] and the whole array can be modeled as a two dimensional nonlinear periodic structure with each element modeled as elastic membranes supported by nonlinear springs. A number of designs exist for membrane elements ranging from square to piston type arrangements. The magnitude of nonlinearity present depends on the dimensions and the material composition of the membrane and its elastic support. For example, one design employs a rectangular membrane supported by cantilevered electrodes whose dynamics are inherently nonlinear. The nonlinearity can also exist due to the elastic plate dynamics in the
presence of an electrostatic field in the vacuum or air gap under each membrane unit. The motivation provided by CMUTs suggested the considered configuration, which is studied next using the developed perturbation analysis.

5.3 EQUATIONS OF MOTION

Consider an elastic membrane under constant tension with the boundary of the element on a flexible support. A schematic of such element is shown in Figure 50.

![Figure 50: Schematic of periodic element - membrane on elastic support](image)

The following assumptions are considered while deriving the governing equations of motion.

1. The membrane is homogenous implying that the mass of the membrane per unit area ($\rho$) is constant
2. The membrane is perfectly flexible and offers no resistance to bending
3. The tension per unit length caused by stretching the membrane is same at all points and in all directions and is assumed not to change during the motion.
4. Deflection $u(x,y,t)$ of the membrane is small compared to the size of the membrane.

The equations of motion governing the dynamics of a membrane are,

$$\ddot{u} = c^2 \nabla^2 u + f_0,$$

where $u = u(x,y,t)$, $\ddot{u} = \frac{\partial^2 u}{\partial t^2}$, $c = \sqrt{\frac{T_0}{\rho}}$, $T_0$ denotes the tension per unit area, $\nabla^2$ is the Laplacian operator and $f_0$ is the external force per unit area.

5.4 FINITE ELEMENT DISCRETIZATION

The weak form of equations of motion for a membrane element is obtained by multiplying the equation of motion with appropriate weighting function and integrating over the domain.

![Figure 51: Discretized element within elastically supported membrane](image_url)

Let $w = w(x,y,t)$ be a suitable weighting function, then the weak form is expressed as,
\[ \int_D w \left( c^2 \nabla^2 u - \frac{\partial^2 u}{\partial t^2} + f_0 \right) \, dx \, dy = 0, \tag{5.2} \]

where \( D \) defines the domain of the element as shown in Figure 51. Next, a change of variables \( a_1 = \frac{\partial u}{\partial x} \) and \( a_2 = \frac{\partial u}{\partial y} \) is introduced transforming Eq. (5.2) which is given as,

\[ \int_D w \left( c^2 \left( \frac{\partial a_1}{\partial x} + \frac{\partial a_2}{\partial y} \right) - \frac{\partial^2 u}{\partial t^2} + f_0 \right) \, dx \, dy = 0. \tag{5.3} \]

Next using the product rule of differentiation, it can be easily shown that,

\[ w \frac{\partial a_1}{\partial x} = -a_1 \frac{\partial w}{\partial x} + \frac{\partial (wa_1)}{\partial x}. \tag{5.4} \]

Substituting Eq. (5.4) into Eq. (5.3), the weighted integral can be written as,

\[ \int_D \left( c^2 \left( -a_1 \frac{\partial w}{\partial x} + \frac{\partial (wa_1)}{\partial x} - a_2 \frac{\partial w}{\partial y} + \frac{\partial (wa_2)}{\partial y} \right) - w \frac{\partial^2 u}{\partial t^2} + w f_0 \right) \, dx \, dy = 0, \tag{5.5} \]

Applying Green’s theorem to the above equation, Eq. (5.5) can be rewritten as,

\[ \int_D \left( -c^2 \left( a_1 \frac{\partial w}{\partial x} + a_2 \frac{\partial w}{\partial y} \right) - w \frac{\partial^2 u}{\partial t^2} + w f_0 \right) \, dx \, dy + \oint_{\Gamma_e} c^2 w (a_1 n_x - a_2 n_y) \, ds = 0, \tag{5.6} \]

where \( \Gamma_e \) denotes the contour of the boundary of the discretized element as shown in Figure 51, \( n_x \) and \( n_y \) are the components of the normal vector at point \((x,y)\) on the contour. The positive direction of the normal is outward facing with elemental arc length \( ds \) moving counterclockwise. The coefficient of \( w \) in the integrand of the line integral can be realized as a generalized constraint force \( q_n \),

\[ q_n \equiv c^2(a_1 n_x - a_2 n_y). \tag{5.7} \]
Using the following notation and expanding \( a_1 \) and \( a_2 \),

\[
\mathcal{B}(w, u) = \int_D \left( -c^2 \left( \frac{\partial u}{\partial x} \frac{\partial w}{\partial x} + \frac{\partial u}{\partial y} \frac{\partial w}{\partial y} \right) - w \frac{\partial^2 u}{\partial x^2} + w f_0 \right) \, dx \, dy,
\]

(5.8)

\[
l(w) = \phi_{f_e} w q_n \, ds,
\]

(5.9)

so that the weak form can be expressed as,

\[
\mathcal{B}(w, u) = l(w).
\]

(5.10)

The finite element model for the membrane element is developed by expressing \( u(x, y) \) in terms of nodal displacements as,

\[
u(x, y) = \sum_{j=1}^{N} u_j \psi_j^e(x, y),
\]

(5.11)

where \( \psi_j^e(x, y) \) denotes the \( j^{th} \) shape function. Substituting Eq. (5.11) into weak form Eq. (5.10) and expanding leads to,

\[
0 = \int_D \left( -c^2 \left( \frac{\partial w}{\partial x} \sum_{j=1}^{N} u_j \frac{\partial \psi_j^e}{\partial x} + \frac{\partial w}{\partial y} \sum_{j=1}^{N} u_j \frac{\partial \psi_j^e}{\partial y} \right) - w \sum_{j=1}^{N} \frac{\partial^2 u_j^e}{\partial x^2} \psi_j^e + w f_0 \right) \, dx \, dy + \phi_{f_e} w q_n \, ds.
\]

(5.12)

The \( i^{th} \) algebraic equation is obtained by choosing the weighting function as one of the interpolation functions \( w = \psi_i^e(x, y) \) which gives,

\[
\sum_{j=1}^{N} - \left( \int_D c^2 \left( \frac{\partial \psi_j^e}{\partial x} \frac{\partial \psi_j^e}{\partial x} + \frac{\partial \psi_j^e}{\partial y} \frac{\partial \psi_j^e}{\partial y} \right) \, dx \, dy \right) u_j^e - \sum_{j=1}^{N} (\int_D \psi_i^e \psi_j^e \, dx \, dy) \bar{u}_j^e + \int_D \psi_i^e f_0 \, dx \, dy + \phi_{f_e} \psi_i^e q_n \, ds = 0.
\]

(5.13)

Equation (5.13) which can be rewritten in a compact form,
\[
\sum_{j=1}^{N} K_{ij}^e u_j^e + \sum_{j=1}^{N} M_{ij}^e \ddot{u}_j^e = f_i^e + q_i^e, \forall i = 1, 2 \ldots N,
\]

(5.14)

where,

\[
K_{ij}^e = \iint_D c^2 \left( \frac{\partial \psi_i^e}{\partial x} \frac{\partial \psi_j^e}{\partial x} + \frac{\partial \psi_i^e}{\partial y} \frac{\partial \psi_j^e}{\partial y} \right) dxdy,
\]

(5.15)

\[M_{ij}^e = \iint_D \psi_i^e \psi_j^e dxdy,
\]

(5.16)

the external load vector,

\[f_i^e = \iint_D \psi_i^e f_0 dxdy,
\]

(5.17)

and the internal force constraint,

\[q_i^e = \oint_{\Gamma_i} \psi_i^e q_n ds.
\]

(5.18)

From here on, the notation bold face capital letters indicate matrices and lower case bold face indicate vectors. To further simplify, let \(H = [\psi_1^e \psi_2^e \psi_3^e \ldots \psi_N^e]\) denote the matrix of shape functions and let the derivatives of the shape functions be expressed as,

\[
B = \begin{bmatrix}
\frac{\partial \psi_1^e}{\partial x} & \frac{\partial \psi_2^e}{\partial x} & \ldots & \frac{\partial \psi_N^e}{\partial x} \\
\frac{\partial \psi_1^e}{\partial y} & \frac{\partial \psi_2^e}{\partial y} & \ldots & \frac{\partial \psi_N^e}{\partial y}
\end{bmatrix}.
\]

(5.19)

Hence, the stiffness and mass matrices along with the force vector can be conveniently expressed in matrix form,

\[
K^e = \iint_D c^2 B^T B dxdy,
\]

(5.20)

\[
M^e = \iint_D H^T H dxdy,
\]

(5.21)

and
\[ f^e = \int_D \mathbf{H}^T f_0 \, dx \, dy. \]  
(5.22)

\[ q^e = \oint_{\Gamma_e} \mathbf{H}^T q_n \, ds. \]  
(5.23)

For the present case, the external flexible support can be modeled as the external force applied to the system on the boundaries of the membrane element,

\[ f_0 = k_s u(x, y)_{|_{r_{spr}}} + \varepsilon \Gamma_s u^3(x, y)_{|_{r_{spr}}}, \]  
(5.24)

where \( u(x, y)_{|_{r_{spr}}} \) in the above equation is the displacement of the membrane along the boundary of the membrane element which is denoted by a dashed line in Figure 51, \( k_s \) is the equivalent linear stiffness, \( \Gamma_s \) denotes the equivalent cubic stiffness and \( \varepsilon \) is a small parameter ensuring the weak nonlinear interaction.

5.5 ORDERED EQUATIONS OF MOTION

The equations of motion (Eq. (5.14)) for a discretized finite element can be written in a matrix form using Eqs. (5.20) - (5.22),

\[ M^e \ddot{u}^e + K^e u^e = f^e + q^e, \]  
(5.25)

where \( u^e = [u_1^e \, u_2^e \, u_3^e \, \cdots \, u_N^e]^T \) denotes the vector of elemental nodal displacements. The external force vector consists of linear and nonlinear components as described by Eq. (5.24). Substituting Eq. (5.24) into Eq. (5.22), \( f^e \) can be expressed as,

\[ f^e = k_s \int_D \mathbf{H}^T u(x, y)_{|_{r_{spr}}} \, dx \, dy + \varepsilon \Gamma_s \int_D \mathbf{H}^T u^3(x, y)_{|_{r_{spr}}} \, dx \, dy. \]  
(5.26)

To be consistent with the notation introduced in chapter 2, the internal constraint force denoted by \( q^e \) is replaced by \( f^e_{int} \). Introducing change in variable \( \tau = \omega t \) and substituting Eq. (5.26) into Eq. (5.25), the equation of motion for the finite element,
\[ \omega^2 M^e \frac{d^2 u^e}{dt^2} + K^e u^e = f^e_L + \varepsilon f^e_{NL} + f^e_{int}. \]  

The linear force component in comparison with Eq. (5.26) can be expressed in the following manner by replacing the displacement field \( u(x,y) \) in terms of nodal displacements \( u^e \) using Eq. (5.11),

\[ f^e_L(u^e) = k_s \int_D H^T H |_{r_{spr}} \, dxdy \, u^e, \tag{5.28} \]

and the nonlinear force is given by,

\[ f^e_{NL}(u^e) = \Gamma_s \int_D H^T (Hu^e)^3 |_{r_{spr}} \, dxdy. \tag{5.29} \]

Next, the following asymptotic expansion of the displacement and the frequency \( \omega \) (Eqs. (2.34) and (2.35)) is considered,

\[ \begin{align*}
    u^e &= u^{(0)e} + \varepsilon u^{(1)e} + O(\varepsilon^2), \tag{5.30} \\
    \omega &= \omega_0 + \varepsilon \omega_1 + O(\varepsilon^2). \tag{5.31}
\end{align*} \]

Substituting Eqs. \((5.30), (5.31)\) into Eq. (5.26) leads to the following ordered equations,

\[ \begin{align*}
    \varepsilon^0: \omega_0^2 M^e \frac{d^2 u^{(0)e}}{dt^2} + K^e u^{(0)e} &= f^e_L(u^{(0)e}) + f^e_{int}. \tag{5.32} \\
    \varepsilon^1: \omega_0^2 M^e \frac{d^2 u^{(1)e}}{dt^2} + K^e u^{(1)e} &= -2\omega_0 \omega_1 M^e \frac{d^2 u^{(0)e}}{dt^2} + f^e_{NL}(u^{(0)e}). \tag{5.33}
\end{align*} \]

Note that the nonlinear forcing occurs at first order equation expressed in terms of the linear solution \( u^{(0)e} \). Equations \((5.32), (5.33)\) are defined for a finite element within the membrane element. Therefore obtaining the equations of motion for entire periodic
element requires the assembly of finite elements which is performed by introducing the following transformation relating the local coordinates to the global coordinates

\[ u^e = A_e u. \]  

(5.34)

Using Eq. (5.34) the ordered equations of motion can be expressed as,

\[ \varepsilon^0: \omega_0^2 M \frac{d^2 u^{(0)}}{d \tau^2} + K u^{(0)} = f_L(u^{(0)}) + f_{int}, \]  

(5.35)

\[ \varepsilon^1: \omega_1^2 M \frac{d^2 u^{(1)}}{d \tau^2} + K u^{(1)} = -2 \omega_0 \omega_1 M \frac{d^2 u^{(0)}}{d \tau^2} + f_{NL}(u^{(0)}). \]  

(5.36)

where,

\[ M = \sum_{1}^{N_{el}} A_e^T M^e A_e, \]  

(5.37)

\[ K = \sum_{1}^{N_{el}} A_e^T K^e A_e, \]  

(5.38)

\[ f_L(u^{(0)}) = \sum_{1}^{N_{el}} A_e^T f_L^e(u^{(0)}), \]  

(5.39)

\[ f_{NL}(u^{(0)}) = \sum_{1}^{N_{el}} A_e^T f_{NL}^e(u^{(0)}). \]  

(5.40)

where \( N_{el} \) is the total number of finite elements in the membrane periodic element.

1.1 LINEAR PERIODIC MEMBRANE MODEL

The perturbation approach as described in chapter 2 requires the solution of linear problem given by Eq. (5.35). The present section details the linear solution of the periodic structure formed by membrane elements under elastic support. Figure 52 demonstrates the finite element model of the periodic element. The \( \varepsilon^0 \) equation as described by Eq. (5.35) captures the linear dynamics of the membrane structure whose periodic elements are elastically supported at the boundaries. The linear force vector \( f_L(u^{(0)}) \) contributes to the overall elemental stiffness of the membrane periodic element.
Figure 52: Schematic showing discretized periodic element of membrane structure. The elastic support is present on the boundary of the element indicated by a dashed line.

For example, if the elastic support is present on side 1 of the finite element, the equivalent stiffness matrix can be evaluated using Eq. (5.28),

\[
\begin{align*}
\mathbf{f}_s^e(u^e) &= k_s \iint_D \mathbf{H}^T(x,y)\mathbf{H}(x,y)\delta(y-s) \, dx \, dy\, u^e = \\
k_s \int_0^r \mathbf{H}^T(x,s)\mathbf{H}(x,s) \, dx\, u^e = \mathbf{K}^{(1)}_{spr} u^e,
\end{align*}
\]

therefore the equivalent stiffness due to elastic support which is present on the top boundary of the finite element can be expressed as,

\[
\mathbf{K}^{(1)}_{spr} = k_s \int_0^r \mathbf{H}^T(x,s)\mathbf{H}(x,s) \, dx,
\]

Similarly, equivalent stiffness matrices for spring elements on the rest of the boundary can be expressed as,

\[
\mathbf{K}^{(2)}_{spr} = k_s \left( \int_0^s \mathbf{H}^T(0,y)\mathbf{H}(0,y) \, dy \right),
\]
\[ K_{spr}^{(3)} = k_s \left( \int_0^r H^T(x,0)H(x,0)dx \right), \] (5.44)

\[ K_{spr}^{(4)} = k_s \left( \int_0^s H^T(r,y)H(r,y)dy \right). \] (5.45)

Hence, if \( n \) sides of a finite element are connected to the \( l_{spr} \), then modified stiffness matrix can be given as,

\[ K_{mod}^e = K^e + \sum_{i=1}^n K_{spr}^{(i)}, \] (5.46)

where \( K^e \) is given by Eq. (5.20) and \( K_{spr}^{(i)} \) is given by either of the Eqs. ((5.42) - (5.45)).

The modified elemental stiffness (Eq. (5.20)) and mass matrices (Eq. (5.21)) are assembled over the finite element domain which comprises of 9-periodic elements as shown in Figure 53 to obtain global stiffness and mass matrices as this formulation leads to the elimination of internal forces for the reference element (refer chapter 2).

Figure 53: A schematic showing 9-periodic cells of a membrane under flexible support. The dark squares indicate the presence of elastic support which is also the boundary of periodic element.
Using Bloch analysis, the linear wave modes are obtained by solving the eigenvalue problem similar to Eq. (2.20). Consider a membrane element with the following parameters, $T_0 = 1 \text{Nm}^{-2}$, $\rho = 1 \text{kgm}^{-3}$, the linear elastic support on the boundary $k_s = 1 \text{Nm}^{-1}$, the dimensions of the unit cell $a = b = 1 \text{m}$. 4-node rectangular elements are considered for the finite element model of the periodic membrane model. The geometry of the membrane element for the present analysis is a square and hence rectangular elements provide a convenient setting to generate finite element mesh. The shape of the finite element does not affect the solution in the present case as the structure is regular and continuous. But the accuracy of the solution obtained with a discretized structure depends on the mesh density, the finer the mesh the more accurate the solution is. For example, Figure 54 and Figure 55 depict the convergence of first two wave modes in an irreducible Brillouin zone as the number of finite elements within the unit cell denoted by $N_{el}$ increases from 4 (coarse mesh) to 81 (fine mesh).

![Figure 54: Convergence of the first linear wave mode with increasing mesh density](image_url)
From the above convergence study of the first two wave modes it is concluded that the wave modes can be captured accurately with 4-node rectangular elements with $N_{el}$ set to 64. Two cases are considered, one with very low $k_s/T_0$ value indicating a weak...
elastic support in comparison to the tension in the membrane, second with a high $k_s/T_0$ value indicating a strong elastic support. The first case considers the parameters $T_0 = 1.0 \text{ Nm}^{-1}, \rho = 1.0 \text{ kgm}^{-3}$ and $k_s = 0.5 \text{ Nm}^{-1}$ with $N_{el} = 64$. The band diagram for this as depicted by Figure 56 shows a low frequency bandgap whose width is determined by the magnitude of elastic support. This configuration does not allow any other bandgaps as shown by Figure 56. Second case considers the following configuration: parameters $T_0 = 0.5 \text{ Nm}^{-1}, \rho = 1.0 \text{ kgm}^{-3}$ and $k_s = 5 \text{ Nm}^{-1}$. Figure 57 shows the bandstructure for the considered configuration. The first bandgap occurs at low frequency and the large bandwidth is associated with the high $k_s/T_0 = 10$ ratio considered for this configuration. Higher the ratio of $k_s/T_0$ the wider is the low frequency bandgap as the bounding frequency is determined by the magnitude of elastic support.

![Figure 57: Linear wave modes for membrane configuration with $k_s/T_0 = 10$ depicting a large low frequency bandgap and second bandgap between first and second modes](image)

As depicted in Figure 57 a second bandgap exists between the first and second wave mode for this configuration and for the frequencies beyond the second wave mode the
considered structure does not exhibit any bandgaps. The ratio of the stiffness of the ground support to the stiffness of the membrane is quite important in this problem as it directly affects the bandstructure of the periodic structure. Figure depicts that as the ratio $k_s/T_0$ increases, the bandgaps beyond the second mode emerge and the one can realize that the first mode appears to be a resonant mode as the slope of the curve remains close to zero along the irreducible Brillouin contour.

![Graph depicting bandgaps](image)

**Figure 58:** Linear wave modes for membrane configuration with $k_s/T_0 = 25$ depicting the emergence of a third bandgap. Increase in the ratio $k_s/T_0$ directly affects the bandstructure and the number of bandgaps

### 5.6 NONLINEAR PERIODIC MEMBRANE MODEL

The boundary of the membrane element is now assumed to be supported by a nonlinear flexible foundation (Figure 53). Note that the nonlinear component is of the order $\varepsilon$ in comparison with the linear component as depicted by Eq. (5.27). The ordered equations obtained in section 5.5 given by Eqs. (5.35) and (5.36) reveal that the nonlinear forcing
only appears at the $\varepsilon^1$ order equation and is a function of the linear solution $u^{(0)}e$. From the perturbation approach outlined in chapter 2, the first step to obtain the first order correction to the dispersion relation requires obtaining the correction coefficient $c_1$ which is evaluated by substituting the linear wave solution into the nonlinear force vector $f^e_{NL}(u^{(0)}e)$ and obtaining the fundamental harmonic component. Therefore the first step is to analytically express the generalized nonlinear force vector in terms of the linear nodal displacements which are obtained from the $\varepsilon^0$ equation. The next step requires evaluating $c_1$ to obtain the first order nonlinear dispersion relation. The two steps are detailed in the following sections for the periodic membrane problem.

5.6.1 GENERALIZED NONLINEAR FORCE VECTOR

Due to the ordered equations, the nonlinear forcing appears at $\varepsilon^1$ order and nonlinear force is expressed in terms of linear solution. Considering the cubic nonlinearity, the perturbation approach requires the generalized nonlinear force vector which is given by Eq. (5.29) now be expressed in terms of the linear solution $u^{(0)}e$,

$$f^e_{NL}(u^{(0)}e) = \int_B H^T(He^{(0)}e)^3 \Big|_{\Gamma_{spr}} dxdy. \quad (5.47)$$

Since the nonlinear force is present only on the boundary of the periodic element, generalized force vectors are zero for all the finite elements not connected to the boundary of the periodic element. For all the elements connected to the boundary, Eq. (5.47) can be used to analytically determine the expressions for the generalized nonlinear force vector. As the linear problem utilized four node rectangular elements with linear interpolation functions the same follows to express the nonlinear force vector.

Analytical expressions for the nonlinear force vector are derived in the following manner. Assuming that the finite element’s left boundary is on the nonlinear flexible support the $f^e_{NL}(u^{(0)}e)$ given by Eq. (5.47) can be expressed as,
The shape function matrix $\mathbf{H}$ for a four node element can be given as,

$$
\mathbf{H} = \begin{bmatrix}
\frac{xy}{rs}, & \frac{y}{s} - \frac{xy}{rs}, & \frac{xy}{rs} - \frac{y}{s} - \frac{x}{r} + 1, & \frac{x}{r} - \frac{xy}{rs}
\end{bmatrix},
$$

(5.49)

where $r$ and $s$ denote the width and height of the finite element (Figure 52). Therefore,

$$
\mathbf{H}(0, y)\mathbf{u}^{(0)e} = \begin{bmatrix} 0 & \frac{y}{s} & 1 - \frac{y}{s} & 0 \end{bmatrix} \begin{bmatrix} u_1^{(0)} \\ u_2^{(0)} \\ u_3^{(0)} \\ u_4^{(0)} \end{bmatrix} = u_3^{(0)} + \frac{(u_2^{(0)} - u_3^{(0)})y}{s}.
$$

(5.50)

Hence, Eq. (5.48) can be rewritten by substituting Eq. (5.50),

$$
f_{NL}^{e}(\mathbf{u}^{(0)e}) = \Gamma_s \int_0^s \mathbf{H}^T(0, y)\left(u_3^{(0)} + \frac{(u_2^{(0)} - u_3^{(0)})y}{s}\right)^3 dy,
$$

(5.51)

Therefore for the finite element connected to the left boundary of the periodic element, the generalized nonlinear force vector can be expressed as,

$$
f_{NL}^{e}(\mathbf{u}^{(0)e}) = \Gamma_s \int_0^s \mathbf{H}^T(0, y)\left(u_3^{(0)} + \frac{(u_2^{(0)} - u_3^{(0)})y}{s}\right)^3 dy,
$$

(5.52)

Similarly, the generalized nonlinear force vector can be expressed for each finite element forming the whole periodic element. The generalized nonlinear force vector for the elements connected to the right boundary of the periodic element is given as,
Similarly for the finite element connected to the top boundary of the periodic element,

\[
\mathbf{f}_{NL}^e(\mathbf{u}^{(0)e}) = \Gamma_s \begin{bmatrix}
    r \left( 4u_1^{(0)3} + 3u_1^{(0)2}u_2^{(0)} + 2u_1^{(0)}u_2^{(0)2} + u_2^{(0)3} \right) / 20 \\
    0 \\
    0 \\
    s \left( u_1^{(0)3} + 2u_1^{(0)2}u_4^{(0)} + 3u_1^{(0)}u_4^{(0)2} + 4u_4^{(0)3} \right) / 20
\end{bmatrix}.
\]  
(5.54)

And for the finite element connected to the bottom boundary of the periodic element,

\[
\mathbf{f}_{NL}^e(\mathbf{u}^{(0)e}) = \Gamma_s \begin{bmatrix}
    0 \\
    0 \\
    r \left( 4u_3^{(0)3} + 3u_3^{(0)2}u_4^{(0)} + 2u_3^{(0)}u_4^{(0)2} + u_4^{(0)3} \right) / 20 \\
    s \left( u_3^{(0)3} + 2u_3^{(0)2}u_4^{(0)} + 3u_3^{(0)}u_4^{(0)2} + 4u_4^{(0)3} \right) / 20
\end{bmatrix}.
\]  
(5.55)

5.6.2 CORRECTION COEFFICIENT C₁

After the elemental nonlinear force vectors are obtained, the next step requires the computation of the correction coefficient \( c_1 \). Let us assume that the normalized linear wave modes to this problem are obtained from solving the eigenvalue problem similar to Eq. (2.20). Following the procedure outlined in chapter 2, it is shown that the nonlinear force vector is a periodic function which can be expressed in Fourier series described by Eq. (2.44). The coefficient \( c_1 \) defines the amplitude of the fundamental harmonic and the evaluation of this term facilitates the estimation of the first order correction to the dispersion. The present section describes in detail the computation of coefficient \( c_1 \) for the membrane problem.

For \( j^{th} \) mode the linear solution can be expressed as,
\[ u^{(0)}(\tau) = A_0 u_{0,j} e^{i \tau} + c.c., \]  
(5.56)

where \( u_{0,j} \) defines the normalized complex mode shape vector. Using Eq. (2.45), the amplitude of the fundamental harmonic can be given as,

\[ c_{1,j} = \frac{1}{2\pi} \int_0^{2\pi} f_{NL}(A_0, u_{0,j}, \tau) e^{-i \tau} d\tau \]  
(5.57)

Substituting Eq. (5.40) into Eq. (5.57) and assuming that the \( j^{th} \) mode linear solution for the element \( u^{(0)}(\tau) = A_{0,j} u_{0,j}^e \cos(\phi) \), the coefficient \( c_1 \) can be expressed as,

\[ c_{1,j} = \frac{1}{2\pi} \int_0^{2\pi} \sum_1^{N_{el}} A_e^T f_{NL}^e(A_0, u_{0,j}, \tau) e^{-i \tau} d\tau, \]  
(5.58)

The above equation implies that each elemental nonlinear force vector is evaluated by substituting the normalized linear mode values in place of nodal displacements. Taking the summation out of the integration, Eq. (5.58) can be expressed as,

\[ c_{1,j} = \sum_1^{N_{el}} A_e^T \left( \frac{1}{2\pi} \int_0^{2\pi} f_{NL}^e(A_0, u_{0,j}, \tau) e^{-i \tau} d\tau \right). \]  
(5.59)

### 5.7 DISPERSION USING PERTURBATION APPROACH

The present section details the application of perturbation approach to obtain dispersion in two-dimensional membrane on weakly nonlinear flexible support. All the elements required for the perturbation analysis are obtained in the previous sections which includes the generalized nonlinear force vector expressed in terms of nodal displacements and the estimation of the coefficient \( c_1 \). A step-by-step procedure of the application of perturbation analysis is detailed below:

1) Consider a discretized domain of a 9-periodic element structure as shown in Figure 53. Obtain the global mass \( M_g \) and global stiffness \( K_g \) matrices. The linear part of the stiffness on the boundary of periodic element is included in \( K_g \) using...
Eq. (5.46). The present analysis assumed 64 4-node rectangular finite elements per unit cell.

2) Next step requires the partitioning of the global mass and stiffness matrices to obtain $M^{(p,q)}$ and $K^{(p,q)}$. From these matrices, the eigenvalue problem defined by Eq. (2.20) is solved to obtain linear dispersion including linear mode shapes $u_{0,j}(k)$.

3) Now the normalized linear mode shape for the $j^{th}$ mode $u_{0,j}(k)$ is substituted into elemental nonlinear force vector described by Eqs. (5.52) - (5.55) and using Eq. (5.56) the correction coefficient $c_1$ for the $j^{th}$ mode is obtained.

4) Once $c_{1,j}$ is obtained, the first order correction to the wave frequency can be computed using Eq. (2.59) and Eq. (2.60) evaluates the corrected frequency for the $j^{th}$ mode.

5.8 AMPLITUDE-DEPENDENT DISPERSION

The dispersion in the two-dimensional membrane on a nonlinear foundation is analyzed through band diagrams which are now amplitude dependent. The first case considers the parameters $T = 1.0 \text{ Nm}^{-1}$, $\rho = 1.0 \text{ kgm}^{-3}$, $k_s = 0.5 \text{ Nm}^{-1}$, $\Gamma_s = -2 \text{ Nm}^{-3}$ and the small parameter $\epsilon = 0.1$. The small parameter $\epsilon$ is introduced in the asymptotic expansion of frequency and displacement given by Eqs. (5.29, 5.30). Although the magnitude of cubic nonlinearity appears to be large in comparison with $k_s$ the overall system is still weakly nonlinear due to the stiffness of the membrane. The band diagram is demonstrated in Figure 59 in which the first 10 modes are displayed at two different wave amplitudes $A = 0.1$ and $A = 2.0$. The low wave amplitude $A = 0.1$ bandstructure is similar to the linear bandstructure for the present configuration displayed by Figure 56. As the wave amplitude increases, the nonlinear dynamics come into play affecting the overall bandstructure.
Figure 59: Band diagram of membrane on nonlinear support at two different amplitudes $A = 0.10$ and $A = 2.0$ demonstrating the shift in low frequency bandgap

The present case assumes a soft nonlinear foundation which generates a downward shift of the dispersion curves as the wave amplitude increases. This result is similar to that of the amplitude dependent dispersion predicted in soft nonlinear spring mass models. Of important note is the shift in low frequency bandgap whose width is primarily governed by the elastic ground support. Due to soft nonlinear foundation, the low frequency bandgap is decreased significantly (approximately 40%) by increase in amplitude varies from $A = 0.10$ to $A = 2.00$. This implies that the low frequency wave propagation can be controlled with variation in wave amplitude.

5.9 CONCLUSIONS

The dispersion in a periodic structure employing elastically supported membrane elements has been analyzed using perturbation approach outlined in chapter 2. Weak form of governing equations of motion is derived and a finite element model is
developed. The dispersion behavior is observed to be affected by the ratio of support stiffness to membrane tension. With the nonlinear model and at low $k_s/T_0$ ratio, there exists a strong dependence of the low frequency bandgap on the wave amplitude. But as the ratio increases, the band diagram modifies in two ways; the first being the upward shift of the first mode depending on the support stiffness and the second being the appearance of the bandgap between the first and the second mode. For this case, i.e. high $k_s/T_0$ ratio, the first mode does not appear to have significant dependence on the amplitude but the bandgap between the first and second mode appears to weaken with increase in wave amplitude.

Overall, the effect of amplitude and nonlinearity on the plane wave dispersion in complex nonlinear periodic structure is captured by perturbation analysis. Finally the analysis demonstrated the applicability of perturbation approach to evaluate the dispersion in complex weakly nonlinear periodic structure with aid of Finite element formulation.
CHAPTER VI

STRONGLY NONLINEAR PERIODIC STRUCTURES

6.1 OVERVIEW

The present chapter documents the plane wave propagation characteristics in strongly nonlinear systems. A plane wave can be injected into the structure through point harmonic forcing or by directly imposing a specific wavelength (wavenumber) into the structure. The latter is analogous to how a plane wave is injected into a piezoelectric substrate by an inter-digital-transducer (IDT) in a surface acoustic wave device [71] (Figure 60). One of the examples of strongly nonlinear periodic systems is granular media. The contact dynamics which govern the motion of each granule makes the system strongly nonlinear. For granular chains composed of metallic beads, the magnitude of nonlinearity can be tuned in accordance with the initial pre-compression [42].

Figure 60: A schematic of SAW device injecting plane wave [71]

The focus is on the analysis of plane wave propagation in pre-compressed chain with wave amplitudes comparable to the initial pre-compressive displacement of the beads. Such strongly nonlinear granular chains under pre-compression allow acoustic waves with strong amplitude dependent dispersive properties that could potentially lead to tunable acoustic applications with wave amplitude as tuning parameter.
Effect of weak nonlinearities on the dispersion of periodic systems as predicted by the general perturbation analysis has been presented in previous chapters. Due to the weak nonlinearity, the solution is expressed as a perturbation from the linear solution and the effects are observed to be prominent with a large variation in wave amplitude. As mentioned earlier, nonlinear periodic systems exhibit very rich and interesting dynamics such as solitary wave propagation and localization phenomenon [40, 72]. One example of a strongly nonlinear periodic media is a granular material in which the contact forces are of Hertzian type. Granular media are of significant practical importance as they have been considered for shock wave mitigators, for example in explosive test environments [73, 74]. The nonlinearity in the granular chain stems from the geometry of the granules. Although the strain in the granule is within the elastic limit, the geometry of the granule determines the nonlinearity of the interaction. Typically, such interaction is modeled using Hertz contact force law which has been experimentally validated by Coste and Gilles [75] who studied acoustic wave and solitary wave propagation in chains comprised of spherical beads made of different materials.

Nesterenko et al. [41] first revealed the existence of solitary waves that propagate without separation of granules under zero pre-compression. Uncompressed granular chains possess no linear restoring forces, hence cannot support any travelling wave which leads to the characterization of such media as sonic vacuum. Granular chains under zero pre-compression support strongly nonlinear waves and some of the analytical and experimental results can be found in recent literature [76-84]. For example, Herbold et al. [85] demonstrate tunability of the solitary wave speed in one-dimensional chain of beads for varying pre-compression and wave amplitude. A more detailed analytical study on uncompressed chain of beads has been reported by Starosvetsky and Vakakis [86]. With energy arguments, the authors analyze one, two, three and four bead finite chains with applied periodic boundary conditions. A two bead cyclic chain is observed to exhibit only standing waves with out-of-phase mode. As the number of granules increases the authors
report the existence of a family of travelling waves with the help of nonlinear modes revealed by Poincare’ maps. As \( N \to \infty \) in an \( N \)-bead cyclic chain, the solution tends to a solitary wave as reported by Nesterenko [41]. Also, the authors report localized standing waves leading to the concept of “energy trapping”. Nesterenko and Herbold [87] report the generation of quasi-periodic strain waves in compressed granular chains with two different amplitudes as the harmonic forcing amplitude reaches the initial pre-compression. Numerical simulations impose a single harmonic force excitation at the boundary which leads to the modulation of excitation frequency as the force is transmitted through the chain. Such modulation depends on the ratio of excitation frequency and the characteristic cut-off frequency which depends on the stiffness of contacting spheres and initial static pre-compressive force. Based on the force-time envelope modulation observed in single harmonic excitation, authors then construct a special composite force function which is essentially a summation of different harmonic force functions. Such a composite force applied at the boundary generates a force-time envelope in the chain that does not appear to change its shape, thus indicating a strongly nonlinear periodic wave.

The next section details the application of harmonic balance method presented in chapter 2 section 2.6 to predict the plane wave dispersion in strongly nonlinear granular chains.

6.2 MONO-ATOMIC GRANULAR CHAIN

6.2.1 MODEL DESCRIPTION
A mono-atomic chain consists of a unit cell whose dynamic behavior is described by a single degree of freedom. A schematic of the mono-atomic chain formed by spherical beads is shown in Figure 61. The chain is initially pre-compressed with a static force \( F_0 \) acting on both ends which compresses the chain by \( \delta_0 \) (compression in each sphere). For the present analysis, the mono-atomic chain is modeled with the following assumptions:
a) The contact force is modeled by Hertzian contact law which implies that the strain in each bead does not exceed the elastic limit

b) Although implied by Hertz law, no dissipation due to frictional forces is assumed

c) Plane wave amplitudes are such that the beads do not separate or there is no loss of contact

![Schematic of a mono-atomic chain](image)

Figure 61: Schematic of a mono-atomic chain [88]

6.2.2 EQUATIONS OF MOTION

The index notation for a general 2D periodic structure as detailed in chapter 2 section 2.2 is slightly modified. For the present 1D granular chain, $n_2 = 0$, the index $n_1$ which defines the number of mass from the reference mass is replaced by $j$. Assuming the Hertz contact law, the equations of motion for the $j^{th}$ mass can be written as,

$$\frac{d^2 u_j}{dt^2} = \Gamma (\eta_j^+)^{3/2} - \Gamma (\eta_{j+1}^+)^{3/2}$$  \hspace{1cm} (6.1)$$

$$\eta_j = \delta_0 - (u_j - u_{j-1})$$  \hspace{1cm} (6.2)$$

where

$$\Gamma = \frac{E(2R)^{1/2}}{3(1 - v^2)m}$$  \hspace{1cm} (6.3)$$
where the following notation is adopted;

$$\eta^+ = \begin{cases} \eta \forall \eta \geq 0 \\ 0 \forall \eta < 0 \end{cases}$$  \hspace{1cm} (6.4)

Also $E$ denotes the elastic modulus, $R$ and $m$ are respectively the radius and the mass of the sphere and $\nu$ is Poisson’s ratio. In the next section, the dispersion analysis of a monoatomic chain is predicted first by perturbation analysis with the assumption that the relative displacement between the masses is much smaller than the initial pre-compression ($\delta_0 \gg u_j - u_{j-1}$). With this assumption, the nonlinear force can be expanded into asymptotic series that allows the application of perturbation analysis. The motivation to perform perturbation analysis is to qualitatively determine the variation of the bandstructure as the wave amplitude varies. Next, the trend predicted by the perturbation analysis is confirmed by other analytical methods applicable to strongly nonlinear problems such as He’s method [89, 90] as described later in this section along with the generalized harmonic balance method described in chapter 2 section 2.6.

6.2.3 ESTIMATION OF DISPERSION THROUGH PERTURBATION ANALYSIS

A more general approach of the perturbation procedure is detailed in chapters 3 and 4 wherein various one and two-dimensional unit cell configurations are examined and closed-form dispersion relations are obtained. Eq. (6.1) is transformed by Taylor series expansion more suitable for perturbation analysis. It is assumed that

$$\frac{|u_{j-1} - u_j|}{\delta_0} \ll 1.$$  \hspace{1cm} (6.5)

The Taylor series expansion truncated to three terms gives,
\[ \ddot{u}_j = \alpha (u_{j-1} + u_{j+1} - 2u_j) + \beta \left( (u_{j-1} - u_j)^2 - (u_j - u_{j+1})^2 \right) + \gamma \left( (u_{j-1} - u_j)^3 - (u_j - u_{j+1})^3 \right) + O \left( (u_j)^4 \right) \]  

(6.6)

where,

\[ \alpha = \frac{3}{2} \Gamma \delta_0^{1/2}, \beta = \frac{3}{8} \Gamma \delta_0^{-1/2}, \gamma = -\frac{1}{16} \Gamma \delta_0^{-3/2}. \]  

(6.7)

Introducing non-dimensional time \( \tau = \omega t \) and substituting the following displacement and frequency expansions about the linear solution into Eq. (6.6),

\[ \omega = \omega_0 + \varepsilon \omega_1 + \varepsilon^2 \omega_2 + O(\varepsilon^3), \]  

(6.8)

\[ u_j = \varepsilon u_j^{(0)} + \varepsilon^2 u_j^{(1)} + \varepsilon^3 u_j^{(2)} + O(\varepsilon^4), \]  

(6.9)

leads to following ordered equations:

\[ \varepsilon^1: \omega_0^2 \frac{d^2 u_j^{(0)}}{d\tau^2} + \alpha \left( 2u_j^{(0)} - u_{j-1}^{(0)} - u_{j+1}^{(0)} \right) = 0, \]  

(6.10)

\[ \varepsilon^2: \omega_0^2 \frac{d^2 u_j^{(1)}}{d\tau^2} + \alpha \left( 2u_j^{(1)} - u_{j-1}^{(1)} - u_{j+1}^{(1)} \right) = -2\omega_0 \omega_1 \frac{d^2 u_j^{(0)}}{d\tau^2} + \beta \left( u_{j+1}^{(0)} + u_{j-1}^{(0)} - 2u_j^{(0)} \right) \left( u_j^{(0)} - u_{j+1}^{(0)} \right), \]  

(6.11)

\[ \varepsilon^3: \omega_0^2 \frac{d^2 u_j^{(2)}}{d\tau^2} + \alpha \left( 2u_j^{(2)} - u_{j-1}^{(2)} - u_{j+1}^{(2)} \right) = -2\omega_0 \omega_1 \frac{d^2 u_j^{(1)}}{d\tau^2} - \left( \omega_1^2 + 2\omega_0 \omega_2 \right) \frac{d^2 u_j^{(0)}}{d\tau^2} + \beta \left( u_{j+1}^{(0)} + u_{j-1}^{(0)} - 2u_j^{(0)} \right) \left( u_j^{(0)} - u_{j+1}^{(0)} \right) + \beta \left( u_{j+1}^{(1)} + u_{j-1}^{(1)} - 2u_j^{(1)} \right) \left( u_j^{(0)} - u_{j+1}^{(0)} \right) + \gamma \left( \left( u_{j-1}^{(0)} - u_j^{(0)} \right)^3 - \left( u_j^{(0)} - u_{j+1}^{(0)} \right)^3 \right) \]  

(6.12)

Next, a plane wave solution is imposed to yield the following generator solutions,
\[ u_j^{(0)} = \frac{A}{2} e^{i\mu j} e^{i\tau} + c.c., \]  \(6.13\)

\[ u_{j\pm 1}^{(0)} = \frac{A}{2} e^{i\mu(j\pm 1)} e^{i\tau} + c.c., \]  \(6.14\)

where \(c.c.\) denotes complex conjugate of the preceding terms, \(A\) is the wave amplitude and \(\mu\) defines the nondimensional wavenumber. The linear dispersion relation is obtained by substituting Eq. (6.13) into Eq. (6.10),

\[ \omega_0 = \sqrt{2\alpha (1 - \cos(\mu))}. \]  \(6.15\)

The updated \(\varepsilon^2\) order equation after substitution of Eq. (6.13) is given by,

\[ \varepsilon^2: \omega_0^2 \frac{d^2 u_j^{(1)}}{d\tau^2} + \alpha \left(2u_j^{(1)} - u_{j-1}^{(1)} - u_{j+1}^{(1)}\right) = c_1 e^{i\mu j} e^{i\tau} + c_2 e^{i2\mu j} e^{i2\tau} + c.c., \]  \(6.16\)

where \(c.c.\) denotes complex conjugate of all the preceding terms and the coefficient \(c_1\) and \(c_2\) are given by,

\[ c_1 = 2\omega_0 \omega_1, \quad c_2 = i \left(\frac{\beta A^2}{2} (\sin(2\mu) - 2 \sin(\mu))\right), \]  \(6.17\)

The homogenous part of Eq. (6.16) is similar to Eq. (6.10) and it can be shown that all the terms in the forcing function (i.e. RHS of Eq. (6.16)) with spatial-temporal form of \(e^{i\mu j} e^{i\tau}\) yield an unbounded solution for \(u_j^{(1)}\) and therefore need to be eliminated (secular). To eliminate the secular term the coefficient \(c_1 = 0\) and hence from Eq. (6.17), \(2\omega_0 \omega_1 = 0\). As \(\omega_0 \neq 0 \forall \mu\), the solution to \(2\omega_0 \omega_1 = 0\) leads to the first order correction of frequency \(\omega_1 = 0\). But the remaining forcing in Eq. (6.16) always occurs at
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and hence a particular solution for $u_j^{(1)}$ is found at this order for a subsequent substitution in the next ordered equation to find second order correction to the frequency.

$$u_j^{(1)} = A_1 e^{i\mu_j} e^{i\tau} + B_1 e^{i2\mu_j} e^{i2\tau} + c.c., \quad (6.18)$$

where,

$$B_1 = \frac{-c_2}{4\omega_0^2 + \omega_s^2}, \quad (6.19)$$

$$\omega_s = \sqrt{2\alpha(c(2\mu) - 1)}, \quad (6.20)$$

By substituting Eq. (6.18) and Eq. (6.13) into Eq. (6.12), the following equation results,

$$\omega_0^2 \frac{d^2 u_j^{(2)}}{d\tau^2} + \alpha \left( 2u_j^{(2)} - u_j^{(2)} - u_j^{(2)} \right) = d_1 e^{i\mu_j} e^{i\tau} + d_3 e^{i3\mu_j} e^{i3\tau} + c.c. \quad (6.21)$$

The linear kernel of Eq. (6.21) is similar to Eq. (6.10). Also the forcing term $e^{i\mu_j} e^{i\tau}$ yields an unbounded solution for $u_j^{(2)}$ therefore $d_1$ is set to zero which yields an expression for frequency correction at second order.

The closed form expression for frequency correction at second order in terms of linear and nonlinear parameters is given by,

$$\omega_2 = \frac{A^2 \left( (3\gamma \alpha - 2\beta^2)(\cos(\mu))^2 - 6\gamma \alpha \cos(\mu) + 2\beta^2 + 3\gamma \alpha \right)}{2\alpha \omega_0}, \quad (6.22)$$

Hence, the frequency of the wave is a function of wave amplitude $A$ and of the non-dimensional wavenumber $\mu$ which is expressed as $\omega = \omega_0 + \varepsilon^2 \omega_2$, where $\omega_0$ and $\omega_2$ are given by Eq. (6.15) and Eq. (6.21) respectively. From Eq. (6.6), it is observed that the nonlinearity is present in quadratic and in the cubic form. The quadratic nonlinearity is hardening indicating an increase in cut-off frequency with increase in the amplitude while
the cubic is softening implying that the cut-off frequency decreases with increase in the amplitude. From the results detailed in the previous chapters that the hardening stiffness increases the cutoff frequencies while the softening decreases the cutoff frequencies with increasing wave amplitude. Figure 62 depicts the dispersion trend predicted by perturbation analysis with change in amplitude for a generic Hertzian-modeled periodic chain with parameters \( E = 68.9 \text{ GPa}, \ R = 9.5025 \text{ mm}, \ \nu = 0.35, \ m = 9.73 \text{ g} \) and \( F_0 = 20 \text{ N} \).

![Figure 62: Dispersion in mono-chain predicted by perturbation analysis](image)

The result demonstrates the effect of cubic nonlinearity on dispersion. The figure qualitatively reveals the downward shift in cut-off frequency as the wave amplitude increases due to the soft cubic nonlinearity.

6.2.4 DISPERSION THROUGH HARMONIC BALANCE

The chain under consideration has the following parameters, \( E = 68.9 \text{ GPa}, \ R = 9.5025 \text{ mm}, \ \nu = 0.35, \ m = 9.73 \text{ g} \) and \( F_0 = 20 \text{ N} \). Following the harmonic balance
method (HB method) detailed in chapter 2 section 2.6, consider the following 
M harmonic displacement approximation for \( u_j \),

\[
  u_j = A(\sum_{m=1}^{M} c_m \cos(m\mu j - m\tau)).
\]  

(6.23)

In comparison with Eqs. (2.2) and (2.3), \( k \cdot r_{n_1 n_2} \) is replaced by \( \mu j \) where \( \mu \) is the propagation constant and \( j \) is the cell index (note that notation \( n_1 \) has been changed to \( j \)). Also the sine component \( s_m = 0 \) and the reason for this assumption is that the unit cell contains a single mass represented by a single degree of freedom and the relative phase which exists between the neighboring cells in a plane wave can be completely captured by the approximation given by Eq. (6.23).

The above approximation leads to the following \( IR^{1 \times M} \) transformation matrix with reference to cell \( j = 0 \),

\[
  S_j = S(\tau) = [\cos(\tau) \cos(2\tau) ... \cos((M - 1)\tau) \cos(M\tau)].
\]  

(6.24)

Therefore the transformation matrices for adjacent cells can be given as,

\[
  S_{j\pm 1} = S(\pm\mu, \tau) = [\cos(\pm\mu - \tau) \cos(2(\pm\mu - \tau)) ... \cos(M(\pm\mu - \tau))]
\]  

(6.25)

The amplitude vector \( \mathbf{\tilde{q}} \) can be given as,

\[
  \mathbf{\tilde{q}} = [1 \quad c_2 \quad c_3 \quad ... \quad c_{M-1} \quad c_M]^T,
\]  

(6.26)

In the above equation, the amplitude vector is normalized with first component \( c_1 \) representing the fundamental mode or the first harmonic. Substituting the displacement approximation \( u_j = AS(\tau)\mathbf{\tilde{q}} \) and \( u_{j\pm 1} = AS(\mu, \tau)\mathbf{\tilde{q}} \) into Eq. (6.1) and applying the Galerkin’s projection, the equations of motion in differential form are reduced to a set of nonlinear algebraic equations:
\[ \omega^2 (M) A + (f_{NL}(\mu, A)) = 0, \]  
(6.27)

The transformed mass matrix takes the following form,

\[ \langle M \rangle = \pi (diag [1 \ 2^2 \ 3^2 \ \ldots \ M^2 ]), \]  
(6.28)

where \( diag \) denotes a diagonal matrix. The transformed nonlinear force is a \( \mathbb{R}^{M \times 1} \) vector and the \( m^{th} \) component can be given as,

\[ \langle f_{NL}(\mu, A) \rangle_m = \Gamma A^{3/2} \int_0^{2\pi} \cos(m\tau) \left[ (\xi^+)^{3/2} - (\eta^+)^{3/2} \right] d\tau, \]  
(6.29)

where,

\[ \xi = (S(-\mu, \tau) \bar{q} - S(\tau) \bar{q} + \delta_0), \]  
(6.30)

\[ \eta = (S(\tau) \bar{q} - S(\mu, \tau) \bar{q} + \delta_0), \]  
(6.31)

\[ \xi^+, \eta^+ = \begin{cases} \xi, \eta \forall \xi^+ \geq 0, \eta^+ \geq 0 \\ 0, 0 \forall \xi^+ < 0, \eta^+ < 0 \end{cases}, \]  
(6.32)

Also in Eq. (6.30) and (6.31), \( \delta_0 = \delta_0 / A \). Equation (6.29) can be solved for frequency \( \omega \) at fixed value of propagation constant \( \mu \) by any numerical iteration scheme. For the present study, Newton-Raphson iteration \([58]\) scheme is employed and the algorithm for the present problem is detailed in the previous section. The amplitude dependent dispersion exhibited by the strongly nonlinear one-dimensional periodic chain modeled on Hertzian contact law is shown in Figure 63. The result is obtained by considering single harmonic approximation \( M = 1 \). The result demonstrates the variation in bandstructure with wave amplitude. As wave amplitude increases, the cut-off frequency decreases which indicates a softening effect. Figure 64 displays the dispersion predicted by the harmonic balance method for \( M = 1, 3 \) and 7.
Figure 63: Dispersion of mono-chain predicted by GHB method ($M = 1$)

Figure 64: Dispersion predicted by GHB method for increasing harmonics at $A = 0.90\delta_0$

The result depicts the negligible shift (maximum of 0.5%) in dispersion curve predicted by $M = 1$ and 7 harmonic approximations. As defined in section 2.6.3 the
absolute error tolerance for the present analysis is set to $10^{-4}$ for all the harmonic approximations.

6.2.5 DISPERSION PREDICTION THROUGH HE’S MODIFIED PERTURBATION ANALYSIS

The dispersion shift predicted by closed form analytical expressions derived using perturbation analysis is valid for $A \ll \delta_0$. For analysis purposes, the wave propagation in one-dimensional periodic chains which are governing strongly nonlinear interactions can be studied by the modified-perturbation analysis or He’s method [91-95]. This approximate method can only be applied to single degree of freedom systems and He’s method cannot be extended to higher dimensional problems. The reason lies in the zero\textsuperscript{th} order equation which in a higher dimensional problem cannot identify the linear modes required to identify secular terms at next order. For a single degree of freedom system, the mode is defined by just a scalar constant, hence first order equation is capable of generating secular terms which can be eliminated to solve for frequency. The equation of motion for the unit cell of a mono-atomic chain can be modified as follows:

$$\frac{d^2 u_j}{dt^2} + 0u_j = pf_{NL}(u_j, u_{j \pm 1}),$$

(6.33)

where $f_{NL}(u_j, u_{j \pm 1})$ is given by right hand side of Eq. (6.1) with $p = 1$. The above equation implies that there is a zero linear restoring force. He’s method specifically assumes that there exists a periodic solution and the frequency can be expressed in a series form [93],

$$0 = \omega^2 + p\omega_1 + p^2\omega_2 + \cdots,$$

(6.34)

Next, the solution $u_j$ is also assumed to have the following form,
\[ u_j = u_j^{(0)} + pu_j^{(1)} + p^2u_j^{(2)} + \cdots, \quad (6.35) \]

Substituting Eqs. (6.34) and (6.35) into the equation of motion described by Eq. (6.33) leads to the following ordered equations,

\[ \frac{d^2u_j^{(0)}}{dt^2} + \omega^2u_j^{(0)} = 0, \quad (6.36) \]

\[ \frac{d^2u_j^{(1)}}{dt^2} + \omega^2u_j^{(1)} + \omega_1u_j^{(0)} = f_{NL}(u_j^{(0)}, u_{j\pm 1}^{(0)}), \quad (6.37) \]

where the nonlinear restoring force is assumed to be a function of \( u_j^{(0)} \). The solution of Eq. (6.36) can be expressed as \( u_j^{(0)} = A\cos(\omega t) \). Assuming a plane wave propagation (single harmonic) \( u_{j\pm 1}^{(0)} = A\cos(\pm \mu - \omega t) \), Eq. (6.37) can be written as,

\[ \frac{d^2u_j^{(1)}}{dt^2} + \omega^2u_j^{(1)} = -\omega_1A\cos(\omega t) + f_{NL}(A\cos(\omega t), A\cos(\pm \mu - \omega t)), \quad (6.38) \]

Since \( f_{NL} \) is periodic in \( t \), \( f_{NL}(A\cos(\omega t), A\cos(\pm \mu - \omega t)) \) can be expressed as a Fourier series:

\[ f_{NL}(A\cos(\omega t), A\cos(\pm \mu - \omega t)) = \sum_{m=1}^{M} c_m \cos(m\omega t), \quad (6.39) \]

where,

\[ c_m = \frac{\omega}{2\pi} \int_{-\pi/\omega}^{\pi/\omega} \cos(m\omega t)f_{NL}(A\cos(\omega t), A\cos(\pm \mu - \omega t)) \, dt, \quad (6.40) \]

The nonlinear force is a function on only cosine functions therefore the sine terms are not included in Eq. (6.39).

Next, the forcing at first harmonic is examined, Eq. (6.38) can be written as,
\[
\frac{d^2 u_j^{(1)}}{dt^2} + \omega^2 u_j^{(1)} = (-\omega_1 A + c_1)\cos(\omega t), \tag{6.41}
\]

the solution of which can force the solution \(u_j^{(1)}\) unbounded. Hence, setting \(-\omega_1 A + c_1 = 0\) leads to \(\omega_1 = c_1 / A\). From Eq. (6.34), the frequency \(\omega\) can be evaluated as,

\[
\omega = \sqrt{-pc_1 / A}, \tag{6.42}
\]

Therefore the dispersion at a specific wave amplitude \(A\) is evaluated by varying \(\mu\) from 0 to \(\pi\) and computing the frequency \(\omega\) using Eq. (6.42). To obtain \(c_1\), a change of variable \(\tau = \omega t\) is introduced, transforming Eq. (6.40) to

\[
c_m = \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos (m\tau) f_{NL}(A\cos(\tau), A\cos(\pm\mu - \tau)) d\tau, \tag{6.43}
\]

The coefficient \(c_1\) can be found through the integration Eq. (6.43) using any numerical integration scheme for a specific propagation constant \(\mu\).

Next, the dispersion in a granular chain with same parameters as discussed in the previous section is considered. The cut-off frequency defined by \(\omega_c\) corresponding to \(\mu = \pi\) is evaluated for a specific wave amplitude \(A\) using He’s method as described earlier. The variation in the cut-off frequency with wave amplitude \(A\) is defined as

\[
\Delta\omega_c = 100 \times (\omega_c - \omega_c^L) / \omega_c^L, \tag{6.44}
\]

where \(\omega_c^L\) denotes the cut-off frequency of linear model. Figure 65 shows the plot of \(\Delta\omega_c\) with wave amplitude predicted by He’s method and the generalized harmonic balance method. The amplitude-dependent cut-off frequency as predicted by He’s method is in excellent agreement with that predicted by the harmonic balance method.
At low $A/\delta_0$, $\Delta \omega_c$ is close to zero indicating that the linear model predicts dispersion very well at amplitudes much lower than the initial pre-compression. As the amplitude increases to the level of pre-compression, linear model fails and approximately 6% reduction in cut-off frequency is predicted.

6.2.6 NUMERICAL ESTIMATION OF DISPERSION

The variation in band structure predicted by the generalized harmonic balance is validated through numerical simulation of the dynamic response of finite granular chains. Previously, a point harmonic excitation in the chain is assumed to generate a plane wave in the finite chain. Depending on excitation amplitude and frequency, point harmonic forcing generates solitary and quasi-periodic waves [87] in pre-compressed granular chains. Therefore a different approach is taken to impose a plane wave into the compressed granular chain. Consider a finite chain of $N$ masses with a predetermined initial displacement and velocity imposed on each mass. The dynamics of each mass governed by the differential equation (Eq. (6.1)) can be formulated as an initial-value problem:
\[
\begin{bmatrix}
\dot{u}_j \\
\dot{v}_j
\end{bmatrix} = \begin{bmatrix}
v_j \\
\Gamma(\eta_j^+)^{3/2} - \Gamma(\eta_{j+1}^+)^{3/2}
\end{bmatrix},
\] (6.45)

\[
\begin{bmatrix}
u_j \\
v_j(t=0)
\end{bmatrix} = \begin{bmatrix}
A \cos(\mu j) \\
A \omega \sin(\mu j)
\end{bmatrix},
\] (6.46)

where overdot represents the $\frac{d}{dt}$, $\eta_j^+$ is a function of $u_j$ as defined by Eqs. (6.2) - (6.4) and $\omega$ is the wave frequency corresponding to the propagation constant $\mu$ which is analytically determined from linearized model of the Hertzian chain. The initial-value problem can be solved numerically using 4\textsuperscript{th} order Runge-Kutta method. The initial conditions set a plane wave into the system propagating to the right or left depending on the sign of initial velocity $v_j$. With the initial conditions specified by Eq. (6.46), the chain of masses is then simulated for a minimum time of $4T$ where $T$ is the time period of oscillation $T = \frac{2\pi}{\omega}$.

As the plane wave is set into the system, due to the finiteness, the reflections at the both ends of the chain start to distort the plane wave profile. This plane wave profile at $t = 5T$ in a chain composed of 800 masses is displayed by Fi. Estimation of frequency and wavenumber is calculated for the undistorted wave profile. For the present system consisting of 800 masses, with a simulation time of $5T$ the wave profile over 200 masses at the center of chain is used to compute frequency and wavenumber. The fast Fourier transform in space and time estimates the wavenumber and the wave frequency respectively following the same procedure as described in chapter 3 section 3.3. Figure 67 demonstrates the numerically estimated dispersion and its variation with wave amplitude in comparison with analytical predictions.
Figure 66: Plane wave in a granular chain of 800 masses at time $t = 5T$ and $f = 6$ kHz indicating the distorted and undistorted wave profiles.

The numerical results are in excellent agreement with the analysis indicating the softening effect which is reduction in cut-off frequency for the increase in wave amplitude. The dispersion shown in Figure 67 is valid if the modeling assumptions are not violated. The vital assumption which needs to hold for the above result to be valid is the limitation on the strain values in the spheres.

High strain values beyond the elastic limit permanently deform the sphere locally and Hertz theory could then become invalid. Therefore it is important to monitor the axial strain in the spheres, which can be computed by,

$$
\varepsilon = 100 \times \left( \frac{\delta_{0+u_{j-1}} - u_{j+1}}{2R} \right).
$$

(6.47)
Figure 67: Dispersion of nonlinear mono-chain (Numerical vs Harmonic balance)

Maximum allowable percentage strain for Aluminum T-6061 sphere can be computed by \( \varepsilon_{al} = 100 \times \left( \frac{\sigma_{yield}}{E} \right) = 0.40 \). As long as magnitude of \( \varepsilon \) is below \( \varepsilon_{al} \) the spheres can be considered to be within the elastic limit.

Figure 68: Maximum axial compressive strain at wave amplitude \( A = 0.10\delta_0 \)
Figure 68 displays the maximum $\varepsilon$ of each sphere for wave amplitude $A = 0.10\delta_0$ at wavenumbers $\mu = 0.10$ and $\mu = \pi$. Figure 69 shows the maximum $\varepsilon$ at wave amplitude $A = 0.90\delta_0$. At high wave amplitudes also, the maximum strain value is well within the allowable elastic strain.

Figure 69: Maximum axial compressive strain at wave amplitude $A = 0.90\delta_0$

6.3 DIATOMIC GRANULAR CHAIN

6.3.1 MODEL DESCRIPTION AND EQUATIONS OF MOTION

The unit cell consists of two different masses $m_1$ and $m_2$. The force interaction model which is assumed for a mono-atomic chain is also assumed valid for the diatomic chain. Assumptions such as uniform initial pre-compression and elastic deformation of the spheres with Hertzian force law are also applicable to this problem. Physical model of the chain is depicted by a schematic as shown by Figure 70.
The equations of motion can be written in format described by Eq. (2.33) and as the system is still one-dimensional \((n_2 = 0)\), the index \(n_1\) defining the unit cell from the reference cell is replaced by \(j\). Finally, the mass matrix and the nonlinear restoring force vector corresponding to Eq. (2.33) for the diatomic chain considered are given as,

\[
M = \begin{bmatrix} m_1 & 0 \\ 0 & m_2 \end{bmatrix},
\]

\[
f_{NL} = \begin{bmatrix} \Gamma(\xi_j^+)^{3/2} - \Gamma(\eta^+)^{3/2} \\ \Gamma(\eta^+)^{3/2} - \Gamma(\xi_{j+1}^+)^{3/2} \end{bmatrix},
\]

where \(\xi_j = \delta_0 - (u_1^{j} - u_2^{j-1})\) , \(\eta = \delta_0 - (u_1^{j} - u_2^{j})\) and the following notation is adopted:

\[
\xi_j^+ = \begin{cases} \xi_j & \forall \xi_j \geq 0 \\ 0 & \forall \xi_j < 0 \end{cases}, \quad \eta^+ = \begin{cases} \eta & \forall \eta \geq 0 \\ 0 & \forall \eta < 0 \end{cases}
\]

\[
\Gamma = \frac{4E_1E_2(1/2+1/R_1)^{-1/2}}{3[E_2(1-\nu_2^2)+E_1(1-\nu_1^2)]}.
\]

In the equations above, \(E_1\) and \(E_2\) , and \(\nu_1\) and \(\nu_2\) are the elastic moduli and Poisson’s ratio for mass \(m_1\) and \(m_2\) respectively, while \(R_1\) and \(R_2\) represent the radii of the contact of spheres. Also \(u_j = [u_1^{j} \quad u_2^{j}]^T\) is the displacement vector of unit cell.
6.3.2 DISPERSION THROUGH PERTURBATION ANALYSIS

The diatomic chain can be considered as an extension of the mono-atomic problem by an extra degree of freedom associated with the unit cell. By assuming small displacements (very low wave amplitude) in comparison with the initial pre-compression, Taylor series expansion leads to a weakly nonlinear model. The linear solution yields two wave modes, high frequency mode termed as optical mode and a low frequency mode termed as acoustic mode. The same procedure as detailed in section 6.2.3 is followed which leads to the frequency correction at the order of $\epsilon^2$. Although the computation is not detailed here due to the lengthy expressions obtained for a second order correction, one can easily derive them using any symbolic mathematics software such as MAPLE©.

Figure 71: Acoustic mode as predicted by perturbation analysis

Figure 71 demonstrates the qualitative trend of the variation in acoustic mode due to the change in wave amplitude as predicted by the perturbation analysis. For very low amplitude variation, the perturbation analysis theoretically predicts changes in the band structure that are so small that they do not practically shift the overall dispersion. A slight downward shift indicating softening effect of interaction is revealed in the calculations. Figure 71 qualitatively shows the dispersion trend for the acoustic mode estimated by
perturbation analysis with low and high amplitude dispersion curves. Similarly, Figure 72 shows the dispersion trend for the optical mode estimated by perturbation analysis with low and high amplitude dispersion curves.

![Figure 72: Optical mode as predicted by perturbation analysis](image)

6.3.3 DISPERSION THROUGH GHB METHOD

The dispersion in a strongly nonlinear diatomic system is now estimated using the generalized harmonic balance approach as described in section 2 of this chapter. A chain consisting of Aluminum and Stainless steel spheres is considered with parameters $E_{al} = 68.9 \text{ GPa}$, $E_{ss} = 193 \text{ Gpa}$, $R_{al} = R_{ss} = 9.5025 \text{ mm}$, $\nu_{al} = 0.35$, $\nu_{ss} = 0.3$, $m_{al} = 9.73 \text{ g}$, $m_{ss} = 29.10 \text{ g}$ and an initial pre-compressive force $F_0 = 20 \text{ N}$. Following the HB method detailed in section 2.6, consider the following $M$ harmonic displacement approximation for $\mathbf{u}_j$,

$$\mathbf{u}_j = A(\sum_{m=1}^{M}[c_m \cos(m\mu j - m\tau) + s_m \sin(m\mu j - m\tau)]).$$  \hspace{1cm} (6.52)
In comparison with Eq. (2.64), $k \cdot r_{n_1 n_2}$ is replaced by $\mu j$ where $\mu$ is the propagation constant, $j$ denotes the cell index and $\mathbf{u}_j = [u_1^j \quad u_2^j]^T$. The above approximation leads to the following $\mathbb{R}^{2 \times 4M}$ transformation matrix with reference cell index $j = 0$,

$$
S(j) = S(\tau) = \begin{bmatrix} C(\tau)_{1 \times 2M} & 0_{1 \times 2M} \\
0_{1 \times 2M} & C(\tau)_{1 \times 2M} \end{bmatrix}, \quad (6.53)
$$

where $C(\tau) = [\cos(\tau) \quad \sin(\tau) \quad \cos(2\tau) \quad \sin(2\tau) \cdots \cos(M\tau) \quad \sin(M\tau)]$ and $O = [0 \ 0 \ \ldots \ 0]$ is a row vector of zeros.

The transformation matrices for adjacent cells can be given as,

$$
S(j \pm 1) = S(\pm \mu - \tau) = \begin{bmatrix} [C(\pm \mu - \tau)]_{1 \times 2M} & [O]_{1 \times 2M} \\
[O]_{1 \times 2M} & [C(\pm \mu - \tau)]_{1 \times 2M} \end{bmatrix}. \quad (6.54)
$$

The amplitude vector $\mathbf{\tilde{q}} \in \mathbb{R}^{4M \times 1}$ can be expressed as,

$$
\mathbf{\tilde{q}} =
\begin{bmatrix}
c_{11} & s_{11} & c_{21} & s_{21} & \ldots & c_{M1} & s_{M1} & c_{12} & s_{12} & c_{22} & s_{22} & \ldots & c_{M2} & s_{M2}
\end{bmatrix}^T. \quad (6.55)
$$

In the above equation, the values for $c_{11}$, $s_{11}$, $c_{12}$ and $s_{12}$ can be determined from the normalized mode vector of the linear model at a particular frequency and the rest of the coefficients can be initially assumed zero. Substituting the displacement approximation $\mathbf{u}_j = AS(\tau)\mathbf{\tilde{q}}$ and $\mathbf{u}_{j \pm 1} = AS(\mu, \tau)\mathbf{\tilde{q}}$ into Eq. (2.63) using Eqs. (6.53) and (6.54) and applying the Galerkin’s projection, transformed mass matrix yields the following,

$$
\mathbf{\tilde{M}} = \pi \begin{bmatrix}
D_1 & 0 & 0 & 0 \\
0 & D_2 & 0 & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & 0 & D_M
\end{bmatrix}_{4M \times 4M}. \quad (6.56)
$$
where \( \mathbf{D}_m = m^2 \text{diag}[m_1 \quad m_2 \quad m_1 \quad m_2] \), \( m = 1, 2 \ldots M \) is a \( \mathbb{R}^{2 \times 2} \) diagonal matrix. For example, a single harmonic approximation \( M = 1 \) would lead to the following transformed mass matrix,

\[
\mathbf{\bar{M}} = \pi \text{diag}([m_1 \quad m_2 \quad m_1 \quad m_2]).
\]  
(6.57)

Using Eqs. (6.49) - (6.51), the transformed nonlinear force vector takes the following form,

\[
\langle f_{NL}(\mu, A) \rangle = \Gamma A^{3/2} \int_0^{2\pi} \mathbf{S}^T \left[ f_{NL}(\mu, \tau, \delta_0) \right] d\tau.
\]  
(6.58)

where \( \delta_0 = \delta_0 / A \). At wave amplitudes much lower than the initial pre-compression \( A \ll \delta_0 \), the dispersion predicted by the harmonic balance should match the linear dispersion which is demonstrated by Figure 73.

Figure 73: Dispersion of diatomic chain for \( A \ll \delta_0 \) — GHB — Linear

As demonstrated in the previous section, for a mono-atomic chain there is negligible difference in dispersion predicted with the displacement approximation for \( M = 1 \) and \( M = 7 \) harmonics (Figure 64). Therefore the present case considers the harmonic
balance approach with single harmonic approximation \((M = 1)\). The dispersion shift with variation in wave amplitude is demonstrated in Figure 74.

\[
\begin{align*}
\gamma &= 1.0
\end{align*}
\]

Figure 74: Dispersion in diatomic chain by GHB \((M = 1)\) (a) Acoustic mode (b) Optical mode

The effect of wave amplitude shifts the dispersion curves downward demonstrating the softening effect of the nonlinear interaction. Let \(\Delta f\) denote the bandgap of the considered diatomic chain as shown in Figure 73 and \(f_c\) denote the center frequency of the bandgap. The center frequency for the present diatomic chain can be calculated as \(f_c = f_{ac} + \Delta f/2 = f_{oc} - \Delta f/2\), where \(f_{ac}\) and \(f_{oc}\) are the cut-off frequencies of the acoustic and optical mode respectively. To study the amplitude dependent dispersion it is important to examine the variation of the two parameters \(\Delta f\) and the center frequency \(f_c\) which determine the width and the location of the bandgap. Also the shift in band edge frequency, which is the upper cut-off frequency in the optical mode (at \(\mu = 0\)) denoted as \(f_{edge}\) is also examined. Figure 75 displays the variation of \(\Delta f\), \(f_c\) and \(f_{edge}\) in terms of percentage shift. The result depicts the narrowing of bandwidth by 2% and a
downward shift of 2% and 4% in center frequency and the band-edge frequency respectively as the amplitude $A$ varies from $0.01\delta_0$ to $0.99\delta_0$.

Figure 75: Percentage shift in bandwidth, center frequency and band-edge frequency

6.3.4 NUMERICAL ESTIMATION OF DISPERSION

The dispersion trend predicted by the generalized harmonic balance is numerically validated by simulating a finite diatomic chain of $N = 800$ masses. A plane wave is imposed in the lattice by setting up an initial value problem with initial displacement and velocity defined as,

$$
\frac{du_j}{dt} = v_j, \quad \frac{dv_j}{dt} = M^{-1}f_{NL} \quad \forall \ j = 1,2 \ldots N,
$$

(6.59)

$$
u_j(t = 0) = A\tilde{u}_j \cos(\mu j + \phi),
$$

(6.60)

$$v_j(t = 0) = A\omega\tilde{u}_j \sin(\mu j + \phi),
$$

(6.61)

where $M$ and $f_{NL}$ are given by Eqs. (6.48) and (6.49), the normalized mode vector $\tilde{u}_j \in \mathbb{R}^{2x1}$, phase difference $\phi$ and the frequency $\omega$ are obtained by solving the dispersion in the linearized diatomic chain model. As explained for the case of the mono-atomic chain,
the travelling wave is reflected at the boundaries of the finite chain where it is distorted. For the present case, the simulation is run for a minimum of $5T$ (five cycles) where $T = 2\pi/\omega$. For the present system consisting of 800 masses, with a simulation time of $5T$ the undistorted wave profile over 200 masses at the center of chain is considered (refer to Figure 66). The fast Fourier transform in space and time computes the wavenumber and frequency of the plane wave. The numerically calculated amplitude dependent dispersion agrees well with that predicted by the harmonic balance method which is depicted in Figure 76.

![Figure 76: Dispersion in diatomic chain - numerical vs. harmonic Balance](image)

6.4 TWO-DIMENSIONAL HEXAGONAL GRANULAR PACKING

The present example is an extension of the one-dimensional granular chain to a two-dimensional setting where the spheres or beads are arranged in hexagonal packing to form a lattice structure. As mentioned in the previous chapter, an important propagation
characteristic of a travelling wave in two dimensional media is its directional behavior. The motivation to study two dimensional strongly nonlinear lattices comes from the fact that such highly nonlinear systems could exhibit high degree of variation in directional behavior based on wave amplitude. The study of plane waves and their propagation characteristics in strongly nonlinear media such as granular packing is important as it serves as a first step towards the understanding of such complex systems. Gilles and Coste [96] experimentally studied low frequency acoustic wave propagation in a two dimensional hexagonally packed granular media. The authors demonstrate that at high pre-compression the acoustic wave velocities are in agreement with the force scaling based on Hertzian interaction. But as the pre-compressive stress lowers the acoustic wave propagation is no longer in agreement with Hertzian behavior due to loss of contact which in turn creates a random disorder in the system which distorts the acoustic signal. The paper quantifies the boundary of static pre-compression required to achieve a homogenous lattice (defined as the lattice with each bead of same size and shape) where the acoustic wave propagation can be modeled based on linear theory. For example, for a lattice of stainless steel spheres a high static pre-compression of 800 N is necessary to model it as a regular triangular lattice for linear wave propagation problem.

In the one-dimensional case, as detailed in the previous section, low pre-compressive granular chains exhibit complex wave phenomena such as solitary waves. As the piling dimensionality of the structure increases from one-dimension to two or three dimensions, the complexity of the nonlinear dynamics gets even more intricate with wave directionality as an additional wave propagation characteristic. The present study restricts to acoustic plane wave propagation with initial pre-compression and aims to explore the variation in propagation characteristics as the wave amplitude changes. Since the dynamics governing the displacement of the particles is highly nonlinear it is expected that the wave dispersion and energy flow are amplitude dependent.
6.4.1 MODEL DESCRIPTION AND EQUATIONS OF MOTION

Figure 77 shows the two-dimensional hexagonal packing of spheres where each sphere within the lattice is in contact with surrounding six spheres. A static pre-compressive force is applied to the boundary of the lattice which introduces the initial pre-compression in each sphere along the lines joining the center of the spheres to the point of contact. The contact force is again modeled using Hertz contact theory. The assumption implies that the spheres are frictionless, fully elastic and the strain deformation is very small in comparison with the radius of the sphere. The model also assumes that the lattice is uniform and homogeneous with no disorder or impurity.

![Schematic of hexagonal packed spheres](image)

The unit cell consists of a single mass with two degrees of freedom $u_1$ and $u_2$ representing the in-plane displacement. The direct lattice vectors which describe the periodicity of the lattice are denoted by $e_1$ and $e_2$. Let $\theta$ denote the angle between the two lattice vectors and let $n_1$ and $n_2$ denote the cell index along $e_1$ and $e_2$ respectively.
Let $\delta_{01}, \delta_{02}$ and $\delta_{03}$ denote the initial pre-compressions of the sphere along lines joining the center of spheres and point of contact represented by $\mathbf{e}_1$, $\mathbf{e}_2$ and $\mathbf{e}_3 = \mathbf{e}_2 - \mathbf{e}_1$ (Figure 78). The physical space is spanned by the unit vectors denoted by $\mathbf{i}_1$ and $\mathbf{i}_2$.

![Figure 78: Unit cell in HCP lattice with vectors denoting lines of contact $\mathbf{e}_1$, $\mathbf{e}_2$ and $\mathbf{e}_3$](image)

Let the unit vectors along the lines joining the centers and point of contact be denoted by $\mathbf{e}_j = \mathbf{e}_j/|\mathbf{e}_j|$ $\forall j = 1,2,3$ and let the position of unit cell be represented by an index vector defined as $\mathbf{n} = n_1 \mathbf{e}_1 + n_2 \mathbf{e}_2$. The governing equations of motion for the unit cell can be written as,

$$\frac{d^2 u_{k(n_1,n_2)}}{dt^2} = \Gamma \sum_{j=1}^{3} \left( \left( \alpha_j^+ \right)^{3/2} - \left( \beta_j^+ \right)^{3/2} \right) \mathbf{e}_j \cdot \mathbf{i}_k \ \forall k = 1,2.$$ (6.62)

and

$$\alpha_j^+ = \begin{cases} \alpha_j \ & \forall \alpha_j \geq 0 \\ 0 \ & \forall \alpha_j < 0 \end{cases}, \quad \beta_j^+ = \begin{cases} \beta_j \ & \forall \beta_j \geq 0 \\ 0 \ & \forall \beta_j < 0 \end{cases},$$ (6.63)

where,

$$\alpha_j = \left( \sum_{k=1}^{2} \left[ u_k((n-e_j)e_1+(n-e_j)e_2) - u_k(n_1,n_2) \right] \mathbf{i}_k \cdot \mathbf{e}_j \right) - \delta_{0j},$$ (6.64)
\[
\beta_j = \left( \sum_{k=1}^{g} \left[ u_k(n, a_1, n, a_2) - u_k((n+e_j), a_1, (n+e_j), a_2) \right] i_k \cdot \hat{e}_j \right) - \delta_{0j}, \quad (6.65)
\]

\[
\Gamma = \frac{E(2R)^{1/2}}{3(1-\nu^2)m}, \quad (6.66)
\]

where \( E \) denotes elastic modulus, \( R \) denotes the radius of the sphere, \( \nu \) is Poisson’s ratio.

For a hexagonally packed lattice the angle between the lattice vectors \( \theta = 60^\circ \).

### 6.4.2 LINEARIZED MODEL

The present section details the linearized model of the described nonlinear system. The linearization is valid as long as the magnitude of the relative displacements of the beads is much lower than the initial pre-compression. The model is useful for the analysis in two ways: 1) it captures the lattice dispersion for low wave amplitudes, and 2) it serves as a reference to compare harmonic balance results generated for low wave amplitudes.

In fact such simplified linear discrete models of structures have been used in the literature to predict dispersion and response analysis and understand the effect of elastic/bulk properties on wave propagation characteristics [97]. The system can be modeled as a hexagonal spring mass lattice with each spring denoting the stiffness along the line.
joining the center of spheres and point of contact as shown in Figure 79. The lattice vectors and the reciprocal basis vectors expressed in Cartesian frame are given by,

\[ e_1 = a i_1, \quad e_2 = \frac{a}{2} i_1 + \frac{\sqrt{3}a}{2} i_2, \quad (6.67) \]

\[ b_1 = \frac{1}{a} i_1 - \frac{1}{\sqrt{3}a} i_2; \quad b_2 = \frac{2}{\sqrt{3}a} i_2, \quad (6.68) \]

where \( a = 2R \) is distance between the centers of spheres which is assumed to be same along all the lines of contact for an isotropic pre-compressed lattice (\( \delta_{01} = \delta_{02} = \delta_{03} \)).

6.4.3 LINEAR DISPERSION ANALYSIS

Bloch theorem is invoked to solve the linear dispersion problem. The equations of motion reduce to an eigenvalue problem (Eq. (6.69)) from which the frequency and the corresponding mode-shape can be evaluated for a specific wavenumber pair (\( \mu_1, \mu_2 \)).

\[ [\bar{M}^{-1} \bar{K}] \mathbf{u} = \omega^2 \mathbf{u}, \quad (6.69) \]

where,

\[ \bar{M} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \bar{K} = \begin{bmatrix} K_1 & K_2 \\ K_3 & K_4 \end{bmatrix}, \quad (6.70) \]

\[ K_1 = 2 \sum_{j=1}^{3} [k_j \cos^2((j-1)\theta) (1 - \cos(\mu \cdot e_j))], \quad (6.71) \]

\[ K_2 = K_3 = 2 \sum_{j=2}^{3} [k_j \cos((j-1)\theta) \sin((j-1)\theta)(1 - \cos(\mu \cdot e_j))], \quad (6.72) \]

\[ K_4 = 2 \sin^2 \theta \sum_{j=2}^{3} [k_j (1 - \cos(\mu \cdot e_j))], \quad (6.73) \]

\[ k_i = \frac{3\Gamma(\delta_{0i})^{1/2}}{2}, \quad (6.74) \]
and $\theta = 60^\circ$. In the next subsections, the necessary tools such as iso-frequency contours and group velocity plots are utilized to analyze the plane wave dispersion in a systematic way. Next, the results generated by using the linear model and that obtained by applying generalized harmonic balance approach at very low wave amplitudes are compared and analyzed. Chapter 4, section 4.3.2 introduced the concept of iso-frequency contours and group velocity plots as tools to analyze the dispersion in two dimensional periodic structures. This section presents the iso-frequency contour analysis pertaining to the hexagonal packing of spheres. From Eq. (6.69), the eigenvalue problem can be solved for frequency once the propagation constants $\mu_1$ and $\mu_2$ are fixed. In general, the dispersion relation can be written as,

$$\omega = f(\mu_1, \mu_2). \quad (6.75)$$

The relation can be represented by a three-dimensional surface and the number of surfaces generated in the wavenumber domain (first Brillouin zone) depends on the dimension of the eigenvalue problem described, and is equal to the degrees of freedom. Each surface describes the dispersion of the wave corresponding to the mode of propagation through the structure. From an analysis point of view, such surfaces are not convenient to analyze and therefore a contour plot of the dispersion, also known as \textit{iso-frequency contour}, can be useful in such cases. Each line on the iso-frequency contour denotes a frequency and any point on that same line represents the pair $(\mu_1, \mu_2)$ that satisfies the dispersion relation. As the study limits to plane wave propagation without attenuation, $(\mu_1, \mu_2) \in \mathbb{R}$ and they are measured along the reciprocal lattice vectors $b_1$ and $b_2$. An intuitive interpretation of the results can be achieved by representing the components of the wave vector in the physical space denoted by $\xi_1$ and $\xi_2$ along $\mathbf{i}_1$ and $\mathbf{i}_2$ respectively,
\[ \boldsymbol{\mu} = \xi_1 \boldsymbol{i}_1 + \xi_2 \boldsymbol{i}_2, \]  

(6.76)

where,

\[ \xi_j = \boldsymbol{\mu} \cdot \boldsymbol{i}_j \ \forall \ j = 1,2. \]  

(6.77)

Therefore, \( \xi_1 = \mu_1 \) and \( \xi_2 = \left( \frac{2}{\sqrt{3}} \mu_2 - \frac{1}{\sqrt{3}} \mu_1 \right) \), this transformation is now used to represent the iso-contour plots in physical space. Figure 80 and Figure 81 denote iso-frequency contours for the two modes of propagation respectively.

Following plots are the results of analysis performed on hexagonal packing of aluminum spheres with the parameters \( E = 68.9 \text{ GPa}, \ R = 9.5025 \text{ mm}, \ \nu = 0.35, \ m = 9.73 \text{ g} \) and isotropic pre-compressive force \( F_{01} = F_{02} = F_{03} = 20 \text{ N} \).

Figure 80: Iso-frequency contour of first mode representing first Brillouin zone

Figure 80 denotes first mode and it is easily observed that the dispersion surface is periodic in the two dimensional wavenumber domain. The first Brillouin zone is
identified by the red hexagonal domain in the figure. The same domain can also be realized in mode 2 which is detailed in Figure 81.

A detailed discussion on band structures of lattices is presented in section 4.3.2. For the present lattice, there are two degrees of freedom and hence the band diagram consists of two branches as shown in Figure 82. Examining the low-frequency range, the discrete structure supports wave modes equivalent to pressure and shear modes exhibited by a continuous structure. Specifically, the low phase velocity curve relates to the shear or transverse wave and higher velocity curve is analogous to the pressure or longitudinal wave. From the band diagram of the lattice, it is evident that beyond frequency 10.5 kHz, the propagation of the waves occurs only through pressure mode.

Figure 81: Iso-frequency contour of second mode representing first Brillouin zone
6.4.4 GROUP VELOCITY PLOTS

Group velocity as a tool to evaluate the wave directional behavior has been introduced in detail in section 4.3.2. Each line on the iso-frequency contour denotes a frequency and any point on that same line represents the pair $(\mu_1, \mu_2)$ or $(\xi_1, \xi_2)$ that satisfies the dispersion relation. The normal at each point on the iso-frequency line represents the gradient of the frequency with respect to the wavevector which is equal to the group or the energy velocity of the wave directed along the normal.

This section presents group velocity plots generated at specific frequencies using the linearized model (Eq. (6.69)). These group velocity plots are then compared with those obtained from the generalized harmonic balance method applied to the nonlinear problem. To simulate the linear model, the effect of wave amplitude should be negligible which is accomplished by assuming the wave amplitudes much lower than the initial pre-compression. The lattice under discussion exhibits complex group velocity patterns at
high wave frequencies where the shear mode ceases to exist and the propagation only happens through the pressure/longitudinal mode.

Consider the generalized harmonic balance approach described in the chapter 2 to solve the dispersion in a two dimensional hexagonally packed granular lattice. The displacement approximation is given as,

\[ \mathbf{u}_j = A\left(\sum_{m=1}^{M} [c_m \cos(m \mu j - m \tau)]\right), \quad (6.78) \]

where \( c_m = [c_{m1} \ c_{m2}]^T \) as the degrees of freedom for the unit cell \( N = 2 \). The degrees of freedom \( u_1 \) and \( u_2 \) denote the projections of the in-plane displacement of the single bead along \( i_1 \) and \( i_2 \) axes. The above approximation leads to the following \( \mathbb{R}^{2 \times 2M} \) transformation matrix with reference cell index \( j = 0 \),

\[ \mathbf{S}_j = \mathbf{S}(\tau) = \begin{bmatrix} \mathbf{C}(\tau)_{1 \times M} & \mathbf{O}_{1 \times M} \\ \mathbf{O}_{1 \times M} & \mathbf{C}(\tau)_{1 \times M} \end{bmatrix}, \quad (6.79) \]

Therefore the transformation matrices for adjacent cells can be given as,

\[ \mathbf{S}_{j \pm 1} = \mathbf{S}(\pm \mu - \tau) = \begin{bmatrix} \mathbf{C}(\pm \mu - \tau)_{1 \times M} & \mathbf{O}_{1 \times M} \\ \mathbf{O}_{1 \times M} & \mathbf{C}(\pm \mu - \tau)_{1 \times M} \end{bmatrix}, \quad (6.80) \]

The amplitude vector \( \mathbf{\bar{q}} \in \mathbb{R}^{2M \times 1} \) can be given as,

\[ \mathbf{\bar{q}} = [c_{11} \ c_{21} \ \cdots \ c_{M1} \ c_{12} \ c_{22} \ \cdots \ c_{M2}]^T. \quad (6.81) \]

In the above equation, the values for \( c_{11} \) and \( c_{12} \) can be determined from the normalized mode vector of linear model at a particular frequency and the rest of the coefficients can be initially assumed zero. Substituting the displacement approximation \( \mathbf{u}_j = A\mathbf{S}(\tau)\mathbf{\bar{q}} \) and \( \mathbf{u}_{j \pm 1} = A\mathbf{S}(\mu, \tau)\mathbf{\bar{q}} \) into Eq. (6.62) and applying the Galerkin’s projection, the transformed mass matrix takes the following form,
\[ \bar{\mathbf{M}} = \pi \begin{bmatrix} \mathbf{D}_1 & 0 & 0 & 0 \\ 0 & \mathbf{D}_2 & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & \mathbf{D}_M \end{bmatrix}_{2M \times 2M}, \] (6.82)

where \( \mathbf{D}_m = m^2 \mathbf{I}_2 \) \( \forall \ m = 1, 2, \ldots M \) and \( \mathbf{I}_2 \) is an \( \mathbb{R}^{2 \times 2} \) identity matrix. For example, single harmonic approximation \( M = 1 \) would lead to the following transformed mass matrix,

\[ \bar{\mathbf{M}} = \pi \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \] (6.83)

Using Eqs. (6.79) - (6.81), transformed nonlinear force vector takes the following form,

\[ \langle f_{NL}(\mu, A) \rangle = \Gamma A^{3/2} \int_0^{2\pi} S^T [f_{NL}(\mu, \tau, \delta_0)] d\tau, \] (6.84)

where \( \delta_0 = \delta_0/A \) and \( f_{NL}(\mu, \tau, \delta_0) \) in the above equation is given by right hand side of Eq.(6.62). The projection of nonlinear force function onto first harmonic and integration over one cycle (Eq. (6.84)) is numerically evaluated using adaptive Gauss-Kronrod quadrature algorithm [98]. For a specific wavenumber pair \((\mu_1, \mu_2)\) or \((\xi_1, \xi_2)\), the frequency is computed by solving the nonlinear algebraic equations using Newton-Raphson’s scheme as described in chapter 2. The initial guess plays a very important role in convergence of the solution when applying Newton’s method. If the initial guess is far away from the actual solution, Newton Raphson procedure could converge to either of the modes, at times invalidating the magnitude constraint on the vector of normalized amplitude coefficients \( \mathbf{c}_m \). Therefore for the present problem, the initial guess for the unknown vector can be written as,

\[ \mathbf{x}^{(0)} = [\omega \ c_{21} \ c_{31} \ \ldots \ c_{M1} \ \ldots \ c_{1N} \ c_{2N} \ \ldots \ c_{MN}]^T, \] (6.85)
where the values of $\omega$ and $[c_{12} \ c_{13} \ ... \ c_{1N}]$ can be set to the frequency and normalized mode shape vector obtained from the linear model. The rest of the variables are defined as,

$$\chi^{(0)} \ [\omega \ c_{12} \ c_{13} \ ... \ c_{1N}] = 0. \quad (6.86)$$

In the above case, the normalized mode vector is such that $c_{11} = 1$. For the other modes, any coefficient in $[c_{11} \ c_{12} \ c_{13} \ ... \ c_{1N}]$ could be equal to 1.

Figure 83: Group velocity plot of HCP granular lattice at $A = 0.01\delta_0$ and $f = 2.4$ kHz

At very low wave amplitudes, the dispersion predicted by the harmonic balance method and that obtained from the linearized model are in excellent agreement. Figure 83 - Figure 85 reveal the previous statement by displaying the group velocity plots at various frequencies. The group velocity vector $c_g$ is expressed in physical space by the following relation,

$$c_g(\mu) = \nabla \omega(\mu) = \begin{bmatrix} \frac{d\omega}{d\xi_1} \\ \frac{d\omega}{d\xi_2} \end{bmatrix}, \quad (6.87)$$

where $\mu$ in the above equation is given by Eq. (6.76) .
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Figure 84: Group velocity plot of HCP granular lattice at $A = 0.01\delta_0$ and $f = 6.4$ kHz

Figure 85: Group velocity plot of HCP granular lattice at $A = 0.01\delta_0$ and $f = 11.1$ kHz
6.4.5 NONLINEAR MODEL: AMPLITUDE DEPENDENT DISPERSION

The previous section demonstrated the application of generalized harmonic balance method at very low wave amplitudes. The amplitude dependent dispersion is studied by examining the variation of iso-frequency contours and the corresponding group velocity plots. Such a qualitative analysis could be very useful in design studies in a sense that the lattice can be tailored to obtain the desired response characteristics. Due to the generation of complex wave patterns such as solitary waves at high excitation amplitudes in the present example, the study limits the variation of the wave amplitudes to the order of initial pre-compression. The variation of S-mode iso-frequency contour for a lattice with initial pre-compressive force $F_{01} = F_{02} = F_{03} = 20 \text{ N}$ is shown in Figure 86.

![Figure 86: S-mode iso-frequency contour](image)

Figure 86: S-mode iso-frequency contour — $A = 0.01\delta_0$ ····· $A = 0.90\delta_0$

In a similar way, variation of P-mode iso-frequency contour with change in wave amplitude is detailed in Figure 87. Both modes at low wave frequency range, the change in amplitude tends to move the contours outwards. This indicates a shallower cone.
looking at a three dimensional surface of the dispersion which indicates the reduction in
group velocity or energy flow as the wave amplitude increases. This is in agreement with
the one-dimensional case where the dispersion curve exhibits a softening effect.

Figure 87: P-mode iso-frequency contour — A = 0.01δ₀ ····· A = 0.90δ₀

Iso-frequency contours are useful in identifying caustic frequency bands (definition in
chapter 4.3.2) and associated amplitude effects. If the variation in energy flow has to be
examined at a specific frequency, group velocity plots are convenient to interpret. For
example, at frequency \( \omega = 5 \text{ kHz} \), the variation in group velocity with wave amplitude is
shown in Figure 88. The results demonstrates that for the S-mode, the variation in energy
flow with increase in amplitude is negligible as the plots almost overlap but for the P-
mode there is a slight reduction in group velocity and as the frequency increases to
\( \omega = 11.10 \text{ kHz} \) where the propagation mode is only P-mode, the reduction in group
velocity is significant. It is interesting to note the complex pattern displayed by group
velocity plot at \( \omega = 11.10 \text{ kHz} \). The six-lobed figure reveals that the magnitude of group
velocity at angles \( \pm 30°, \pm 90° \) from the horizontal is comparatively larger than all the
other directions. These directions can be considered as preferential directions of the plane
wave or spherical wave emanating from a point source travelling at wave frequency 11.10 kHz. This beaming phenomenon is further validated numerically which is explained in later section. The harmonic balance predicts that the amplitude effect on the dispersion at this frequency is two folded: 1) Loss in preferential directional behavior and 2) significant reduction in group velocity as demonstrated by Figure 88.

![Figure 88: Variation in group velocity plot for a two dimensional hexagonal granular packing with change in wave amplitude — $A = 0.01\delta_0$ ⋯ $A = 0.90\delta_0$](image)

6.4.6 NUMERICAL ESTIMATION OF DISPERSION

The variation of dispersion with amplitude predicted by harmonic balance is validated by numerical simulations of a finite lattice. Similar to the one-dimensional case, a plane wave is imposed on the two-dimensional lattice and the variation of an iso-frequency contour is observed for a specific frequency. The numerical simulations consider a finite $41 \times 41$ lattice with free boundary. The procedure to examine the variation of an iso-frequency contour begins with specifying the wave frequency at $\omega_0$. To examine the contour, the wave vector $\mathbf{\mu}$ must satisfy the dispersion relation at the wave frequency $\omega_0$. Therefore, $(\xi_1, \xi_2)$ pairs satisfying the dispersion at $\omega_0$ are determined using the
harmonic balance method. To excite p-mode or s-mode at specific frequency $\omega_0$ and wave vector $(\xi_1, \xi_2)$, knowledge of the mode-shape is necessary. The mode-shape vector can be obtained from the linear dispersion solution or from the harmonic balance method. The normalized amplitude coefficients $\tilde{u} = [c_{11} \ c_{12}]$ which represent the fundamental mode can be extracted from the converged solution obtained using harmonic balance method. A plane wave is imposed into the lattice by setting up an initial value problem in which the equations of motion and initial conditions for each mass in the lattice are given by,

$$\frac{du_j}{dt} = v_j, \quad \frac{dv_j}{dt} = M^{-1}f_{NL},$$

(6.88)

$$\mathbf{u}_{s_1,s_2}(t = 0) = A\tilde{u}\cos(\xi_1 s_1 + \xi_2 s_2),$$

(6.89)

$$\mathbf{v}_{s_1,s_2}(t = 0) = \Lambda \omega \tilde{u}\cos(\xi_1 s_1 + \xi_2 s_2).$$

(6.90)

In the above equations, $\mathbf{u} = [u_1 \ u_2]^T$ where $u_1$ and $u_2$ denote the projections of in-plane displacement of each mass along $i_1$ and $i_2$ axes respectively, $s_1$ and $s_2$ denote mass index along $i_1$ and $i_2$ axes respectively, and $\tilde{u}$ denotes the normalized mode shape vector defining the propagation mode. The frequency $\omega$ in the velocity condition can be a frequency close to $\omega_0$ or equal to $\omega_0$. The perturbation in this initial condition does not affect the final solution as the numerical integration of equations of motion determines the frequency of vibration of the masses. The procedure for the numerical evaluation of the iso-frequency contour is detailed below:

1) Specify the frequency $\omega_0$ and obtain all the $(\xi_1, \xi_2)$ pairs satisfying the dispersion at wave amplitude $A$ using the harmonic balance approach.

2) Extract the normalized mode shape vector $\tilde{u}$ for each $(\xi_1, \xi_2)$ pair.
3) Impose a plane wave into the system by setting up the initial value problem described by Eqs. (6.88) - (6.90)

4) Due to the finite lattice, the reflections from the boundaries start to distort the plane wave profile. For simulation time of $5T$ where $T = \frac{2\pi}{\omega}$ and considering a $41 \times 41$ lattice, the wave profile over a sub-lattice of $31 \times 31$ from the center are used to compute propagation constants and frequency.

5) Fourier Transform in space along $i_1$ and $i_2$ and in time generates the propagation constants and frequency of the wave.

Figure 89 shows the configuration corresponding to the considered simulations. The figure shows a $41 \times 41$ lattice in which a plane wave is setup. For a simulated time of $0.15 \, ms$ the reflections from the boundary do not distort the plane wave profile of a $30 \times 30$ sub-lattice.

Figure 89: Schematic of $41 \times 41$ lattice with plane wave imposed illustrating a sub-domain of $30 \times 30$ mass lattice
Figure 88 reveals that with the change in amplitude, the variation in iso-frequency contours of S-mode is very small in comparison with the variation in P-mode. Hence, the numerical results are generated for an iso-frequency contour of a P-mode. Figure 90 displays the variation of the iso-frequency contour for the P-mode at frequency \( f = 7.96 \text{ kHz} \).

Figure 90: Variation of p-mode iso-frequency contour (Numerics vs Harmonic balance)

The numerical results are in excellent agreement with the analytical predictions of the generalized harmonic balance. The contour moves outward indicating a decreased slope at each point on the dispersion surface. This in turn leads to the decrease in group velocity with increase in amplitude indicated in Figure 88.

6.4.7 ACOUSTIC WAVE BEAMING

Group velocity plots as mentioned before are indicators of the energy flow in the lattice. This present section demonstrates the response of the isotropically pre-compressed hexagonal lattice of Aluminum spheres (\( F_{01} = F_{02} = F_{03} = 20 \text{ N} \)) to point harmonic
excitation of the lattice at two specific frequencies 1) where the wave propagates in all
directions and 2) where acoustic wave beaming phenomenon is expected. First, consider
the frequency excitation at $f = 7.95$ kHz, the corresponding group velocity plot (Figure
91) shows the propagation of P- and S-mode in all directions.

![Group velocity plot](image)

Figure 91: Group velocity plot of HCP lattice at $A = 0.01\delta_0$ and $f = 7.95$ kHz

As the figure suggests, there exists slight anisotropy in the propagation implying that the
group velocities are not exactly equal in all directions. The displacement of the excitation
mass $u_{ex}(t) = A\sin(\omega t)$ sets up the harmonic excitation in the lattice and the response is
demonstrated by the snapshot of actual displacement of each mass in the lattice at a time
when the wave reaches the boundaries. In this case, the wave travels in all directions as
shown in Figure 92.
Figure 92: Numerical response of $41 \times 41$ lattice to harmonic excitation at frequency $f = 7.95$ kHz

The same lattice exhibits beaming as predicted by the group velocity of frequency $11.10$ kHz as shown in Figure 82. The plot of Figure 93 indicates that the magnitude of energy-flow velocity along $\theta = \pm \pi/6, \pm \pi/2, \pm 5\pi/6$ is large in comparison to the other directions. The statement implies that the resistance along these directions to the wave travel is considerably less in comparison to other directions. Figure 94 demonstrates the numerical response of a $41 \times 41$ pre-compressed lattice at amplitude $A = 0.01\delta_0$ to a point harmonic excitation at the left edge of the lattice at frequency $\omega = 11.10$ KHz. As the lattice is highly nonlinear, it is expected that this energy flow is dependent on excitation amplitude. Analytically, Figure 88 demonstrates that the lattice gradually loses its beaming capability as the amplitude increases since the magnitude of energy flow velocity appears to decrease in the preferential directions without affecting much the rest of orientation.
Figure 93: Group velocity plot at $f = 11.10$ kHz indicating the six preferential directions marked by points 1, 2...6

Figure 94: Snapshot of bead displacement at to point harmonic excitation at frequency $f = 11.10$ kHz
One method to generate a plane wave is point harmonic excitation of system. In general, linear dynamical systems generate wave frequencies equal to the excitation frequency. In the present example of the granular chain, the force interaction is highly nonlinear and asymmetric with respect to the relative displacement. The asymmetry arises due to contact interaction of the spheres and nonlinearity due to the geometry of the interaction. Such a chain where the elements of the system could have intermittent zero restoring force is capable of exhibiting very rich and interesting dynamics such as supporting solitary waves. In the case of strongly nonlinear systems, a single harmonic excitation could generate multiple harmonic waves within the system. Relative amplitude of the excitation frequency content in the propagating wave depends on the frequency of excitation and the magnitude of initial pre-compression. For a zero pre-compression, the propagation is through the Nesterenko solitary wave as shown in Figure 95. Figure 95a shows the grain velocity plot of the masses with point harmonic forcing at frequency $f = 1 \text{ kHz}$ and amplitude $A = 10^{-8} \text{ m}$ which is comparable to previously observed magnitudes of displacement. The plot indicates that the disturbance is localized to 4-5 particles and the particles before the disturbance are in equilibrium (zero velocity).

![Figure 95](image)

Figure 95: (a) Solitary wave in zero pre-compressed chain (b) Frequency spectrum of bead displacement
Figure 95b displays the frequency spectrum of the particle displacement (bead # 30) from the point of excitation. This is similar to frequency spectrum of a step function as the low frequency content indicates zero oscillation after a finite particle displacement.

![Graph of frequency spectrum](image)

**Figure 96: Train of solitary waves in granular chain**

To emphasize the complex dynamics exhibited by these uncompressed granular media one more case is presented with a higher frequency excitation. The increase in frequency leads to a *train of solitary waves* rather than a single solitary wave which is indicated in Figure 96.

![Graph of solitary waves](image)

**Figure 97: Periodic wave trailing a leading solitary wave at \( A = 0.01\delta_0 \)**
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With a pre-compressed chain at amplitudes which are low compared to the initial pre-compression $\delta_0$, the wave form is a quasi-periodic. But as the wave amplitude increases to the order of $\delta_0$, the wave form has a complex structure as shown by Figure 97-Figure 99. At low frequency $\omega = 1 \text{ kHz}$, Figure 97 shows a leading solitary wave along with a trailing solitary wave which is depicted in the frequency spectrum plot.

Figure 98: (a) Grain velocity vs time (b) Frequency spectrum at $A = 0.50\delta_0$ (bead # 50) indicating the transmission of solitary wave and trailing periodic wave

![Graph](image)

Figure 99: (a) Grain velocity vs time (b) Frequency spectrum at $A = 0.99\delta_0$ (bead # 50 from excitation source) indicating the propagation is mainly through solitary wave

As the frequency increases, the magnitude of amplitude of the solitary wave increases compared to that of the trailing harmonic wave which is depicted Figure 98. As the
frequency approaches the edge of the Brillouin zone, the harmonic wave decays significantly and the propagating wave is just solitary as depicted by Figure 99.

6.6 CONCLUSIONS

A generalized harmonic balance method is presented to predict wave dispersion in strongly nonlinear periodic lattices. For weakly nonlinear system, perturbation analysis led to qualitative understanding of the effects of wave amplitude on dispersion solution. Analytical estimation of dispersion is numerically validated through time-domain integration of equations of motion. Limitations and the scope of validity with the analysis as well as numerical models have been detailed. In the two dimensional case, amplitude dependent iso-frequency contours and group-velocity plots are analyzed to predict energy flow in the lattice. At a certain frequency, it is shown that the lattice exhibits acoustic wave beaming phenomenon.

Scope for the further work involves analyzing the lattices with asymmetric pre-compression ($\delta_{01} \neq \delta_{02} = \delta_{03}$) which could lead to caustic frequency bands. Such caustic bands if strongly dependent on the wave amplitude would lead to tunable energy directionality. On the other hand, zero pre-compressed lattices could support solitary wave solutions. Tunability in transmission properties of solitary waves in two dimensional lattices can be the subject of the future work. This could potentially lead to a number of enhance applications such as tunable stress redirecting mechanical structures.
CHAPTER VII
CONCLUDING REMARKS

7.1 SUMMARY

The research presented in this work investigated the effect of nonlinearities and wave amplitude on plane wave dispersion characteristics in periodic structures. Wave filtering properties of periodic structures enable them to act as mechanical band-pass filters, vibration isolators, wave guides and resonators. The periodicity and structural design of the periodic element can be tailored to achieve the required filtering properties. In the recent past, documents in the literature report tunable filtering properties of periodic structures which depend on modifying geometry or the properties of the material using external sources such as electro-magnetic forces. In nonlinear systems, amplitude of excitation and degree of nonlinearity play a vital role in the system response. Therefore the major motivation for the research was to investigate the influence of nonlinearity as well as wave amplitude on a periodic structure’s dispersion properties and tunable filtering capabilities.

A perturbation approach is formulated which predicts amplitude dependent dispersion in weakly nonlinear periodic structures whose general domain can be discretized through a Finite Element formulation. The analysis is first applied to spring-mass models which provide a convenient setting to introduce nonlinearities and qualitatively capture the wave propagation properties. The amplitude dependent wave characteristics led to the design of some conceptual tunable acoustic devices. To demonstrate the generality of the formulated perturbation approach, dispersion properties of a complex weakly nonlinear periodic structure e.g. membrane on nonlinear elastic support are also explored. The perturbation approach however limits the analysis to low
wave amplitudes as the solution is assumed to be a perturbation from the linear solution. Therefore the dispersion analysis in periodic structures with *strong* nonlinear interactions should resort to other analytical methods.

Next, the research documented a harmonic balance method to predict dispersion in strongly nonlinear periodic lattices. Due to the geometry of interaction, the granular media can be considered as an example of strongly nonlinear periodic structure. The harmonic balance method is applied to one-dimensional granular chains and two-dimensional hexagonally packed media to predict the dispersion and the variation of propagation characteristics due to the wave amplitude. For all the configurations, the predicted analytical results are numerically validated by simulating wave propagation in finite dimensional nonlinear lattices.

### 7.2 RESEARCH CONTRIBUTIONS

The research presented in this thesis provides the following original contributions:

- An asymptotic approach to analyze the wave propagation in discrete weakly nonlinear periodic structures which allows for a solution of higher-order dispersion relationships
- A novel perturbation methodology which handles an infinite set of difference equations eliminating the need to replace the discrete setting with continuous one;
- Prediction of amplitude-dependent bandgaps and tunable wave directional behavior in two-dimensional nonlinear periodic structures;
- Demonstrating significant shift in cut-off frequencies with respect to the wave amplitude exhibited by strongly nonlinear granular chains using harmonic balance method;
- Acoustic wave beaming phenomenon in two-dimensional hexagonal granular packing;
7.3 RECOMMENDATIONS FOR FUTURE WORK

7.3.1 NONLINEAR DISPERSION THROUGH MESH PERIODICITY

A number of materials such as plastics, rubber (nonmetals), embedded-matrix structures, alloys, polymer networks etc… exhibit nonlinear elastic properties. A number of reports have been dedicated to study the wave transmission properties in materials with nonlinear elastic behavior. For example, wave propagation in structures with complex geometries employing nonlinear constitutive laws with cellular automata approach [99] is documented by Autrusson T.B. [100].

Future work seeks to estimate dispersion in physically non-periodic media by applying the general perturbation approach using mesh-periodicity (Figure 100). A finite element discretized model leads to element-wise periodic structure. A generic nonlinear constitutive law can be written as,

\[ \sigma = C\epsilon + g(\epsilon), \]  

(7.1)

where \( g(\epsilon) \) denotes nonlinear stress-strain relationship. For example, a quadratic nonlinearity assumes the following,

\[ g(\epsilon) = \frac{1}{2}\epsilon^T D\epsilon, \]  

(7.2)

Application of such law would lead to equations of motion for discretized model which are of the form,

\[ M\ddot{u} + Ku + f_{NL}(u) = f_{ext}, \]  

(7.3)

where \( M \) denotes mass matrix, \( K \) is linear stiffness matrix, \( f_{NL} \) denotes nonlinear force vector, \( f_{ext} \) describes external forcing and \( u \) is vector describing the nodal displacement field. At this point, if each element is similar to one another, mesh-periodicity can be applied approximate the dispersion using general perturbation approach. This element wise similarity would limit the application of the analysis to uniform, homogenous structures such as beams, plates, etc… The procedure provides a novel methodology to
estimate dispersion in such nonlinear media although limited to simple structures as mentioned above.

Figure 100: Meshing introduces periodicity if each element is similar to one another and the unit cell as shown can be considered as a periodic element

7.3.2 EXPERIMENTAL INVESTIGATION OF AMPLITUDE-DEPENDENT DISPERSION

The present research provided the analytical and numerical analysis of the dispersion properties in nonlinear periodic structures. The tools provided aid in designing a periodic structure which exhibits the desired tunable dispersion characteristics. Experimental evidence of amplitude-dependent dispersion could lead to potential practical applications. Therefore, future work can be devoted to designing experimental setups which can capture the amplitude-dependent wave dispersion as documented in the thesis along with other nonlinear phenomena such as wave localization and soliton propagation.

7.3.3 SOLITARY WAVE PROPAGATION IN 2D GRANULAR MEDIA

Dispersion analysis in nonlinear periodic structures revealed tunable wave directional behavior. The present work reports the effects of nonlinearities on plane wave propagation characteristics. Strongly nonlinear media support complex wave patterns such as solitary waves. In essentially nonlinear media, the disturbance propagates through the generation of solitary wave which in general is highly stable implying that the profile is robust to the perturbations. Study of such waves in two- and three- dimensional
strongly nonlinear mechanical structures and their directional behavior has not been explored much. Hence, future work can focus on the analysis of tunable directional behavior of solitary waves in essentially nonlinear periodic structures such as two- or three-dimensional granular media which could potentially lead to shock or energy re-directive materials.

7.3.4 RESPONSE OF NONLINEAR LATTICE TO INITIAL CONDITIONS

The study on strongly nonlinear lattices depicted the existence of complex wave solutions and wave propagation characteristics. For example, a complex group velocity pattern is predicted for a high frequency wave in a two-dimensional hexagonally packed granular media as shown by Figure 93. Apart from the preferential wave directional behavior, the plot also indicates multiple group velocities for the same wave frequency along different directions. The above statement implies that multiple wave vectors satisfy the dispersion relation at the same frequency and the harmonic response of a lattice can be a combination of these solutions. As a part of the future work, one can investigate the effect of initial conditions on the wave solutions supported by the nonlinear lattice. Does the plane wave support only one of the possible solutions? For a plane wave propagating along a specific direction, does it support single wavenumber or multiple wavenumbers or does it always get attracted to one of the solutions? Such issues can be further explored by studying the stability analysis of such solutions.

7.3.5 NONLINEAR WAVE-WAVE INTERACTIONS

The present research focused on the nonlinear effects on a single plane wave propagating through a periodic structure. Multiple-wave propagation in nonlinear periodic media can be investigated to explore the nonlinear wave interactions. As one wave affects the propagation characteristics of the other wave nonlinearly one can explore interesting energy flow patterns and amplitude dependent nonlinear responses in periodic media.
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