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The objective of this project was to test, with computer simulations, the accuracy of current methods used in measuring production of aquatic invertebrates. It was our thesis that these methods (Instantaneous growth, removal-summation, Allen curves, and Hynes) under certain conditions will greatly underestimate actual production.

A computer program was developed using a compartment model in which discrete size classes (instars) of a population were represented by a set of differential equations. For each simulation, we were able to specify growth and mortality for each instar, as well as degree of synchrony in the recruitment pattern. For any simulation, the actual production value could be directly determined as an accumulation within a separate compartment. The population was sampled at regular intervals during each simulation, so that the sample data could be utilized in each of the current field methods. This estimate could then be compared with actual production.

All methods were reasonably accurate when recruitment occurred over a 7-day interval, mortality was constant among instars, and animals spent the same amount of time in each instar. Each method tended to produce greater underestimates as recruitment time increased (development became less synchronous), as relative mortality among early instars increased, and when animals spent more time in later instars. Actual production values were often twice as much as estimated values. Although each method usually produced underestimates, the removal-summation method seemed to be the most accurate.

The results of the simulations may help explain why these direct methods usually produce much lower estimates than indirect methods based upon the amount of food required to feed their fish predators. Our results suggest that we need to modify our direct methods to account for potential sources of error, and we are currently exploring such possibilities. By increasing our accuracy in estimating animal production, it improves our ability in evaluating the role of consumers in the energy and material balance of natural ecosystems.
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SCIENTIFIC SUMMARY:

The objective of this project was to test, with computer simulations, the accuracy of current methods used in measuring production of aquatic invertebrates. It was our thesis that these methods (instantaneous growth, removal-summation, Allen curves, and Hynes) under certain conditions will greatly underestimate production.

A computer program was developed using a compartment model in which discrete size classes (instars) of a population were represented by a set of differential equations. For each simulation, we were able to specify growth and mortality for each instar, as well as degree of synchrony in the recruitment pattern. For any simulation, the actual production value could be directly determined as an accumulation within a separate compartment. The population was sampled at regular intervals during each simulation, so that the sample data could be utilized in each of the field methods. These estimates could be compared for accuracy with the actual production.

Most of the simulations were for an 8-instar population. Recruitment into the first instar approximated the positive half of a sine curve, and totaled 10,000 individuals for all simulations. The interval of recruitment was either 7 days, 56 days or 112 days. Three different growth patterns were utilized: one in which individuals spent equal amounts of time in each instar, and others in which the amount of time increased by a factor of 1.2 and 1.4, respectively. Six basic mortality patterns were tried in the simulations, beginning with constant mortality for all instars, and using various combinations of high and low mortality in early or late instars. Finally, percent emergence was set at either 1% or 5%.

All methods were reasonably accurate when recruitment occurred over a 7-day interval, mortality was constant, and animals spent an equal amount of time in each instar. Each method tended to produce greater underestimates as recruitment time increased (i.e., development became less synchronous), as relative mortality among early instars increased, and when animals spent more time in later instars. Underestimates were worse at 1% emergence than at 5%. The poorest estimates were often only half of actual production. Although each method usually produced underestimates, the removal-summation method seemed to be the most consistently accurate. Detailed tables of simulation results are presented in the papers prepared for publication.

The major source of error in the methods appeared to be that the apparent survivorship curve (i.e., a plot of total density against time) was assumed to approximate the actual survivorship curve (probability of an individual surviving to a given instar). Under certain conditions the difference between the two became quite large. Thus, one approach to improving accuracy of the methods would be to correct the survivorship curve. We are currently exploring this and other means of improving the methods.

The results of our simulations suggest that until improved methods are developed, we should recognize that results produced by any of the current methods are probably giving an underestimate, particularly if recruitment is
not well synchronized. Furthermore, our results may help explain why these direct methods usually produce much lower estimates than indirect methods based upon the amount of food required to feed their fish predators, a phenomenon known as the "Allen paradox."
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In defence of average cohorts

ARTHUR C. BENKE and JACK B. WAIDE School of Biology,
Georgia Institute of Technology, and Institute of Ecology, University of Georgia, U.S.A.

SUMMARY. Hynes & Coleman (1968) proposed a method for estimating benthic secondary production for use with populations in which cohorts cannot be distinguished and for use with unidentified benthos. Hamilton (1969) corrected and refined the method, emphasizing the concept of the average cohort. Zwick (1975) recently suggested the method should not be used since: (1) too many conditions need to be filled for use with unidentified material, and (2) it is strongly dependent on growth patterns. This paper shows that Zwick misinterpreted the concept of the average cohort, and his apparent invalidation of the method due to dependence on growth patterns is erroneous.

Introduction

Considerable interest has developed recently in measuring the production of freshwater benthos directly from field data. The most popular methods (instantaneous growth, Allen curve, and removal-summation) can be applied only to populations in which cohorts can be recognized. However, for many benthic species, cohorts are difficult to distinguish and these methods are useless. Therefore, when Hynes & Coleman (1968) proposed a method to be used with populations in which cohorts cannot be distinguished and which can be applied to the entire (unidentified) benthos, it aroused much interest. The basis of the 'Hynes' method is that the size frequency distribution averaged over a year is assumed to be equivalent to an 'average' cohort. Hamilton (1969) was soon to point out two errors in the method, the most important change being that one needs to multiply the production of the average cohort by the number of size classes present to obtain annual production.

Hamilton also described how to correct for nonlinear growth and evaluated other sources of error. His paper now serves as the model from which others have used the method.

Much debate has naturally arisen over the reliability of this new method. Fager (1969) was the first to criticize the approach as being strongly dependent on the number of samples and on the pattern of growth and suggested that it should not be used. Hamilton (1969) successfully demonstrated that Fager's resulting discrepancies were due to his modifying the Hynes method rather than any basic errors in logic. Waters & Crawford (1973) compared results obtained using four different methods (Hynes, Allen curve, removal-summation, and instantaneous growth) on the same field data collected for a stream mayfly in which the cohort could be distinguished. They found good agreement among all methods, with the Hynes estimate about 20% higher than the others.

More recently, Zwick (1975) has renewed the attack on the Hynes method. He claims that the method is unsuitable for two major reasons: (1) too many conditions need to be filled for the method to be applicable to unidentified benthos, and (2) it is strongly
dependent on growth patterns. Apparently, many freshwater ecologists share Zwick's scepticism over the first reason and have limited their use of the method to single species (e.g., Waters & Crawford, 1973; Winterbourne, 1974; McClure & Stewart, 1976; Martien & Benke, 1977). The most notable exception is the work of Fisher & Likens (1973). It is not the purpose of this note to support or defend the use of the method for mixed species estimates, but rather to defend the concept of the average cohort and its use for single species. We wish to point out an error in Zwick's calculations that makes his apparent invalidation of the Hynes method erroneous.

Discussion

To illustrate how nonlinear growth supposedly results in serious error, Zwick re-examined Hamilton's Table 4A–E, specifically Table 4D, which is reproduced here as Table 1 (Zwick's Table 2). There are three size (i.e. length) classes represented, each class including all organisms falling within 0.5 mm of the median length of the class. Ten samples are taken at equal intervals over a year. The average size frequency distribution represented by the \( \bar{n} \) column is assumed to represent an average cohort, where the number of such average cohorts is equal to 3, the number of size classes. The rationale for determining an average cohort is the same as that used in constructing a time-specific life table (Southwood, 1966), except that instead of determining age (or size) distribution at one point in time, it is an average over an entire generation (assuming univoltinism).

Production is calculated from the formula

\[
P = 3 \left( \frac{L_1 + L_2}{2} \right)^3 + \frac{n_g}{3} (L_3)^3,
\]

where the \( n_i \) (i = 1, 2, 3) are taken from Table 1, the \( L_i \) are the median lengths of each length class and \( L_3^* \) is the maximum length of length class 3 (or 3.5), since the surviving individuals are assumed to grow to the maximum size. Zwick incorrectly thought that Hamilton made an error using 3.5, believing that it was an average of \( L_3 \) and \( L_4 \) (which does not exist), but this was not his major source of concern.

From Table 1, the \( \bar{n} \) calculations assume linear growth, or an equal amount of time spent in each size class. Hamilton's \( n_g \) column is a corrected average cohort derived from \( \bar{n} \) and taking into account unequal amounts of time spent in size classes. The values of the \( \bar{n} \) and \( n_g \) columns of Table 1 are then substituted into the above equation, yielding estimates of the production of the population under consideration. For the case we are considering here, production calculated from \( \bar{n} \) is

<table>
<thead>
<tr>
<th>Population</th>
<th>Annual production in volume units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calculation from ( n_g )</td>
</tr>
<tr>
<td>A</td>
<td>119.94</td>
</tr>
<tr>
<td>B</td>
<td>119.10</td>
</tr>
<tr>
<td>C</td>
<td>80.07</td>
</tr>
<tr>
<td>D</td>
<td>180.66</td>
</tr>
<tr>
<td>E</td>
<td>150.75</td>
</tr>
</tbody>
</table>
Zwick’s invalidation of the method is based upon direct calculation of production from the single cohort plotted in Table 1. He noted the losses as five specimens of class 1; ten specimens between classes 1 and 2; eight specimens of class 2; one specimen between classes 2 and 3; and one specimen survives. Converting to volume and summing yields 161.3 volume units. For some unexplained reason, Zwick incorrectly considered this actual cohort to be an average cohort and he multiplied this production value by 3. His results were then displayed with Hamilton’s values for the five model populations (Table 2).

Since his values were much larger than Hamilton’s, he then concluded that nonlinear growth results in large errors. Hamilton clearly did not intend his actual cohort to be the average cohort. The average cohort is represented by the \( \bar{n} \) or \( n_g \) column in the Table. The correct actual cohort values (not multiplied by 3) are presented in the fourth column of Table 2, and their correspondence to the \( n_g \) values is particularly striking. Even the values estimated from \( \bar{n} \) are within 25% error. Thus, Zwick’s exercise done correctly supports rather than refutes the claim by Hamilton that the results do not strongly depend on growth pattern. This is especially true since Hynes and Coleman (1968) and Hamilton (1969) only intended the method to provide rough approximations.

The Hynes method will continue to remain a controversial method for various reasons, particularly due to the question of generation time and the validity of combining all benthic invertebrate species for one estimate. We suspect the latter will be resolved by combining closely related species rather than all species and then summing the calculations for the separate groups. Another more subtle reason why inaccuracies may occur in the Hynes method, as well as other methods, is that age distributions determined directly from field data may not accurately reflect the true survivorship of a cohort. We are currently investigating the magnitude of errors caused by such subtle reasons using computer simulations of hypothetical populations. However, neither Fager (1969) nor Zwick (1975) have presented a valid reason for rejecting the method based upon non-linear growth.

Acknowledgments

We thank Drs Andrew L. Hamilton and Thomas F. Waters for reading the manuscript and for helpful discussions. Our investigations on this subject are supported by grant BMS75-03151 from the National Science Foundation.

References


(Manuscript accepted 1 September 1976)