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<td>SISO</td>
<td>Single-Input Single-Output</td>
</tr>
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<td>Space Vector Modulation</td>
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<td>Unmanned Aerial Vehicle</td>
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\( \alpha \)  False alarm rate (or type I error)
\( \bar{\omega}_l \)  Load speed equilibrium
\( \bar{\omega}_m \)  Motor speed equilibrium
\( \bar{\theta}_l \)  Load position equilibrium
\( \bar{\theta}_m \)  Motor position equilibrium
\( \bar{I}_m \)  Motor current equilibrium
\( \beta \)  Type II error
\( \Delta_o \)  Observation offset matrix
\( \Delta_p \)  Prediction offset matrix
\( \delta_{\text{max}} \)  Maximum incremental set-point
\( \delta_{\text{min}} \)  Minimum incremental set-point
\( \delta_u \)  Incremental set-point
\( \lambda_p \)  LaGrange multiplier vector
\( \lambda_p^* \)  MPC LaGrange multiplier vector
\( \Delta t_{\text{RUL}(b)} \)  Change in lower RUL boundary
\( \delta \)  Dirac-delta function
\( \Delta\hat{\mathbf{x}} \)  Estimated state vector offset
\( \Delta A_m \)  Transition matrix modeling offset
\( \Delta B_{m,r} \)  Input matrix modeling offset
\( \Delta B_{m,v} \)  Disturbance input matrix modeling offset
\( \Delta C_m \)  Observation matrix modeling offset
\( \Delta u \)  Set-point adjustment
\( \Delta u^d \)  Predicted set-point adjustments (discrete)
\( \Delta u_p \)  MPC set-point adjustment
\( \Delta u_{\text{max}} \)  Maximum set-point adjustment
\( \Delta u_{\text{min}} \)  Minimum set-point adjustment
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta u^*_p$</td>
<td>Optimal MPC set-point adjustment</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>State vector offset</td>
</tr>
<tr>
<td>$\Delta x_{lb}$</td>
<td>State vector offset lower-bound</td>
</tr>
<tr>
<td>$\Delta x_{ub}$</td>
<td>State vector offset upper-bound</td>
</tr>
<tr>
<td>$\epsilon_{RUL}$</td>
<td>RUL confidence interval</td>
</tr>
<tr>
<td>$\epsilon^*_{RUL}$</td>
<td>Reconfigured RUL confidence interval</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Reconfiguration efficiency</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Adaptation function</td>
</tr>
<tr>
<td>$\gamma_{\epsilon_q}$</td>
<td>Adaptation threshold</td>
</tr>
<tr>
<td>$\gamma_{\rho}$</td>
<td>Adaptation gain</td>
</tr>
<tr>
<td>$\hat{i}_m$</td>
<td>Estimated motor current</td>
</tr>
<tr>
<td>$\bar{e}_o$</td>
<td>Observation error equilibrium</td>
</tr>
<tr>
<td>$\bar{e}_p$</td>
<td>Prediction error equilibrium</td>
</tr>
<tr>
<td>$\bar{u}$</td>
<td>Control input equilibrium</td>
</tr>
<tr>
<td>$\bar{v}$</td>
<td>Measured disturbance equilibrium</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>State equilibrium</td>
</tr>
<tr>
<td>$\bar{x}_m$</td>
<td>Modeled state equilibrium</td>
</tr>
<tr>
<td>$\bar{y}$</td>
<td>Deterministic plant output</td>
</tr>
<tr>
<td>$\tilde{e}_o$</td>
<td>Equilibrium shifted observation error</td>
</tr>
<tr>
<td>$A_e$</td>
<td>Tracking error transition matrix</td>
</tr>
<tr>
<td>$A_m$</td>
<td>Transition matrix model</td>
</tr>
<tr>
<td>$A^d_m$</td>
<td>Discrete transition matrix model</td>
</tr>
<tr>
<td>$A_{\delta u}$</td>
<td>MPC set-bound adjustment contraint matrix</td>
</tr>
<tr>
<td>$b_0$</td>
<td>MPC quadratic cost vector</td>
</tr>
<tr>
<td>$b_{\delta u(lb)}$</td>
<td>MPC set-point adjustment constraint lower-boundary vector</td>
</tr>
<tr>
<td>$b_{\delta u(ub)}$</td>
<td>MPC set-point adjustment constraint upper-boundary vector</td>
</tr>
<tr>
<td>$B_{m,r}$</td>
<td>Control input matrix model</td>
</tr>
</tbody>
</table>
\( \mathbf{B}_{m,r} \) \hspace{1cm} \text{Discrete control input matrix model}

\( \mathbf{B}_{m,v} \) \hspace{1cm} \text{Disturbance input matrix model}

\( \mathbf{B}_{m,v}^d \) \hspace{1cm} \text{Discrete disturbance input matrix model}

\( \mathbf{c} \) \hspace{1cm} \text{MPC inequality constraint upper-boundary vector}

\( \mathbf{C}_m \) \hspace{1cm} \text{Observation matrix model}

\( \mathbf{D}_{m,v} \) \hspace{1cm} \text{Disturbance matrix model}

\( \mathbf{e} \) \hspace{1cm} \text{Tracking error}

\( \mathbf{e}^+ \) \hspace{1cm} \text{Extended tracking error}

\( \mathbf{e}_m \) \hspace{1cm} \text{Modeling error}

\( \mathbf{e}_o \) \hspace{1cm} \text{Observation error}

\( \mathbf{e}_p \) \hspace{1cm} \text{Prediction error}

\( \mathbf{e}_{\text{max}} \) \hspace{1cm} \text{Maximum tracking error}

\( \mathbf{e}_{\text{max}}^+ \) \hspace{1cm} \text{Maximum extended tracking error}

\( \mathbf{e}_{\text{min}} \) \hspace{1cm} \text{Minimum tracking error}

\( \mathbf{e}_{\text{min}}^+ \) \hspace{1cm} \text{Minimum extended tracking error}

\( \mathbf{f} \) \hspace{1cm} \text{Feature vector}

\( \mathbf{g} \) \hspace{1cm} \text{Equality functional mapping}

\( \mathbf{h} \) \hspace{1cm} \text{Inequality functional mapping}

\( \mathbf{H}_0 \) \hspace{1cm} \text{MPC quadratic cost matrix}

\( \mathbf{K} \) \hspace{1cm} \text{Riccati gain matrix}

\( \mathbf{k} \) \hspace{1cm} \text{Riccati gain vector}

\( \mathbf{k}_e \) \hspace{1cm} \text{MPC state estimation vector}

\( \mathbf{L} \) \hspace{1cm} \text{Observer gain}

\( \mathbf{M} \) \hspace{1cm} \text{MPC inequality constraint matrix}

\( \mathbf{n}_1 \) \hspace{1cm} \text{Process noise}

\( \mathbf{n}_2 \) \hspace{1cm} \text{Observation noise}

\( \mathbf{Q} \) \hspace{1cm} \text{State weight matrix}
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_p$</td>
<td>MPC state weight matrix</td>
</tr>
<tr>
<td>$R$</td>
<td>Control weight matrix</td>
</tr>
<tr>
<td>$r$</td>
<td>Input reference</td>
</tr>
<tr>
<td>$r^d$</td>
<td>Future references (discrete)</td>
</tr>
<tr>
<td>$R_p$</td>
<td>MPC control weight matrix</td>
</tr>
<tr>
<td>$r_p$</td>
<td>MPC future reference input</td>
</tr>
<tr>
<td>$S$</td>
<td>Terminal boundary condition</td>
</tr>
<tr>
<td>$S_u$</td>
<td>MPC control input matrix</td>
</tr>
<tr>
<td>$S_x$</td>
<td>MPC state transition matrix</td>
</tr>
<tr>
<td>$S_{ex}$</td>
<td>MPC input disturbance matrix</td>
</tr>
<tr>
<td>$u_f$</td>
<td>Prognostic control input</td>
</tr>
<tr>
<td>$u_{\text{max}}$</td>
<td>Maximum control input</td>
</tr>
<tr>
<td>$u_{\text{min}}$</td>
<td>Minimum control input</td>
</tr>
<tr>
<td>$v$</td>
<td>Measured disturbance</td>
</tr>
<tr>
<td>$v_p$</td>
<td>MPC future measured disturbances</td>
</tr>
<tr>
<td>$x_{m0}^d$</td>
<td>Initial MPC state</td>
</tr>
<tr>
<td>$x^+$</td>
<td>Reconfigured state</td>
</tr>
<tr>
<td>$x^*$</td>
<td>Desired state-space vector</td>
</tr>
<tr>
<td>$x_0$</td>
<td>Initial state</td>
</tr>
<tr>
<td>$x_m$</td>
<td>Modeled state estimate</td>
</tr>
<tr>
<td>$x_p$</td>
<td>MPC predicted state vector</td>
</tr>
<tr>
<td>$x_{p}^*$</td>
<td>MPC desired state-space vector</td>
</tr>
<tr>
<td>$x_{lb}$</td>
<td>State vector lower-bound</td>
</tr>
<tr>
<td>$x_{m0}$</td>
<td>Modeled initial state</td>
</tr>
<tr>
<td>$x_{ub}$</td>
<td>State vector upper-bound</td>
</tr>
<tr>
<td>$y_m$</td>
<td>Modeled output</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Lagrangian (or cost operator)</td>
</tr>
</tbody>
</table>
\( \mathcal{T}_{RUL} \) \hspace{1cm} RUL space \\
\( U \) \hspace{1cm} Control space \\
\( U_b \) \hspace{1cm} Set-point adjustment space \\
\( \chi \) \hspace{1cm} State space \\
\( \omega_m \) \hspace{1cm} Motor speed \\
\( \omega_l \) \hspace{1cm} Actuator speed \\
\( \Phi \) \hspace{1cm} End-point (or terminal) cost \\
\( \Psi \) \hspace{1cm} Final damage cost \\
\( \psi_{nl} \) \hspace{1cm} Non-linear mapping \\
\( \rho \) \hspace{1cm} Adaptation parameter \\
\( \rho^* \) \hspace{1cm} Optimal adaptation parameter \\
\( \rho_{max} \) \hspace{1cm} Maximum adaptation parameter \\
\( \theta_m \) \hspace{1cm} Motor position \\
\( \theta_l \) \hspace{1cm} Actuator position \\
\( \varpi \) \hspace{1cm} Random Gaussian variable \\
\( b_m \) \hspace{1cm} Motor damping \\
\( b_l \) \hspace{1cm} Load damping \([\text{in} \cdot \text{lbf}/(\text{rad}/\text{s})]\) \\
\( c_0 \) \hspace{1cm} Constant of proportionality \\
\( C_{wa} \) \hspace{1cm} Thermal capacitance \\
\( e \) \hspace{1cm} Tracking error \\
\( E_a \) \hspace{1cm} Activation energy \\
\( e_{max} \) \hspace{1cm} Maximum tracking error \\
\( e_{max}^+ \) \hspace{1cm} Maximum extended tracking error \\
\( e_{min} \) \hspace{1cm} Minimum tracking error \\
\( e_{min}^+ \) \hspace{1cm} Minimum extended tracking error \\
\( f_0 \) \hspace{1cm} MPC quadratic cost scalar \\
\( f_m \) \hspace{1cm} Process model \\

xx
$f_p$  Fault growth mapping
$f_{ub}$  Frequency range upper-bound
$h_m$  Observation model
$h_p$  Feature mapping
$H_\lambda$  Hamiltonian mapping
$H_{lb}$  Hazzard zone lower-bound
$H_{ub}$  Hazzard zone upper-bound
$i_m$  Motor current
$i_{m,\text{max}}$  Maximum motor current
$i_{m,\text{min}}$  Minimum motor current
$J$  Cost functional
$J_m$  Motor inertia
$J_x$  Cost functional of the states
$J_{\Delta u}$  Cost functional of the set-point adjustments
$J_l$  Load inertia
$k_1$  Controller gain 1
$k_2$  Controller gain 2
$k_3$  Controller gain 3
$k_4$  Controller gain 4
$k_5$  Controller gain 5
$k_e$  Back-emf coefficient
$k_T$  Boltzmann’s constant
$k_t$  Motor torque coefficient
$k_l$  Load stiffness
$k_{cs}$  Coupling stiffness
$L$  Fault dimension
$L_0$  Initial fault dimension
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{tt}$</td>
<td>Turn-to-turn inductance</td>
</tr>
<tr>
<td>$m$</td>
<td>Control horizon</td>
</tr>
<tr>
<td>$n_r$</td>
<td>Reference dimension</td>
</tr>
<tr>
<td>$n_v$</td>
<td>Disturbance dimension</td>
</tr>
<tr>
<td>$n_x$</td>
<td>State dimension</td>
</tr>
<tr>
<td>$N_{cl}$</td>
<td>Load coupling</td>
</tr>
<tr>
<td>$N_{cm}$</td>
<td>Motor coupling</td>
</tr>
<tr>
<td>$p$</td>
<td>Prediction horizon</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of constraints</td>
</tr>
<tr>
<td>$R_0$</td>
<td>Winding resistance</td>
</tr>
<tr>
<td>$R_{tt}$</td>
<td>Turn-to-turn resistance</td>
</tr>
<tr>
<td>$R_{wa}$</td>
<td>Thermal resistance</td>
</tr>
<tr>
<td>$T$</td>
<td>Finite time horizon</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$t_0$</td>
<td>Initial time</td>
</tr>
<tr>
<td>$T_a$</td>
<td>Ambient temperature</td>
</tr>
<tr>
<td>$t_f$</td>
<td>Final time</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Sampling period</td>
</tr>
<tr>
<td>$T_w$</td>
<td>Winding temperature</td>
</tr>
<tr>
<td>$t_{RUL,(lb)}$</td>
<td>Lower RUL boundary</td>
</tr>
<tr>
<td>$t^*_{RUL,(lb)}$</td>
<td>Reconfigured lower RUL boundary</td>
</tr>
<tr>
<td>$t_{RUL,(ub)}$</td>
<td>Upper RUL boundary</td>
</tr>
<tr>
<td>$t^*_{RUL,(ub)}$</td>
<td>Reconfigured upper RUL estimate</td>
</tr>
<tr>
<td>$t_{RUL}$</td>
<td>Remaining Useful Life</td>
</tr>
<tr>
<td>$t_{detect}$</td>
<td>Initial fault detection time</td>
</tr>
<tr>
<td>$t_{mission}$</td>
<td>Mission time</td>
</tr>
<tr>
<td>$t_{prognosis}$</td>
<td>Initial failure prediction time</td>
</tr>
<tr>
<td>$T_{wa}$</td>
<td>Winding-to-ambient temperature</td>
</tr>
<tr>
<td>$x^*_d$</td>
<td>Desired model states (discrete)</td>
</tr>
</tbody>
</table>
SUMMARY

The emergence of complex and autonomous systems, such as modern aircraft, unmanned aerial vehicles (UAVs) and automated industrial processes is driving the development and implementation of new control technologies aimed at accommodating incipient failures to maintain system operation during an emergency. The motivation for this research began in the area of avionics and flight control systems for the purpose to improve aircraft safety. A prognostics health management (PHM) based fault-tolerant control architecture can increase safety and reliability by detecting and accommodating impending failures thereby minimizing the occurrence of unexpected, costly and possibly life-threatening mission failures; reduce unnecessary maintenance actions; and extend system availability / reliability.

Recent developments in failure prognosis and fault tolerant control (FTC) provide a basis for a prognosis based reconfigurable control framework. Key work in this area considers: (1) long-term lifetime predictions as a design constraint using optimal control; (2) the use of model predictive control (MPC) to retrofit existing controllers with real-time fault detection and diagnosis (FDD) routines; (3) hybrid hierarchical approaches to FTC taking advantage of control reconfiguration at multiple levels, or layers, enabling the possibility of set-point reconfiguration, system restructuring and path / mission re-planning. Combining these control elements in a hierarchical structure allows for the development of a comprehensive framework for prognosis based FTC.

First, the PHM-based reconfigurable controls framework presented in this thesis is given as one approach to a much larger hierarchical control scheme. This begins with a brief overview of a much broader three-tier hierarchical control architecture defined as having three layers: supervisory, intermediate, and low-level. The supervisory layer manages high-level objectives. The intermediate layer redistributes component loads
among multiple sub-systems. The low-level layer reconfigures the set-points used by the local production controller thereby trading-off system performance for an increase in remaining useful life (RUL).

Next, a low-level reconfigurable controller is defined as a time-varying multi-objective criterion function and appropriate constraints to determine optimal set-point reconfiguration. A set of necessary conditions are established to ensure the stability and boundedness of the composite system. In addition, the error bounds corresponding to long-term state-space prediction are examined. From these error bounds, the point estimate and corresponding uncertainty boundaries for the RUL estimate can be obtained. Also, the computational efficiency of the controller is examined by using the number of average floating point operations per iteration as a standard metric of comparison.

Finally, results are obtained for an avionics grade triplex-redundant electro-mechanical actuator (EMA) with a specific fault mode; insulation breakdown between winding turns in a brushless DC (BLDC) motor is used as a test case for the fault-mode. A prognostic model is developed relating motor operating conditions to RUL. Standard metrics for determining the feasibility of RUL reconfiguration are defined and used to study the performance of the reconfigured system; more specifically, the effects of the prediction horizon, model uncertainty, operating conditions and load disturbance on the RUL during reconfiguration are simulated using MATLAB® and Simulink®.

The contributions of this body of work are the following:

- Define a control architecture
- Prove stability and boundedness (performance and RUL)
- Derive the control algorithm and examine its performance
- Demonstrate feasibility with an example
CHAPTER I
INTRODUCTION

In this opening chapter, a brief overview of the problem, its history, significance and current research initiatives are discussed. Beginning in Section 1.1 is the origin and history of the problem along with a brief summary of current research initiatives. Next, Section 1.2 provides a brief description of the “state of the art” in related fields. Finally, the chapter concludes in Section 1.3 with the organization for the remainder of the dissertation.

1.1 The Origin and History of the Problem

The emergence of complex and autonomous systems, such as modern aircraft, unmanned aerial vehicles (UAV), automated industrial processes, among many others, is driving the development and implementation of new control technologies that are aimed to accommodate incipient failures and maintain a stable system operation for the duration of the emergency. The primary motivation for this research topic emerged over the need for improved reliability and performance for safety critical systems, particularly in aerospace related applications. In the scope of this work, reliability is defined as [1],

Definition 1.1 (Reliability). The probability that a system will perform within specified constraints for a given period of time.

1.1.1 Relevance

Fatal accidents in the worldwide commercial jet fleet during the years 1987-2005 were due primarily to (i) controlled flight into terrain, (ii) loss-of-control in flight and (iii) system/component failure or malfunction [2]. In a coordinated effort to improve
aviation safety, industry and government worked together to reduce the number of fatal commercial aircraft accidents, which dropped by 65% during the period of 1996-2007 [3]. As a result of this effort, accidents due to controlled flight into terrain have been virtually eliminated through the addition of various safeguards, but the same cannot be said for accidents due to loss-of-control in flight and system/component failure or malfunctions. System/component failure and malfunctions are recognized as contributing factors to aircraft loss-of-control in flight, so safeguarding against such events will reduce the number of fatal accidents in the two top accident categories (ii) and (iii) respectively.

1.1.2 Current Initiatives

Military fixed wing aircraft programs drove much of the reconfigurable controls work in the 1980s and 1990s, but applications to passenger and general aviation began to receive substantial interest under the NASA aviation safety program (ASP) founded in 1997 [4]. NASA ASP research focuses on vehicle design, manufacturing, operation, and maintenance. Presently, two major NASA ASP initiatives, integrated vehicle health management (IVHM) and the integrated resilient aircraft control (IRAC) projects, are addressing these needs by developing innovative technologies, tools and methods to protect against hardware system/component failure or malfunctions.

1.1.2.1 Integrated Vehicle Health Management (IVHM) Project

The IVHM project began in 2008 to develop validated tools, technologies and techniques for automated detection, diagnosis and prognosis that enable mitigation of adverse events during flight [5]. Specific goals of the IVHM program include:

- Integrated vehicle health management
- Fault-tolerant systems
- Intelligent systems capable of self-diagnosis and reconfiguration
1.1.2.2 The Integrated Resilient Aircraft Control (IRAC) Project

The IRAC project started in 2007 to advance the state of aircraft flight control by providing on-board control resilience for ensuring safe flight in adverse conditions [6].

1.1.2.3 The Prognostics Center of Excellence (PCoE)

The PCoE is a center at NASA AMES for prognostic technology development, addressing prognostic technology gaps within the application areas of aeronautics and space exploration. Specific areas of interest include, [7],

- **Uncertainty management:** How can the information from multiple uncertainty sources be properly captured and processed?

- **Autonomic control reconfiguration:** How can local prognostic information be translated into changes at the controller level such that controller objectives are satisfied in the long term?

- **Integration:** How should information from different, interacting subsystems be combined and processed?

- **Validation and verification of prognostics:** How can the proper operation of prognostic algorithms be validated, especially on new systems?

- **Post-prognostic reasoning:** How can the information from a prognostic reasoner be turned into an action, also factoring in other considerations such as logistics information, mission information, and fleet management?

1.1.2.4 Collaborative Programs

Additional related programs exists with collaboration among academia, industry and other government agencies to leverage expertise and technological advances. The coordination and collaboration efforts include but are not limited to the integrated intelligent flight deck (IIFD) project, aircraft aging and durability (AAD) project, fundamental aeronautics (FA), exploration systems mission directorate (ESMD), joint army navy NASA air force (JANNAF) and the air force research laboratory (AFRL).
1.2 State of the Art

The current state of the art in aircraft IVHM is exemplified by the joint strike fighter (JSF) program. This program has incorporated PHM into its design using sensors, advanced processing and reasoning, and a fully integrated system of information and supplies management. The on-board JSF PHM system is hierarchical, dividing the aircraft into areas such as propulsion and mission systems. Area data is generated by a mixture of dedicated, purpose-built sensors and analysis on existing control sensors to identify degradation and failures, which are compiled and correlated by area reasoners and then correlated by system-level model-based reasoners. Maintenance data-links transmit vehicle health data to ground-based information systems focused on maintenance and management of the supply chain. Prognostic events are detected by prognostic built-in-tests, automated post-flight trending, and reasoning with an emphasis on distinguishing sources of degradation rather than failure. An autonomic logistics information system provides logistic support to the end-user and also provides off-board trending across the entire JSF fleet [8]. Although these represent significant achievements, it is widely acknowledged that more work is required to build reliable, effective health management systems that build upon detection, diagnostics, and prognostics to enable safe and efficient implementation of mitigation strategies [5].
1.3 Organization of Dissertation

The remainder of this document is organized as follows. Chapter 2 presents a literature review for fault detection and diagnosis, long-term prognosis predictions and fault tolerant control strategies. Chapter 3 outlines specific aims of this thesis, separated by chapter. Chapter 4 defines the FTC architecture. Chapter 5 studies the stability and boundedness of the reconfigured system and the RUL prediction. Chapter 6 presents the MPC algorithm used by the FTC. Chapter 7 provides general design guidelines and demonstrates the reconfigurable control algorithms on an EMA. Finally, Chapter 8 summarizes the findings and future work. Supporting material such as nomenclature, theorems and models not explicitly presented in the body of this document is provided in the Appendix.
CHAPTER II
LITERATURE REVIEW

According to the NASA ASP IVHM program, the following enabling technologies are necessary before prognosis based control can be considered: fault detection, fault diagnosis and failure prognosis [5]. First, a conceptual overview of the reconfiguration approach discussed in this dissertation is presented in Section 2.1. Next, fault detection and fault diagnosis are discussed in Section 2.2 as a combined topic in fault detection and diagnosis (FDD). Then, a background on failure prognosis and long-term prediction is given in Section 2.3. The remainder of the chapter investigates fault tolerant control (FTC) strategies, in Section 2.4, with references to applications in diagnosis and prognosis where applicable.

2.1 Conceptual Overview

In the scope of this body of work, reconfiguration is performed without directly modifying the plant, which consists of the process to be controlled and its corresponding production controller, shown in Figure 2.1(a). Traditionally, reconfiguration is performed on the production controller within the plant itself as illustrated in Figure 2.1(b). However, in some cases the plant is physically closed to the designer where access to the production controller is not available. An alternative approach allows indirect reconfiguration of the plant by modifying its external reference command, illustrated in Figure 2.1(c). An example of a system where direct access to the controller is not available and set-point reconfiguration is utilized is provided in this dissertation using an EMA.

2.1.1 Electro-Mechanical Actuator (EMA) Example

The EMA studied in this dissertation consists of a three-phase brushless-DC motor, a gear train and a flight surface (or loading mechanism) as shown in Figure 2.2.
The motor is controlled using a direct torque control (DTC) scheme based on the application of space vector modulation (SVM). The terminal voltages applied to the motor windings are calculated from the phase voltage commands, which are generated by the current controllers. Three current feedback controllers are used to match the current on each of the three winding phases. By estimating the synchronous speed and the voltage behind the transient reactance, the change in torque and flux over the switching period is calculated and used to update the current commands, accordingly. Finally, a position and velocity controller are used to track the output response (actuator position) with a reference command (desired position).

Figure 2.1: Block diagram of the (a) plant illustrating the production controller and physical process (b) plant with internal control reconfiguration and (c) plant with external set-point reconfiguration.
2.1.2 Physical Constraints

The EMA example used in this dissertation is studied with the following physical constraints imposed by the manufacturer:

- The production controller (which includes the position, velocity and current controllers) is proprietary to the manufacturer and is inaccessible. Therefore, reconfiguration to the production controller is not a viable option.

- In the case of the EMA, only two phase currents of the three-phase motor are measured. The third phase current is inferred from the other two such that the sum of the total phase currents are zero. During a turn-to-turn winding fault condition the actual phase currents deviate from the estimate. This introduces error into the system.

To overcome these physical constraints a simplified model of the EMA (plant) is used as a reference model in set-point reconfiguration. The major problem with this approach is the plant itself changes during the occurrence of a fault and continues to change as the fault progresses. In the scope of this work, its assumed the system is still controllable during the fault state and the discrepancy between the true plant and the reference model can be represented as a modeling error. Although imperfect, this approach will be demonstrated as a sub-optimal solution.
2.2 Fault Detection and Diagnosis (FDD)

Adverse events can lead to potentially serious consequences if they go undetected. Researchers in such diverse disciplines as medicine, engineering, the sciences, business and finance have been developing methodologies to detect fault or anomaly conditions, pinpoint or isolate which component in a system is faulty, and decide on the potential impact of a failing or failed component of the health of the system [9].

2.2.1 Preliminary Definitions

FDD consists of two elements, fault detection and fault diagnosis. The goal of the fault detection element is to apply validated technologies to detect anomalies from adverse events throughout the system [5]. According to Vachtsevanos et al. [10],

**Definition 2.1** (Fault Detection). An abnormal operating condition that is detected and reported.

Whereas, the fault diagnosis element is developed to integrate and validate technologies to determine the causal factors, the nature and severity of an adverse event (fault identification) and to distinguish that event within a family of potential adverse events (fault isolation) [5]. Vachtsevanos et al. [10] define fault diagnosis as,

**Definition 2.2** (Fault Diagnosis). Detection, isolation and identification of an impending or incipient failure condition the affected component (subsystem, system) is still operational even though at a degraded mode.

Definitions 2.1 and 2.2 can be combined to formally define FDD,

**Definition 2.3** (Fault Detection and Diagnosis (FDD)). Course of action by which a fault is detected and later diagnosed.
Before examining diagnosis any further its important to understand how raw data measurements can be related to diagnostic information. First, data acquisition is used as a front-end process to record raw sensor data. Next, raw sensor data is processed using low-level digital signal processing routines. Typical data-preprocessing routines include filtering, noise rejection / reduction and sensor fusion. Finally, higher-level data processing routines are invoked to generate feature vectors from pre-processed data using various digital signal-processing techniques.

2.2.2 Previous Work

Over the past three decades, the growing demand for reliability, maintainability, and survivability in dynamic systems has drawn significant research in FDD. Historically, FDD has been used in FTC to retrieve fault information from the system for use in a control recovery strategy and procedure, which is commonly referred to as reconfiguration. Preliminary research by Jiang & Patterson [11, 12] demonstrated that state estimation based schemes are most suitable for fault detection since they are inherently fast and cause a very short time delay in real-time decision making. However, the information from state estimation based algorithms may not be detailed enough for subsequent control system reconfiguration. Work presented by Wu and Zhang [13, 14] recommends that parameter estimation schemes be used for control reconfiguration and state estimation based schemes for FDD. A unified approach to state estimation/prediction and parameter estimation/identification for FDD using particle filtering was thoroughly studied by M. Orchard [15].

2.2.3 Particle Filtering Based Diagnosis

Particle filtering is of particular interest in diagnosis applications of complex dynamic systems, such as engines, gas turbines and gearboxes, because of its ability to handle non-linear behavior when operating under fault conditions. Moreover, particle filtering allows information from multiple measurement sources to be fused in a
principled manner [15]. The particle-filter-based diagnosis aims to accomplish these tasks, under general assumptions of non-Gaussian noise structures and non-linearities in process dynamic models, using a reduced particle population to represent the state pdf [16]. A compromise between model-based and data-driven techniques is accomplished by the use of a particle filter-based module built upon a non-linear dynamic model.

At any given instant of time, particle filtering provides an estimate of the probability masses associated with each fault mode, as well as a pdf estimate for physical variables in the system. A detailed example of this is presented given by M. Orchard [15]. Once this information is available within the FDD module, it is processed to generate proper fault-detection alerts / alarms with statistical confidence of the detection routine. Furthermore, pdf estimates for the system states may be used as initial conditions in failure prognostic routines. As a result, a swift transition between FDD and prognosis can occur and reliable prognosis can be achieved shortly thereafter [17]. This characteristic is one of the main advantages of the particle-filter-based diagnosis.
2.3 Failure Prognosis & Long-Term Prediction

The term prognosis has been used widely in medical practice to imply the foretelling of the probable course of a disease. In the industrial and manufacturing fields, prognosis is interpreted to answer the question, “What is the remaining useful life (RUL) of a machine or component once an impending failure condition is detected, isolated, and identified?” Within the context of this work, the following definition will be adopted from Vachtsevanos et al. [10] when referring to prognosis,

**Definition 2.4** (Prognosis). The ability to predict accurately the RUL of a failing component or subsystem.

2.3.1 Preliminary Definitions

Definitions for failure, probability of failure and RUL must be well established before continuing the discussion on prognosis. First, the notion of a fault-dimension is defined.

**Definition 2.5** (Fault Dimension). The size of a fault (eg. crack size) is referred to as the fault dimension and is commonly represented by the symbol, $L$.

The fault-growth rate is dependent on many factors including the current fault dimension and any operating or environmental conditions that may influence the fault which is described by a fault growth model.
**Definition 2.6** (Fault Growth / Feature Mapping Models). A model in the form of a set of state-space equations to describe the progression of the fault-dimension, $L$, with time,

\[
\begin{align*}
\dot{L}(t) &= f_p(L(t), u_f(t), n_1(t)), \\
f(t) &= h_p(L(t), u_f(t), n_2(t)),
\end{align*}
\]  

(2.1)

where $f_p$ and $h_p$ are the fault growth and feature mappings, $f$ is a vector of measured feature values and $u_f$ is the prognostic control input. The vectors $n_1$ and $n_2$ correspond to the process noise and observation noise, accordingly.

Once a fault is defined, the criteria for a failure can be addressed.

**Definition 2.7** (Failure). An event that corresponds to the fault-dimension, $L$, entering an unwanted range, or hazard-zone. The hazard-zone is defined by the upper and lower bounds, $H_{ub}$ and $H_{lb}$, respectively.

The boundaries of the hazard zone are design parameters related to the false-alarm rate (type I error). It should be recognized any discussion regarding a failure over a future time horizon $t > t_0$ is stochastic in nature. Instead, the term probability of failure, defined in Definition 2.8, should be used.

**Definition 2.8** (Probability of Failure). The probability of a failure occurring at some time $t$, represented as,

\[
p_{\text{failure}}(t) = p(H_{lb} \leq L(t) \leq H_{ub}),
\]  

(2.2)

where $p$ is a probability density function (pdf).
Finally, it’s often convenient to describe the minimum time-horizon corresponding to a failure with a particular level of certainty. This is formally referred to as the RUL, and represented by the symbol \( t_{\text{RUL}(\theta)} \).

**Definition 2.9 (Remaining Useful Life (RUL)).** The amount of time before a failure occurs at the initial time of prediction, \( t_0 \). The time corresponding to the probability of failure can be expressed as,

\[
t_{\text{RUL}(\theta)}(t_0) \triangleq \min (t^*) \quad \text{s.t.} \quad p_{\text{failure}}(t^*|t_0) \geq \beta,
\]

where \( t^* \in (t_0, \infty) \) and \( 0 < \beta < 1 \). The symbols \( t_0 \) and \( \beta \) refer to the initial prediction time and the type-II error associated with the prediction accordingly.

Sometimes the term confidence level is used instead of the type-II error, which is defined in Definition 2.10.

**Definition 2.10 (Confidence Level (CL)).** Let the upper RUL boundary, \( t_{\text{RUL}(ub)} \), predicted at time \( t_0 \) be defined as,

\[
t_{\text{RUL}(ub)}(t_0) \triangleq \min (t^*) \quad \text{s.t.} \quad p_{\text{failure}}(t^*|t_0) \leq 1 - \beta.
\]

where \( t^* \in (t_0, \infty) \). Then the CL is defined by the following probability,

\[
CL = \int_{t_{\text{RUL}(lb)}}^{t_{\text{RUL}(ub)}} p_{\text{failure}}(t^*|t_0) \, dt^*.
\]

Additionally, CL is related to \( \beta \) by,

\[
CL = 1 - 2\beta.
\]

Figure 2.3 illustrates the predicted fault growth of a system where a fault is detected at time \( t_{\text{detect}} \) and a prediction of the RUL is made at time \( t_{\text{prognosis}} \). The boundaries
Figure 2.3: Predicted fault growth curves, hazard zone and corresponding projection on the time-axis.

of the hazard-zone are defined by $H_{lb}$ and $H_{ub}$. The probability that a failure occurs outside this boundary is defined as the false-alarm rate, $\alpha$. The time corresponding to each predicted fault trajectory in the hazard-zone is represented as a distribution on the time-axis. The upper and lower RUL boundary values that encompass a CL of $1 - 2\beta$ are represented as $t_{RUL(ub)}$ and $t_{RUL(lb)}$, accordingly. The width of the corresponding confidence interval is defined as,

$$
\epsilon_{RUL} \triangleq t_{RUL(ub)} - t_{RUL(lb)}
$$

Several approaches to prognosis have been investigated in recent years, such as model-based, data-driven, hybrid methods and particle filtering. Each approach is discussed briefly.

2.3.2 Data-Driven Prognostics

Data driven approaches use historical data to automatically learn a model of system behavior by using processed data, or features, related to system health. Data-driven approaches are appropriate when the first principles of system operation are not comprehensive or when the system is sufficiently complex such that developing an accurate model is impractical [18]. Depending on the format of the stored data,
these processes can range from signal processing of sampled measurements to queries performed on database tables [1]. Data-driven approaches include machine learning, neural networks, decision trees and support vector machines.

2.3.3 Model-Based Prognostics

Model-based prognostics attempts to incorporate physical models of the physics of failure when estimating RUL. Examples include Yu and Harris’s fatigue life model for ball bearings [19], which relates the fatigue life of a bearing to the induced stress and Paris and Erdogan’s crack growth model [20, 21]. However, purely model-based approaches rely on accurate estimates of model parameters which are seldom known a-priori and can lead to substantial uncertainty of long-term RUL predictions.

2.3.4 Hybrid-Based Prognostics

Hybrid-based prognostics combines the benefits from both data-driven and model-based approaches by utilizing off-line and on-line processes. In the off-line mode, physics-based models and knowledge of physics of failure are used to understand fault propagation. In the on-line mode, real-time data is used to estimate the fault dimension and estimate model parameters for use in prognosis.

2.3.5 Particle Filtering Based Prognostics

Particle filtering based prognostics estimates the probability of failure in a system given a hazard zone that is defined by a pdf with lower and upper bounds for the domain of the random variable, denoted as $H_{lb}$ and $H_{ub}$, respectively. The probability of failure at any future time instant is estimated by combining both the weights of predicted trajectories and specifications for the hazard zone. The resulting RUL pdf estimate is composed of the probability of the RUL estimate corresponding to each particle. This provides the basis for the generation of confidence intervals and expectations for prognosis.
2.4 Fault–Tolerant Control (FTC) Strategies

Modern systems rely on sophisticated controllers to meet increased performance and safety requirements. A conventional feedback control design for a complex system may result in unsatisfactory performance, or even instability, in the event of malfunctions in actuators, sensors or other system components. To overcome such weaknesses, new approaches to control system design have been developed in order to tolerate component malfunctions while maintaining desirable stability and performance properties. According to Y. Zhang [22], FTC is defined as,

**Definition 2.11** (Fault-Tolerant Control (FTC) Systems). Control systems that possess the ability to accommodate system component failures automatically [while] maintaining overall system stability and acceptable performance.

Traditionally, FTC systems are classified into two categories: **passive** and **active** [23]. Passive FTC systems (PFTCS) are designed to make a system robust against system uncertainties and anticipated faults [24]. For this reason PFTCS have a limited fault-tolerant capability. Alternatively, active FTC systems (AFTCS) react to the system component failures by reconfiguring control actions to maintain stability and acceptable system performance. In such control systems, the controller compensates for the effects of faults by selecting a pre-computed control law or synthesizing a new control scheme on-line. Analytical methods for FTC usually assume linear models of the system dynamics. For large-scale systems, this is generally a reasonable assumption since in a region of the nominal operating point, the system dynamics are approximately linear. Recent research has investigated the issue of FTC for nonlinear systems, such as using feedback linearization in a restructured digital flight control system [25]. The subsequent sections investigate several types of PFTCS and AFTCS with respect to the following attributes: stability, transient and steady-.
state performance, robustness to noise, uncertainty and disturbances and interaction among other subsystems.

2.4.1 Passive Fault-Tolerant Control Systems (PFTCS)

Historically, when fault tolerance was an issue, controllers were designed targeting selected faults with specific control actions to mitigate the risk of impending failures [26]. Within such passive approaches, no fault information is required and robust control techniques are employed to ensure the closed-loop system remains insensitive to specific anticipated faults [27]. The most common and widely studied PFTCS is robust control.

A robust control is a PFTCS designed to control the system over a range of potential failure modes [28, 29]. PFTCS have been widely investigated for many years and have been demonstrated with a high level of simplicity and effectiveness for a wide range of applications; a few examples can be found in [30, 31]. PFTCS are robust to noise, large parameter variations, uncertainties/disturbances and ensure stability. Although PFTCS are widely used, they lack an active reconfiguration of the control law thus disallowing use of any external information such as FDD and prognostics. Therefore, the remaining discussion of FTC Systems will focus on AFTCS.

2.4.2 Active Fault-Tolerant Control Systems (AFTCS)

AFTCS react to system component failures by reconfiguring control actions to maintain stability and acceptable system performance. AFTCS FTC methodologies typically have two main objectives: FDD and control reconfiguration [32]. Several authors have reported on the problem of FDD [33, 34]. In such control systems, the controller compensates for the effects of faults either by selecting a pre-computed control law or by synthesizing a new control scheme on-line [35, 36]. An AFTCS consist of a reconfigurable controller, a FDD scheme and a reconfiguration mechanism [37].
2.4.2.1 Adaptive Robust Control

An adaptive robust control is a AFTCS design where the fault severity may not be known, but the system structure is known a-priori. This control scheme improves on PFTCS by including real-time measurements with the known structure of the system model to identify parameter variations using a model-matching scheme. For example, Ye et al. [38] present an adaptive fault-tolerant flight controller design methodology designed to mitigate faults caused by loss of actuator effectiveness. The approach is based on the online estimation of an eventual fault and the addition of a new control law to the nominal control law in order to reduce the fault effect without using a FDD mechanism. In the framework of a linear matrix inequality (LMI) approach, the normal tracking performance of the linear time-invariant (LTI) closed-loop system is optimized without any conservativeness and the states of the fault modes asymptotically track those of the normal mode. The adaptive control law was shown to be asymptotically stable during the presence of a fault condition by using Lyapunov’s direct method. Yang et al. expand on this idea by applying robust control methods with $H_\infty$ and $\mu$ synthesis techniques to a faulty plant [27].

AFTCS designed using adaptive robust control techniques are insensitive to noise, uncertainties, disturbances and are shown to be mathematically stable. However, while these techniques are capable of handling many types of fault modes, they do so in a brute force way [39]. For example, if a fault condition can be modeled as a change in system parameters, an adaptive controller can be designed to monitor the changes and constantly change the control law accordingly [40, 41]. This adaptation continues indefinitely until the required control authority is no longer available leading to a failure state. Also, within the proposed framework, the adaptive fault-tolerant flight controller does not utilize any additional FDD information which may be available externally to the controller.
2.4.2.2 Expert Control

Expert control is an AFTCS design that utilizes past experience, or heuristics, in the development of control laws to provide fault accommodation for known faults. Expert systems are frequently used in large scale applications where the plant or process cannot be modeled or situations where the model is unknown. Artificial Intelligence (AI) methods have been exploited to handle model-free fault diagnosis and FTC in an expert system setting [42, 43]. Recent extensions to expert system approaches to fault tolerance include work by Wu et al. [44], in which past performance is used to dynamically update the database of fault controllers/parameters. Although expert control are found in a variety of FTC applications, there are no mechanisms available to demonstrate stability and boundedness in a rigorous manor.

2.4.2.3 Finite Horizon Optimal Control (FHOC)

FHOC is an AFTCS design using mathematical optimization methods over a finite time horizon, $T$, to derive control laws given a set of boundary constraints. Consider a generalized non-linear system,

\[
\begin{align*}
\dot{x}(t) &= f_m(x(t), u(t), n_1(t)), \\
y(t) &= h_m(x(t), u(t), n_2(t)),
\end{align*}
\]  

where $f_m$ is the process model, $h_m$ is the observation model, $x$ is the state, $u$ is the control input, $y$ is the plant output, $n_1$ is the process noise and $n_2$ is the observation noise. An optimal control includes a cost functional, $J$, expressed as,

\[
J(x(t), u(t)) = \Phi(x(t_0), x(t_0 + T)) + \int_{t_0}^{t_0 + T} \mathcal{L}(x(t), u(t)) \, dt,
\]  

(2.9)
where is a Lagrangian (or cost operator) and \( \Phi \) represents the end-point (or terminal) cost. Typically, boundary constraints on \( x \) and \( u \) are imposed,

\[
\begin{cases}
g(x(t), u(t)) = 0, \\
h(x(t), u(t)) \leq 0,
\end{cases}
\tag{2.10}
\]

where \( g \) and \( h \) are functional mappings for the equality and inequality constraints, accordingly. However, due to the generality of the problem formulation, (2.9) may have multiple solutions. In addition, a solution to the non-linear optimal control problem is known to be prohibitively difficult, both analytically and computationally [45]. Furthermore, many numerical techniques must operate off-line which is impractical for use in on-line control reconfiguration. Instead, consider the linear optimal control problem with the linear dynamics,

\[
\begin{cases}
\dot{x}(t) = Ax(t) + Bu(t) + n_1(t), \\
y(t) = Cx(t) + n_2(t).
\end{cases}
\tag{2.11}
\]

Now, consider the Lagrangian operator and terminal costs replaced with quadratic terms,

\[
J(x(t), u(t)) = \frac{1}{2} \int_{t_0}^{t_0+T} \left( x^T(t) Q x(t) + u^T(t) R u(t) \right) dt + \frac{1}{2} x^T(T) W x(T),
\tag{2.12}
\]

subject to the linear algebraic constraints,

\[
\begin{cases}
g(x) = 0, \\
h(x) \leq 0,
\end{cases}
\tag{2.13}
\]

where \( Q \) and \( R \) are positive definite weight matrices of constant value associated with the states and control input and \( W \) is a positive semi-definite weight matrix of constant value corresponding to the terminal cost. This formulation is known as the
linear quadratic regulator (LQR). The feedback control, \( u^* \), that minimizes the cost function in (2.12) can be shown to be \([46, 47, 48]\),

\[
u^* (t) = -K(t) x(t),
\]

(2.14)

where \( K \) is the gain matrix given by,

\[
K(t) = R^{-1}(t) B^T(t) P(t),
\]

(2.15)

such that \( P \) is found by solving the continuous time differential Riccati equation (DRE),

\[
\dot{P}(t) = -A^T(t) P(t) - P(t) A(t) + P(t) B(t) R^{-1}(t) B^T(t) P(t) + Q(t),
\]

(2.16)

where \( P = P^T \), with the terminal boundary condition,

\[
P(t_k + T) = S.
\]

(2.17)

Several variants and extensions of FHOC have been used for fault-tolerant control, the most common being IHOC and MPC.

2.4.2.4 Infinite Horizon Optimal Control (IHOC)

A special case of the FHOC, where the finite time horizon \( T \) is replaced with an infinite-horizon \((T \to \infty)\), is commonly encountered to reduce complexity and numerical computations \([49]\). The IHOC is defined by the cost function,

\[
J(x(t), u(t)) = \frac{1}{2} \int_0^\infty (x^T(t) Qx(t) + u^T(t) Ru(t)) \, dt.
\]

(2.18)
where $Q$ and $R$ are positive definite weight matrices of constant value associated with the states and control input, respectively. The solution to the IHOC can be obtained from (2.16) by considering $P(t) = P_0$ as a constant positive definite matrix. As a result $\dot{P}(t) \to 0$ and the DRE reduces to the following,

$$-A^TP_0 - P_0A + P_0BR^{-1}B^TP_0 + Q = 0,$$

which is also known as the algebraic Riccati equation (ARE) where the system defined by $(A, B, C)$ is assumed to be LTI. The solution, $u^*(t)$ to the IHOC is the same as the FHOC,

$$u^*(t) = -K(t)x(t),$$

where $K$ is the gain matrix given by,

$$K(t) = R^{-1}B^TP_0.$$

An example of an IHOC controller used in an AFTCS design is given by Bogdanov et al. [50]. In this example, an LQR design methodology for a maximum disturbance rejection control is presented to control a servo-motor with an external load disturbance while providing a framework to consider long-term lifetime prediction as a design constraint. The winding temperature for a motor was used to meet a lifetime constraint for the winding insulation based on an estimated life remaining (or usage) model derived from historical data. The external load disturbance at the motor output is modeled as a first-order Markov process. To account for the lifetime constraint, the authors consider a parameterization of a family of infinite-horizon LQR controllers with a single parameter $\rho$, and then optimize the parameter to satisfy the
lifetime constraint. The infinite horizon cost function used by [50, 51] is provided as,

\[ J(x(t), u(t)) = \int_0^{\infty} \left( [x(t)]^T Q x(t) + \rho R [u(t)]^2 \right) dt, \quad (2.22) \]

with the reported solution,

\[ u^*(t) = - (\rho R)^{-1} B^T [P(\rho)] x(t), \quad (2.23) \]

where \( k \) is the gain vector and \( P(\rho) \) is the solution to the modified ARE,

\[ PA + A^T P - \rho^{-1} PBR^{-1}B^T P + Q = 0. \quad (2.24) \]

Finally, the authors used the following three-step procedure to estimate the optimal value for \( \rho \), provided in Figure 2.4. The key assumption made that RUL is inversely related to the control effort \( |u|^2 \). This work constitutes one of the first attempts to incorporate prognosis information into a control law for the purposes of trading off system performance to extend RUL. The LQR formulation has the advantage of providing an analytical framework not offered by the previously discussed control designs. However, the authors did not demonstrate boundedness or discuss performance constraints in the scope of their work. Instead, it was assumed that all of the available control authority could be forfeited, or traded off, to indefinitely maintain the health of the actuator. Uncertainties in lifetime estimates and their effect on the controlled system are also left unresolved.

2.4.2.5 Model Predictive Control (MPC)

A control scheme similar to FHOC which places importance on optimal performance [52, 53] subject to boundary constraints. MPC generates a discrete-time controller which takes action at regularly spaced, discrete time instances. The sampling instants,
1. Set $\rho = 1$ and solve the LQR problem to compute the gain $k$.
2. Check if the estimated lifetime is greater than the desired lifetime.
   If this condition is true then stop, otherwise continue to the next step.
3. Solve for $\rho$ using the bisections algorithm.

Figure 2.4: Procedure to estimate the lifetime adjustment parameter $\rho$.

$k$, correspond to the time-instants at which the controller acts. The time between sampling instants is defined as the sampling period, $T_s$. An illustration of the MPC sampling instants and corresponding control actions is provided in Figure 2.5, where the current measured output, $y[k]$, and the previous measurements, $y[k-1]$, $y[k-2]$, ..., are known at time-instant $k$. To calculate the next control input the controller operates in two phases, estimation and optimization [54, 55],

1. **Estimation.** The controller needs to know the current state. This includes the true value of the controlled variable, $y_k$ and any internal variables that influence the future trend, (i.e. $y_{k+1}$, ..., $y_{k+p}$), where $p$ is the prediction horizon.
2. **Optimization.** Values of set points, measured disturbances, and constraints are specified over a finite horizon of future sampling instants, $k+1$, $k+2$, ..., $k+p$ where $p \in \mathbb{Z}^+$. The controller computes $m$ modes $u[k]$, $u[k+1]$, ..., $u[k+m-1]$, where $1 \leq m \leq p$. The symbol, $m$, is referred to as the control horizon.

The MPC formulation maximizes the system performance by minimizing the tracking error between the desired input reference $r$ and the measured plant output $y$ [56, 57]. Consider the general non-linear state equation from (2.8). An illustration of the non-linear system with MPC is provided in Figure 2.6 [58, 59]. The MPC is obtained by
Figure 2.5: MPC controller state at the $k^{th}$ sampling instant showing (a) adjusted set-points of the MPC for $p$-steps ahead at time $k$ and (b) predicted output of the MPC for $p$-steps ahead at time $k$.

Figure 2.6: Block diagram of MPC with plant and signals

solving the optimization problem at time $t_0$ over the fixed time horizon, $T = pT_s$,

\[
J(y(t), \Delta u(t)) = \int_{t_0}^{t_0+pT} \left[ (r(t) - y(t))^\top Q (r(t) - y(t)) + [\Delta u(t)]^\top R \Delta u(t) \right] dt, \tag{2.25}
\]

where the vector $\Delta u$ corresponds to the applied set-point adjustment. The weight matrices $Q$ and $R$ are defined a-priori as the inverse of the maximum allowable tracking error and control correction, respectively. The additional symbol $\bar{y}$ in Figure 2.6 refers to the deterministic plant output.

For systems where on-line computation is feasible, MPC has proved quite successful [60, 61]. Monaco et al. [40] demonstrated an MPC based framework used to retrofit
the F/A-18 fleet support flight control computer (FSFCC) with an adaptive flight controller. The authors utilize a constrained parameter identification algorithm to provide on-line model corrections to account for uncertainties or changes in the current aircraft dynamics. The updated estimates are utilized in a MPC to provide increments to pilot commands. The increments from the adaptive control law reduce tracking error given the closed-loop dynamics of the aircraft. The adaptation is only significant if the aircraft behavior differs appreciably from the intended closed-loop flying qualities.

2.4.2.6 Hybrid Control Architectures

An AFTCS design combining modeling with AI and expert systems [62]. Many existing reconfigurable control strategies fall naturally into this category [63, 64]. More recently, hybrid hierarchical approaches to FTC have been proposed [65, 66, 67]. For example, in N. S. Clements [68], the high-level of the architecture includes situation awareness and fault diagnosis routines. The middle-level consists of three modules that actively reconfigure the controls, subsystem interconnections and local controller gains. The low-level consists of the individual components and their corresponding controllers [69]. In another manifestation, the high-level performs mission adaptation functions [70, 71, 72]. Other recent analytical approaches employ a mathematical model in which failures are captured as uncertainties in the model parameters [73], or controller reconfiguration is effected by considering the redirection of control authority between parts of the system [74].
CHAPTER III
RESEARCH AIMS

It is evident from the literature that a well defined interface for incorporating prognosis information into a control system is non-existent. However, there have been a few proposed attempts to describe what that interface may look like and how it may be implemented. The first is by Gokdere et al. where prognosis is incorporated into the control law using IHOC [51]. The second is by Monaco et al. where an MPC based framework was used to retrofit an existing control system with an adaptive controller [40]. These two concepts will be extended to accomplish the following research objective:

| Objective: | Define a robust control architecture which utilizes (or retrofits) an existing physical process and controller (or plant) with prognostic health management information to extend Remaining Useful Life by trading off performance. |

Specific elements of the research objective are broken up into specific aims to ensure the overall research objective is achieved. Each of these aims is discussed briefly in the following sections.
3.1 Aim #1 – Define a Control Architecture

A clear and concise definition for a control architecture which utilizes prognosis information is required. This begins in Chapter 4 by first defining the performance criteria for any such control system. Extending the work from N. Clements [68], a family of potential control schemes are presented in a three-tier hierarchical scheme. The main emphasis of this work is on a low-level reconfigurable controller designed to retrofit an existing controller using MPC. The architecture defines the interfaces between the controller, prognostic module and MPC. The architecture utilizes the MPC to adjust the set-points sent to the production controller. The set-points are adjusted by minimizing a quadratic cost function which incorporates the prognostic information into the control law. This allows future trajectories to be computed which maximizes the RUL while operating within fixed performance boundaries.

3.2 Aim #2 – Prove Stability and Boundedness

It's essential that the stability and boundedness of the reconfigurable control architecture is demonstrated in a robust manor. This is addressed in Chapter 5 where the stability of the composite plant / reconfigurable controller is studied. The overall stability and corresponding boundaries on the tracking error are examined by applying the assumptions set by the control architecture. Next, long-term prediction boundaries for the estimated plant state are studied. Additionally, boundaries for long-term RUL prediction are defined in the context of the estimated plant states. Finally, metrics are proposed to describe the effects of uncertainty associated with the estimated plant state.
3.3 Aim #3 – Derive and Benchmark the MPC Algorithm

The MPC algorithm has been extensively studied and successfully applied for several decades. However, the MPC algorithm used by this specific reconfigurable control scheme, discussed in Chapter 6, differs from the conventional algorithm. In this specific implementation, the MPC does not regulate the tracking error, rather, only the cost associated with the system state and set-point adjustment. Also, the only constraints are imposed on the set-point adjustments. Therefore, the resulting algorithm can be simplified accordingly. Details for the derivation of the MPC algorithm are given in Appendix C. The section concludes by investigating the computational efficiency of the MPC algorithm.

3.4 Aim #4 – Demonstrate Feasibility with an Example

In Chapter 7, an example application using an EMA with a known fault-mode is studied to demonstrate the MPC algorithm and feasibility of the claim that RUL can be extended through set-point reconfiguration. General design criteria along with proposed metrics are used to examine the feasibility of the control approach to a general system. Once it’s determined that reconfiguration is achievable, the effects of model uncertainty, prediction horizon, reference input and measured load disturbance on the RUL are examined. Simulation results are provided to demonstrate the effectiveness of the reconfigurable control scheme in extending RUL.
CHAPTER IV

CONTROL ARCHITECTURE

The purpose of this chapter is to outline a PHM-based FTC architecture. This begins in Section 4.1 with an introduction which includes a definition of performance criteria and a qualitative overview of the desired reconfiguration action on performance and RUL. Next, in Section 4.2 a general PHM-based control architecture consisting of a three-tier hierarchical control scheme is presented. Each tier is briefly discussed along with its associated advantages and disadvantages. Finally, Section 4.3 focuses on the lower-tier in detail by defining and analyzing each module of the reconfigurable control architecture.

4.1 Introduction

The problem of incorporating prognosis in a control system can be approached in a variety of ways. The efficacy of any one approach depends on the problem formulation and the specific application. Therefore, fixed performance criteria are necessary to compare any two designs. In the scope of this work, the controller performance criteria are determined by the ability to prevent a failure while minimizing the impact on overall system performance over a well-defined time horizon. Let these criteria be evaluated by the cost function, $\Theta$,

$$
\Theta (\Phi, \Psi) = \Phi (t_f) + \int_{t_0}^{t_f} \Psi (e (t)) dt, \quad (4.1)
$$

where the terminal cost is defined as,

$$
\Phi = \begin{cases} 
\infty & : \, \text{failure} (t_f) \geq \beta, \\
0 & : \, \text{otherwise.}
\end{cases} \quad (4.2)
$$
The mappings $\Phi$ and $\Psi$ represent the cost associated with the performance and the final damage. The symbols $L$ and $e$ refer to the fault dimension, and tracking error, accordingly.

4.1.1 Qualitative Example

Consider the plots in Figure 4.1 for the fault dimension, $L$, probability of failure, $p_{\text{failure}}$ and tracking error, $e$, versus time for three different scenarios. The illustration of this example is simplified by considering a single-input single-output (SISO) case. Let the symbols $e_{\text{min}}$ and $e_{\text{max}}$ be constant boundaries for the tracking error and $t_{\text{RUL}(lb)}$ represent the lower confidence bound of the RUL. In scenario (a) the performance criteria is not relaxed and the RUL is not achieved. That is, the probability of failure exceeds $\beta$ before time $t_{\text{mission}}$. In scenario (b) the performance criteria is relaxed, more specifically $e_{\text{min}}$ and $e_{\text{max}}$ are extended to $e_{\text{min}}^{+}$ and $e_{\text{max}}^{+}$, to achieve the RUL. However, the performance criteria is relaxed by more than what is actually necessary. In scenario (c) the performance criteria is relaxed such that the RUL requirement is satisfied, but not as much as scenario (b). This is the desired solution, which raises the following questions,

- Existence: Under what conditions is this solution feasible?
- Uncertainty: How does uncertainty affect the existence of such a solution?

These questions are too vague to answer without first defining the scope of the problem in the context of the system to be controlled and the available control authority. The framework is discussed in the remaining sections.
Figure 4.1: Conceptual plots for the fault dimension, $L$, probability of failure predicted at time $t_{\text{prediction}}$ and the tracking error, $e$, versus time for three different reconfiguration scenarios: (a) $t_{\text{RUL}(lb)} < t_{\text{mission}}$; (b) $t_{\text{RUL}(lb)} > t_{\text{mission}}$ but the control is overcompensated leading to an unnecessary increase in tracking error and (c) $t_{\text{RUL}(lb)} > t_{\text{mission}}$ and the tracking error is minimized.
4.2 Hierarchical PHM Control Architecture

The proposed FTC architecture is comprised of three levels: A low-level, a middle-level and a high-level, as illustrated in Figure 4.2. Each level of the control hierarchy is responsible for different tasks where the three levels are coordinated via supervisory routines and contribute to system fault tolerance.

The overall fault-tolerant control architecture begins with reconfiguration at the low-level since the impact of reconfiguration is localized to the individual component. If component reconfiguration is not sufficient to meet the mission objectives, control redistribution is performed at the middle-level. The impact of control redistribution affects all components within the subsystem. This action provides flexibility over component reconfiguration at the expense of increased computational complexity. Finally, if the previous actions are insufficient in achieving the desired objectives, mission adaptation is performed at the high-level. During this action, lower-priority mission objectives are compromised or traded-off to achieve higher priority objectives.

4.2.1 Low-Level Control Reconfiguration

The first corrective action considered occurs at the low-level (or component-level) as control reconfiguration. The objective is to determine if set-point adjustments can be applied to the production controller of the physical process to extend the RUL past the desired RUL while ensuring required performance characteristics. Further detail regarding low-level control reconfiguration is provided in Section 4.3.

Note: Low-level control reconfiguration is the primary focus of this body of work. However, only a subset of fault instances may be resolved using this approach. For such scenarios, control redistribution and mission adaptation maybe considered as alternative solutions.
Figure 4.2: Reconfigurable control architecture 3-tier hierarchical strategy highlighting the low-level reconfiguration, mid-level redistribution and high-level mission adaptation.
4.2.2 Mid-Level Control Redistribution

The mid-level control redistribution module is reserved for systems consisting of multiple active components each with a corresponding controller. At this level, redistribution of the available control authority among healthy and faulty component is sought to extend the RUL.

4.2.3 High-Level Mission Adaptation

The high level of the fault-tolerant control hierarchy is intended to safeguard strict mission objectives through the deployment of mission adaptation mechanisms. Mission adaptation allows the control architecture to relax low-priority mission objectives to achieve greater vehicle (or system) usefulness and complete high-priority goals. Such a control action is necessary when the middle and low-level fault-tolerant control schemes are not capable of achieving such objectives due to the severity of the fault.
4.3 Reconfigurable Control Architecture

The main elements of the reconfigurable control architecture are depicted in Figure 4.3. The control architecture is comprised of the plant (physical process and production controller), reconfigurable controller and a PHM module. Initially, the production controller is utilized with no modification while the PHM module continuously monitors the system for one (or more) fault mode(s). Once a fault is detected, the RUL is evaluated by the PHM module. If the estimated RUL is greater than the desired RUL, no action is taken. During this period the RUL is re-evaluated periodically. However, if the estimated RUL is less than the desired RUL, a reconfiguration action is triggered. The reconfigurable controller relaxes constraints on the error boundaries by adjusting the weight matrices in the MPC cost function. This continues until either the RUL is satisfied or the weight matrices can no longer be adapted. The remainder of this section presents a detailed description of each module in the reconfigurable control architecture.

4.3.1 Plant (Nominal System)

The plant consists of the production controller and physical process with a control input, \( u \), internal state, \( x \), measured disturbance, \( v \) and output response \( y \), illustrated in Figure 4.3. Prognosis based control can only be considered once it’s established the RUL of the plant can be directly controlled and observed. As a result, two important questions arise, “Under what conditions can the RUL of the plant be controlled? ...observed?” These questions are answered by well defined criteria for RUL controllability and RUL observability given in Definitions 4.1 and 4.2, accordingly.
Figure 4.3: Reconfigurable controller illustrating the internal MPC controller and supervisor elements in addition to the external PHM module and connected plant.
**Definition 4.1 (RUL Controllability).** A system is **RUL controllable** at time $t_0$ if there exists a control input, $u(t) \in \mathcal{U}$ on the interval $t \in [t_0, t_f]$ such that any initial RUL $t_{\text{RUL}}(t_0)$ can be driven to any desired RUL value, $t_{\text{RUL}}(t_f) \in \mathcal{T}_{\text{RUL}}$.

**Remark 4.1.** $\mathcal{T}_{\text{RUL}}$ in Definition 4.1 is defined as $\mathcal{T}_{\text{RUL}} \in \{\forall t \leq T^*\}$ for some constant $T^*$ such that $(t_f - t_0) \leq T^* \leq \infty$.

**Definition 4.2 (RUL Observability).** A system is **RUL observable** at time $t_0$ if for any initial state in the state space $x(t_0) \in \mathcal{X}$ and a given control input $u(t) \in \mathcal{U}$ defined on the interval $t \in [t_0, t_f]$ the RUL, $t_{\text{RUL}}$, can be determined for $[t_0, t_f]$.

**Remark 4.2.** If the conditions for RUL controllability and observability are simultaneously satisfied, then the system is said to be RUL stabilizable.

**Definition 4.3 (RUL Stabilizable).** A system is **RUL stabilizable** if for any initial state in the state space $x(t_0) \in \mathcal{X}$ and any control input $u(t) \in \mathcal{U}$ defined on the interval $t \in [t_0, t_f]$ the plant is simultaneously RUL controllable and RUL observable.

**Remark 4.3.** A system is **RUL-stabilizable if and only if** it is RUL controllable and RUL observable.

### 4.3.1.1 Assumptions

The assumptions regarding the plant are as follows:

> **Assumption 4.1 (State-Space Representation).**

A state-space model for the plant exists in the following form,

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t), v(t)) + n_1(t), \quad x(0) = x_0, \\
y(t) &= h(x(t), v(t)) + n_2(t).
\end{align*}
\]  

(4.3)
where \( u \in \mathbb{R}^{n_u} \) is the reference input, \( x \in \mathbb{R}^{n_x} \) are the internal states, \( y \in \mathbb{R}^{n_y} \) is the output signal and \( v \in \mathbb{R}^{n_d} \) is the disturbance input. The mapping \( f(x) \) is locally Lipschitz, and \( h(x) \) is continuous over \( x \). The vectors \( n_1 \in \mathbb{R}^{n_x} \) and \( n_2 \in \mathbb{R}^{n_y} \) represent the process and observation noise respectively.

\[ \textbf{Assumption 4.2} \text{ (Set-Point Tracking).} \]

The plant is designed to track the system output, \( y \), with a reference signal, \( r \).

\[ \textbf{Assumption 4.3} \text{ (Exponentially Stable Tracking Error).} \]

By design, the dynamics of the plant tracking error follows,

\[ \dot{e}(t) = A_e e(t), \quad (4.4) \]

where \( A_e \) is Hurwitz and \( e = 0 \) is an exponentially stable equilibrium point.

\[ \textbf{Assumption 4.4} \text{ (Controllability / Observability).} \]

The plant is both controllable and observable. (See Definitions B.1 and B.2 on page 106)

\[ \textbf{Assumption 4.5} \text{ (RUL Stabilizable).} \]

The plant is RUL stabilizable.

\[ \textbf{Assumption 4.6} \text{ (Nominal Tracking Error Boundaries).} \]

The tracking error of the plant,

\[ e(t) \triangleq r(t) - y(t), \quad (4.5) \]

is originally bounded by the vectors \( e_{\text{min}} \) and \( e_{\text{max}} \), such that,

\[ -\infty < e_{\text{min}} \leq e(t) \leq e_{\text{max}} < \infty, \quad \text{for } \forall t \geq 0. \quad (4.6) \]
\textbf{Assumption 4.7} (Extended Tracking Error).

The minimum and maximum tracking error, \(e_{\text{min}}\) and \(e_{\text{max}}\), can be extended to \(e_{\text{min}}^+\) and \(e_{\text{max}}^+\) such that,

\[-\infty < e_{\text{min}}^+ < e_{\text{min}} \leq e(t) \leq e_{\text{max}} < e_{\text{max}}^+ < \infty, \quad (4.7)\]

\textbf{Assumption 4.8} (Discretized Set-Point Adjustments).

The applied set-point adjustment is represented by the accumulation of discrete incremental changes of period \(T_s\),

\[\Delta u(t) = \int_{t_0}^{t} \delta_u[k] \cdot \delta(v - kT_s) \, dv, \quad (4.8)\]

where \(\delta_u\) represents the incremental changes in \(\Delta u\) and \(\delta\) is the Dirac-delta function, defined in Appendix B.1.1. In addition the time-derivative of \(\Delta u\) can be found by applying the second fundamental theorem of integral calculus to arrive at,

\[\Delta \dot{u}(t) = \delta_u[k] \cdot \delta(t - kT_s). \quad (4.9)\]

\textbf{Assumption 4.9} (Set-Point Adjustment Rate Limit).

The rate of change of the set-point adjustment is bounded by,

\[\delta_{\text{min}} \leq \Delta u(t + kT_s) - \Delta u(t + (k - 1)T_s) \leq \delta_{\text{max}}, \quad (4.10)\]

where \(\delta_{\text{min}}\) and \(\delta_{\text{max}}\) are constants. This is equivalent to,

\[\delta_{\text{min}} \leq \delta_u[k] - \delta_u[k - 1] \leq \delta_{\text{max}}, \quad \forall k \in \mathbb{Z}^+. \quad (4.11)\]
Figure 4.4: Illustrative example for a given set of (a) incremental set-point adjustments, $\delta_u$, and (b) the corresponding set-point adjustment, $\Delta u$.

**Assumption 4.10 (PHM Module).**

A PHM module for the identified fault-mode(s) is available in the form of a fault-growth / feature mapping model in (2.1).

**Assumption 4.11 (Direct State-Space / Fault-Growth Relationship).**

When $n_1 \equiv 0$, a direct relationship exists between the fault-growth mapping, $f_p$, and the state, $x$,

$$\left. \frac{\partial f_p}{\partial x} \right|_{n_1=0} \geq 0.$$  \hspace{1cm} (4.12)

### 4.3.2 Reconfigurable Controller

The two elements of the reconfigurable controller include the low-level supervisor and the MPC controller.

#### 4.3.2.1 Supervisor

A logical unit, referred to as the low-level supervisor, is used to continuously monitor the output of the MPC controller (as shown in Figure 4.3) to ensure it meets the
desired RUL and set-point requirements. More specifically, if the measured RUL, \( t_{RUL} \), is greater than the desired mission time, \( t_{\text{mission}} \), then no reconfiguration is necessary; otherwise new acceptable minimum and maximum allowable tracking errors, \( e_{\text{min}}^+ \) and \( e_{\text{max}}^+ \), are adopted. Then, the adjusted set-point, \( \Delta u \), and modeled state estimate, \( x_m \), are passed to the PHM module to estimate, \( t_{RUL} \). This estimate is used as an input to the adaptation function, \( \Gamma \), to update the adaptation parameter, \( \rho \). The cost function is updated using a new value for \( \rho \) at time-instant \( k \). When the estimated RUL, \( t_{RUL} \), is less than the desired mission time, \( t_{\text{mission}} \), the adaptation parameter, \( \rho \), increases, otherwise it decreases. This process is re-iterated until \( \rho \geq \rho_{\text{max}} \). When this occurs, the controller makes no further adaptation attempts. An outline of this process is shown as a flowchart in Figure 4.5.

4.3.2.2 Model Predictive Controller (MPC)

The purpose of the reconfigurable controller is to make adjustments to the control signal, \( u \), thereby altering the internal states, \( x \), and causing the RUL to increase. A system that exhibits this property is RUL controllable. In the scope of this work, constraints are imposed on the maximum allowable tracking error, \( e \). Foreshadowing briefly to the next chapter, it can be proven if \( e \) is constrained according to Assumption 4.7, then \( \Delta u \) must belong to \( U_\delta \),

\[
U_\delta \in \left\{ \Delta u_{\text{min}} \leq \Delta u(t) \leq \Delta u_{\text{max}} | \forall t \in [t_0, t_{RUL(lb)}] \right\}, 
\]

where,

\[
\begin{align*}
\Delta u_{\text{min}} &= e_{\text{min}}^{+} - e_{\text{min}}, \\
\Delta u_{\text{max}} &= e_{\text{max}}^{+} - e_{\text{max}}.
\end{align*}
\]
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Figure 4.5: Flowchart of the low-level supervisor.
Now, the optimal set-point adjustment $\Delta u$ is found by minimizing the quadratic cost function,

$$
J(x(t), \Delta u(t)) = \min_{\Delta u \in U} \left\{ \int_{t_0}^{t_0+T} \left[ (x^*(t) - x(t))^T (Q \rho^k) \cdots (x^*(t) - x(t)) + \Delta u^T(t) R \Delta u(t) \right] dt \right\}, \quad (4.15)
$$

where $x^*$ is the desired state-space value. The weight matrices $Q$ and $R$ are of size $n_x \times n_x$ and $n_r \times n_r$, respectively.

### 4.3.3 PHM Module

In the scope of this work, the PHM module is external to the reconfigurable controller. In general, the prognostic control input to the PHM model includes the reference signal, $r$, modeled state estimate, $x_m$, and set-point adjustment $\Delta u$,

$$
u_f(t) = \left[ r^T(t) \quad \Delta u^T(t) \quad x_m^T(t) \right]^T. \quad (4.16)
$$

Additional inputs to the PHM module include the feature vector, $f$. The output of the PHM module is the RUL estimate, $t_{RUL}$.

#### 4.3.3.1 Parameter Adaptation Function

The interface between the PHM module and the reconfigurable controller is governed by the adaptation function, $\Gamma$, defined in Definition 4.4. This function is used to update the adaptation parameter, $\rho$, thereby allowing the PHM module to indirectly affect $\Delta u$ by changing the cost associated with the state.
**Definition 4.4** (Parameter Adaptation Function). The adaptation function, \( \Gamma \), is a function of \( t_{RUL} \), \( t_{mission} \) and previous values of the adaptation parameter, \( \rho \),

\[
\dot{\rho} (t) = \Gamma (\rho(t), t_{RUL} (t), t_{mission})
\]  

(4.17)

where the function \( \Gamma \) has the following property,

\[
\begin{cases}
\Gamma (t) < 0 & : t_{RUL} \geq t_{mission}, \\
\Gamma (t) > 0 & : \text{otherwise},
\end{cases}
\]

(4.18)

bounded by,

\[
0 \leq \Gamma (\rho(t), t_{RUL} (t), t_{mission}) \leq \rho_{\text{max}},
\]

(4.19)

with the initial condition \( \rho(0) = \rho_0 \). During periods of no set-point reconfiguration, \( \rho = 0 \).
CHAPTER V
STABILITY AND UNCERTAINTY ANALYSIS

The qualitative overview of the reconfigurable control architecture in the previous chapter provides a basis for a quantitative study of set-point reconfiguration with respect to stability and boundedness. This begins in Section 5.1 by defining a reference model used by the MPC. Next, in Section 5.2, a composite system comprised of the MPC and plant is described. Then, Section 5.3 analyzes the stability and boundedness corresponding to the tracking error of the composite system and the prediction error of the reference model. In Section 5.4, the prediction error of the reference model is used to identify prediction boundaries for the estimated plant state. Finally, Section 5.5 defines RUL metrics to describe the effects of uncertainty on the estimated plant state.

5.1 Reference Model

The MPC requires a reference model of the plant to predict the future set-point adjustments for control reconfiguration. Ideally, the reference model is equivalent to the non-linear plant dynamics in (4.3). Since this is not realistically achievable, the next best alternative is to define a reference model which follows a similar form to the non-linear plant dynamics,

\[
\begin{align*}
\dot{x}_m (t) &= f_m (x_m (t), u (t), v (t)) + n_1 (t), \\
y_m (t) &= h_m (x_m (t), v (t)) + n_2 (t), \\
x_m (0) &= x_{m0},
\end{align*}
\]

(5.1)

where \( f_m \) and \( h_m \) correspond to the non-linear modeling dynamics of the plant, \( x_m \in \mathbb{R}^{n_x} \) is the modeling state and \( y_m \in \mathbb{R}^{n_y} \), is the modeled output. However, using a linear reference model reduces the complexity of the optimal control problem. A
linearization of (5.1) is realized as,

\[
\begin{align*}
\dot{x}_m (t) & = A_m x_m + B_{m,r} y (t) + B_{m,v} v (t), \quad x_m (0) = x_{m0}, \\
y_m (t) & = C_m x_m + D_{m,v} v (t)
\end{align*}
\] (5.2)

where the matrices \( A_m, B_{m,r}, B_{m,v}, C_m \) and \( D_{m,v} \) are obtained from the first-order linear expansions of \( f_m \) and \( h_m \),

\[
\begin{align*}
A_m & = \frac{\partial}{\partial x} f_m (x_m (t), u (t), v (t)) \in \mathbb{R}^{n_x \times n_x}, \\
B_{m,r} & = \frac{\partial}{\partial u} f_m (x_m (t), u (t), v (t)) \in \mathbb{R}^{n_x \times n_r}, \\
B_{m,v} & = \frac{\partial}{\partial v} f_m (x_m (t), u (t), v (t)) \in \mathbb{R}^{n_x \times n_v}, \\
C_m & = \frac{\partial}{\partial x} h_m (x_m (t), v (t)) \in \mathbb{R}^{n_y \times n_x}, \\
D_{m,v} & = \frac{\partial}{\partial v} h_m (x_m (t), v (t)) \in \mathbb{R}^{n_y \times n_v}.
\end{align*}
\] (5.3)
5.2 Composite System

The composite system is comprised of the **plant** and **MPC**, as shown in Figure 5.1. In this section, the interaction between the state observer, reference model and optimizer is discussed.

5.2.1 Plant

The control input to the plant, $u$, is defined as,

$$ u(t) = r(t) + \Delta u(t), $$

(5.4)

where $\Delta u$ is a set-point adjustment computed by the MPC. The output of the plant and corresponding tracking error are represented by $y$ and $e$, accordingly.

5.2.2 MPC Controller

The MPC consists of a linear reference model, state observer and an optimizer. The state observer accepts the current control input, $u$, and plant output, $y$, as inputs. The output of the state observer, $x_m$, is used to initialize the reference model. The reference model is used to predict future state estimates for a given set of future input references over a prediction horizon and takes the form of (5.2). The optimizer solves for a set-point adjustment $\Delta u$ by minimizing the cost function in (4.15).
Figure 5.1: Block diagram of the composite system showing the inner-connections between the state observer, reference model and optimizer within the MPC.
5.3 Error Analysis

Two types of errors are analyzed in this section: tracking error and modeling error. The tracking error, defined in the previous chapter, corresponds to the difference between the desired input reference, \( r \), and plant output, \( y \). The modeling error, represented by the symbol \( e_m \), corresponds to the error in the state estimates that occur as a result of model mismatches propagated over the prediction horizon.

5.3.1 Tracking Error

The tracking error of the composite system, \( e^+ \) (referred to as the extended tracking error in the previous chapter), is described by the differential equation

\[
\dot{e}^+ (t) = A_e e^+ (t) + \delta_u [k] \cdot \delta (t - kT_s).
\]  

(5.5)

where \( A_e \) is Hurwitz and \( e^+(t_0) = e(t_0) \). The following theorem provides the boundaries for the tracking error of the composite system.

**Theorem 5.1** (Tracking Error Boundaries with MPC). Let the tracking error of the composite system be described by (5.5). If the set-point adjustment, \( \Delta u \), is uniformly bounded in time by \( \Delta u_{\text{min}} \leq \Delta u (t) \leq \Delta u_{\text{max}} \), then the tracking error of the composite system, \( e^+ \), must also be uniformly bounded in time by, \( e(t_0) + \Delta u_{\text{min}} \leq e^+(t) \leq e(t_0) + \Delta u_{\text{max}} \).

**Proof.** First, the explicit solution of (5.5) can be found,

\[
e^+ (t) = \exp (A_e (t - t_0)) e(t_0) + \int_{t_0}^{t} \exp (A_e (t - \tau)) (\delta_u [k] \cdot \delta (\tau - kT_s)) d\tau.
\]  

(5.6)
Applying the translation property of the Dirac-delta function gives,

\[ e^+ (t) = \exp (A_e (t - t_0)) e (t_0) + \sum_{n=0}^{k} \delta_u [n] \cdot \exp (A_e (t - nT_s)) . \tag{5.7} \]

Since \( \Delta u \) is uniformly bounded, the cumulative sum of \( \delta_u \) is bounded by,

\[ \Delta u_{\text{min}} \leq \sum_{n=0}^{k} \delta_u [n] \leq \Delta u_{\text{max}}. \tag{5.8} \]

Now, consider the worst case when \( \text{eig} (A_e) \to 0^- \). Under this condition, the explicit expression for \( e^+ \) (5.7) becomes,

\[ e^+ (t) = e (t_0) + \sum_{n=0}^{k} \delta_u [n] . \tag{5.9} \]

By applying (5.8) to (5.9), the boundary for the case when \( \text{eig} (A_e) \to 0 \) can be given as,

\[ e (t_0) + \Delta u_{\text{min}} \leq e^+ (t) \leq e (t_0) + \Delta u_{\text{max}}. \tag{5.10} \]

Finally, if \( A_e \) is Hurwitz, then (5.7) must always be less than or equal to (5.9) for all \( t \geq t_0 \). Therefore, by the comparison theorem, (5.7) must also be bounded by (5.10).

\[ \square \]

5.3.2 Modeling Error

The observation and prediction errors are sources of uncertainty in the state estimate, \( x_m \). The observation error, \( e_o \), arises when an approximate model is used to estimate the state of the system. The prediction error, \( e_p \), occurs as a result of the reference model predicting the state estimate over a future time horizon. The sum of both errors is referred to as the modeling error, \( e_m \), which is defined as,

\[ e_m (t) \triangleq e_o (t) + e_p (t) . \tag{5.11} \]
5.3.2.1 Observation Error

The state can be estimated by using the reference model from (5.1) in the following observation equation,

\[ \dot{x}_m (t) = f_m (x_m (t), u(t), v(t)) + L [y(t) - h_m (x_m (t), v(t))], \quad (5.12) \]

where \( x_m \) is the modeled plant state and \( L \in \mathbb{R}^{n_x \times n_r} \) is the observer gain. The observation error is defined as,

\[ e_o (t) \triangleq x(t) - x_m (t), \quad (5.13) \]

with the corresponding dynamics,

\[ \dot{e}_o (t) = [f (x(t), u(t), v(t)) - f_m (x_m (t), u(t), v(t))] - \ldots \]

\[ L [h (x(t), v(t)) - h_m (x_m (t), v(t))]. \quad (5.14) \]

The stability of the observer error dynamics is ensured by the following theorem:

**Theorem 5.2** (Observer Stability for an Unmatched Non-Linear System). Consider a non-linear model for the closed-loop system with the modeling offsets, \( \Delta A_m, \Delta B_{m, r}, \Delta B_{m, v} \) and \( \Delta C_m \),

\[
\begin{align*}
    f (x(t), u(t), v(t)) &= (A_m + \Delta A_m) x(t) + (B_{m, r} + \Delta B_{m, r}) u(t) + \ldots \\
    (B_{m, v} + \Delta B_{m, v}) v(t) + \psi_{nl} (x(t)) \\
    h (x(t), v(t)) &= (C_m + \Delta C_m) x(t)
\end{align*}
\]  \quad (5.15)
for the corresponding reference model in (5.2) such that \( D_{m,v} \equiv 0 \). If the following function, \( \Delta_o \), defined as,

\[
\Delta_o(t) = (\Delta A_m - L \Delta C_m) x(t) + \Delta B_{m,r} u(t) + \Delta B_{m,v} v(t) + \psi_{nl}(x(t)),
\]

is uniformly bounded for \( x \in \mathcal{X} \), \( u \in \mathcal{U} \), \( v \in \mathcal{V} \) and the matrix \( A - LC \) is Hurwitz, then the observation error has an exponentially stable equilibrium point. Moreover, the equilibrium point of the observation error, \( \xi_o \), can be found using (5.17).

**Proof.** By substituting (5.15) and (5.2) into (5.14) the observer error dynamics can be written as,

\[
\dot{\xi}_o(t) = (A_m - LC_m) \xi_o(t) + \ldots
\]

\[
(\Delta A_m - L \Delta C_m)x(t) + \Delta B_{m,r} u(t) + \Delta B_{m,v} v(t) + \psi_{nl}(x(t)). \tag{5.16}
\]

Let \( \xi_o \) represent the equilibrium point of (5.16),

\[
\bar{\xi}_o = - (A_m - LC_m)^{-1} \Delta_o. \tag{5.17}
\]

where,

\[
\Delta_o = (\Delta A_m - L \Delta C_m) \bar{x} + \Delta B_{m,r} \bar{u} + \Delta B_{m,v} \bar{v} + \psi_{nl}(\bar{x}) \tag{5.18}
\]

such that \( \bar{x}, \bar{u} \) and \( \bar{v} \) are equilibrium points for \( x, u \) and \( v \). Now, consider the error dynamics shifted at the equilibrium point, \( \hat{\xi}_o = \xi_o - \bar{\xi}_o \) so that,

\[
\hat{\xi}_o(t) = (A_m - LC_m) [\hat{\xi}_o(t) - \bar{\xi}_o]. \tag{5.19}
\]

If the matrix \( A_m - LC_m \) is Hurwitz and \( \Delta_o \) is uniformly bounded for \( x \in \mathcal{X} \), \( u \in \mathcal{U} \),
\( v \in \mathcal{V} \), then for any \( x \in \mathcal{X} \), \( u \in \mathcal{U} \) and \( v \in \mathcal{V} \), \( \bar{v}_o \) is an exponentially stable equilibrium point. \( \square \)

### 5.3.2.2 Prediction Error

Since a linear reference model is used to make future state predictions of a non-linear system, error in the prediction is unavoidable. Therefore, it's essential to understand how the prediction error evolves in time. Let the model prediction error, \( e_p \), be defined as,

\[
e_p (t_{k+p} | t_k) \triangleq x(t_{k+p} | t_k) - x_m(t_{k+p} | t_k), \quad \text{s.t.} \quad t_k = t_0 + kT_s. \tag{5.20}
\]

A boundary for the prediction error can be found using Theorem 5.3.

**Theorem 5.3** (Prediction Error for an Unmatched Non-Linear System). If the state observer in Theorem 5.2 is exponentially stable then there exists a constant \( \bar{e}_p \) such that \( |e_p (t_{k+p} | t_k)| \leq \bar{e}_p \) over the finite prediction horizon \( t \in [t_k, t_{k+p}] \).

**Proof.** First, define \( x(t_{k+p} | t_k) \) and \( x_m(t_{k+p} | t_k) \) as,

\[
x(t_{k+p} | t_k) = \int_{t_k}^{t_{k+p}} f(x(\tau), u(\tau), v(\tau)) d\tau \tag{5.21}
\]

\[
x_m(t_{k+p} | t_k) = \int_{t_k}^{t_{k+p}} f_m(x_m(\tau), u, v(\tau)) d\tau. \tag{5.22}
\]

Next, substitute (5.15) and (5.2) into (5.21) and (5.22). Substituting the resulting expressions into (5.20) and simplifying gives,

\[
e_p(t_{k+p} | t_k) = \int_{t_k}^{t_{k+p}} \Delta_p(\tau) d\tau, \tag{5.23}
\]

where,

\[
\Delta_p(t) = \Delta A_m x(t) + \Delta B_{m,r} u(t) + \Delta B_{m,v} v(t) + \psi(x(t)). \tag{5.24}
\]
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Now, by applying the integral comparison property, that is $|\int (\cdot) - \int (\cdot)|$, to the expression in (5.23), $e_p$ can be bounded by,

$$0 \leq |e_p (t_{k+p} | t_k)| \leq \int_{t_k}^{t_{k+p}} |\Delta_p (\tau)| \, d\tau$$  \hspace{1cm} (5.25)$$

Finally, if Theorem 5.2 is true then, $x$, $u$ and $v$ are uniformly bounded, $\Delta A_m$, $\Delta B_{m,r}$ and $\Delta B_{m,v}$ are real-valued matrices, the non-linear mapping $\psi (x)$ is bounded in $x$, and there exists a constant $x_m$ such that $x_m \leq \underline{x}_m < \infty$. Imposing these restrictions on (5.24) implies that $\Delta_p$ must also be uniformly bounded; that is there exists a value for $\Delta_{p,max}$ such that $\Delta_{p,max} = \sup_{t_k \leq t \leq t_{k+p}} |\Delta_p (t)| < \infty$. Therefore, by invoking (5.25) the prediction error must be bounded by, $0 \leq |e_p (t_{k+p} | t_k)| \leq \overline{e}_p$, where $\overline{e}_p \triangleq (pT_s) \cdot \Delta_{p,max}$. 

$\blacksquare$
5.4 State-Variable Adjustment Analysis

Now that the error of the reference model is considered for an unmatched reference over the prediction horizon, the effects of set-point adjustment on the future state values can be studied.

5.4.1 Ideal (Matched) Case

First, consider the following definition for the change in the state-variable,

\[
\Delta x(t) \triangleq x^+(t) - x(t),
\]

where \( x \) is the state of the system if \( \Delta u \equiv 0 \) and \( x^+ \) is the reconfigured state of the system if a set-point adjustment \( \Delta u \) were applied. Now, consider the case where the linear reference model matches the dynamics of the plant. The predicted change in the state-variable after reconfiguration can be found using Theorem 5.4.

**Theorem 5.4 (State Adjustment (Matched Model)).** Consider a closed-loop system which matches the linear-deterministic reference model described by (5.2). The estimated change in the state, \( \Delta \hat{x} \), at time \( t_{k+q} \) given at time \( t_k \) can be computed by,

\[
\Delta \hat{x}(t_{k+q}|t_k) = e^{A_m(t_{k+q}-t_k)} \Delta x_0 + \int_{t_k}^{t_{k+q}} \left[ e^{A_m(t-\tau)} \cdot B_{m,r} \Delta u(\tau) \right] d\tau,
\]

**Proof.** The dynamics of the reconfigured state can be expressed as,

\[
\dot{x}^+(t) = A_m x^+(t) + B_{m,r} r(t) + B_{m,r} \Delta u(t).
\]

Next, taking the time derivative of (5.26) and substituting the first-order dynamics
of \( x \) and \( x^+ \) gives,

\[
\Delta \hat{x}(t) = A_m \Delta x(t) + B_{m,r} \Delta u(t),
\]

(5.29)

The explicit solution to this first-order differential equation is found as,

\[
\Delta x(t) = e^{A_m(t-t_0)} \Delta x_0 + \int_{t_0}^t \left[e^{A_m(t-\tau)} \cdot B_{m,r} \Delta u(\tau)\right] d\tau.
\]

(5.30)

Finally, since this is assumed to be a perfectly matched model, \( \Delta \hat{x} \equiv \Delta x \).

Therefore, the state estimate at time \( t_{k+q} \) given at time \( t_k \) can be found by using (5.30).  

\[ \square \]

### 5.4.2 Non-Ideal (Unmatched) Case

The estimated change in the state at time \( t_{k+q} \) given at time \( t_k \) when the reference model does not match the closed-loop system dynamics can be found if the structure of the reference and the closed-loop system models are assumed.

**Claim 5.1** (State Adjustment (Unmatched Model)). Consider the case of the unmatched reference model in (5.15). If the requirements in Theorem 5.2 and Theorem 5.3 are satisfied then, the actual change in the state at time \( t_{k+q} \) given at time \( t_k \) is bounded by,

\[
\Delta x_{lb} \leq \Delta x(t_{k+q}|t_k) \leq \Delta x_{ub}.
\]

(5.31)

where,

\[
\begin{cases}
\Delta x_{lb} &= \Delta \hat{x}(t_{k+q}|t_k) - |e_m| \\
\Delta x_{ub} &= \Delta \hat{x}(t_{k+q}|t_k) + |e_m|
\end{cases}
\]

(5.32)
5.5 RUL Analysis

In the previous chapter, the modeling error was used to arrive at uncertainty boundaries, $\Delta x$, for the plant state given an applied set-point adjustment $\Delta u$. Given these boundaries, the best-case and worst-case prediction boundaries for RUL estimates are studied in a stochastic manner.

5.5.1 Boundary Conditions

The absolute upper and lower-boundary conditions for each state vector at time $t$ are defined as $x_{ub}$ and $x_{lb}$,

$$\{x_{ub} (t_k+p|t_k)\}_i = \begin{cases} \{x_m (t) + \Delta x_{ub}\}_i : \{|x_m (t) + \Delta x_{ub}\}_i| \geq |\{x_m (t) + \Delta x_{lb}\}_i| \end{cases}, \quad (5.33)$$

$$\{x_{lb} (t_k+p|t_k)\}_i = \begin{cases} \{x_m (t) + \Delta x_{lb}\}_i : \{|x_m (t) + \Delta x_{lb}\}_i| \leq |\{x_m (t) + \Delta x_{ub}\}_i| \end{cases}, \quad (5.34)$$

where $i \in [0, n_x - 1]$. By Assumption 4.11, since $\frac{\partial f}{\partial x} \geq 0$, the lower boundary (or worst case conditions) for RUL must occur when $x = x_{ub}$,

$$t^*_{\text{RUL}(lb)} = t_{\text{RUL}(lb)} \bigg|_{x=x_{ub}}. \quad (5.35)$$

Similarly, the upper boundary (or best-case condition) for RUL occurs when $x = x_{lb}$,

$$t^*_{\text{RUL}(ub)} = t_{\text{RUL}(ub)} \bigg|_{x=x_{lb}}. \quad (5.36)$$
By applying the lower-bound as the most conservative estimate for $t_{RUL}$, the resulting RUL gained after reconfiguration is defined as,

$$\Delta t_{RUL(lb)} \triangleq t_{RUL(lb)}^* - t_{RUL(lb)}.$$ \hspace{1cm} (5.37)

Additionally, the corresponding confidence interval width of the reconfigured RUL is defined as,

$$\epsilon_{RUL} = t_{RUL(ub)}^* - t_{RUL(lb)}^*.$$ \hspace{1cm} (5.38)

An illustration of the predicted fault growth curves for nominal, best-case reconfiguration and worst-case reconfiguration conditions is provided in Figure 5.2.

5.5.2 Metrics

In this section, metrics are presented to evaluate the effectiveness of the reconfiguration routine.

5.5.2.1 Remaining Life Increase (RLI)

RLI is a standardized measure of the relative net increase in RUL, defined as,

$$RLI \triangleq \frac{t_{RUL(lb)}^* - t_{RUL(lb)}}{t_{RUL(lb)}}.$$ \hspace{1cm} (5.39)

Note: For the case when $RLI < 0$, the RUL decreases ($\Delta t_{RUL} < 0$) thereby leading to an implausible or undesirable reconfiguration action.

5.5.2.2 Prediction Uncertainty Increase (PUI)

$PUI$ is a standardized measure of the relative net increase in the width of the RUL confidence interval, defined as,

$$PUI \triangleq \frac{\epsilon_{RUL}^* - \epsilon_{RUL}}{\epsilon_{RUL}}.$$ \hspace{1cm} (5.40)
Figure 5.2: Predicted fault-growth curves, hazard zone and corresponding projection on the time axis for the best-case and worst-case reconfiguration boundaries.
CHAPTER VI

MPC ALGORITHM

In this chapter, the elements of the MPC control algorithm are presented in detail. First in Section 6.1, the discrete-time linear prediction model is defined. Then, Section 6.2 gives an overview of the MPC algorithm with a brief description of its core elements. The chapter concludes in Section 6.3 where the cost function is defined, conditions for optimality are presented and numerical techniques to solve the quadratic programing problem are provided.

6.1 Reference / Prediction Model

Recall from the previous chapter the reference model for the plant is a linear time-invariant system. By discretizing the reference model, a discrete-time state predictor can be described by the difference equation,

\[ \mathbf{x}_m^d[k+j+1 | k] = \mathbf{A}_m^d \mathbf{x}_m^d[k+j | k] + \mathbf{B}_{m,r}^d (\mathbf{r}^d[k+j | k] + \Delta \mathbf{u}^d[k+j | k]) + \mathbf{B}_{m,v}^d \mathbf{v}^d[k+j | k], \quad (6.1) \]

where the vectors \( \mathbf{x}_m^d[k+j+1 | k], \Delta \mathbf{u}^d[k+j | k], \mathbf{r}^d[k+j | k] \) and \( \mathbf{v}^d[k+j | k] \) represent the discrete-time versions of the predicted state, computed set-point adjustment, reference signal and measured disturbance at time-instant \( k \) predicting \( j \) time-instances ahead. Additionally, the matrices \( \mathbf{A}_m^d \in \mathbb{R}^{n_x \times n_x} \), \( \mathbf{B}_{m,r}^d \in \mathbb{R}^{n_x \times n_r} \) and \( \mathbf{B}_{m,v}^d \in \mathbb{R}^{n_x \times n_v} \), represent the discretized state transition, control input, and disturbance input matrices from (5.2), respectively. Now, define the concatenated vectors \( \mathbf{x}_p, \Delta \mathbf{u}_p, \mathbf{r}_p \) and \( \mathbf{v}_p \) representing the discrete-time predicted states, computed set-point adjustments, reference signal and measured disturbance at time-instant \( k \).
over the prediction horizon $p$ for $j \in [0, p - 1],$

\[
x_p[k] = \begin{bmatrix} (x_m^d[k + 1 | k])^T & \ldots & (x_m^d[k + p | k])^T \end{bmatrix}^T \in \mathbb{R}^{pm_x}
\]

\[
\Delta u_p[k] = \begin{bmatrix} (\Delta u^d[k | k])^T & \ldots & (\Delta u^d[k + p - 1 | k])^T \end{bmatrix}^T \in \mathbb{R}^{pm_x},
\]

\[
r_p[k] = \begin{bmatrix} (r^d[k | k])^T & \ldots & (r^d[k + p - 1 | k])^T \end{bmatrix}^T \in \mathbb{R}^{n_r},
\]

\[
v_p[k] = \begin{bmatrix} (v^d[k | k])^T & \ldots & (v^d[k + p - 1 | k])^T \end{bmatrix}^T \in \mathbb{R}^{n_v}.
\]

Then, estimates for the predicted states and plant output can be found as,

\[
x_p[k] = S_x x_{m0}^d[k] + S_u (r_p[k] + \Delta u_p[k]) + H_{vx} v_p[k],
\]

where the vector $x_{m0}^d \in \mathbb{R}^{n_x}$ represents the initial, or observed, state at time-instant $k$. See Appendix C on page 107 for definitions of the remaining matrix constants.
6.2 Description

MPC is based on two main steps, estimation and optimization. The process of obtaining future set-point adjustments, \( \Delta u_p \), is outlined in Figure 6.1 as a block diagram and further explained as an iterative series of three steps:

1. Future states, \( x_p \), are predicted at each time-instant \( k \) using a linear reference model with the current state estimate, \( x^{d}_{m0} \), and the future values for the reference signals, \( r_p \), and measured disturbances, \( v_p \).
2. The vector of future set-point adjustments, \( \Delta u_p \), is calculated by optimizing a specific cost function in order to keep \( x_p \) as close as possible to the desired state values \( x^*_p \) while minimizing \( \Delta u_p \).
3. The set-point adjustment, \( \Delta u \) at time-instant \( k \) is set as \( \Delta u_p[k] \). The the remaining predictions of \( \Delta u_p \) are discarded because at the next sampling instant the state estimates are updated with a new state estimate, \( x^{d}_{m0} \). Finally, step 1 is repeated for the next time-instant, \( k + 1 \).

![Figure 6.1: MPC showing common elements.](image)

<table>
<thead>
<tr>
<th>Reference Model</th>
<th>Optimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constraints</td>
<td>Costs</td>
</tr>
</tbody>
</table>

[Diagram of MPC showing common elements]
6.3 Optimizer

The optimizer consists of an objective (or cost) function, boundary conditions and an algorithm to find the optimal solution to the defined objective function.

6.3.1 Objective Function

In the scope of this work, a quadratic cost function, $J$, is used to minimize a quadratic cost associated with the difference between the predicted and desired plant state and the applied set-point adjustment,

$$ J = \min_{\Delta u_p \leq c} \left[ (x^*_p - x_p[k])^T Q_p \rho[k] (x^*_p - x_p[k]) + (\Delta u_p^T[k]) R_p \Delta u_p[k] \right], \tag{6.4} $$

where the constraints imposed by the linear matrix inequality are discussed in Section C.3 and $x^*_p$ is defined as,

$$ x^*_p[k] = \left[ (x^*[k+1|k])^T \ldots (x^*[k+p|k])^T \right]^T \in \mathbb{R}^{p n_x}. \tag{6.5} $$

According to Assumption 4.11, the rate of fault-growth decreases monotonically for each state element. Therefore, setting $x^*_p = 0$ is guaranteed to minimize the rate of fault growth and simplifies (6.4) to the following,

$$ J = \min_{\Delta u_p \leq c} \left[ x_p^T[k] (Q_p \rho[k]) x_p + (\Delta u_p^T[k]) R_p \Delta u_p[k] \right]. \tag{6.6} $$

This can be rewritten explicitly for $\Delta u_p$ in quadratic form as,

$$ J = \min_{\Delta u_p \leq c} \left[ \frac{1}{2} \Delta u_p^T[k] (H_0[k]) \Delta u_p[k] + b_0^T \Delta u_p[k] + f_0[k] \right], \tag{6.7} $$

where $H_0$ is positive definite. The matrix $H_0$ and vector $b_0$ are defined in Section C.2.
• Find a feasible starting point
  o Repeat until "optimal enough"
    • Solve the equality problem defined by the active set (approximately)
    • Compute the Lagrange multipliers of the active set
    • Remove a subset of the constraints with negative Lagrange multipliers
    • Search for infeasible constraints
  o End.

Figure 6.2: Pseudo-code for the active set algorithm.

6.3.2 Medium-Scale Quadratic Programming

Several algorithms exist for solving the linear inequality constraints posed by the MPC. In this section the active set approach is discussed in a qualitative manner. Then, Dantzig-Wolfe's algorithm is presented as an extension to the active set solution.

6.3.2.1 Active Set

The active set is particularly important in optimization theory as it determines which constraints will influence the final result of optimization. In general an active set algorithm has the structure outlined in Figure 6.2.

6.3.2.2 Dantzig-Wolfe algorithm

The Dantzig-Wolfe algorithm is used to solve the convex quadratic program using Dantzig-Wolfe’s active set method [75, 76]. The solution is usually found after $n + r$, where $n = \dim(\Delta u_p) = p \cdot n$, is the number of optimization variables and $r = \dim(c)$ is the number of constraints. According to Dantzig et al. more than $3(n + r)$ iterations are rarely required [77].
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6.3.2.3 Computational Requirements

Computational requirements for the MPC algorithm were benchmarked using the “quadprog.m” function provided by MATLAB as the average number of double-precision floating-point operations per each iteration of the MPC for relatively small model dimensions, $n_x \leq 5$ with one reference input, one measured disturbance and one output. The total number of such operations for a given size prediction horizon can be found in Figure 6.3. The data was generated using randomly generated matrices where the system described by the triplex $(A_{m}^{d}, B_{m,r}^{d}, C_{m}^{d})$ is in reachable canonical form with negative eigenvalues to ensure a stable system. Ten different prediction horizons were used and the model dimension was increased from $n_x = 1$ to 5. The time between each optimization was recorded and repeated 30 times for each prediction horizon and model dimension with a different randomly generated system. According to the results, the average number of floating-point operations required per iteration of the MPC algorithm increases logarithmically with the size of the prediction horizon, $p$. The total number of floating-point operations percent can be computed by dividing the average number of floating-point operations required per iteration of the MPC algorithm by the sample-time, $T_s$.

6.3.3 Aliasing

In signal processing aliasing refers to an effect that causes different signals to become indistinguishable when sampled. Applying the discrete-time solution generated by the MPC algorithm to offset the reference input to the closed-loop system can have unintended effects on the RUL performance if the problem of aliasing is not properly considered. Aliasing occurs when the signal is sampled at a rate lower than twice its maximum frequency. Therefore, upper-bound of the frequency range, $f_{ub}$, that can
Figure 6.3: Average floating point operation count for different size prediction horizons for $n_x \leq 5$.

be effectively reconfigured is given as,

$$ f_{ab} = \frac{1}{2T_s} \quad (6.8) $$
CHAPTER VII

EXAMPLE APPLICATION

The previous chapters provided the groundwork for the PHM-based reconfigurable control architecture, stability / boundedness guarantees and the MPC algorithm. This chapter begins with a general design criteria outline presented in Section 7.1. In Section 7.2 the design criteria is applied to an example application, an electro-mechanical actuator (EMA). A metric for determining RUL feasibility for the reconfiguration procedure is presented along with a few examples. The remainder of the chapter studies the specific example of the motor winding insulation fault with respect to extending RUL through set-point reconfiguration. Section 7.3 provides a procedure to determine the weight matrices for the MPC cost function. Section 7.4 examines an adaptation function for the EMA example and evaluates its performance for a set of operating conditions. Section 7.5 studies the effect of linear model uncertainty on modeling error associated with the state estimate. Section 7.6 utilizes these uncertainties to make long-term state predictions with error boundaries. Section 7.7 uses the long-term state predictions as inputs to the prognostic model to arrive at RUL estimates with uncertainty boundaries. Finally, the chapter concludes in Section 7.8 with a discussion on the applied load disturbance and its affect on the RUL estimates.

7.1 General Design Criteria

Several system-specific criteria need to be evaluated to determine if the PHM-based reconfigurable controller is a feasible candidate to extend RUL. An outline of the evaluation criteria is provided in Figure 7.1. The main criteria are separated into three categories: (a) system model and evaluation, (b) constraints and operating conditions and (c) RUL feasibility.
Model the closed-loop system

Identify $u_{\text{max}}$, $u_{\text{min}}$

Identify future trajectories, $r(t)$

Determine $\Delta u_{\text{max}}$, $\Delta u_{\text{min}}$, $\delta_{\text{max}}$ and $\delta_{\text{min}}$

Obtain $f(t, x, u, v)$ and $h(t, x, v)$

Identify fault mode and prognostic model

Determine RUL observability & controllability

RUL stabilizable?

Identify potential RUL gain, $\Delta t_{\text{RUL}}$

Is $\Delta t_{\text{RUL}}$ sufficient?

Design Reconfigurable Controller

Consider Alternative Approach

Legend

System model and evaluation

Constraints and operating conditions

RUL feasibility

Figure 7.1: Flowchart used to determine feasibility criteria for the reconfigurable control design.
7.1.1 System Model and Evaluation

First, it's assumed a model for the plant and the identified fault-mode are known. These models are evaluated to see if the system is RUL stabilizable. If the system is not RUL stabilizable reconfiguration cannot be achieved and another design approach is needed.

7.1.2 Constraints and Operating Conditions

After the plant is shown to be RUL stabilizable, the available control authority and operating conditions are defined. The constraints consist of the minimum and maximum possible values for the control input, \( u \), set-point adjustments, \( \Delta u \), and the rate of set-point adjustments, \( \delta \). The expected or anticipated operating conditions are application specific and are known (or estimated) a-priori.

7.1.3 RUL Feasibility

Finally, once the system model and corresponding constraints are identified, the RUL is evaluated for feasibility. This is done by using the estimated (or anticipated) future set-point trajectories, \( r \), adjusted set-point boundaries, and plant model with the PHM module to estimate the relative change in RUL, \( \Delta t_{RUL} \), as a consequence of the reconfiguration action. If \( \Delta t_{RUL} \) is not sufficient then another approach is required. Otherwise, the reconfiguration architecture can be applied.
7.1.3.1 Performance Metric

Evaluation of RUL feasibility can be difficult to explicitly quantify. A quick estimate of the relative increase in RUL can be made by evaluating the relative change in the cost associated with the plant state before and after reconfiguration. First, define the cost corresponding to the weight \( \rho \) as,

\[
J (\rho, \mathbf{x}_p, \Delta \mathbf{u}_p) = \min_{\Delta \mathbf{u} \in \mathcal{U}_p} \left\{ J_x (\rho, \mathbf{x}_p, \mathbf{Q}_p) + J_{\Delta u} (\Delta \mathbf{u}_p, \mathbf{R}_p) \right\},
\]

(7.1)

where,

\[
J_x (\rho, \mathbf{x}_p, \mathbf{Q}_p) = \rho \mathbf{x}_p^T \mathbf{Q}_p \mathbf{x}_p,
\]

(7.2)

and,

\[
J_{\Delta u} (\Delta \mathbf{u}_p, \mathbf{R}_p) = \Delta \mathbf{u}_p^T \mathbf{R}_p \Delta \mathbf{u}_p.
\]

(7.3)

Now, the percent change in the cost before and after reconfiguration, \( \eta \), can be computed,

\[
\eta (\rho) = \frac{J_x (0, \mathbf{x}_p, \mathbf{Q}_p) - J_x (\rho, \mathbf{x}_p, \mathbf{Q}_p)}{J_x (0, \mathbf{x}_p, \mathbf{Q}_p)}, \quad \text{for } \rho \in (0, \infty),
\]

(7.4)

where \( \eta > 0 \) corresponds to a net increase in RUL and \( \eta < 0 \) corresponds to a net reduction in RUL.
7.2 Electro-Mechanical Actuator (EMA) Design Criteria

In this section an EMA is examined as an example for PHM-based control reconfiguration. An EMA was selected in part due to its availability and its emergence as a solution of choice for future flight control actuation systems. More specifically, the rudder of the NASA X-38 crew re-entry vehicle, shown in Figure 7.2, was selected as the system of interest. A failure modes, effects and criticality analysis (FMECA) of the X-38 rudder actuator was examined to identify the most critical component, degradation of the motor winding insulation.

![Image](a)

![Image](b)

Figure 7.2: Photo of the (a) X-38 crew re-entry vehicle and its (b) corresponding rudder actuator.

7.2.1 System Model and Evaluation

Two models for the X38 actuator, the system and prognostic models, are provided in the appendix. The dynamics of the system are presented as a 5th order state-space model, given in Appendix D on page 114. The corresponding prognostic model for the motor winding insulation fault is provided in Appendix E on page 118.

7.2.1.1 Controllability / Observability

The plant is shown to be controllable and observable using the modeling parameters in Table D.1. This can be shown by applying Definitions B.1 and B.2, accordingly.
Table 7.1: Actuator constraints applied to system reconfiguration.

<table>
<thead>
<tr>
<th>Type of Constraint</th>
<th>Min Value</th>
<th>Max Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control input</td>
<td>$u_{\text{min}} = -60,\text{deg}$</td>
<td>$u_{\text{max}} = 60,\text{deg}$</td>
</tr>
<tr>
<td>Set-point adjustment</td>
<td>$\Delta u_{\text{min}} = -5.0,\text{deg}$</td>
<td>$\Delta u_{\text{max}} = 5.0,\text{deg}$</td>
</tr>
<tr>
<td>Set-point adjustment rate</td>
<td>$\delta_{\text{min}} = -2.5,\text{deg}$</td>
<td>$\delta_{\text{max}} = 2.5,\text{deg}$</td>
</tr>
<tr>
<td>Motor current</td>
<td>$i_{m,\text{min}} = -20,\text{A}$</td>
<td>$i_{m,\text{max}} = 20,\text{A}$</td>
</tr>
</tbody>
</table>

7.2.1.2 RUL Controllability / RUL Observability

The prognostic model for the motor winding insulation fault is given in (E.9). According to the model, the critical inputs are the ambient temperature, $T_a$, and motor current, $i_m$. The motor current can be directly manipulated and measured as a state of the plant. Also, the ambient temperature can be measured. Therefore by Definition 4.2, the plant is shown to be RUL observable. Finally, if it’s assumed that $T_a$ is negligible compared to the contribution of $i_m$ to RUL, then by Definition 4.1 the plant can be said to be RUL controllable. Therefore, by Definition 4.3 the plant is RUL stabilizable.

7.2.2 Constraints and Operating Conditions

7.2.2.1 Constraints

The constraints on the possible control values, set-point adjustment and rate applied set-point adjustment for the actuator are provided in Table 7.1.

7.2.2.2 Operating Conditions

The sampling period of the digital controller is set to $T_s = 0.02\,\text{s}$ to match the update rate of the production controller in the X38 actuator.
### 7.2.3 RUL Feasibility

RUL feasibility is demonstrated for the X38 actuator by using the metric defined in (7.4) with the linear plant model provided in Appendix D.

#### 7.2.3.1 Steady-State Conditions

The steady-state conditions for the state vector $\mathbf{x}_m$ can be found using the linear reference model,

$$\mathbf{x}_m = -\left(\mathbf{A}^{-1}_m \mathbf{B}_{m,r}\right) \cdot \theta_{\text{ref}}. \quad (7.5)$$

According to the model, the steady-state conditions yield, $\mathbf{x}_m = \begin{bmatrix} 0 & 8 & 0 & 1 & 0 \end{bmatrix}^T \cdot \theta_{\text{ref}}$, indicating that $\bar{\tau}_m = \bar{\omega}_m = \bar{\omega}_l = 0$ and $\bar{\theta}_m = 8\bar{\theta}_l$. That is, at steady-state conditions in the absence of an external load, the motor current, motor speed and load speed are zero, and the steady-state motor position is a multiple of the steady-state load position by a factor of eight.

#### 7.2.3.2 Dynamic Conditions

Next, dynamic conditions are studied by applying a series of ramp reference signals of constant slope to the linear actuator model. The slopes of each ramp input ranges from $10 \text{rad/s}$ to $50 \text{rad/s}$. Results of the simulation, shown in Figure 7.3, indicate the motor current increases linearly with the slope of each ramp input. Every $1 \text{rad/s}$ increase in the ramp slope corresponds to an increase in motor current by $1.8 \text{A}$. A similar plot is generated for a set of sinusoidal inputs with a frequency ranging from $0.1 \text{Hz}$ to $10 \text{Hz}$ and an amplitude of $60 \text{deg}$, shown in Figure 7.4. The amount of current increases at higher reference frequencies due to the increased rate of change similar to that observed by the increased ramp rate. Both of these instances indicates reconfiguration is plausible under dynamic conditions.

Next, to illustrate the effect of reconfiguration, a sinusoidal input with a frequency of
Figure 7.3: Simulated plots of motor current versus time for a set of ramp inputs with a constant slope. The slope of each ramp input ranged from $10 \text{rad/s}$ to $50 \text{rad/s}$.

2 Hz and an amplitude of 60 deg is applied to the linear actuator model. This time, the MPC controller is utilized with a matched linear-reference model where $p = 5$, $\rho = "high", Q = \text{diag}([1 \ 0 \ 0 \ 0 \ 0])$ and $R = 1$. The results of the simulation are shown in Figure 7.5. The position command is shown to be reconfigured to stay within the pre-defined set-point boundaries while reducing the overall motor current. A value of $\eta_{\text{high}} = 0.19$ was computed from the simulation. Selection of $Q$ and $R$ are explained in the next section.
Motor Current vs. Frequency for $\rho = 0$

Figure 7.4: Simulated plots of motor current (RMS) versus time for a set of sinusoidal reference inputs. The frequency ranged from 0.1 Hz to 10 Hz.
Figure 7.5: Simulated plots of (a) actuator position and (b) motor current before and after applying the MPC controller.
7.3 Determining MPC Weights

There are several ways that the **positive semi-definite** weight matrices $Q$ and $R$ can be selected. First, consider the matrix, $Q'$, which is selected to reflect the quadratic cost on the components of $x$ which are related to the RUL. For example, in the case of the X38 actuator example, the variable corresponding to RUL controllability and observability is the motor current, $i_m$. The simplest quadratic cost function is $i_m^2$. To generate this cost from the state vector $x$, a weight matrix $Q'$ is selected as,

$$Q' = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}. \tag{7.6}$$

Next, the weight matrix $R'$ is defined. In general the matrix, $R'$, is set to reflect the quadratic costs on the components of $u$ that can manipulate the RUL. Since only one reference input is used in this application, $R' = 1$. Finally, the weight matrices are normalized by the following,

$$Q = Q' \left( \frac{1}{x_{\text{max}}^T Q' x_{\text{max}}} \right) \quad \text{and} \quad R = \frac{R'}{\Delta u_{\text{max}}^T R' \Delta u_{\text{max}}}. \tag{7.7}$$

Now, assume that $|i_{m,\text{max}}| \geq |i_{m,\text{min}}|$ and $|\Delta u_{\text{max}}| \geq |\Delta u_{\text{min}}|$. Then, in this example, by using the boundaries defined in Table 7.1 with the knowledge that $x_{\text{max}} = \begin{bmatrix} i_{m,\text{max}} & \ast & \ast & \ast & \ast \end{bmatrix}^T$, the following weight matrices are obtained,$^1$

$$Q = \text{diag} \left( 1.778 \times 10^{-4}, 0, 0, 0, 0 \right) \quad \text{and} \quad R = 131.3. \tag{7.8}$$

$^1$The vector elements denoted by the symbol “*” are regarded as “don’t care” values.
Figure 7.6: Simulated plots of $\eta$ versus $\rho$ for 5 different sinusoidal reference inputs.

Using these weight matrices, a series of simulations were run to compute $\eta$ for different values of $\rho$. A set of five sinusoidal reference inputs were used to generate the plots of $\eta$ for different values of $\rho$, shown in Figure 7.6. Each sinusoidal reference maintained a fixed amplitude of 60 deg and varied between 0.5 Hz to 8 Hz. According to the results, there is a wide range in behavior between $\eta$ and $\rho$ for different frequencies. The results also demonstrate that $\frac{d\eta}{d\rho} \geq 0$ and $\lim_{\rho \to \infty} \left( \frac{d\eta}{d\rho} \right) = 0$ for each reference input.
7.4 Selecting an Adaptation Function

The primary purpose of the adaptation function is to find the optimal value for the adaptation parameter, denoted as $\rho^*$, which maximizes $\eta$ while minimizing $\Delta u$. In the previous section it was shown that $\eta$ reaches a maximum when $\rho \to \infty$. However, large values of $\rho$ results in the maximum allowable reduction in performance. An alternative selection criteria is sought to find the smallest possible value for $\rho$ which approaches the maximum value for $\eta$. First, recall the observations made in the previous section from Figure 7.6 where $\eta$ increases at an increasing rate for small values of $\rho$ and increases at a decreasing rate for large values of $\rho$. An approximation for $\rho^*$ can be made near the point of inflection where $d^2\eta/d\rho^2 = 0$. This value for $\rho^*$ can be found by applying the following optimization criteria,

$$
\rho^* = \min (\rho') \quad \text{s.t.} \quad \frac{d^2\eta}{d\rho^2} \leq 0 \quad \text{and} \quad \rho_{\min} \leq \rho' \leq \rho_{\max}. \quad (7.9)
$$

One possible way to numerically solve for $\rho^*$ is by applying the adaptation function,

$$
\Gamma (\rho [k]) = \begin{cases} 
\rho [k] & \text{if } \text{mod} (k, N) \neq 0, \\
\rho [k] + \gamma_\rho \text{sign} (\eta [k] - \eta [k - N]) & \text{elseif } \left| \eta [k] - \eta [k - N] \right| \geq \epsilon_\eta, \\
\rho [k] + \omega [k] & \text{otherwise,}
\end{cases} \quad (7.10)
$$

where $\gamma_\rho$ is an adaptation gain, $\epsilon_\eta$ is the adaptation threshold and $\omega$ is a random variable following a Gaussian distribution with a variance of $\sigma_\omega^2$. Values for $\rho$ are be updated by,

$$
\rho [k + 1] = \max (\min (\Gamma (\rho [k]), \rho_{\max}), \rho_{\min}). \quad (7.11)
$$

This adaptation scheme is simulated by applying a sinusoidal input with a frequency of 2 Hz and an amplitude of 60 deg to the linear actuator model. The parameters of the adaptation function used during the simulation are provided in Table 7.2 along
with the initial condition, $\rho[0] = 1$. Plots for $\rho$, the change in motor position and change in motor current are given in Figure 7.7. According to Figure 7.7(a), the adaptation parameter increases until it reaches a steady-state value of approximately $\rho = 75$. This is reflected in Figure 7.7(b) where the magnitude of the applied set-point adjustment increases with $\rho$. The corresponding changes in actuator position and motor current before and after applying the MPC controller with parameter adaptation are given in Figure 7.8.
Figure 7.7: Plots of the (a) adaptation parameter (b) applied set-point adjustment vs time after applying the MPC controller with parameter adaptation.
Figure 7.8: Plots of the (a) actuator position and (b) motor current vs time before and after applying the MPC controller with parameter adaptation.
7.5 Model Uncertainty

Recall the definition for the modeling error, $e_m$, defined earlier in (5.11). It was proven in Theorem 5.1 and later demonstrated in Figure 7.5 that if the set-point reconfiguration is uniformly bounded in time then the output must also be uniformly bounded in time. A similar claim was proven in Theorem 5.2 and Theorem 5.3 for the observation error, $e_o$, and prediction error, $e_p$. In the scope of this application, since the states are directly observable as measurements, $e_o \rightarrow 0 \implies e_m \rightarrow e_p$.

Consider the effects of model uncertainty on $e_p$ for a linear system with an unmatched linear reference model. In this example only the motor current is of interest; therefore, consideration of the entire state estimate is simplified to the scalar quantity, $i_m$. Values for $\Delta A_m$ and $\Delta B_{m,r}$ are obtained by using new values for the modeling parameters after adjusting each corresponding model parameter (i.e. $k_e, J_m, \ldots$) randomly to within its uncertainty, provided in Table D.1. A sinusoidal input with an amplitude of 60 deg was used as the reference applied to the linear actuator model. The sample-time between predictions was set at $T_s = 0.05$ s. Monte Carlo simulations were conducted for a range of frequencies from 0.1 Hz to 10 Hz. The percent change in motor current vs. reference frequency was estimated from each set of Monte Carlo simulations. The results are shown in Figure 7.9. According to the results, the standard deviation of the percent change in motor current is approximately less than 0.2014 for 95% of the simulations.
Figure 7.9: Plots for (a) the maximum percent change versus frequency and (b) corresponding histogram.
7.6 Long-Term State Predictions with Uncertainty

In Section 5.4, analysis was presented to predict the state with uncertainty boundaries for a set-point adjustment trajectory, $\Delta u(t)$, over a long-term prediction horizon, $q$. It was shown in Theorem 5.4 for a perfectly matched linear model, the estimated change in the state over the prognostic prediction horizon, $q$, can be computed using (5.27). This is followed up in Section 5.4.2 for the case of the unmatched linear model by applying $\pm e_p$ as the upper and lower boundaries. From the previous section, it can be shown the modeling error corresponding to a 95% confidence interval is approximately,

$$-0.395\widehat{i_m} \leq e_m(t) \leq 0.395\widehat{i_m}(t)$$  \hspace{1cm} (7.12)

where $\widehat{i_m}$ is the estimated value of the motor current. By applying (5.34) and (5.33), a 95% confidence interval for the motor current can be expressed as,

$$0.605\widehat{i_m}(t) \leq i_m(t) \leq 1.395\widehat{i_m}(t).$$  \hspace{1cm} (7.13)

To demonstrate this boundary, consider the actuator example with the maximum reconfiguration possible, which corresponds to an adaptation parameter $\rho \gg 1$. Let the reference signal be sinusoidal with an amplitude of 60 deg and a fixed frequency of 2 Hz. The corresponding actuator position reference signal before and after reconfiguration is shown in Figure 7.10. Also shown is the set-point adjustment applied to the reference signal and the corresponding motor current with uncertainty boundaries. The uncertainty boundaries are used with the prognostic model to determine the uncertainty in the RUL estimate, discussed next.
Figure 7.10: Plots of the (a) actuator position (b) applied set-point adjustment and (c) corresponding motor current with 95% uncertainty boundaries. Dashed / solid lines correspond to the upper / lower 95% confidence boundaries.
7.7 RUL Estimation & Uncertainty

In this section, RUL estimation and uncertainty are studied for two types of reference signals. The first, a sinusoidal input reference of constant frequency and amplitude, is studied to provide an analytical understanding in estimating RUL and uncertainty. The second example, an aperiodic signal, is presented to show how the algorithm handles a dynamic situation.

7.7.1 Sinusoidal Signals with Fixed Amplitude and Frequency

First, consider the prognostic model for the winding insulation fault, provided in Appendix E where $T_a = 300^\circ$K. The input to the prognostic model is the squared current value, $i_m^2$. Next, recall the cost function is directly proportional to $i_m^2$. After reconfiguration, it was shown the cost function reduces by a factor of $\eta$. Therefore, the quantity $(1 - \eta) \cdot i_m^2$ can be used to represent the input to the prognostic model after reconfiguration. This can be demonstrated using a simple example. Let the reference signal be a sinusoidal input with a frequency of 2 Hz and an amplitude of 60 deg. According to Figure 7.6, $\eta \approx 0.19$ for large values of $\rho$. Also, according to Figure 7.4(b) the corresponding RMS value of current is approximately 5 A, which corresponds to,

$$i_m(t) = 7.07 \sin (4\pi ft). \quad (7.14)$$

For the nominal case when $\rho = 0$, the current is bounded by,

$$4.277 \sin (4\pi t) \leq i_m(t) \leq 9.863 \sin (4\pi t). \quad (7.15)$$

and the input to the prognostic model is bounded by,

$$18.29 \sin^2 (4\pi t) \leq i_m^2(t) \leq 97.27 \sin^2 (4\pi t). \quad (7.16)$$
Figure 7.11: Plot of life consumed versus prognostic horizon before and after reconfiguration for a sinusoidal reference input with a frequency of 2 Hz and an amplitude of 60 deg.

Similarly, for the case when $\rho \gg 1$ and $\eta = 0.19$, the input to the prognostic model is adjusted by a factor of $(1 - \eta)$, which becomes,

$$14.82 \sin^2 (4\pi t) \leq i_m^2 (t) \leq 78.79 \sin^2 (4\pi t). \quad (7.17)$$

Applying these boundaries to the input of the prognostic model in (E.9), a plot of the fault dimension (life consumed) versus the prognostic horizon can be obtained for the cases before and after reconfiguration, provided in Figure 7.11. From the plot values for $\Delta t_{\text{RUL}}$, $\epsilon_{\text{RUL}}$ and $\epsilon^*_{\text{RUL}}$ are computed as $6.178 \times 10^2 \text{ hrs}$, $5.393 \times 10^3 \text{ hrs}$ and $5.003 \times 10^3 \text{ hrs}$, accordingly. This allows the metrics RLI and PUI to be computed as 0.116 and $-0.080$, respectively.
7.7.2 Aperiodic Signal

Consider an example for an aperiodic reference signal, shown in Figure 7.12(a). Applying this reference signal to the MPC controller for a prediction horizon of $p = 5$ and a sample-time of $T_s = 0.02 \text{s}$ produces the set-point adjustment in Figure 7.12(b). Plots of the motor current generated before and after reconfiguration is shown in Figure 7.12(c). From the simulation it was computed that $\eta = 0.185$ for large values of $\rho$.

Next, recall the uncertainty constraint found in (7.13). Its assumed since this constraint holds for the frequency range $0.1 \text{Hz}$ to $10 \text{Hz}$, then it should hold for the reference signal discussed in this section. Applying these boundaries to the input of the prognostic model in (E.9), a plot of the fault dimension (life consumed) versus the prognostic horizon can be obtained for the cases before and after reconfiguration. From the plot values for $\Delta t_{\text{RUL}}$, $\epsilon_{\text{RUL}}$ and $\epsilon^*_{\text{RUL}}$ are computed as $2.709 \times 10^2 \text{hrs}$, $3.305 \times 10^3 \text{hrs}$ and $3.107 \times 10^3 \text{hrs}$, accordingly. This allows the metrics RLI and PUI to be computed as $0.032$ and $-0.060$, respectively. Although a positive gain in RUL is realized, the RLI of this example is approximately a factor of three less than the previous example. This is because the relative change in the peak motor current values are substantially less than the previous example with the sinusoidal reference.
Figure 7.12: Plots of the (a) actuator position signal, (b) applied set-point adjustment and (c) motor current before and after applying the MPC controller.
Figure 7.13: Plot of life consumed versus prognostic horizon before and after reconfiguration for a reference input using Figure 7.12(a) as a repeated sequence.
7.8 Load Disturbances

The reconfiguration routine is ideal for conditions of zero-load. Realistically however, the load disturbance affects the RUL of the system and cannot be directly controlled by the MPC. At best, the MPC can use a measure of the load-disturbance to determine the optimal set-point adjustments to help minimize the effect of the load on RUL. This is illustrated by studying the effects of reconfiguration using a sinusoidal input with a frequency of 2 Hz and an amplitude of 60 deg when applied to the linear actuator model. The MPC controller is utilized with a matched linear-reference model where \( p = 5 \) and \( \rho = ”\text{high”} \). The corresponding actuator position and motor current before and after reconfiguration for zero-load disturbance are provided in Figure 7.14(a) and (c), accordingly. Next, the actuator position and motor current before and after reconfiguration for a constant load disturbance of \( v(t) = 50 \text{ in} \cdot \text{lbs} \) is provided in Figure 7.14(b) and (d), respectively. According to the results, the position reconfiguration appears to produce similar set-point adjustments. When comparing the reconfiguration efficiency, \( \eta = 0.190 \) for the zero-load disturbance case and \( \eta = 0.056 \) for the case when \( T_{\text{load}} = 50 \text{ in} \cdot \text{lbs} \).

For the same conditions a plot of \( \eta \) vs \( T_{\text{load}} \) was generated for a range of load disturbances varying from \( 1.00 \times 10^{-1} \text{ in} \cdot \text{lbs} \) to \( 1.00 \times 10^{2} \text{ in} \cdot \text{lbs} \), provided in Figure 7.15. According to the plot, the effect of \( T_{\text{load}} \) on \( \eta \) does not become significant until the load disturbance exceeds 10 in \cdot lbs. Although this implies the RUL of the reconfigured system can be reduced even with the load-disturbance, the realized reduction in RUL will be less for increasing \( T_{\text{load}} \).

The constant load disturbance has the effect of offsetting the motor current. This offset can be explained by revisiting the zero-load disturbance steady-state conditions from Section 7.2.3.1. Instead, now consider the steady-state conditions with a non-
Figure 7.14: Plots of (a) actuator position and (b) motor current before and after applying the MPC controller when $T_{load} = 0 \text{ in} \cdot \text{lbs}$. Also shown are plots of (c) actuator position and (d) motor current before and after applying the MPC controller when $T_{load} = 50 \text{ in} \cdot \text{lbs}$. 
Figure 7.15: Plot of $\eta_{\text{high}}$ vs. a actuator load over a range of $T_{\text{load}}$ from $1.00\times 10^{-1}$ in · lbs to $1.00 \times 10^{2}$ in · lbs.

At no steady-state load disturbance,

$$\bar{x}_m = -A_m^{-1}\begin{bmatrix} B_{m,r} & B_{m,v} \end{bmatrix}\begin{bmatrix} \frac{\theta_{\text{ref}}}{T_{\text{load}}} \end{bmatrix}. \quad (7.18)$$

According to the model, the steady-state condition yields,

$$\bar{x}_m = \begin{bmatrix} 0 \\ 8 \\ 0 \\ 1 \\ 0 \end{bmatrix} \begin{bmatrix} \theta_{\text{ref}} + \theta_{\text{ref}} \end{bmatrix} + \begin{bmatrix} 1.51 \times 10^{-1} \\ -1.10 \times 10^{-3} \\ 0 \\ -1.00 \times 10^{-4} \\ 0 \end{bmatrix} T_{\text{load}}, \quad (7.19)$$

indicating that $\bar{i}_m = (1.51 \times 10^{-1}) T_{\text{load}}$, $\bar{\omega}_m = 0$, $\bar{\theta}_m = 8\theta_{\text{ref}} - (1.10 \times 10^{-3}) T_{\text{load}}$, $\bar{\omega}_\ell = 0$ and $\bar{\theta}_\ell = \theta_{\text{ref}} - (1.00 \times 10^{-4}) T_{\text{load}}$. Now, under steady-state conditions, when
Table 7.3: Computed values for \( t_{\text{RUL}} \), \( t^*_{\text{RUL}} \), \( \Delta t_{\text{RUL}} \) and RLI for different applied load disturbances, \( T_{\text{load}} \).

<table>
<thead>
<tr>
<th>( T_{\text{load}} ) [in \cdot lbs]</th>
<th>( t_{\text{RUL}} ) [hrs]</th>
<th>( t^*_{\text{RUL}} ) [hrs]</th>
<th>( \Delta t_{\text{RUL}} ) [hrs]</th>
<th>RLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1.00 \times 10^{-1} )</td>
<td>( 5.46 \times 10^3 )</td>
<td>( 6.07 \times 10^3 )</td>
<td>( 6.13 \times 10^2 )</td>
<td>0.112</td>
</tr>
<tr>
<td>( 4.44 \times 10^{-1} )</td>
<td>( 5.46 \times 10^3 )</td>
<td>( 6.07 \times 10^3 )</td>
<td>( 6.13 \times 10^2 )</td>
<td>0.112</td>
</tr>
<tr>
<td>( 1.18 \times 10^0 )</td>
<td>( 5.44 \times 10^3 )</td>
<td>( 6.05 \times 10^3 )</td>
<td>( 6.11 \times 10^2 )</td>
<td>0.112</td>
</tr>
<tr>
<td>( 5.18 \times 10^0 )</td>
<td>( 5.41 \times 10^3 )</td>
<td>( 6.02 \times 10^3 )</td>
<td>( 6.08 \times 10^2 )</td>
<td>0.112</td>
</tr>
<tr>
<td>( 2.23 \times 10^1 )</td>
<td>( 4.75 \times 10^3 )</td>
<td>( 5.27 \times 10^3 )</td>
<td>( 5.22 \times 10^2 )</td>
<td>0.110</td>
</tr>
<tr>
<td>( 6.11 \times 10^1 )</td>
<td>( 2.05 \times 10^3 )</td>
<td>( 2.27 \times 10^3 )</td>
<td>( 2.16 \times 10^2 )</td>
<td>0.105</td>
</tr>
<tr>
<td>( 1.00 \times 10^2 )</td>
<td>( 4.53 \times 10^2 )</td>
<td>( 4.96 \times 10^2 )</td>
<td>( 4.33 \times 10^1 )</td>
<td>0.096</td>
</tr>
</tbody>
</table>

\( T_{\text{load}} = 50 \text{ in} \cdot \text{lbs} \) the corresponding steady-state current becomes \( \bar{i}_m = 7.56 \text{ A} \), which is approximately the offset observed in Figure 7.14(d).

Finally, the RUL was studied for an example where the load disturbance is varied. This is illustrated by studying the effects of reconfiguration using a sinusoidal input with a frequency of 2 Hz and an amplitude of 60 deg when applied to the linear actuator model. The MPC controller is utilized with a matched linear-reference model where \( p = 5 \) and \( \rho = \text{"high"} \). The corresponding lower RUL boundaries before and after reconfiguration, represented by the symbols \( t_{\text{RUL}} \) and \( t^*_{\text{RUL}} \), are shown in Figure 7.16(a) over a range of \( T_{\text{load}} \) from \( 1.00 \times 10^{-1} \text{ in} \cdot \text{lbs} \) to \( 1.00 \times 10^2 \text{ in} \cdot \text{lbs} \).

Similarly, the change in RUL, \( \Delta t_{\text{RUL}} \) and computed values for RLI are given in Figure 7.16(b) and (c) over the same range of \( T_{\text{load}} \). A summary of the computed values for \( t_{\text{RUL}} \), \( t^*_{\text{RUL}} \), \( \Delta t_{\text{RUL}} \) and RLI values for different applied load disturbances, \( T_{\text{load}} \), is provided in Table 7.3. As expected, the RUL reduced as a result of an increase in \( T_{\text{load}} \). However, in this example for this reference input, the RLI remained relatively constant over the range of applied load disturbances. This indicates that, although the RUL reduced with \( T_{\text{load}} \), the relative percent change in the RUL as a result of reconfiguration remained approximately constant.
Figure 7.16: Plots of the (a) lower RUL boundary (b) change in RUL and (c) RLI vs. actuator load over a range of $T_{\text{load}}$ from $1.00 \times 10^{-1}$ in·lbs to $1.00 \times 10^2$ in·lbs.
CHAPTER VIII

CONCLUSIONS

This body of work constitutes a significant effort regarding the specific role of RUL in control systems. The PHM-based reconfigurable controls framework presented in this dissertation is one approach to a much larger hierarchical control scheme. The overall control scheme was discussed briefly as a three-tier hierarchical control architecture. More specifically, the role of the low-level layer was emphasized as a module which adjusts the reference set-points to the local production controller in order to sacrifice a fixed amount of performance to achieve an increase in RUL. The modules of the reconfigurable controller, the MPC and state observer, were defined mathematically and analyzed to demonstrate stability and boundedness. The MPC algorithm was derived and its performance studied. Finally, the reconfigurable control framework was evaluated using an EMA Simulink model. Results acquired from the simulation demonstrated the feasibility of the approach.

However, additional issues must still be addressed. First, the utility of the proposed approach is application specific. Other modules of the integrated fault-tolerant control hierarchy, such as the control redistribution and mission adaptation, are only briefly discussed; These modules can contribute significantly towards the development of high-confidence systems. Second, the assumptions made in this thesis may need refining. For example, its assumed through the definitions of RUL controllability and observability that a state model exists for the system and the RUL can be observed and controlled by the states. However, in practice, the RUL can rarely be represented by a state space model alone. Finally, even though the MPC algorithm was evaluated in Simulink for an EMA example, hardware implementation is required to validate the results obtained through simulation.
APPENDIX A

NOTATION

A.1 Functional Notation

The formal description of a function involves the function’s name, its domain, its
codomain, and a rule of correspondence. For example, consider the function, $f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_r} \to \mathbb{R}$ defined as,

$$f (x (t), r (t)) = \|x (t)\| + [r (t)]^T r (t), \quad (A.1)$$

where $x \in \mathbb{R}^{n_x}$ and $r \in \mathbb{R}^{n_r}$. The function name is “$f$” and reads “$f$ as a function of
$x$ and $r$”. The domain are the vectors $x$ and $r$ of dimension $n_x$ and $n_r$, respectively.
The codomain of $f$ is a real-valued number. Finally, the rule of correspondence is
read as, “$x$ and $r$ maps to $\|x\| + r^T r$”.

A.1.1 Continuous-Time Functions

Continuous-time functions are defined by enclosing the domain by parentheses, $(\cdot)$. For example, $f (x (t))$ represents a continuous-time functions.

A.1.2 Discrete-Time Functions

Discrete-time functions are defined by enclosing the domain by brackets, $[\cdot]$. For example, $f [x [k]]$ represents a discrete-time function.

A.1.3 Zero-Order Hold (ZOH) Discretization

The prediction model is obtained from a linear state space model represented in
continuous time. One such discretization is the ZOH,

$$x [k] = x (k T_s) \quad \text{s.t.} \quad k T_s \leq t < (k + 1) T_s, \quad (A.2)$$
where $T_s$ is the period between each sample. The equivalent transfer function of the ZOH is,
\[ G_{ZOH}(s) = \frac{1 - e^{-sT_s}}{T_s s}, \]  
(A.3)
which maps the eigenvectors from the $s$-plane, $\lambda_i$, to the $z$-plane by the following mapping,
\[ z_i = e^{\lambda_i T_s}. \]  
(A.4)

### A.1.3.1 Differential-to-Difference Equation Approximation

According to the mean-value theorem,
\[ \exists t^* \in [kT_s, (k+1)T_s] \; \text{s.t.} \; \dot{x}(t^*) = \frac{x((k+1)T_s) - x(kT_s)}{T_s} \]  
(A.5)

where $k \in \mathbb{Z}^+$. If $T_s$ is sufficiently small compared to $\|\dot{x}(t)\|$, then
\[ \dot{x}(t) \approx \frac{1}{T_s} (x[k+1] - x[k]) \]  
(A.6)
A.2 Symbolic Notation

The following symbolic notations are used throughout this document (unless otherwise specified),

A.2.1 Variable Types

A.2.1.1 Scalars

Scalars are assumed to be real numbers represented in italicized “UPPERCASE” or “lowercase” type (e.g. \( k_1, R_0, \omega \) and \( \epsilon \))

A.2.1.2 Vectors

Vectors are represented in bold “lowercase” type (e.g. \( \mathbf{x}, \mathbf{b}, \mathbf{c} \)). All vectors are assumed to be column-vectors of \( n \) real numbers defined by the notation \( \mathbb{R}^n \) where \( n \) is an integer number. (e.g. \( \mathbf{x} \in \mathbb{R}^6 \) defines a column vector \( \mathbf{x} \) containing 6 elements).

A.2.1.3 Matrices

Matrices are represented in bold “UPPERCASE” type (e.g. \( \mathbf{A}, \mathbf{G}, \mathbf{R} \)). All matrices are assumed to be of size \( n \times m \) where all elements are real numbers. Both rectangular and square matrices are defined using the notation where \( m \) and \( n \) are integer numbers denoting the number of rows and columns, respectively. (e.g. \( \mathbf{A} \in \mathbb{R}^{3 \times 3} \) defines a square matrix \( \mathbf{A} \) of size \( 3 \times 3 \) whereas \( \mathbf{G} \in \mathbb{R}^{2 \times 4} \) denotes a rectangular matrix \( \mathbf{G} \) of size \( 2 \times 4 \).

A.2.2 Common Constants

A.2.2.1 Ones Vector

Represents a column vector of \( n \) unity-elements denoted by \( \mathbf{1}_n \).
A.2.2.2 Identity Matrix

Represents a square matrix of dimension $n \times n$ denoted by $I_n$ where each element along the main diagonal has a value of unity and zero elsewhere.

A.2.2.3 Zero Matrix

Represents a rectangular matrix of dimension $n \times m$ denoted by $0_{n \times m}$ where each element in the matrix has a value of zero.

A.2.2.4 Zeros Vector

Represents a column vector of $n$ zero-elements denoted by $0_n$.

A.2.3 Vector Operations

Consider the following vector operations for a column vector,

$$
v = \begin{bmatrix} v[1] & v[2] & \ldots & v[k-1] \end{bmatrix}^T \in \mathbb{R}^k \text{ s.t. } k \in \mathbb{Z}^+. \quad (A.7)
$$

A.2.3.1 Indexing

Indexing is used to denote a particular element or series of elements in a vector. Let $m, n \in \mathbb{Z}^+$ s.t. $0 \leq m < n \leq k - 1$. Then, vector indexing of one element is denoted by,

$$
\{v\}_m = v[m] \in \mathbb{R}. \quad (A.8)
$$

Indexing can also be represented for a continuous sequence of vector of elements,

$$
\{v\}^n_m = \begin{bmatrix} v[m] & v[m+1] & \ldots & v[n-1] & v[n] \end{bmatrix}^T \in \mathbb{R}^{n-m+1}. \quad (A.9)
$$
\( A.2.3.2 \) Equalities

Every vector element can be defined using a shorthand notation utilizing the indexing operation. For example, equating every element of a vector \( \mathbf{v} \) to zero can be represented by the following,

\[
\{ \mathbf{v} \}_{0}^{k-1} = 0 \iff v[\ell] = 0 \quad \text{for } \forall \ell \in [0, k-1].
\] (A.10)

Vector elements can also be related to a set of inequalities as well. Another example shows how to equate all elements of a vector \( \mathbf{v} \) to be less than the real number \( b \) can be represented by the following,

\[
\{ \mathbf{v} \}_{0}^{k-1} \leq b \implies v[\ell] \leq b \quad \text{for } \forall \ell \in [0, k-1].
\] (A.11)

\( A.2.3.3 \) Concatenation

Concatenation is an operation that creates a vector where its entries encompass that of two or more vector elements. In the scope of this document, concatenation is used to generate a new vector element by repeating the entries of another vector element \( n \) times and is defined by,

\[
\text{concat} \{ \mathbf{v}, n \} = \left[ \begin{array}{c}
\mathbf{v}^T \\
\mathbf{v}^T \\
\vdots \\
\mathbf{v}^T
\end{array} \right]^{\text{repated } n \text{ times}} \in \mathbb{R}^{n \cdot k}, \quad (A.12)
\]

where \( n \geq 2 \).
APPENDIX B
DEFINITIONS & THEOREMS

This appendix outlines definitions properties of commonly used functions.

B.1 Function Definitions

B.1.1 Dirac-delta Function

The Dirac delta can be loosely thought of as a function on the real line, \( v \in \mathbb{R} \), which is zero everywhere except at the origin, where it is infinite,

\[
\delta (v) \triangleq \begin{cases} 
\infty & : v = 0, \\
0 & : v \neq 0.
\end{cases}
\] (B.1)

B.1.1.1 Properties

One important property of the Dirac-delta function is the translation property. Consider a function \( f : [0, \infty) \to \mathbb{R}^n \). The translation property is as follows,

\[
f (t) = \int_0^{\infty} f (\tau) \delta (t - \tau) \, d\tau,
\] (B.2)

where \( t \in [0, \infty) \).

B.1.2 Norm Function

The most common norm is the Euclidean norm represented by,

\[
\|u\| = \sqrt{u^T u}
\] (B.3)

The Euclidean norm (otherwise referred to as just the norm) is used to measure the size of a vector.
\textbf{B.1.2.1 Properties}

The norm of a vector $\mathbf{u} \in \mathbb{R}^m$ represented by $\|\mathbf{u}\| \in \mathbb{R}$, where $m$ is a positive integer which has the three properties,

1. **Zero point**: The following case holds:

   \[ \|\mathbf{u}\| = \begin{cases} 
     0 & : \quad \mathbf{u} \equiv 0 \\
     > 0 & : \quad \text{otherwise}
   \end{cases} \quad (B.4) \]

2. **Scaling**: For $a > 0$ and any vector $\mathbf{u}$, the equality $\|a\mathbf{u}\| = a \|\mathbf{u}\|$ is always true.

3. **Triangle inequality**: The form satisfies the inequality $\|\mathbf{u}_1 + \mathbf{u}_2\| \leq \|\mathbf{u}_1\| + \|\mathbf{u}_2\|$ for $\mathbf{u}_1, \mathbf{u}_2 \in \mathbb{R}^m$.

\textbf{B.1.3 System Properties}

In this section definitions are given for system controllability and observability.

\textbf{Definition B.1} (Controllability). If a system is \underline{controllable} at time, $t_0$ then there exists a control sequence sequence $\mathbf{u}(t) \in \mathcal{U}$ on the interval $t \in [t_0, t_f]$ such that any initial-state of the closed-loop system, $\mathbf{x}(t_0) \in \mathcal{X}$ on the same interval can be driven to any desired terminal state, $\mathbf{x}(t_f) \in \mathcal{X}$.

\textbf{Definition B.2} (Observability). A system is \underline{observable} at time $t_0$ if for any initial state in the state space $\mathbf{x}(t_0) \in \mathcal{X}$ and a given control sequence $\mathbf{u}(t) \in \mathcal{U}$ defined on the interval $t \in [t_0, t_f]$ the state trajectory $\mathbf{x}(t)$ can be determined for $t \in [t_0, t_f]$. 

106
APPENDIX C

MPC DERIVATIONS

C.1 State Predictor Constants

This section introduces the constants used by the MPC control algorithm.

\[
S_x = \begin{bmatrix}
A_m^d \\
(A_m^d)^2 \\
\vdots \\
(A_m^d)^p
\end{bmatrix} \in \mathbb{R}^{(p \cdot n_x) \times n_x}
\]

\[
S_u = \begin{bmatrix}
B_{m,r}^d & 0 & \cdots & 0 \\
A_m^d B_{m,r}^d & B_{m,r}^d & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
(A_m^d)^{p-1} B_{m,r}^d & (A_m^d)^{p-2} B_{m,r}^d & \cdots & B_{m,r}^d
\end{bmatrix} \in \mathbb{R}^{(p \cdot n_x) \times (p \cdot n_v)}
\]

\[
H_{ux} = \begin{bmatrix}
B_{m,v}^d & 0 & \cdots & 0 \\
(A_m^d) B_{m,v}^d & B_{m,v}^d & \cdots & 0 \\
\vdots & \vdots & \ddots & 0 \\
(A_m^d)^{p-1} B_{m,v}^d & (A_m^d)^{p-2} B_{m,v}^d & \cdots & B_{m,v}^d
\end{bmatrix} \in \mathbb{R}^{(p \cdot n_x) \times (p \cdot n_v)}
\]

\[
R_p = \begin{bmatrix}
R & 0 & \cdots & 0 \\
0 & R & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & R
\end{bmatrix} \in \mathbb{R}^{(p \cdot n_x) \times (p \cdot n_x)}
\]
\[ Q_p = \begin{bmatrix} Q & 0 & \cdots & 0 \\ 0 & Q & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & Q \end{bmatrix} \in \mathbb{R}^{(p \cdot n_r) \times (p \cdot n_r)} \quad (C.1) \]

\[ A_{\delta u} = \begin{bmatrix} I_{n_r} & 0 & \cdots & 0 & 0 \\ -I_{n_r} & I_{n_r} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & I_{n_r} & 0 \\ 0 & 0 & \cdots & -I_{n_r} & I_{n_r} \end{bmatrix} \in \mathbb{R}^{(p \cdot n_r) \times (p \cdot n_r)} \quad (C.2) \]

\[ b_{\delta u(ub)}[k] = \left( \Delta u^d[k - 1 | k - 1] + \delta_{\text{max}} \right)^T \begin{bmatrix} \delta_{\text{max}}^T \\ \delta_{\text{max}}^T \\ \vdots \\ \delta_{\text{max}}^T \end{bmatrix}^T \in \mathbb{R}^{p \cdot n_r} \quad (C.3) \]

\[ b_{\delta u(llb)}[k] = \left( \Delta u^d[k - 1 | k - 1] + \delta_{\text{min}} \right)^T \begin{bmatrix} \delta_{\text{min}}^T \\ \delta_{\text{min}}^T \\ \vdots \\ \delta_{\text{min}}^T \end{bmatrix}^T \in \mathbb{R}^{p \cdot n_r} \quad (C.4) \]
\section*{C.2 Weight Matrices}

Consider the estimator $x_p$ from (6.3) written in the following compact form,

$$x_p[k] = k_x[k] + S_u \Delta u_p[k] \quad (C.5)$$

where $k_x \in \mathbb{R}^{p \times n_x}$ is defined as,

$$k_x[k] = S_x x_{m0}^d[k] + S_u r_p[k] + H_{ex} v_p[k]. \quad (C.6)$$

By replacing $x_p$ in (6.6) with the expression given in (C.5), the quadratic terms can be written explicitly in terms of $\Delta u_p$,

$$J(k, \Delta u[k]) = \frac{1}{2} \Delta u_p^T[k] \cdot 2 \left( \rho[k] S_u^T Q_p S_u + R_p \right) \Delta u_p[k] + \ldots$$

$$= 2 \rho[k] k_x^T Q_p S_u \cdot \Delta u_p^T[k] + k_x^T[k] \cdot Q_p k_x[k] + \ldots \quad (C.7)$$

where $f_0$ is a collection of the remaining constant terms. Comparing this with (6.7) expressions for the weights $H_0 \in \mathbb{R}^{(p \times n_r) \times (p \times n_r)}$, $b_0 \in \mathbb{R}^{p \times n_r}$ and $f_0 \in \mathbb{R}$ are found,

$$\begin{cases} 
H_0[k] = 2 \left( \rho[k] S_u^T Q_p S_u + R_p \right) \\
\ b_0[k] = 2 \rho[k] k_x[k] \cdot Q_p S_u \\
\ f_0[k] = k_x^T[k] \cdot Q_p k_x[k] 
\end{cases} \quad (C.8)$$
C.3 Inequality Constraints

Two types of constraints are examined, box constraints and inequality constraints.

C.3.1 Box Constraints

Box constraints are used to enforce uniform upper and lower-boundaries on the optimization variable,

\[
\left\{ \begin{array}{c}
\text{concat} \{ u_{\text{min}}, p \} \leq u_p[k] \leq \text{concat} \{ u_{\text{max}}, p \}, \\
\text{concat} \{ \Delta u_{\text{max}}, p \} \leq \Delta u_p[k] \leq \text{concat} \{ \Delta u_{\text{max}}, p \},
\end{array} \right.
\]

(C.9)

where \( u_p = r_p + \Delta u_p \). These box constraints can be rewritten explicitly in terms of \( \Delta u_p \) as,

\[
b_{\text{box}(lb)}[k] \leq \Delta u_p[k] \leq b_{\text{box}(ub)}[k],
\]

(C.10)

where,

\[
b_{\text{box}(lb)}[k] = \max \left( \frac{\text{concat} \{ u_{\text{min}}, p \} - r_p, \text{concat} \{ \Delta u_{\text{min}}, p \}}{\text{concat} \{ u_{\text{min}}, p \}} \right)
\]

(C.11)

\[
b_{\text{box}(ub)}[k] = \min \left( \frac{\text{concat} \{ u_{\text{max}}, p \} - r_p, \text{concat} \{ \Delta u_{\text{max}}, p \}}{\text{concat} \{ u_{\text{max}}, p \}} \right)
\]

(C.12)

C.3.2 Rate of Set-Point Adjustment

The amount the set-point adjustment, \( \Delta u_p \), can change between time-instants, \( k \), can be enforced by applying the following inequality constraint,

\[
b_{\delta u(lb)} \leq A_{\delta u} \Delta u_p[k] \leq b_{\delta u(ub)}.
\]

(C.13)

where \( A_{\delta u} \), \( b_{\delta u(lb)} \) and \( b_{\delta u(ub)} \) were defined at the beginning of this appendix.
C.3.3 Constraint Concatenation

The two sets of constraints given earlier can be combined into the following inequality constraint,

\[ M \Delta u_p[k] \leq c[k], \quad (C.14) \]

where,

\[ M = \begin{bmatrix} A_{\delta u} & -A_{\delta u} \\ I_{n_r} & -I_{n_r} \end{bmatrix} \in \mathbb{R}^{(p \cdot n_r) \times 4(p \cdot n_r)} \quad \text{and} \quad c[k] = \begin{bmatrix} b_{\delta u(ub)}[k] \\ -b_{\delta u(lb)}[k] \\ b_{\text{box}(ub)}[k] \\ -b_{\text{box}(lb)}[k] \end{bmatrix} \in \mathbb{R}^{4(p \cdot n_r)}. \quad (C.15) \]

Note: This differs from box constraints in that each element of $\Delta u_p$ is dependent on the previous element leading to non-uniform boundaries.
C.4 Kuhn Tucker Conditions

Recall from (6.7) the corresponding cost function to be minimized,

\[ J(k, \Delta u [k]) = \min_{\Delta u \in U} \left[ \frac{1}{2} \Delta u_p^T [k] \cdot H_0 [k] \cdot \Delta u_p [k] + b_0^T [k] \cdot \Delta u_p [k] + f_0 [k] \right]. \]  \hfill (C.16)

Define a inequality functional mapping \( h : \mathbb{R}^{p-n_r} \mapsto \mathbb{R}^{4p-n_r} , \)

\[ h (\Delta u_p [k]) = M \Delta u_p [k] - c [k]. \]  \hfill (C.17)

Next, define the LaGrangian, \( L : \mathbb{R}^{p-n_r} \mapsto \mathbb{R}, \)

\[ L (\Delta u_p [k]) = \frac{1}{2} \Delta u_p^T [k] \cdot H_0 [k] \cdot \Delta u_p [k] + b_0^T [k] \cdot \Delta u_p [k] + f_0 [k]. \]  \hfill (C.18)

The constraints on the system dynamics can be adjoined to the LaGrangian, \( L, \) by introducing the time-varying LaGrange multiplier vector \( \lambda_p \) with \( h. \) The result is the Hamiltonian function, \( H_\lambda, \)

\[ H_\lambda (\Delta u_p [k]) = \frac{1}{2} \Delta u_p^T [k] \cdot H_0 [k] \cdot \Delta u_p [k] + b_0^T [k] \cdot \Delta u_p + \ldots \]

\[ f_0 [k] + \lambda_p^T [k] : (M \Delta u_p [k] - c [k]) , \]  \hfill (C.19)

where,

\[ \lambda_p [k] = \left[ \begin{array}{c} \lambda_0 [k] \\ \lambda_1 [k] \\ \cdots \\ \lambda_{4p-1} [k] \end{array} \right]^T. \]  \hfill (C.20)

By taking the partial derivative of \( H_\lambda \) with respect to \( \Delta u_p, \)

\[ \frac{\partial H_\lambda [k]}{\partial \Delta u_p [k]} = b_0^T [k] + \Delta u_p^T [k] \cdot H_0 [k] + \lambda_p^T [k] \cdot M. \]  \hfill (C.21)
Finally, by setting (C.21) identically equal to zero, the optimal solution, $\Delta u_p^*$ can be expressed as,

$$\Delta u_p^*[k] = -(H_0[k])^{-1} (b_0[k] - M^T \lambda_p^*[k])$$  \hspace{1cm} (C.22)

where $\lambda_p^*$ satisfies the Kuhn-Tucker conditions,

$$\begin{cases} 
M \cdot \Delta u_p - c[k] & \leq 0_{p \times n_r}, \\
b_0^T[k] + 2 \Delta u_p^T[k] \cdot H_0[k] + (\lambda_p^*[k])^T M = 0_{p \times n_r}, \\
\lambda_p^*[k] \cdot (M \cdot \Delta u_p [k] - c[k]) &= 0, \\
\lambda_p^*[k] & \geq 0_{p \times n_r}.
\end{cases}$$  \hspace{1cm} (C.23)
APPENDIX D

LINEAR ACTUATOR MODEL

The electro-mechanical actuator (EMA) example discussed in the body of this dissertation is defined in this appendix.

D.1 Linear State Space Model

The EMA model used in this body of work is a fifth-order SISO model with a disturbance input. The five states consists of motor current, $i_m$, motor speed, $\omega_m$, motor position, $\theta_m$, actuator speed, $\omega_\ell$ and the actor position, $\theta_\ell$. The inputs to the model are the reference position, $\theta_{ref}$ and the load torque, $T_{load}$, modeled as a disturbance. The output of the model is the actuator position, $\theta_\ell$. The system is represented by the state-space representation in (5.2) where $x_m = [i_m \ \theta_m \ \omega_m \ \theta_\ell \ \omega_\ell]^T$, $r = \theta_{ref}$ and $v = T_{load}$. Additionally, the matrices $A_m, B_{m,r}, B_{m,v}, C_m$ and $D_{m,v}$ are defined as,

$$A_m = \begin{bmatrix}
a_{11} & a_{12} & a_{13} & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
a_{31} & a_{32} & a_{33} & a_{34} & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & a_{52} & 0 & a_{54} & a_{55}
\end{bmatrix},$$

$$B_{m,r} = \begin{bmatrix} b_{r1} \\
0 \\
0 \end{bmatrix}, \quad B_{m,v} = \begin{bmatrix} 0 \\
0 \end{bmatrix}, \quad C_m = I_5 \text{ and } D_{m,v} = d_{v1},$$

$$\theta_\ell = \begin{bmatrix} \theta_{ref} \\
v \\
0 \\
0 \end{bmatrix},$$

$$x_m = \begin{bmatrix} i_m \\
\theta_m \\
\omega_m \\
\theta_\ell \\
\omega_\ell \end{bmatrix},$$

$$u = \begin{bmatrix} r \\
v \end{bmatrix}.$$
where the coefficients are given as,

\[
\begin{align*}
    a_{11} &= - (R_{tt} + k_1 k_2) \frac{1}{L_{tt}}, \quad a_{12} = - k_1 k_3 k_4 \frac{1}{L_{tt}}, \quad a_{13} = - (k_e + k_1 k_3) \frac{1}{L_{tt}}, \\
    a_{31} &= k_1 \frac{1}{J_m}, \quad a_{32} = - k_{cs} N_m^{-2} \frac{1}{J_m}, \quad a_{33} = - b_m \frac{1}{J_m}, \\
    a_{34} &= k_{cs} N_{cm}^{-1} \frac{1}{J_m}, \quad a_{52} = k_{cs} N_{cm}^{-1} \frac{1}{J_{\ell}}, \quad a_{54} = - (k_e + k_{cs} N_{cl}^2) \frac{1}{J_{\ell}}, \\
    a_{55} &= - b_{\ell} \frac{1}{J_{\ell}}, \quad b_{r1} = k_1 k_3 k_4 k_5 \frac{1}{L_{tt}}, \quad b_{v5} = - \frac{1}{J_{\ell}}, \\
    d_{v1} &= 0.
\end{align*}
\]

(D.2)

A block diagram of the linear actuator model is given in Figure D.1. Values for the modeling parameters are provided in the next section.
Figure D.1: Block diagram of the fifth-order actuator model.
D.2 Modeling Parameters

A list of the modeling parameters used in the actuator model are provided in Table D.1. Provided for each modeling parameter is a description, corresponding units, value and uncertainty (where applicable).

Table D.1: List of actuator modeling parameters with values and corresponding uncertainty.

<table>
<thead>
<tr>
<th>Sym</th>
<th>Units</th>
<th>Value</th>
<th>Uncertainty (95%)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_t$</td>
<td>in · lbf/(rad/s)</td>
<td>1.00</td>
<td>±10%</td>
<td>Load damping</td>
</tr>
<tr>
<td>$b_m$</td>
<td>in · lbf/(rad/s)</td>
<td>$4.60 \times 10^{-2}$</td>
<td>±10%</td>
<td>Motor damping</td>
</tr>
<tr>
<td>$k_{cs}$</td>
<td>rad/rad</td>
<td>$4.00 \times 10^5$</td>
<td>-</td>
<td>Coupling stiffness</td>
</tr>
<tr>
<td>$k_e$</td>
<td>V/(rad/s)</td>
<td>$1.25 \times 10^{-1}$</td>
<td>±5%</td>
<td>Back-emf coef.</td>
</tr>
<tr>
<td>$k_l$</td>
<td>in · lbf/rad</td>
<td>0.00</td>
<td>-</td>
<td>Load stiffness</td>
</tr>
<tr>
<td>$k_1$</td>
<td>V/V</td>
<td>$1.23 \times 10^3$</td>
<td>-</td>
<td>Controller gain 1</td>
</tr>
<tr>
<td>$k_2$</td>
<td>V/A</td>
<td>$7.54 \times 10^{-2}$</td>
<td>-</td>
<td>Controller gain 2</td>
</tr>
<tr>
<td>$k_3$</td>
<td>V/(rad/s)</td>
<td>$1.53 \times 10^{-1}$</td>
<td>-</td>
<td>Controller gain 3</td>
</tr>
<tr>
<td>$k_4$</td>
<td>s$^{-1}$</td>
<td>$6.87 \times 10^1$</td>
<td>-</td>
<td>Controller gain 4</td>
</tr>
<tr>
<td>$k_5$</td>
<td>rad/rad</td>
<td>8.00</td>
<td>-</td>
<td>Controller gain 5</td>
</tr>
<tr>
<td>$k_t$</td>
<td>in · lbf/A</td>
<td>$8.27 \times 10^{-1}$</td>
<td>±5%</td>
<td>Motor torque coef.</td>
</tr>
<tr>
<td>$J_t$</td>
<td>in · lbf · s$^2$</td>
<td>$2.00 \times 10^{-2}$</td>
<td>±20%</td>
<td>Load inertia</td>
</tr>
<tr>
<td>$J_m$</td>
<td>in · lbf · s$^2$</td>
<td>$1.60 \times 10^{-3}$</td>
<td>±20%</td>
<td>Motor inertia</td>
</tr>
<tr>
<td>$L_{tt}$</td>
<td>H</td>
<td>$3.97 \times 10^{-4}$</td>
<td>±5%</td>
<td>Turn-to-turn inductance</td>
</tr>
<tr>
<td>$N_{cl}$</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>Load coupling</td>
</tr>
<tr>
<td>$N_{cm}$</td>
<td>-</td>
<td>8.00</td>
<td>-</td>
<td>Motor coupling</td>
</tr>
<tr>
<td>$R_{tt}$</td>
<td>Ω</td>
<td>$3.78 \times 10^{-1}$</td>
<td>±5%</td>
<td>Turn-to-turn resistance</td>
</tr>
</tbody>
</table>
APPENDIX E

ACTUATOR / PROGNOSTIC MODEL

The actuator model from Appendix D is examined further to develop a prognostic model for a selected failure mode.

E.1 Failure Modes and Effects

Results from a failure modes, effects and criticality analysis (FMECA) study of the EMA suggest that the leading modes of failure are associated with the bearings [78, 79, 80], position feedback sensors [81, 82], electronic components [83] and electric motors [84, 81]. In this study, the BLDC motor was identified as the critical component where the primary failure mechanisms is breakdown of insulation between turns of the same winding. According to [85, 86, 87], stator insulation can fail due to several reasons: high stator core or winding temperature; contamination from oil, moisture and dirt; short circuit or starting stresses; electrical discharges; and leaking in the cooling system. For the EMA under investigation, winding temperature was identified as the dominant failure mechanism due to exposure of excessive environmental factors (i.e. temperature, thermal cycling, humidity).
E.2 Physics Based Model

In the case of the brushless DC motor, the winding temperature is related to the power loss in the copper windings, assuming the copper losses are the primary source of power loss. A first order thermo-electrical model, shown in Figure E.1, can be used to describe the relationship between power loss in the copper windings with respect to the winding-to-ambient temperature [51, 88], represented as $T_{wa}$ and defined as,

$$T_{wa} (t) \triangleq T_w (t) - T_a (t) \quad (E.1)$$

where the symbols $T_w$ and $T_a$ correspond to the winding temperature and ambient temperature respectively. The symbols $R_0$, $C_{wa}$ and $R_{wa}$ refer to the winding resistance, thermal capacitance and thermal resistance of the windings, accordingly. The equivalent state space representation for Figure E.1 can be written as,

$$\dot{T}_{wa} (t) = \left[ -\frac{1}{R_{wa} C_{wa}} \right] T_{wa} (t) + \left[ \frac{R_0}{C_{wa}} \right] i_m^2 (t) \quad (E.2)$$

![Figure E.1: Schematic of the first-order thermal model.](image-url)
E.3 Fault Growth Model

Motor winding insulation degrades at a rate related to the winding temperature, $T_w$. Let the RUL be represented as, $t_{RUL}$. The RUL at time $t$ can be related to $T_w$ using Arrhenius’ law [51],

$$
t_{RUL} (t) = c_0 \exp \left( \frac{E_a}{k_B T_w (t)} \right), \tag{E.3}
$$

where the symbols $E_a$, $k_B$ and $c_0$ are constants representing activation energy, Boltzmann’s constant and an empirical model fit, respectively. Next, let the fault dimension, $L$, be defined as the accumulated RUL consumed,

$$
L (t) = L_0 + \int_{t_0}^{t} \frac{1}{t_{RUL} (\tau)} d\tau. \tag{E.4}
$$

where $L_0$ is the initial fault dimension. Substituting (E.3) into (E.4) gives,

$$
L (t) = L_0 + \int_{t_0}^{t} c_0^{-1} \exp \left( -\frac{E_a}{k_B T_w (\tau)} \right) d\tau. \tag{E.5}
$$

By differentiating both sides with respect to time and applying the second fundamental theorem of integral calculus to the right-hand side, an expression for $\dot{L}$ can be found,

$$
\dot{L} (t) = c_0^{-1} \exp \left( -\frac{E_a}{k_B T_w (t)} \right), \tag{E.6}
$$

By applying (E.1) to (E.6) $\dot{L}$ can be re-written in terms of $T_{wa}$,

$$
\dot{L} (t) = c_0^{-1} \exp \left\{ -\frac{E_a}{k_B \left[ T_{wa} (t) + T_a (t) \right]} \right\}. \tag{E.7}
$$

A block diagram for the deterministic fault-growth model is provided in Figure E.2.
Prognostic State-Space Model

Thermal Model

Fault Growth Mapping

Figure E.2: Block diagram equivalent fault-growth state-space model.
\section*{E.4 Prognostic Model}

The feature used in the prognostic model, $f_p$, is the difference between the winding and ambient temperature,

$$ f_p(t) = T_w(t) - T_a(t) \quad \text{(E.8)} $$

The complete prognostic model can be written as,

$$ \begin{cases} 
\dot{T}_{wa}(t) &= - (R_{wa} C_{wa})^{-1} T_{wa}(t) + (R_0 C_{wa}^{-1}) i_m^2(t) \\
\dot{L}(t) &= c_0^{-1} \exp \left\{ - \frac{E_a}{k_B} (T_{wa}(t) + T_a(t))^{-1} \right\} \\
f_p(t) &= T_{wa}(t) 
\end{cases} \quad \text{(E.9)} $$

where $T_a$ and $i_m$ are inputs and $f_p$ is a measured output. By applying the ZOH discretization approximation from (A.6), and substituting the parameter values from Table E.1, the final expression for the prognostic model can be given,

$$ \begin{cases} 
T_{wa}[k+1] &= \left[ 1 - T_s (R_{wa} C_{wa})^{-1} \right] T_{wa}[k] + [T_s R_0 C_{wa}^{-1}] i_m^2[k] + n_{1,1}[k] \\
L[k+1] &= T_s c_0^{-1} \exp \left\{ - \frac{E_a}{k_B} (T_{wa}[k] + T_a[k])^{-1} \right\} + L[k] + n_{1,2}[k] \\
f_p[k] &= T_{wa}[k] + n_2[k] 
\end{cases} \quad \text{(E.10)} $$

where $T_s$, $n_{1,1}$, $n_{1,2}$ and $n_2$ correspond to the discrete sample-time, process noise of the thermal model, fault dimension and feature measurement noise, respectively. Additive zero-mean Gaussian noise is introduced after discretization to avoid problems when discretizing continuous-time stochastic variables.
Table E.1: List of prognosis modeling parameters.

<table>
<thead>
<tr>
<th>Sym</th>
<th>Units</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_0$</td>
<td>hr$^{-1}$</td>
<td>$3.174 \times 10^{-5}$</td>
<td>Constant of proportionality</td>
</tr>
<tr>
<td>$k_T$</td>
<td>eV/°K</td>
<td>$8.62 \times 10^{-5}$</td>
<td>Boltzmann’s constant</td>
</tr>
<tr>
<td>$C_{wa}$</td>
<td>W/(°K/s)</td>
<td>$1.00 \times 10^{1}$</td>
<td>Thermal capacitance</td>
</tr>
<tr>
<td>$E_a$</td>
<td>eV</td>
<td>$8.00 \times 10^{-1}$</td>
<td>Activation energy</td>
</tr>
<tr>
<td>$R_0$</td>
<td>Ω</td>
<td>$1.60 \times 10^{-1}$</td>
<td>Winding resistance</td>
</tr>
<tr>
<td>$R_{wa}$</td>
<td>°K/W</td>
<td>$7.50 \times 10^{-1}$</td>
<td>Thermal resistance</td>
</tr>
</tbody>
</table>
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