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SUMMARY

The modern era witnesses the prosperity of computer experiments, which play a critical role in many fields of technological development where the traditional physical experiments are infeasible or unaffordable to conduct. By developing sophisticated computer simulators, people are able to evaluate, optimize and test complex engineering systems even before building expensive prototypes. Since the computer experiments are usually time-consuming to run, surrogate models are often fitted to approximate these computationally expensive simulations. Because the fitted surrogate models are much faster to run, they can be readily used to provide instant predictions and facilitate the analysis of the underlying system.

In building the surrogate model for computer experiments, there are two important research topics. The first one is how to efficiently select a set of input values to run the computer simulation for a finite number of times, and this is called the design of computer experiments. After we obtain the simulation outputs, the second question is how to model these data in order to accurately approximate the unknown response surface generated by the simulator.

This thesis consists of three chapters, covering topics in both the design and modeling aspects of computer experiments as well as their engineering applications. The first chapter systematically develops a new class of space-filling designs for computer experiments, and the second chapter proposes a novel modeling approach for approximating computationally expensive functions that are not second-order stationary. The third chapter is devoted to a two-stage sequential strategy which integrates analytical models with finite element simulations for a micromachining process.
In computer experiments, space-filling designs such as Latin hypercube designs (LHDs) are widely used. However, finding an optimal LHD with good space-filling properties is computationally cumbersome. On the other hand, the well-established factorial designs in physical experiments are unsuitable for computer experiments owing to the redundancy of design points when projected onto a subset of factor space. In the first chapter, we present a new class of space-filling designs developed by splitting two-level factorial designs into multiple layers. The method takes advantages of many available results in factorial design theory and therefore, the proposed Multi-layer designs (MLDs) are easy to generate. Moreover, our numerical study shows that MLDs can have better space-filling properties than optimal LHDs.

In the second chapter, a new type of non-stationary Gaussian process model is developed for approximating computationally expensive functions. The new model is a composite of two Gaussian processes, where the first one captures the smooth global trend and the second one models local details. The new predictor also incorporates a flexible variance model, which makes it more capable of approximating surfaces with varying volatility. Compared to the commonly used stationary Gaussian process model, the new predictor is numerically more stable and can more accurately approximate complex surfaces when the experimental design is sparse. In addition, the new model can also improve the prediction intervals by quantifying the change of local variability associated with the response. Advantages of the new predictor are demonstrated using several examples.

Chapter three considers the problem of integrating analytical models with finite element simulations. We show that computationally cheap analytical models can be used to perform a sensitivity analysis which can reveal critical information about the underlying system prior to conducting the computationally intensive simulation study. We propose a two-stage sequential strategy, which can efficiently absorb the prior information from the sensitivity analysis and assign a customized number of
levels for each input variable in the finite element simulations. The method is also broadly applicable for integrating other types of models having different levels of accuracy and speed. A case study for developing force metamodels in micromachining is presented to illustrate the effectiveness of the proposed method.
MULTI-LAYER DESIGNS FOR COMPUTER EXPERIMENTS

1.1 Introduction

Computer experiments play a major role in the modern era of scientific and technological development. For example, airbags in a car can be designed through sophisticated computer simulation that mimics a car-crash in a computer instead of building and crashing real cars. This results in substantial savings of time and cost for the automobile manufacturer. There are many other successful applications of computer experiments. See the books by Santner, Williams and Notz (2003) and Fang, Li and Sudjianto (2006). However, computer experiments can also be time-consuming and expensive, although not as expensive as the real physical experiments. Thus, it is important to carefully design a computer experiment and analyze the data so that maximum information about the system can be gathered.

Latin hypercube designs (LHDs) (McKay, Beckman and Conover 1979) are commonly employed in designing computer experiments. Because a randomly generated LHD can be poor in terms of space-filling, most of the research in this area has focused on finding optimal LHDs. For examples, orthogonal array-based LHD (Owen 1992; Tang 1993), maximin LHD (Morris and Mitchell 1995), orthogonal LHD (Ye 1998) and orthogonal-maximin LHD (Joseph and Hung 2008) are just a few of them. Optimal designs are usually found using some optimization algorithms such as simulated annealing (Morris and Mitchell 1995) and other stochastic evolutionary algorithms (Jin, Chen and Sudjianto 2005). However, these algorithms are slow and may not find the global optimum, particularly when the number of runs and/or the number of factors are large. Therefore, when the algorithms are terminated after a reasonable amount of time, we may end up in a local optimum.
On the other hand, a significant amount of knowledge about optimal factorial designs is already available in the physical experiments’ literature (Hedayat, Sloane and Stufken 1999; Box, Hunter and Hunter 2005; Mukerjee and Wu 2006; Wu and Hamada 2009). However, these designs are not popular in computer experiments mainly due to the redundancy of the design points when projected onto a subspace, i.e., some runs get replicated when some of the factors turn out to be insignificant during the data analysis. Such replications are not useful in computer experiments because of the deterministic nature of the outputs (no random error). In this work, we attempt to convert the optimal factorial designs into space-filling designs and make them suitable for computer experiments. By taking advantage of the geometric properties of factorial designs, we can significantly reduce the computational time for finding optimal space-filling designs. Similar ideas related to geometrical constructions have been employed by Steinberg and Lin (2006) for efficiently constructing orthogonal LHDs. See also the work by Bingham, Sitter and Tang (2009) and Lin, Bingham, Sitter and Tang (2010). However, good space-filling of design points is considered more important than orthogonality of the factorial effects in the investigation of highly complex functions. This is where the proposed designs exhibit some advantages.

This chapter is organized as follows. In Section 1.2, we present a new type of space-filling design, developed by splitting the two-level factorial design into multiple layers. In Section 1.3, we discuss how to choose the initial two-level factorial design. In Section 1.4, we propose a general strategy to split the design optimally into several layers. Section 1.5 is devoted to the discussion of how many layers should be used, how many points should be allocated to each layer, and how should the layers be spaced. In Section 1.6, we conduct numerical studies and show that the proposed designs can have better space-filling properties than optimal LHDs. Section 1.7 extends the design into more flexible run sizes and some final concluding remarks are given in Section 1.8.
1.2 Concepts of Multi-Layer Design

Suppose we would like to construct an experimental design in \( n \) runs for \( p \) factors. Let \( D = \{ x_1, x_2, \ldots, x_n \} \) be the experimental design, where each \( x_i \in \mathcal{X} = [-1, 1]^p \). Two of the most popular space-filling criteria for designing a computer experiment are the maximin and minimax (distance) criteria (Johnson, Moore and Ylvisaker 1990). The maximin criterion tries to spread out the points in \( \mathcal{X} \) so that the minimum distance among the design points is maximized. Thus, the maximin design \( (D_{Mm}) \) can be defined as

\[
\min_{x_i, x_j \in D_{Mm}} d(x_i, x_j) = \max_D \min_{x_i, x_j \in D} d(x_i, x_j),
\]

where \( d(x_i, x_j) \) is the distance between \( x_i \) and \( x_j \). In contrast, the minimax criterion tries to spread out the points in \( \mathcal{X} \) so that the maximum distance from any point \( x \in \mathcal{X} \) to the design is minimized. Thus, the minimax design ensures that no point in \( \mathcal{X} \) is far away from a design point. Suppose we define the distance between an arbitrary point \( x \in \mathcal{X} \) to the design \( D \) by \( d(x, D) = \min_{x_i \in D} d(x, x_i) \). Then the minimax design \( (D_{mM}) \) can be formally defined as

\[
\max_{x \in \mathcal{X}} d(x, D_{mM}) = \min_D \max_{x \in \mathcal{X}} d(x, D).
\]

For \( n = 2^p \) experimental runs (where \( p \) is an integer), we can use geometry to find the maximin and minimax designs. An example of four-run design in two factors \( (n = 4, p = 2) \) is shown in Figure 1. However, in general, finding maximin and minimax designs for an arbitrary \( n \) is very complicated. The case of minimax designs is most challenging, since an optimization step is required to calculate the maximum distance.

Interestingly, both the designs (a) and (b) in Figure 1 are full factorial \( 2^2 \) designs, but with different scales. Which design should be used in the experiment? To answer this question, we also need to look at the modeling of data. It is quite common to model the computer experiment data by using kriging (Sacks, Welch, Mitchell and Wynn 1989). A universal kriging model is the sum of a linear model part and a
kriging model part and is given by

\[ y(x) = \mu(x) + Z(x), \quad x \in \mathbb{R}^p, \]  

where \( \mu(x) = \sum_{i=0}^{m} \beta_i f_i(x) \), \( f_i(x) \)'s are some known functions, \( \beta_i \)'s are some unknown parameters, and \( Z(x) \) is a stationary stochastic process with mean 0 and covariance function \( \text{cov}\{Z(x + h), Z(x)\} = \sigma^2 R(h; \theta) \). Here \( \theta \in \mathbb{R}^p \) is a vector of the unknown correlation parameters. It is also possible to relax the assumption that \( f_i(x) \)'s are known by selecting them from a candidate set of functions using a variable selection technique (Joseph, Hung and Sudjianto 2008). They call it a blind kriging model, which is shown to give improved prediction over universal kriging and ordinary kriging. (In ordinary kriging only a constant is used in the mean part \( \mu(x) \).)

The linear model part \( \mu(x) = \sum_{i=0}^{m} \beta_i f_i(x) \) in (3) captures the global trend, whereas the kriging model part \( Z(x) \) in (3) captures the local trend. As shown by the success of blind kriging in Joseph et al. (2008), both parts are important for prediction. Thus, good experimental designs should be effective for estimating both the linear model part and the kriging model part. In the \( 2^2 \) design example above, if we use a linear model with the two main effects and the two-factor interaction, then clearly the maximin design in Figure 1(a) is better, because the design can be shown to be universally optimum (Kiefer 1975). On the other hand, if we would like to estimate the kriging model accurately, then the design in Figure 1(b) can be shown to work better in the sense that it minimizes the maximum prediction variance (which has a theoretical justification via the asymptotic results on G-optimality in Johnson et al. 1990). Thus, for estimating both the global and local trends efficiently, we
should consider a compromise between the two types of designs. This is the major motivation in proposing a new class of designs for computer experiments.

Consider an alternative design in Figure 2. Here two design points on the boundary belong to the maximin design, but the other two points have been pulled to the interior to coincide with part of the minimax design. This can be considered as a compromise design. Another way to interpret the new design is to visualize it as having two layers with the design points placed on the two layers. The layers and the placement of the points are judiciously chosen to obtain optimal space-filling properties for the design. The concept can also be generalized into any number of dimensions and any number of runs. In fact, we can have more than two layers and can spread out the points more evenly. We call this new class of designs as multi-layer designs (MLD). Piepel, Anderson and Redgate (1993) has used a similar two-layer structure to construct response surface designs for irregularly-shaped regions. However, their layered designs are model-dependent and are only suitable for fitting low-order polynomial models on irregular experimental regions. Thus, their work is fundamentally different from the proposed MLD which is used as a new type of space-filling design in computer experiments.

![Figure 2: MLD: a compromise between maximin and minimax designs.](image)

As another example of MLD, consider the eight-run design in three factors. Figure 3 shows the maximin and minimax designs, both of which are also full factorial designs. Figure 4(a) shows a two-layer design and Figure 4(b) shows a three-layer design. If we continue to divide the layers, finally we can also obtain a four-layer
design as shown in Figure 4(c). We compared this four-layer design with 1000 randomly generated LHDs. Figure 5 shows the density plots of the minimum distance (among the design points) and the maximum distance (from the design to a point in the experimental region). We can see that the MLD in this example performs even better than the best LHD for both measures.

**Figure 3:** Eight-run design in three factors: (a) Maximin design. (b) Minimax design.

**Figure 4:** MLDs: (a) Two-layer design (b) Three-layer design (c) Four-layer design.
Figure 5: Density plots for 1000 LHDs: (a) Minimum Distances (b) Maximum Distances.

1.3 Choosing Base Designs

Previously we have seen that MLDs can be constructed from the two-level full or fractional factorial designs, and we call them base designs for MLDs. However, for given number of factors and run size requirement, there are many possible choices for the base design. In this section, we discuss which criteria should be used to discriminate these designs and which specific design should be chosen as the base design.

Generally, suppose we have \( p \) factors each at two levels, a two-level full factorial design consists all the possible \( 2 \times 2 \times \cdots \times 2 = 2^p \) runs, and is often referred to as a \( 2^p \) design. For run size economy, the two-level fractional factorial design is commonly used in physical experiments, which can be referred to as a \( 2^{p-k} \) design, since it is a \( 2^{-k} \)-th fraction of the \( 2^p \) full factorial design and consists \( 2^{p-k} \) runs (where \( k > 0 \) and \( k \) is an integer). The fraction is determined by \( k \) defining words, where a word consists of letters which are the names of the factors denoted by \( 1, 2, \ldots, p \). The number of letters in a word is its wordlength and the group formed by the \( k \) defining words is called the defining contrast subgroup, which consists of \( 2^k - 1 \) words plus the identity element \( I \). If we let \( A_i \) denote the number of words of length \( i \) in the defining contrast subgroup,
the vector $W = (A_1, A_2, \ldots, A_p)$ is called the wordlength pattern of the $2^{p-k}$ design. To discriminate between the many possible $2^{p-k}$ designs and identify good ones, Fries and Hunter (1980) proposed the following minimum aberration criterion. For any two $2^{p-k}$ designs $d_1$ and $d_2$, let $s$ be the smallest integer such that $A_s(d_1) \neq A_s(d_2)$. Then $d_1$ is said to have less aberration than $d_2$ if $A_s(d_1) < A_s(d_2)$. If there is no design with less aberration than $d_1$, then $d_1$ has minimum aberration. In literatures such as Wu and Hamada (2009), the generators of minimum aberration $2^{p-k}$ designs have been systematically tabulated.

Although minimum aberration criterion is commonly used in physical experiments, under the settings of computer experiments the space-filling property of a design is considered to be more important, and good $2^{p-k}$ designs should be selected in this sense. Fortunately, it has already been found that within the class of two-level factorial designs, many minimum aberration $2^{p-k}$ designs and maximin $2^{p-k}$ designs coincide (Kerr 2001; Kwong 2004). Even when they mismatch, the minimum aberration designs still tend to perform well with respect to their maximin distance rankings. In addition, Fang and Mukerjee (2000) established a strong theoretical connection between the aberration and another space-filling criterion: the uniformity measure. They proved that, for any $2^{p-k}$ design, the centered $L_2$-discrepancy measure of uniformity in $[0,1]^p$ is $\{CL\}_2^2 = (\frac{13}{12})^p - 2(\frac{35}{32})^p + (\frac{9}{8})^p \{1 + \sum_{r=1}^{p} \frac{A_r}{p} \}$, where $A_r, r = 1, \ldots, p$ are the wordlength pattern of the design. Since the coefficient of $A_r$ decreases exponentially with $r$, minimum aberration $2^{p-k}$ designs are almost the most uniform $2^{p-k}$ designs. Therefore, among all two-level factorial designs that place points on the $2^p$ corners of design region, minimum aberration $2^{p-k}$ designs possess the most favorable space-filling properties, and they can be readily used as good base designs for constructing MLDs. This approach enables us to utilize the vast amount of literature on design theory for physical experiments (Mukerjee and Wu 2006; Wu and Hamada 2009). In the following sections, we will present a general strategy to construct MLDs based on the chosen two-level factorial designs.
1.4 Splitting Design Points Optimally Into Layers

An essential step in constructing MLDs is to split the base design points optimally into several subgroups in order to allocate each of them to different layers. The main idea in splitting design points is related to the well-known foldover technique (Box and Hunter 1961; Li and Lin 2003; Box et al. 2005; Wu and Hamada 2009). This commonly used strategy considers adding follow-up experiments by reversing signs of one or more columns in the initial design. However, instead of doubling the experimental runs, we propose a backward procedure to halve the number of runs each time. Specifically, given a $2^{p-k}$ design, we split it into two parts in such a way that each of them forms the foldover plan of the other. The resulting two $2^{p-k-1}$ designs are called half-designs and the previous $2^{p-k}$ design called original design. Similarly, each of the $2^{p-k-1}$ designs can again be further divided into two half-designs; thereby totally producing four small designs each with $2^{p-k-2}$ points. This procedure can be continued, and finally we split the original design into several small two-level fractional factorial designs which possess the following property: if we combine them together by folding over each pair iteratively, the original $2^{p-k}$ design can be recovered. In the following subsections, we first develop a general construction method for half-designs, and then discuss how to obtain the optimal half-designs.

1.4.1 Construction of Half-Designs

For a $2^{p-k}$ design, we refer to its first $p-k$ factors as basic factors, whose columns constitute a $2^{p-k}$ runs full factorial design, and the last $k$ factors as generated factors, whose columns are determined by the $k$ defining words and can be generated from the first $p-k$ independent columns. A defining word for a generated factor is also called a generator, and these two terms are used interchangeably in this chapter. The general construction procedure for half-designs comprises the following steps:

**Step 1.** Obtain a $2^{p-k}$ design as the original design.

**Step 2.** Define a new generator for a chosen basic factor, and keep all previous generators unchanged. If the previous generators also contain the chosen factor,
update them by substituting the chosen factor with its new defining word. Call the resulting $2^{p-k-1}$ design the first half-design.

**Step 3.** Same as in step 2, but choose the opposite sign for the new generator. Obtain a second half-design.

In the above procedure, since each time a basic factor becomes a generated factor, the design run size is halved. This method can also be applied iteratively to split a design into many parts. Note that these steps establish a rather general framework, since in step 1 the original design can be an arbitrary $2^{p-k}$ design. In addition, any basic factor can be chosen in step 2 and there are also many ways to define the new generator. Discussions on their optimal choices are deferred to the next subsection. Here we first provide proofs to show that the two half-designs are foldover plans of each other, and the original design can always be recovered. The following Lemma 1 reveals an important structure in their defining contrast subgroups.

**Lemma 1.** The defining contrast subgroup of half-designs produced in the general construction procedure consists three parts:

**Part (i)** All words in the defining contrast subgroup of the original design.

**Part (ii)** Each word in part (i) times the new defined generator.

**Part (iii)** The new defined generator.

In sum, there are $(2^k - 1) + (2^k - 1) + (1) = 2^{k+1} - 1$ words in the defining contrast subgroup of each half-design.

The proof for Lemma 1 is straightforward and omitted here. We need to point out that this special structure does provide us a very useful shortcut in generating the defining contrast subgroup of half-designs. According to Lemma 1, the half-design can inherit all the $2^k - 1$ words from original design right away, and we only need to perform additional $2^k - 1$ calculations. This almost reduces the computation by half compared to calculating all the $2^{k+1} - 1$ words directly. Using this lemma, we can also prove the following result.
**Theorem 1.** In the general construction procedure, the second half-design is the foldover plan of the first half-design, and their combined design is the original design in step 1.

**Proof.** From the general procedure, it can be seen that the two half-designs are constructed from the same original design, by adding a new generator with opposite signs. As a result, all defining words in their defining contrast subgroups are the same, except for their signs. Therefore, the second half-design can be obtained from the first half-design by reversing signs of some columns, and they are foldover plans of each other. In addition, according to Lemma 1, the first and second half-designs have exactly the same words in part (i). However, since they choose opposite signs for the new defined generator, signs of all their words in parts (ii) and (iii) are opposite. Therefore, when the two half-designs are combined together, the defining words in parts (ii) and (iii) cancel out and only the words in part (i) remain. This shows that the combined design have exactly the same defining contrast subgroup with the original design in step 1. Therefore, they are identical.

Now we use an example to illustrate the construction of half-designs and how their defining contrast subgroups can be quickly generated. Suppose we choose original design as the minimum aberration $2^{8-3}$ design, whose generators $6 = 123, 7 = 124, 8 = 2345$ can be obtained from literatures such as Wu and Hamada (2009). Its defining contrast subgroup has seven words: $I = 1236 = 1247 = 23458 = 3467 = 14568 = 13578 = 25678$. Next suppose we add a new generator $5 = 134$. Since factor 5 also appears in the generator $8 = 2345$, an update is needed by substitution: $8 = 234(134) = 12$. Through this way, we can obtain the first half-design with generators $5 = 134, 6 = 123, 7 = 124, 8 = 12$. Note that its fifteen defining words do not need to be calculated from these four generators directly. By the shortcut in Lemma 1, the defining contrast subgroup can be obtained in three parts, in which the first part just inherits the whole defining contrast subgroup of the original design:
Similarly, the new generator added for the second half-design is \( 5 = -134 \), which takes the opposite sign to that in the first half-design. As a result, the four generators of the second half-design are \( 5 = -134 \), \( 6 = 123 \), \( 7 = 124 \), \( 8 = -12 \). Its defining contrast subgroup can also be obtained in three parts through the shortcut in Lemma 1:

\[
\begin{align*}
I &= 1236=1247=23458=3467=13578=25678 & \text{[Part (i), words from the original } 2^{8-3} \text{ design]} \\
= & 2456=2357=128=1567=368=478=1234678 & \text{[Part (ii), each word in part (i) times 134]} \\
= & 1345 & \text{[Part (iii), the new defining word added for factor 5]}
\end{align*}
\]

By now, it is obvious that when we combine these two half-designs together, all their words in part (ii) and part (iii) will be canceled out and only the words in part (i) remain. Therefore, their combined design is just the original \( 2^{8-3} \) design. If we apply this construction procedure repeatedly, the \( 2^{8-3} \) design can be split into many more parts.

### 1.4.2 Optimal Half-Designs

In the general procedure to construct half-designs, we need to choose a basic factor in step 2 and also define a new generator for it. However, there are \( p - k \) basic factors to choose; and for each chosen basic factor, there are also \( 2^{p-1} \) possible ways to define its new generator, since the new generator can contain all the other \( p - 1 \) factors. Different choices can lead to many possible half-designs, and among them we define optimal half-designs as those that are optimal with respect to a chosen criterion. In this chapter, we use minimum aberration as the optimal criterion for half-designs, since these designs possess favorable space-filling properties as discussed at the end of Section 1.3.

The following lemma shows that when minimum aberration criterion is used, the optimal half-design of a \( 2^p \) full factorial design is apparent. The proof is straightforward and omitted.
Lemma 2. For a $2^p$ full factorial design, its minimum aberration half-designs are the $2^{p-1}$ fractional factorial designs generated by $I = \pm 123 \cdots p$.

In general, finding optimal half-designs of an arbitrary $2^{p-k}$ design by definition involves checking all the $(p-k) \times 2^{p-1}$ possible half-designs. Note, however, that many of these half-designs are equivalent. The following theorem shows that all the $(p-k) \times 2^{p-1}$ possible half-designs are equivalent to a much smaller subset of them, containing only $2^{p-k} - 1$ half-designs. By this result we can significantly reduce the computational effort in finding optimal half-designs.

Theorem 2. Any possible half-design of a $2^{p-k}$ design is equivalent to one of the $2^{p-k} - 1$ half-designs constructed as follows: choose the $i$th basic factor in the general construction procedure, and each time define it as generated by each possible subset of the first $i - 1$ factors, for $i = p - k, \ldots, 2, 1$.

Proof. In the general construction procedure, for any chosen basic factor, its new generator can have $2^{p-1}$ possible choices, since this generator can include all the other $p - 1$ factors. If the new defined generator contains generated factors, we can substitute these generated factors with their own defining words, and obtain a standardized form of the new generator which only includes basic factors. Therefore, any of these $2^{p-1}$ possible generators is equivalent to one of the $2^{p-k-1}$ standardized generators.

In addition, for $i = p - k, \ldots, 2, 1$, if the generator added to the $i$th basic factor also contains the $h$th basic factor ($h > i$), we can permute the factor orders within this generator, and represent it equivalently as another generator added to the $h$th basic factor which also contains the $i$th factor. This shows that, when defining a new generator, we only need to consider including a subset of basic factors before the chosen factor.

As a result, when the $i$th factor is chosen, the new generator has $2^{i-1}$ possible choices. In sum, the total amount of possible half-designs reduces to $2^{p-k-1} + 2^{p-k-2} + 2^{p-k-3} + \cdots + 2 + 1 = 2^{p-k} - 1$. \hfill \diamondsuit
According to Theorem 2, the optimal half-design can be found by performing the general construction procedure for only $2^{p-k} - 1$ times, where $2^{p-k} - 1$ is usually a small value. Moreover, since minimum aberration is chosen as the optimality criterion, Lemma 1 provides another shortcut in comparing word length pattern of those $2^{p-k}-1$ half-designs. According to Lemma 1, all their defining words in part (i) are identical, and we only need to count their word lengths in part (ii) and (iii), which further improves the computation efficiency. In fact, for moderate-size original designs, we are able to obtain the optimal half-designs easily by hand; even for large problems, optimal half-designs can still be found instantly with a short computer code. We can also split the design points optimally into multiple layers, by iterating this method for a few more times.

Consider again the minimum aberration $2^{8-3}$ design generated by $6 = 123, 7 = 124, 8 = 2345$. We now illustrate how to find its minimum aberration half-designs. In previous subsection, we show that adding a new generator $5 = 134$ can lead to the half-design with generators $5 = 134, 6 = 123, 7 = 124, 8 = 12$, and its corresponding word length is $(0, 0, 3, 7, 4, 0, 1, 0)$. To find optimal half-design, we need to check each of the $2^{8-3} - 1 = 31$ possible half-designs in a similar manner, each time by adding one of the following new generators: (1) $5=1, 1, 2, 3, 4, 12, 13, 14, 23, 24, 34, 123, 124, 134, 234, 1234$, (2) $4=1, 1, 2, 3, 12, 13, 23, 123$, (3) $3=1, 1, 2, 12$, (4) $2=1, 1$, (5) $1=1$. Using the shortcut in Lemma 1, we can easily compare their word length patterns by hand, and the half-design presented in last subsection is found to be the one with minimum aberration. The second-best optimal half-design has word length pattern $(0, 0, 4, 6, 4, 0, 0, 1)$, and can be obtained by adding new generator $4 = 13$.

### 1.5 MLD Layouts

Given the single-layer base design, MLD can be constructed by iterating the procedure from previous section: each time splitting the design points into two optimal half-designs and moving half points inward as a new layer. To complete this construction process, we still need to answer two more questions: (i) how many layers should be used and how many points should be allocated to each layer? (ii) how should the
Regarding the first question, we propose a strategy to uniformly split the \( n \)-run \( 2^{p-k} \) base design points into \( n/2 \) layers, with exactly two points on each layer. To implement this strategy, in each step every current layer is split optimally into another two layers, and this process is repeated so that in the end all layers contain only two points. Consider the four-layer design in Figure 4(c) for example. The construction scheme for this eight-run MLD is illustrated in Figure 6. It is worth noting that we can also stop this construction process earlier to have only \( n/2g \) layers for the design, with \( 2g \) points on each layer \((g = 1, 2, \ldots, n/2)\). However, as will be seen later, MLD with \( n/2 \) layers possess the most desirable projection properties, and therefore in this chapter we only consider choosing \( g = 1 \) and having \( n/2 \) layers for a \( n \)-run design.

Figure 6: Construction scheme for a four-layer design.

In our construction strategy, the two points on each layer of MLD is a \( 2^{-2^{(p-k-1)}} \)th fraction of the original \( 2^{p-k} \) design, which can be viewed as an individual \( 2^{2^{(p-1)}} \) design itself. According to Section 1.4, all these \( 2^{2^{(p-1)}} \) designs for each layer possess the same defining contrast subgroup (except for the signs), and their word length pattern can be denoted as \((A_1^*, A_2^*, \ldots, A_p^*)\). The next theorem shows the projection properties of MLDs.

**Theorem 3.** If \( A_1^* = 0 \), the projection of MLD onto any one-dimensional subspace produces \( n \) distinct levels. If \( A_1^* > 0 \), when MLD is projected onto each of its dimensions, \( A_1^* \) of its factors have \( n/2 \) different levels while all the other \( p - A_1^* \) factors have \( n \) distinct levels.

**Proof.** In our method, MLD is constructed by allocating its \( n \) designs points evenly
into \( n/2 \) layers, with each layer containing exactly two points. This layered-structure guarantees that each factor of MLD has at least \( n/2 \) distinct levels, since there are \( n/2 \) different layers. On each layer, when the \( 2^{p-(p-1)} \) design has no word of length one in its defining contrast subgroup \((A_1^* = 0)\), none of the factors are aliased with the positive/negative identity element and each factor has two different levels. Thus, the \( n/2 \) layers totally project \( n/2 \times 2 = n \) levels onto each single dimension of the design.

On the other hand, when on each layer the \( 2^{p-(p-1)} \) design has \( A_1^* > 0 \), then \( A_1^* \) out of \( p \) factors are fully aliased with the positive/negative identity \((I \text{ or } -I)\). In each layer, these \( A_1^* \) factors can only have one level while the other \( p - A_1^* \) factors still take two different levels. Overall, when MLD is projected onto one-dimensional subspaces, \( A_1^* \) factors take \( n/2 \times 1 \) levels and the other \( p - A_1^* \) factors have \( n/2 \times 2 \) different levels. ♦

We want to make two remarks on this projection property of MLD. First, since in MLD the points are split into layers by iteratively taking minimum aberration half-designs, the value of \( A_1^* \) has been minimized (less aberration). As a result, even when \( A_1^* \) turns out to be positive, it is usually a small number compared to the total dimension \( p \). For example, the 16-run MLD in 8 factors has \( A_1^* = 0 \), and the 32-run MLD in 17 factors only has \( A_1^* = 1 \). Thus, in MLD the majority of factors are guaranteed to have \( n \) distinct levels, and only few, if any, factors would have \( n/2 \) levels. In the literature, it is well-known that LHDs, although not necessarily space-filling, possess the favorable feature that their one-dimensional projections always have \( n \) distinct levels. In this regard, the one-dimensional projection property of MLD is as good as LHD when \( A_1^* = 0 \). When \( A_1^* > 0 \), MLD becomes slightly worse, but in many cases, the average number of levels for factors in MLD is still close to that of LHD. Our second remark is, for a moderate sized design with \( A_1^* > 0 \), \( n/2 \) levels for design factors are usually large enough to capture the complex nonlinear functional relationships. Some other authors (such as Bingham et al. 2009) have also made similar arguments that although designs with many levels are desirable, it is not essential that the number of levels for each factor must be as large as the number of runs, as in the case of LHD. Therefore, when \( A_1^* > 0 \), factors with only \( n/2 \) levels would not be a serious disadvantage for MLD; instead, the overall space-filling
property of a design should be more critical in designing computer experiments than its one-dimensional projection properties.

The second question of this section is on how to choose the spacing between layers. Suppose the design region is scaled into \([-1, 1]^p\) and the base design points have been split into \(L\) layers. To achieve good space-filling properties, we artificially add an empty layer to the boundary of design region and study the spacing among \(L + 1\) layers altogether. The most intuitive uniform spacing is to assign \(i/(L + 1)\) scale for the \(i\)th layer, \(i = 1, 2, \ldots, L + 1\). However, when \(L\) is large, this equal spacing makes points on innermost layer very close to each other, which drastically reduces the minimum distance between points. To avoid this problem, we deliberately leave a prescribed region \((-s, s)^p\) empty in the center of design space, and distribute the \(L+1\) layers uniformly in the remaining area. With this scheme, the points are neither too close to the center nor to the boundary, but spread out uniformly in between, which makes MLD a good compromise between the maximin and minimax designs. Another pure geometric justification for leaving this small central region empty is that since the volume of design region outside is much larger than inside \((-s, s)^p\), it is reasonable to place more layers (points) to the outer area. To implement this strategy, we can apply \(s + \frac{1-s}{L}(i-1), i = 1, 2, \ldots, L+1\) scales for each layer, where \(s \in [0, 1]\) is the scale (or shrinkage parameter) for the innermost layer of MLD. The value of \(s\) determines the space-filling properties of MLD and needs to be chosen judiciously. The following lemma illustrates the optimal choices of \(s\) in two-dimensional cases.

**Lemma 3.** For four-run MLD in two factors: (i) the optimal value of \(s\) with respect to minimax criterion is 0.4768 and the corresponding maximum distance is 0.73987; (ii) the optimal value of \(s\) with respect to maximin criterion is 1 and the corresponding minimum distance is 2.

Part (i) of Lemma 3 can be shown by analytic geometry, and the proof is left in the appendix. Using similar methods, we can also show that, if the \((L + 1)\)th empty layer were not artificially added to the boundary of design region, the optimal \(s\) would be 0.4142 and the maximum distance would increase from 0.73987 to 0.8284.
This justifies the addition of the empty layer since it indeed improves the space-filling property of MLD. Proof for part (ii) in Lemma 3 is trivial, since MLD with $s = 1$ degenerates to the single-layer $2^2$ design, which is the maximin design.

Lemma 3 clearly manifests the disagreement in maximin and minimax criteria for this two-dimensional case. Obviously, the optimal value given by minimax criterion is more reasonable here, since the maximin value $s = 1$ only places points on the boundary. As discussed in section 1.2, neither of these two criteria can be sufficient when used alone, and the MLD should achieve a good compromise between them. For MLD in higher dimensions, the geometry becomes very complex and analytical solutions for optimal $s$ become intractable. In next section, good values of $s$ for general cases are searched by simulation, using optimal results found in two dimensions as starting values.

1.6 Numerical Studies

In this section, we simulate forty-eight representative designs in various dimensions and sizes, and study their space-filling properties for different choices of $s$. They include five 8-run designs ($3 \leq p \leq 7$), twelve 16-run designs ($4 \leq p \leq 15$), sixteen 32-run designs ($5 \leq p \leq 20$), and fifteen 64-run designs ($6 \leq p \leq 20$). In each case, the catalog of minimum aberration $2^{p-k}$ designs in Wu and Hamada (2009) is used as the source of base designs for MLDs. R codes for constructing MLDs (with any given $s$) are available from the authors upon request.

1.6.1 Optimal Value of $s$

Given a design $D = \{x_1, x_2, \ldots, x_n\}$ in the region $\mathcal{X}$, we let $d(x_i, x_j)$ denote the Euclidean distance between its two points $x_i$ and $x_j$. The maximin criterion by definition is to maximize the minimum interpoint distance, measured by $\min_{1 \leq i < j \leq n} d(x_i, x_j)$. An extension to this definition proposed by Morris and Mitchell (1995) is to minimize the average interpoint distance of the design, given by

$$\phi_r = \left( \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} \frac{1}{d(x_i, x_j)^r} \right)^{\frac{1}{r}}.$$  (4)
When $r$ is sufficiently large, it can be shown that the $\phi_r$ criterion is equivalent to the maximin criterion. In our study, we choose a small value $r = 2$ and use $\phi_2$ as a supplement to the minimum distance measure.

When it comes to the minimax criterion, we need to measure the maximum distance from any point in region $\mathcal{X}$ to design $D$, that is, the value of $\max_{x \in \mathcal{X}} d(x, D)$. However, except for a few special cases, this measure is very difficult to compute. A common strategy is to sample $N$ points from the design region $\mathcal{X}$ and use distance from the furthest point to the design as an approximation. Since the sample size $N$ is required to be extremely large, sophisticated optimal sampling methods are generally not applicable here. Among the few feasible choices, Latin hypercube sampling is usually considered superior to other easy methods such as simple random sampling, or sampling with regular grids. Thus, in our study we choose to explore the design region by $N = 1,000,000$ random Latin hypercube sample points, and the value of $\max_{1 \leq k \leq N} d(x_k, D)$ can be used as an approximation of the maximum distance measure.

By simulating MLD with various choices of $s \in [0, 1]$, we find that the maximin and minimax criteria are in substantial disagreement: maximizing the minimum distance tends to push layers towards the design boundary (e.g. larger $s$); while minimizing the maximum distance favors having more layers in the interior (e.g. moderate or smaller $s$). As discussed in Section 1.2, this contradiction is not unexpected for MLD, considering its points are always sparse in the design region ($n \leq 2^p$). To seek a satisfactory compromise between these two criteria, the popularly used Maximin LHD (Mm LHD) is chosen as a benchmark for deciding the optimal value of $s$. There are basically two reasons for this choice. First, unlike the pure maximin or minimax designs, Mm LHDs does not focus on optimizing a single criterion. Instead, since Mm LHD is constrained to have $n$ distinct projections in each dimension, it can be considered as a compromise between several criteria. Second, in computer experiments, Mm LHDs are the most widely used space-filling designs so far, which are expected to perform reasonably well in terms of both criteria. This makes them the most natural competitors for the new proposed designs. The pure maximin or minimax designs
(or even the minimax LHDs), on the other hand, are generally hard to construct and rarely used in practice. Therefore, we can select the optimal value of $s$ by tuning MLDs to be superior to Mm LHDs with respect to both criteria.

In our study, Mm LHDs are generated by the commercial software JMP 8 (with 70 random starts for optimization). For a fair comparison, all designs are scaled into $(0,1)^p$ with no points on the boundary. As shown in Figures 7 and 9, MLDs with $s = 0.4, 0.45, 0.5$ have the closest performance to Mm LHDs in terms of the maximin and minimax criteria. For clarity of presentations, MLDs with other values of $s$ are omitted from the plots. In Figure 7, we can see that MLDs with $s=0.45$ and 0.5 are obviously preferable to Mm LHDs in terms of the maximin criteria, while $s = 0.4$ appears to be worse. In addition, when their average interpoint distances $\phi_2$ are compared in Figure 8, MLDs with all three choices of $s$ are substantially more desirable than the Mm LHDs. When the maximum distance measure is evaluated in Figure 9, MLDs with $s = 0.45$ and 0.4 perform equally well with Mm LHDs. Their results are very close and comparable. MLDs with $s = 0.5$, on the other hand, are slightly worse than Mm LHDs for most cases (32 out of 48 cases). Since we want MLD to be better or as good as Mm LHD in terms of both measures, we recommend choosing 0.45 as a good tradeoff for $s$, which is also close to the optimal $s$ value obtained analytically in the two-dimensional case in Lemma 3. Compared with the Mm LHDs, MLDs with $s = 0.45$ have a clear advantage in the minimum distance and also perform equally well in terms of the maximum distance.

### 1.6.2 Combined Criteria

We can also combine the minimum and maximum distances into a single measure to judge the overall desirability of a design. In this subsection, two intuitive combined criteria are introduced to further compare the proposed MLDs with Mm LHDs.

The first combined criterion is to maximize the ratio of the minimum distance measure to the maximum distance measure

$$\frac{\min_{1 \leq i < j \leq n} d(x_i, x_j)}{\max_{1 \leq k \leq N} d(x_k, D)}.$$  \hfill (5)
Figure 7: Minimum distances (larger-the-better).

Figure 8: Average interpoint distances (smaller-the-better).
This is reasonable because the numerator and denominator of (5) are in the same scale.

Alternatively, similar to defining $\phi_r$ in (4) as an extension of the maximin criterion, we can also extend the minimax criterion to a counterpart, and combine it with $\phi_r$ to form a overall space-filling measure. Specifically, to determine the distance from an arbitrary point $\mathbf{x}_k \in \mathcal{X}$ to design $D$, instead of only considering distance from $\mathbf{x}_k$ to its nearest design point $\min_{\mathbf{x}_i \in D} d(\mathbf{x}_k, \mathbf{x}_i)$, we propose to define it as the average distance from $\mathbf{x}_k$ to all design points $\{\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n\}$ in $D$

$$\rho_q(\mathbf{x}_k, D) = \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{d(\mathbf{x}_k, \mathbf{x}_i)^q} \right)^{\frac{1}{q}}. \quad (6)$$

Note that this form is similar with (4), and the $\rho_q(\mathbf{x}_k, D)$ and $\phi_r$ are in the same scale. Since $\rho_q(\mathbf{x}_k, D) \rightarrow 1/\min_{\mathbf{x}_i \in D} d(\mathbf{x}_k, \mathbf{x}_i)$ as $q \rightarrow \infty$, the average distance in (6) can be considered as a generalization of the traditional $d(\mathbf{x}_k, D) = \min_{\mathbf{x}_i \in D} d(\mathbf{x}_k, \mathbf{x}_i)$.

The form of $\rho_q(\mathbf{x}_k, D)$ also has a justification from the Inverse Distance Weighting (IDW) method (Shepard 1968), where the weighting function for each design point is
just of the form \( w_i(x) = 1/d(x, x_i)^q, i = 1, 2, \ldots, n \). By this definition, a reasonable criterion is to maximize \( \min_{1 \leq k \leq N} \rho_q(x_k, D) \). Combing this with \( \phi_r \), an overall space-filling measure analog to that in (5) can be developed as

\[
\phi_r \frac{1}{\min_{1 \leq k \leq N} \rho_q(x_k, D)}.
\]

Minimizing this measure can optimize the maximin and minimax criteria simultaneously. In our numerical study, we choose \( r \) and \( q \) to be 2, which is the commonly used value in defining weighting functions for IDW (Joseph and Kang 2011).

**Figure 10:** (a) Ratio of minimum to maximum distances (larger-the-better); (b) Ratio of the average distances (smaller-the-better).

In Figure 10(a), we can see that MLDs with \( s = 0.45 \) are slightly superior in terms of the ratio (5). When it comes to the combined measure (7), Figure 10(b) shows that MLDs are greatly preferable to Mm LHDs. These results clearly manifest that MLD with \( s = 0.45 \) is able to strike a desirable balance between the maximin and minimax designs and yield very appealing space-filling properties.
1.6.3 Saving on Computational Time

In addition to superior space-filling properties, it is also important to note that MLDs are much easier to construct than the optimal LHDs. For example, consider constructing moderate-sized designs in 14 factors. The commercial software JMP 8 (with 70 random starts for optimization) on a 2.66 GHz desktop takes 23 seconds to generate a 32-run Mm LHD, 3 minutes to generate a 64-run Mm LHD and 22.5 minutes to generate a 128-run Mm LHD; while our simple R code can construct each corresponding MLD within 3 or 4 seconds. For designs with larger number of factors and/or larger number of runs, the time saving becomes even more substantial.

1.7 Flexible Run Size

Previously, MLDs are constructed by splitting $2^{p-k}$ base design points into several layers. However, the run size for these base designs can only be a power of two, which limits their flexibility. In this section, we provide methods to extend MLDs to have more flexible number of runs.

For design in $p$ factors, we first assume the run size to be even and within the range $n \in (2^{p-k-1}, 2^{p-k}), k = 0, 1, 2, \ldots$. The most natural way to fill up this gap is to add $n - 2^{p-k-1}$ extra points to a smaller MLD in $2^{p-k-1}$ runs. By geometry, it can be seen that in the design region $[-1, 1]^p$, the furthest points to MLD are among those $2^p - 2^{p-k-1}$ corner points that do not belong to the base design. Therefore, to add extra points, we can restrict our attention only to the missing fractions in $2^{p-k-1}$ base design. However, selecting an optimal subset of $n - 2^{p-k-1}$ points out of these $2^p - 2^{p-k-1}$ candidates still seems to be a very challenging task. Fortunately, this obstacle can be circumvented by utilizing the existing results on optimal foldover plans (Li and Lin 2003). Given a $2^{p-k-1}$ initial design, a popular follow-up strategy in physical experiments is to add a second fraction (i.e. the foldover design) by reversing signs of one or more columns of the initial design. Among the $2^p$ possible choices for this second fraction, the optimal foldover plan is defined to be the one such that the combined design has minimum aberration among all possible combined designs. Since minimum aberration designs possess favorable space-filling properties
as discussed in Section 1.3, for any MLD, the optimal foldover design for its base design naturally suggests the most ideal places to add extra points. In this way, the number of candidate points can be greatly reduced from \(2^p - 2^{p-k-1}\) to \(2^{p-k-1}\), and we only need to select a desirable subset from these \(2^{p-k-1}\) foldover points as extra points. Specifically, after obtaining a smaller MLD in \(2^{p-k-1}\) runs as the main layers, we can select the additional \(n - 2^{p-k-1}\) extra points with the following steps: (i) Find the optimal foldover plan for its base design according to the catalog in Li and Lin (2003). (ii) Obtain an optimal subset of this foldover design which consists the additional points for the design. This can be done by splitting the foldover design into optimal half-designs iteratively as in Section 1.4 and retaining the necessary parts each time. The resulting extra points can be arranged in \((n - 2^{p-k-1})/2\) layers, which constitute the additional layers for MLD. (iii) In the end, all main and additional layers are collected together and scaled as in Section 1.5, to form a design in \(2^{p-k-1}/2 + (n - 2^{p-k-1})/2 = n/2\) layers.

Take the 24-run design in 9 factors for example. Since 24 \(\in [16, 32]\), we first split a 16-run \(2^9-5\) base design into eight layers, and consider adding extra points from its optimal foldover plan (which can be obtained by reversing signs for factor 9). When this foldover design is split into two optimal half-designs, its first half-design comprises the 8 extra points that we need. Arranging these extra points in four layers and combining with the previous eight layers, we obtain the 24 (= 16 + 8) run design in twelve layers. Similarly, if a 28-run design is needed, we can further split the second half-design into another two 4-run designs, and add points from one of them to form the combined design (28 = 16 + 8 + 4).

Another restriction of MLD is that its maximum run size is \(2^p\), which tends to be small in very low dimensions, say \(p \leq 4\). Although most applications in computer experiments are characterized by moderate or high dimensional inputs and small run sizes, in cases where more than \(2^p\) runs are needed, the MLD can be augmented by adding points using a space-filling criterion. This can be done as follows: (i) construct a MLD in \(2^p\) runs and fix these points; (ii) further add \(n - 2^p\) points according to some optimal design criteria (such as maximin distance criterion). The optimization
of extra points in this step should also take into account all MLD points fixed in the previous step. As a special case, if grids are properly superimposed onto the design region, we can also add extra points by searching optimal LHD in $n - 2^p$ runs (optimized with respect to all $n$ design points). Since MLDs are very easy to generate, by fixing $2^p$ MLD points in advance, considerable computational efforts can be saved for constructing good space-filling designs.

### 1.8 Conclusions

In this chapter, we presented a new type of space-filling designs for computer experiments. The proposed MLDs can be developed by splitting two-level full or fractional factorial designs into multiple layers. Due to their elegant structures, the construction of MLDs can make use of many available results in physical experiments and, as a result, the MLDs are very easy to generate. This is in contrast to most other popular space-filling designs, whose construction normally requires an intensive computer search. In addition, by properly choosing the spacing between layers, MLDs can strike a good balance between the maximin and minimax designs, and even outperform the Mm LHDs in terms of space filling.

Finally, we also want to note that the construction process for MLD can be easily adjusted when some prior knowledge about the response surface are available. For example, in some cases engineering domain knowledge may suggest that high order nonlinear effects in the model are probably not significant but high order interactions among factors are very likely to occur. In this situation, keeping $n$ levels for each factor in the design is no longer desirable, and we may want to use fewer layers and moderately increase the redundancy of design points when they are projected onto each dimension. To accomplish this, the base design points can be split into fewer than $n/2$ layers. Then, each layer can contain more than two points, which helps in estimating some of the higher order interactions, but at the expense of some of the higher order nonlinear terms. For the optimal splitting of the points, understanding of the aliasing between factor interactions and nonlinear effects is essential, which we leave for future work.
1.9 Appendix: Proof of Lemma 3

Consider placing four design points $P_1, P_2, P_3$ and $P_4$ within the $[-1,1]^2$ region $ABCD$ shown in Figure 11. Denote the coordinates of these four points as $(s_1,-s_1)$, $(-s_1,s_1)$, $(-s_2,-s_2)$ and $(s_2,s_2)$ respectively, where the first two points form the first layer and the last two constitute the second layer of MLD. These layers are constructed by adding new defining relation $I = -12$ or $I = 12$ to the $2^2$ base design as discussed in Lemma 2. Given $s \in [0, 1]$ as the scale for innermost layer of MLD, we have $s_1 = s$ and $s_2 = s + \frac{1-s}{2} \times 1 = \frac{s+1}{2}$.

![Figure 11: Optimal scaling for MLD in two dimensions.](image)

We first consider part (i) of Lemma 3. If we draw four circles centered at $P_1, P_2, P_3$ and $P_4$ with equal radius $r$, the distance from any point inside the circle to its closest design point is less than or equal to $r$. For points outside these circles, however, their distances from design points are strictly larger than $r$. As we gradually increase the radius $r$, more and more points get covered by those circles. Among all points in $[-1,1]^2$ region, the last one to be covered is furthest away from the design, and we want to minimize this maximum distance. Since the four triangle regions...
OAB, OBC, OCD and OAD in ABCD are symmetric to each other, points in each of them are reflections of the others. Therefore we can restrict our attention only to the triangle region OAB and study the maximum distance from points within this region to its design points P₁ and P₃.

Two circles centered at P₁ and P₃ are drawn with equal radius r in Figure 11. As we gradually increase r, it can be seen that the last point to be covered in region OAB may exist in three possible locations: (a) on segment OA where the two circles can intersect; (b) on segment AB where the two circles can intersect; (c) the corner point B at (1,-1). The necessary radiuses to cover each of these candidate points are calculated as follows.

(a) Denote the coordinates of candidate point on OA as (x₁, x₁). Since the two circles intercept at this point, the distances from it to both center points P₁ and P₃ are equal. Thus, we have: 
\[(x_1 - s)^2 + (x_1 + s)^2 = (x_1 + \frac{s+1}{2})^2 + (x_1 + \frac{s+1}{2})^2,\]
which yields 
\[x_1 = \frac{(3s+1)(s-1)}{4(s+1)}.\]
The corresponding radius to cover this point is 
\[r_1(s) = \sqrt{2x_1^2 + 2s^2} = \sqrt{\frac{(3s+1)^2(s-1)^2}{8(s+1)^2} + 2s^2}.\]

(b) Denote the coordinates of candidate point on AB as (x₂, -1). Since the two circles intercept at this point, the distances from it to both center points P₁ and P₃ are equal. Thus, we have: 
\[(x_2 - s)^2 + (1 - s)^2 = (x_2 + \frac{s+1}{2})^2 + (1 - \frac{s+1}{2})^2,\]
which yields 
\[x_2 = \frac{(3s-1)(s-1)}{2(3s+1)}.\]
The corresponding radius to cover this point is 
\[r_2(s) = \sqrt{(x_2 - s)^2 + (1 - s)^2} = \sqrt{\frac{(3s^2+6s-1)^2}{6s+2} + (1 - s)^2}.\]

(c) The radius to cover point B at (1,-1) by its closest design point P₁ is: 
\[r_3(s) = \sqrt{(s-1)^2 + (1 - s)^2} = \sqrt{2 - \sqrt{2}s}.\]

Taking the maximum of above radiuses, we can obtain the maximum distance from any point in OAB to the design: 
\[r(s) = \max(r_1(s), r_2(s), r_3(s)).\]
The optimal value of s with respect to the minimax criterion is defined as:
\[r(s_{mM}) = \min_s r(s) = \min_s \max(r_1(s), r_2(s), r_3(s)),\]
which leads to 
\[s_{mM} = 0.4768 \text{ and } r(s_{mM}) = 0.73987.\] The plot of r₁(s), r₂(s), r₃(s) with respect to s ∈ [0, 1] is shown in Figure 12. Note that when s is optimal, radiuses
Figure 12: Optimal value of $s$ with respect to minimax criterion.

$r_1, r_2, r_3$ happen to be equally large and all three candidate points in (a), (b), (c) attain the maximum distance $r(s_{mM})$. This optimal scaling scheme is also illustrated in Figure 11. For other $s$ values, however, the values for three radiiuses are different and only one candidate point can stand out to be furthest away from the design.

Part (ii) of Lemma 3 is trivial, since when $s_{Mm} = 1$, both $s_1$ and $s_2$ equal to 1 and MLD degenerates to a single-layer $2^2$ design, which is the maximin design in general case.
CHAPTER II

COMPOSITE GAUSSIAN PROCESS MODELS FOR EMULATING EXPENSIVE FUNCTIONS

2.1 Introduction

The modern era witnesses the prosperity of computer experiments, which play a critical role in many fields of technological development where the traditional physical experiments are infeasible or unaffordable to conduct. By developing sophisticated computer simulators, people are able to evaluate, optimize and test complex engineering systems even before building expensive prototypes. The computer simulations are usually deterministic (no random error), yield highly nonlinear response surfaces, and are very time-consuming to run. To facilitate the analysis and optimization of the underlying system, surrogate models (or emulators) are often fitted to approximate the unknown simulated surface based on a finite number of evaluations (Sacks, Welch, Mitchell and Wynn 1989). Santner, Williams and Notz (2003) and Fang, Li and Sudjianto (2006) provide detailed reviews on the related topics.

In computer experiments, the stationary Gaussian process (GP) model is popularly used for approximating computationally expensive simulations. Its framework is built on modeling the computer outputs $Y(x), x \in \mathbb{R}^p$ as a realization of a stationary GP with constant mean $\mu$ and covariance function $\sigma^2 \text{cov}(Y(x + h), Y(x)) = \sigma^2 R(h)$, where the correlation $R(h)$ is a positive semidefinite function with $R(0) = 1$ and $R(-h) = R(h)$. When the above assumptions are satisfied, the corresponding predictor can be shown to be a best linear unbiased predictor (BLUP), in the sense that it minimizes the mean squared prediction error. Nevertheless, many studies in the literature have pointed out that the artificial assumption of second-order stationarity for the GP model are more for theoretical convenience rather than for representing reality, and they can be easily challenged in practice. If these assumptions deviate
from the truth, the predictor is no longer optimal, and sometimes can even be problematic (see the discussions, for example, in Joseph 2006, Xiong et al. 2007, Gramacy and Lee 2011).

When the constant mean assumption for the GP model is violated, a frequently observed consequence is that the predictor tends to revert to the global mean, especially at locations far from design points. Consider a simple example from Xiong et al. (2007). Suppose the true function is \( y(x) = \sin(30(x - 0.9)^4) \cos(2(x - 0.9)) + (x - 0.9)/2 \) and we choose 17 unequally spaced points from [0,1] to evaluate the function.

The function and design points are illustrated in Figure 13. Obviously, the mean of this function in region \( x \in [0, 0.4] \) is much smaller than the mean in region \( x \in [0.4, 1] \). When the data are fitted with a stationary GP model with a Gaussian correlation function, a constant mean for the whole region is estimated as -0.147 by maximizing the likelihood function (Santner et al. 2003, page 66), and the corresponding predictor along with this mean value are shown in Figure 13. Clearly, the fit in region \( x \in [0.4, 1] \) is not good, since the prediction is pulled down to the global mean.

![Figure 13](image.png)

**Figure 13:** Plot of function \( y(x) = \sin(30(x - 0.9)^4) \cos(2(x - 0.9)) + (x - 0.9)/2 \), the global mean and the ordinary kriging predictor.

Just as a non-constant global trend can be quite common in engineering systems, the variability of simulated outputs can also change dramatically throughout the
design region. Still consider the simple case in Figure 13 for example: the roughness of the one-dimensional function in region $x \in [0, 0.4]$ is much larger than in region $x \in [0.4, 1]$. For the GP model assuming a constant variance for the whole input region, the variance estimate for region $x \in [0.4, 1]$ tends to be inflated by averaging with that of the other part, which further contributes to the erratic prediction in this region. It is expected that as we increase the simulation sample size, the above problem can be mitigated. However, since most typical applications of computer experiments involve high dimensional inputs, the data points always tend to be sparse in the design region and it is almost impossible to avoid such kind of gaps in practice.

In this chapter, we propose a more accurate modeling approach by incorporating a flexible global trend and a variance model into the GP model. The proposed predictor has an intuitive structure and can be efficiently estimated in a single stage. Not only can the new predictor mitigate the problems discussed above, it also enjoys several additional advantages such as better numerical stability, robustness to sparse design and improved prediction intervals.

The chapter is organized as follows. Section 2.2 introduces the notation and existing work. Section 2.3 presents the new predictor and shows its interesting connections with some existing methods. In Section 2.4 we discuss how to estimate the unknown parameters by maximum likelihood. Several properties of the new predictor are studied in Section 2.5, and in Section 2.6 we use several examples to demonstrate the advantages of the new method. Some final concluding remarks are given in Section 2.7.

### 2.2 Notation and Existing Work

In the computer experiments literature, the GP model is also often referred to as the kriging model (Currin et al. 1991), and these two terms are used interchangeably in this chapter. Suppose we have run the simulations under $n$ different input settings $\{x_1, \ldots, x_n\} \subset \mathbb{R}^p$. Denote the corresponding computer outputs as $y = (y_1, \ldots, y_n)^\top$. A stationary GP model, called ordinary kriging, can be formally stated as

$$ Y(x) = \mu + Z(x), $$

(8)
where \( Z(x) \sim GP(0, \sigma^2 R(\cdot)) \). The ordinary kriging predictor at an input location \( x \) is given by

\[
\hat{y}(x) = \hat{\mu} + r^\top(x) R^{-1} (y - \hat{\mu} 1),
\]

where \( r(x) = (R(x - x_1), \ldots, R(x - x_n))^\top \), \( R \) is an \( n \times n \) correlation matrix with the \((ij)\)th element \( R(x_i - x_j) \), \( 1 \) is an \( n \)-dimensional vector with all elements 1, and \( \hat{\mu} = (1^\top R^{-1} 1)^{-1}(1^\top R^{-1} y) \).

To remedy the predictor’s reversion to mean problem as discussed in the previous section, a common strategy is to relax the constant mean \( \mu \) in ordinary kriging with a global trend \( \mu(x) \), and modify the model in (8) as

\[
Y(x) = \mu(x) + Z(x).
\]

If the global trend is comprised of some prescribed polynomial models \( \mu(x) = f^\top(x) \beta \), where \( f(x) = (1, f_1(x), \ldots, f_m(x))^\top \) are known functions and \( \beta = (\beta_0, \beta_1, \ldots, \beta_m)^\top \) are unknown parameters, the model in (10) is called universal kriging. Define a \( n \times (m + 1) \) matrix \( F = (f(x_1), \ldots, f(x_n))^\top \), and the corresponding optimal predictor under model (10) can be derived as

\[
\hat{y}(x) = f^\top(x) \hat{\beta} + r^\top(x) R^{-1} (y - F \hat{\beta}),
\]

where \( \hat{\beta} = (F^\top R^{-1} F)^{-1}(F^\top R^{-1} y) \). If \( \mu(x) = f^\top(x) \beta \) is close to the true global trend, then clearly this approach can give much better prediction than that of (9). However, in practice the correct functional form \( f(x) = (1, f_1(x), \ldots, f_m(x))^\top \) is rarely known, and a wrongly specified trend in universal kriging can make the prediction even worse. For this reason, Welch et al. (1992) suggested using ordinary kriging instead of universal kriging. Another practical approach, called blind kriging, is to relax the assumption that the \( f_i(x) \)'s are known and select them from a candidate set of functions using a variable selection technique (Joseph, Hung and Sudijanto 2008). Although this strategy usually leads to better fit, performing the variable selection while interacting with the second stage GP model is a non-trivial task. Considerable computational efforts are needed to properly divide up the total variation between the polynomial trend and the GP model. In addition, in some cases, polynomial models may not be adequate to fit the complex global trend well.
Generalizing the GP model for non-stationary variance is an even more challenging task. None of the above remedies for the non-stationary mean can in any sense alleviate the constant variance restriction, and most studies in the literature focus on deriving complex non-stationary covariance functions such as by spatial deformations or kernel convolution approaches (for example, see Sampson and Guttorp 1992, Higdon, Swall, and Kern 1999, Schmidt and O’Hagan 2003, Paciorek and Schervish 2003, Anderes and Stein 2008). However, those structures may easily get overparameterized in high dimensions and become computationally intractable to fit. In addition, many of them also require multiple observations, which is not applicable to the single set of outputs from computer experiments. Some other work includes Xiong et al. (2007), which adopts a non-linear mapping approach based on a parameterized density function to incorporate the non-stationary covariance structure. Gramacy and Lee (2008) utilize the Bayesian treed structure to implement a non-stationary GP model. However, by dividing the design space into subregions, the treed GP model may lose efficiency since the prediction is only based on local information, and its response can also be discontinuous across subregions. In the next section, we propose to solve the non-stationarity problem via a different approach. We show that the flexible mean and variance models can be incorporated into GP by using the composite Gaussian process (CGP) models.

2.3 Composite Gaussian Process Models

For clarity, in this section we develop the new method in two steps. First, a predictor that intrinsically incorporates a flexible mean model is presented, and then we further augment it with a variance model to simultaneously handle the change of variability in the response.

2.3.1 Improving the Mean Model

The universal kriging (or blind kriging) in (10) contains a polynomial mean model \( \mu(\mathbf{x}) \) as the global trend and a kriging model \( Z(\mathbf{x}) \) for local adjustments. To avoid the awkward variable selections in \( \mu(\mathbf{x}) \) and also make the mean model more flexible,
we propose to use another GP to model the $\mu(x)$ as in the following form

$$
Y(x) = Z_{\text{global}}(x) + Z_{\text{local}}(x),
$$

(12)

$$
Z_{\text{global}}(x) \sim GP(\mu, \tau^2 g(\cdot)),
$$

$$
Z_{\text{local}}(x) \sim GP(0, \sigma^2 l(\cdot)).
$$

Here the two GPs $Z_{\text{global}}(x)$ and $Z_{\text{local}}(x)$ are stationary and independent of each other. The first GP with variance $\tau^2$ and correlation structure $g(\cdot)$ is required to be smoother to capture the global trend while the second GP with variance $\sigma^2$ and correlation $l(\cdot)$ is for local adjustments. Just as the universal kriging generalizes the ordinary kriging by adding a polynomial mean model $\mu(x)$, the new model in (12) can be viewed as a further extension which adopts a more sophisticated GP for global trend modeling. It is interesting to note that, the linear model of regionalization in geostatistics (Wackernagel 2003, Chapter 14) also employs a similar structure to model regionalized phenomena in geological data, but its final model form and estimation strategies are quite different from our approach.

Under the new assumptions in (12), the optimal predictor is easy to derive. Since the sum of two independent GPs is still a GP, we can equivalently express (12) as

$$
Y(x) \sim GP(\mu, \tau^2 g(\cdot) + \sigma^2 l(\cdot)).
$$

Similar to ordinary kriging, the best linear unbiased predictor under the assumptions in (12) can be written as

$$
\hat{y}(x) = \hat{\mu} + (g(x) + \lambda l(x))^\top (G + \lambda L)^{-1}(y - \hat{\mu}1)
$$

(13)

where $\lambda = \sigma^2/\tau^2$ ($\lambda \in [0, 1]$) is the ratio of variances, $g(x) = (g(x - x_1), \ldots, g(x - x_n))^\top$, $l(x) = (l(x - x_1), \ldots, l(x - x_n))^\top$, $G$ and $L$ are two $n \times n$ correlation matrices with the $(ij)^{th}$ element $g(x_i - x_j)$ and $l(x_i - x_j)$ respectively, and $\hat{\mu} = (1^\top(G + \lambda L)^{-1})^{-1}1^\top(G + \lambda L)^{-1}y$. Here the variance ratio $\lambda$ is restricted to $[0, 1]$ because we expect the global trend to capture most of the variation in the response surface than the local process.

Although many possible correlation structures are available for $g(\cdot)$ and $l(\cdot)$, throughout this chapter we follow the standard choice in computer experiments and
specify them using the Gaussian correlation functions:

\[ g(h|\theta) = \exp(-\sum_{j=1}^{p} \theta_j h^2_j), \quad l(h|\alpha) = \exp(-\sum_{j=1}^{p} \alpha_j h^2_j), \] (14)

where \( \theta \) and \( \alpha \) are unknown correlation parameters satisfying \( 0 \leq \theta \leq \alpha^l \) and \( \alpha^l \leq \alpha \). The bounds \( \alpha^l \) are usually set to be moderately large, which ensures that the component \( Z_{\text{global}}(x) \) is indeed smoother than \( Z_{\text{local}}(x) \) in the fitted model.

The new predictor in (13) is still an interpolator, since \( \hat{y}(x_i) = \hat{\mu} + e_i^\top (y - \hat{\mu} 1) = y_i \) for \( i = 1, \ldots, n \), where \( e_i \) is a unit vector with a 1 at its \( i \)th position. It can also be seen that when \( \lambda = 0 \) (i.e. \( \sigma^2 = 0 \)), the new model reduces to ordinary kriging. When \( \lambda \in (0, 1] \), the predictor in (13) can be written out as the sum of a global predictor and a local predictor

\[ \hat{y}(x) = \hat{y}_{\text{global}}(x) + \hat{y}_{\text{local}}(x), \] (15)
\[ \hat{y}_{\text{global}}(x) = \hat{\mu} + g^\top(x)(G + \lambda L)^{-1}(y - \hat{\mu} 1), \] (16)
\[ \hat{y}_{\text{local}}(x) = \lambda l^\top(x)(G + \lambda L)^{-1}(y - \hat{\mu} 1). \] (17)

It is important to note that, since the lower bounds for \( \alpha \) in (14) are usually set to be moderately large, the off-diagonal elements in \( L \) are closer to zero. Particularly, we can obtain \( L \rightarrow I \) when \( \alpha \) take very large values. This immediately suggests two interesting properties for the CGP model. First, its global trend predictor \( \hat{y}_{\text{global}}(x) \) in (16) resembles a kriging predictor with nugget effect as \( L \rightarrow I \). When \( \lambda > 0 \), this nugget predictor is smooth but non-interpolating, and is commonly used in spatial statistics for modeling observational data with noise (Cressie 1991). Secondly, since \( L \approx I \), the \( \lambda \) in \( (G + \lambda L) \) is mainly added to the diagonal elements. This makes \( (G + \lambda L) \) resistant to become ill-conditioned and the computation of \( (G + \lambda L)^{-1} \) in CGP can be numerically very stable. These two properties are elaborated in detail in Section 2.5.
2.3.2 Improving Both the Mean and Variance Models

To further relax the constant variance restriction, we introduce a variance model $\sigma^2(x)$ into (12) as follows

$$Y(x) = Z_{global}(x) + \sigma(x)Z_{local}(x),$$

(18)

$$Z_{global}(x) \sim GP(\mu, \tau^2 g(\cdot)),$$

$$Z_{local}(x) \sim GP(0, l(\cdot)).$$

The $Z_{global}(x)$ above remains the same as in (12), since the global trend is smooth and can reasonably be assumed to be stationary. After subtracting $Z_{global}(x)$ from the response, the second process is augmented with a variance model to quantify the change of local variability such that $\sigma(x)Z_{local}(x) \sim GP(0, \sigma^2(x)l(\cdot))$. Overall, the model form in (18) is equivalent to assuming that the response $Y(x) \sim GP(\mu, \tau^2 g(\cdot) + \sigma^2(x)l(\cdot))$.

Without loss of generality, suppose the variance model can be expressed as $\sigma^2(x) = \sigma^2 v(x)$, where $\sigma^2$ is an unknown variance constant and $v(x)$ is the standardized volatility function which fluctuates around the unit value. In the following discussion, we first assume that $v(x)$ is known, and denote $\Sigma = \text{diag}\{v(x_1), \ldots, v(x_n)\}$ to represent the standardized local variances at each of the design points $\{x_1, \ldots, x_n\}$. An efficient strategy for obtaining the $v(x)$ function is presented at the end of this section.

The model assumptions in (18) suggest that $y(x)$ and $\mathbf{y} = (y_1, \ldots, y_n)^\top$ have the multivariate normal distribution

$$
\left(\begin{array}{c}
y(x) \\
y
\end{array}\right) 
\sim N_{1+n}\left[
\begin{pmatrix}
\mu \\
\mu 1
\end{pmatrix}, 
\begin{pmatrix}
\tau^2 + \sigma^2 v(x) & (\tau^2 g(x) + \sigma^2 v^{1/2}(x)\Sigma^{1/2}l(x))^\top \\
(\tau^2 g(x) + \sigma^2 v^{1/2}(x)\Sigma^{1/2}l(x)) & \tau^2 G + \sigma^2 \Sigma^{1/2} L \Sigma^{1/2}
\end{pmatrix}
\right].
$$

(19)

The best linear unbiased predictor under these assumptions can be derived as

$$
\hat{y}(x) = \hat{\mu} + (\tau^2 g(x) + \sigma^2 v^{1/2}(x)\Sigma^{1/2}l(x))^\top (\tau^2 G + \sigma^2 \Sigma^{1/2} L \Sigma^{1/2})^{-1}(\mathbf{y} - \hat{\mu} 1) \\
= \hat{\mu} + (g(x) + \lambda v^{1/2}(x)\Sigma^{1/2}l(x))^\top (G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}(\mathbf{y} - \hat{\mu} 1),
$$

(20)
where $\lambda = \sigma^2/\tau^2$ ($\lambda \in [0, 1]$), $\hat{\mu} = (1^T (G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} 1)^{-1} 1^T (G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} y$ and all the other notations remain the same as in (13). Note that after defining the ratio $\lambda$, the unknown $\sigma^2$ is no longer needed for prediction, because the predictor depends on the variance model $\sigma^2(\mathbf{x})$ only through $\lambda$ and $v(\mathbf{x})$. The predictor includes (13) as a special case when the local volatility model $v(\mathbf{x})$ degenerates to a constant function. The predictor can also interpolate all the data points since 

$$
\begin{align*}
\hat{y}(\mathbf{x}) = \hat{y}_{\text{global}}(\mathbf{x}) + \hat{y}_{\text{local}}(\mathbf{x}),
\hat{y}_{\text{global}}(\mathbf{x}) = \hat{\mu} + \mathbf{g}^T(\mathbf{x})(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}(\mathbf{y} - \hat{\mu} 1),
\hat{y}_{\text{local}}(\mathbf{x}) = \lambda^2 v^{1/2}(\mathbf{x}) \mathbf{l}^T(\mathbf{x}) \Sigma^{1/2}(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}(\mathbf{y} - \hat{\mu} 1),
\end{align*}
$$

we can see that the global trend $\hat{y}_{\text{global}}(\mathbf{x})$ in (22) reduces to a stochastic kriging predictor (Ankenman, Nelson and Staum 2010) when $L \to I$. Different from the nugget predictor in (16) where a universal term $\lambda$ is used for adjusting the global trend throughout the whole region, the amount of shrinkage at each data point in (22) is proportional to the value of $\lambda v(\mathbf{x}_i)$. This localized adjustment scheme is advantageous in making the global trend smoother and more stable, since it is less affected by the data points with large variability.

The above predictor form is derived based on $Y(\mathbf{x}) \sim GP(\mu, \tau^2 g(\cdot) + \sigma^2(\mathbf{x}) l(\cdot))$, which unifies the modeling assumptions (18) in a single stage. As a result, the new method can also be viewed as extending the kriging model with a non-stationary covariance structure $\tau^2 g(\cdot) + \sigma^2(\mathbf{x}) l(\cdot)$. Different from this, another strategy to fulfill the new assumptions in (18) is to develop the global and local models sequentially: (i) Fit a global trend model as in (22) using the likelihood method. (ii) Obtain its residuals $\mathbf{s} = (\mathbf{y} - \hat{y}_{\text{global}})$, where $\hat{y}_{\text{global}} = (\hat{y}_{\text{global}}(\mathbf{x}_1), \ldots, \hat{y}_{\text{global}}(\mathbf{x}_n))^T$. If the estimated global trend interpolates all the data points ($\hat{\lambda} = 0$), we have $\mathbf{s} = \mathbf{0}$ and in this case the CGP just degenerates to a traditional single GP model. (iii) If $\mathbf{s} \neq \mathbf{0}$, standardize the residuals to achieve variance homogeneity $\mathbf{s}^* = \Sigma^{-1/2} \mathbf{s}$. (iv) Adjust the global trend by interpolating the standardized residuals via a simple kriging model.
\[ \hat{y}_{adj}(x) = l^T(x)L^{-1}s^* \]. In this way, we can form a sequential predictor as
\[ \hat{y}_{seq}(x) = \hat{y}_{global}(x) + v^{1/2}(x)\hat{y}_{adj}(x) = \hat{y}_{global}(x) + v^{1/2}(x)l^T(x)L^{-1}s^*. \] (24)

It is of natural interest to ask whether this sequential predictor would make any difference from the single-stage predictor (20), and the following theorem establishes their connections.

**Theorem 4.** Given the same parameter values, the single-stage predictor (20) and the sequential predictor (24) are equivalent.

Proof of the theorem is left in the Appendix. Despite this equivalent model form, we want to emphasize that the single-stage fitting strategy is superior to the sequential one in parameter estimation. This is because all parameters in the single-stage predictor (20) can be optimized simultaneously, which takes into account the interactions between global and local models and automatically balances their effects. In contrast to this global optimization, the sequential fitting approach estimates the parameters in two separate steps, and each of them can at most achieve local optimality. Generally, the global trend is hard to identify correctly without considering the effects of the second stage model, and in many cases the performance of the final prediction can be quite sensitive to this “global-local tradeoff”. As a result, in this chapter we only consider the single-stage modeling framework, and this is also a major advantage for the proposed method over other multi-step strategies such as blind kriging.

In the rest of this section, we present how to obtain the \( v(x) \) function, which is required for the CGP predictor. As shown in (21), the CGP model can be decomposed into a global and a local component, and this structure provides us a convenient way to assess the change of local volatility. For a given global trend (22) (initially we can set \( \Sigma = I \)), its squared residuals \( s^2 = (s_1^2, \ldots, s_n^2)^\top \) are natural measures of the local volatility, which can be used as the bases to build the \( v(x) \) function. Based on \( s^2 \), we propose an intuitive *Gaussian kernel regression model* for \( v(x) \) as:
\[ v(x) = \frac{g_b^\top(x)s^2}{g_b^\top(x)1}, \] (25)
where \( g_b(x) = (g_b(x - x_1), \ldots, g_b(x - x_n))^\top \) with
\[
g_b(h|\theta, b) = \exp(-b \sum_{j=1}^{p} \theta_j h_j^2).
\]
Here \( \theta \) are the correlation parameters used in the global trend \((22)\), \( b \in [0, 1] \) is an extra bandwidth parameter such that \( g_b(x) \to 1 \) as \( b \to 0 \), and \( g_b(x) = g(x) \) if \( b = 1 \).

Since \( g(x) \) is the correlation of the global trend, the underlying assumption behind \((25)\) is that whenever two points in the global trend are strongly correlated, their variances also tend to be more related. The bandwidth parameter \( b \) adds additional flexibility in controlling the smoothness of the variance function: when equaling zero, it smooths out \( v(x) \) to a constant function even if the global trend is not flat.

From the \( v(x) \) model in \((25)\), we can evaluate \( \hat{v}_i = v(x_i) \) for \( i = 1, \ldots, n \) and update the matrix \( \Sigma = \text{diag}\{\hat{v}_1, \ldots, \hat{v}_n\} \). Since \( v(x) \) and \( \Sigma \) are the standardized local volatilities, we also need to re-scale them as
\[
\Sigma \leftarrow \Sigma/(\frac{1}{n} \sum_{i=1}^{n} \hat{v}_i) \quad \text{and} \quad v(x) \leftarrow v(x)/(\frac{1}{n} \sum_{i=1}^{n} \hat{v}_i).
\]
This standardization makes the diagonal elements of \( \Sigma \) having unit mean, which is essential for keeping the ratio of \( \sigma^2 \) to \( \tau^2 \) consistent in the global trend. By plugging the updated (and standardized) \( \Sigma \) back into \((22)\), we can repeat the above process for a few more times. Usually three or four iterations are sufficient to stabilize the volatility estimates. This iterative estimation for variance is similar in spirit to the iteratively reweighted least squares method in classical regression.

Before concluding this section, we want to emphasize that the estimation of \( v(x) \) does not need to be separately carried out before fitting the CGP model; instead, it can be seamlessly nested as an inner loop in estimating the whole model. The \( v(x) \) function above is uniquely determined by the unknown parameters \( \theta \) and \( b \). Since its correlation parameter \( \theta \) are always paired and synchronized with that of the global trend, inclusion of this volatility function \( v(x) \) only adds one more parameter \( b \) to the whole model.

### 2.4 Estimation

In this section, we derive maximum-likelihood estimators (MLEs) for the unknown parameters in the CGP model. As suggested at the end of previous section, given each
set of \((\lambda, \mu, \tau^2, \theta, \alpha, b)\) values, \(v(x)\) and \(\Sigma = diag\{\hat{v}_1, \ldots, \hat{v}_n\}\) values can be uniquely determined by nesting a small inner loop in the likelihood function.

Based on the multivariate normal assumptions in Section 2.3.2, the log-likelihood function (up to an additive constant) can be written as

\[
l(\mu, \tau^2, \sigma^2, \theta, \alpha, b) = -\frac{1}{2} \log(\det(\tau^2 G + \sigma^2 \Sigma^{1/2} L \Sigma^{1/2})) - \frac{1}{2} (y - \mu 1)^\top (\tau^2 G + \sigma^2 \Sigma^{1/2} L \Sigma^{1/2})^{-1} (y - \mu 1).
\]

Due to the invariant property of MLE under transformations, we can re-parameterize \(\lambda = \sigma^2 / \tau^2\) in the log-likelihood as

\[
l(\lambda, \mu, \tau^2, \theta, \alpha, b) = -\frac{1}{2} \left[ n \log(\tau^2) + \log(\det(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})) + (y - \mu 1)^\top (G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} (y - \mu 1) / \tau^2 \right].
\]

Since \(\Sigma = diag\{\hat{v}_1, \ldots, \hat{v}_n\}\) can be known through the procedures presented in the last section, the MLEs for \(\mu\) and \(\tau^2\) can be easily derived from (27) as

\[
\hat{\mu}(\lambda, \theta, \alpha, b) = (1^\top (G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} 1)^{-1} (1^\top (G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} y),
\]

\[
\hat{\tau}^2(\lambda, \theta, \alpha, b) = \frac{1}{n} (y - \hat{\mu} 1)^\top (G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} (y - \hat{\mu} 1).
\]

After substituting these values into (27), we can obtain the MLEs for \((\lambda, \theta, \alpha, b)\) by minimizing the following (negative) log profile likelihood

\[
\phi(\lambda, \theta, \alpha, b) = n \log(\hat{\tau}^2(\lambda, \theta, \alpha, b)) + \log(\det(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})),
\]

where \(\lambda \in [0, 1], b \in [0, 1], \theta_j \in [0, \alpha')\) and \(\alpha_j \in [\alpha', \infty]\) for \(j = 1, \ldots, p\).

For \(p\) input variables, the above likelihood function contains \(2p + 2\) unknown parameters. Compared to the stationary GP model whose likelihood contains only \(p\) unknown parameters, the CGP model becomes more difficult to estimate when the input dimension \(p\) gets large. To mitigate this disadvantage, we can further assume

\[
\alpha_j = \theta_j + \kappa, \quad j = 1, \ldots, p,
\]

for the correlation parameters, which reduces the \(p\) unknown parameters \((\alpha_1, \ldots, \alpha_p)\) into a single \(\kappa\). By substituting (31) into (30), the CGP only involves \(p + 3\) unknown
parameters \((\lambda, \theta, \kappa, b)\), whose MLEs can be obtained by minimizing
\[
\phi(\lambda, \theta, \kappa, b) = n \log(\hat{\tau}^2(\lambda, \theta, \kappa, b)) + \log(\det(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})) \tag{32}
\]
subject to the constraints \(\lambda \in [0, 1], b \in [0, 1], \kappa \in [\alpha^l, \infty]\) and \(\theta_j \in [0, \alpha^l]\) for \(j = 1, \ldots, p\).

We now provide a general guideline for choosing the bound \(\alpha^l\). The idea is to specify the value of \(\alpha^l\) based on the space-filling properties of the design points. Suppose the design \(D = \{x_1, \ldots, x_n\}\) has been standardized into the unit region of \([0, 1]^p\), and then define the following harmonic-type average inter-point distance \(d_{\text{avg}}\) to measure its space-filling properties (Ba and Joseph 2011)
\[
d_{\text{avg}} = \left(\frac{2}{n(n-1)} \sum_{1 \leq i < k \leq n} \frac{1}{d(x_i, x_k)^2}\right)^{-\frac{1}{2}},
\]
where \(d(x_i, x_k) = \sqrt{(\sum_{j=1}^p (x_{ij} - x_{kj})^2)}\). When we assume \(\theta_j = \theta\) and \(\alpha_j = \alpha\) \((j = 1, \ldots, p)\) in the Gaussian correlation functions (14), correlations between points with distance \(d_{\text{avg}}\) are \(g(\theta) = \exp(-\theta d_{\text{avg}}^2)\) and \(l(\alpha) = \exp(-\alpha d_{\text{avg}}^2)\) for the global and local processes respectively. Because \(\exp(-\alpha d_{\text{avg}}^2) \leq \exp(-\alpha^l d_{\text{avg}}^2) \leq \exp(-\theta d_{\text{avg}}^2)\), our recommendation for choosing \(\alpha^l\) is to set \(\exp(-\alpha^l d_{\text{avg}}^2) = 0.01\), which leads to
\[
\alpha^l = \frac{\log 100}{d_{\text{avg}}^2}. \tag{33}
\]
This bound is used for estimation throughout the chapter.

### 2.5 Properties

#### 2.5.1 Improved Prediction for Sparse Dataset

As discussed in Section 2.1, the ordinary kriging predictor tends to revert to the global mean in regions where data are not available. This erratic phenomenon will be even more pronounced if the design points are sparse and cannot cover the input region reasonably well. The new predictor, however, relaxes the constant mean restriction in ordinary kriging and introduces another GP for modeling the mean. This global trend (mean model) is non-interpolating but smooth, which makes it immune to the erratic reversion problem in the data sparse region. Consider again the simple test function
in Figure 13, where the ordinary kriging predictor ($\hat{\theta} = 400$) appears to be erratic. When the proposed CGP model is fitted ($\hat{\lambda} = 0.07, \hat{\theta} = 143.6, \hat{\alpha} = 1892.1, \hat{b} = 1$), its global trend is shown as the dotted line in Figure 14. Although it incurs large errors around data points in region $x \in [0, 0.4]$, it behaves well in the sparse region $[0.4, 1]$ due to the smoothness property. The final CGP predictor after incorporating the local trend is shown as the dashed line in Figure 14. It can be seen that this predictor eliminates all the non-interpolating errors at design points. At locations far from data points, it tends to revert to the smooth global trend instead of a global constant, which avoids the erratic problem as in Figure 13 and yields much improved prediction. This shows the advantage of using the CGP predictor when data points are sparse in some parts of the design region. In practice, the sparseness of data points is quite common when input dimensions are high or a non-space-filling design is used.

**Figure 14:** Plot of function $y(x) = \sin(30(x - 0.9)^4) \cos(2(x - 0.9)) + (x - 0.9)/2$, the global trend and the CGP predictor.

### 2.5.2 Numerical Stability

One well-documented problem with the GP model is the potential numerical instability when computing the inverse of its $n \times n$ correlation matrix $R$. This correlation
matrix can easily become ill-conditioned, for example, when sample size $n$ is large, design points are close to each other, or the sample points get highly correlated while we search for the optimal correlation parameters (Ababou, Bagtzoglou and Wood 1994, Haaland and Qian 2012, Peng and Wu 2012). A near-singular correlation matrix in kriging will lead to serious numerical problems, which causes the resulting predictor unstable and unreliable.

To overcome this ill-conditioned problem, the popular approach is to add a non-zero nugget to the diagonal elements of the correlation matrix such that $R \rightarrow (R + \lambda I)$. Because including non-zero nugget has the inevitable drawback of making predictors over-smooth (non-interpolating), in this approach we need to reconcile the gains in numerical stability with the losses in interpolation property, and choose a trade-off value for the nugget (Ranjan, Haynes and Karsten 2012, Peng and Wu 2012).

As shown at the end of Section 2.3.1, the correlation matrix to invert in the proposed CGP model is $(G + \lambda L)$. (Cases after including the variance matrix $\Sigma$ remain similar.) Since the lower bounds for $\alpha$ in (14) are moderately large and we have $L \approx I$, the $\lambda$ in $(G + \lambda L)$ automatically inflates the diagonal elements of the correlation matrix so that it is naturally resistant to become singular. In addition, different from the previous nugget case, the CGP model is always an interpolator and the $\lambda$ value here can be freely estimated. In fact, whenever a traditional GP model has to include a non-zero nugget for numerical reasons, the CGP model can always improve it at least by removing its non-interpolating errors with a augmented $Z_{local}(\pi)$. This potential improvement is shown in next subsection.

2.5.3 Connection With the Nugget Predictor

To emulate deterministic outputs from computer experiments, Gramacy and Lee (2011) advocate always including a non-zero nugget in the kriging predictor for reasons even beyond computations. They argue that when model assumptions are violated or data points are sparse, the traditional GP predictor may lead to unpleasant results. Although adding a non-zero nugget to the predictor incurs extra errors around data
points, it can be crucial for fitting a well-behaved (i.e. smooth) surface and avoiding erratic predictions in the unknown region. In a variety of situations, Gramacy and Lee (2011) show that overall this non-interpolating predictor can achieve better prediction accuracy.

Interestingly, when the local process in CGP has zero correlation \((L = I)\), its global trend just degenerates to a kriging predictor with nugget, and in this case the CGP predictor becomes \(\hat{y}(x) = \hat{y}_{nugget}(x) + \hat{y}_{local}(x)\). In regions away from design points, since \(l(x) = 0\) and \(\hat{y}_{local}(x) = 0\) for \(x \neq x_i (i = 1, 2, \ldots, n)\), the CGP model exactly matches the nugget predictor \(\hat{y}_{nugget}(x)\). At the \(n\) design points, however, due to \(l(x) = e_i\) for \(x = x_i (i = 1, 2, \ldots, n)\), the \(\hat{y}_{local}(x)\) still corrects the global trend and adjusts the CGP to interpolate all the data points. Just as the universal kriging generalizes the polynomial regression for interpolation, the CGP model can be similarly viewed as a generalization/improvement of the nugget predictor which eliminates errors at design points. When correlations in the local process of CGP are further estimated as positive, the above adjustments around data points tend to be continuous and smooth, which leads to a final CGP predictor inheriting the advantages from both the nugget predictor and the interpolating predictor.

Figure 15(a) demonstrates a simulated example from Gramacy and Lee (2011), where the test function \(y(x) = \sin(10\pi x)/(2x) + (x - 1)^4\) is evaluated at 20 unequally spaced locations to represent the sparseness of data points. Clearly, we can see that in this example the ordinary kriging predictor \(\hat{\theta} = 45.97\) makes predictions well outside the range of test function in many regions. The nugget predictor suggested by Gramacy and Lee (2011) is shown in Figure 15(b). Although non-interpolating, the nugget predictor overall gives smooth and reasonably good predictions, which reduces the root mean squared prediction error (RMSPE) from the previous 0.55 to 0.35. Here the RMSPE = \(\left[\frac{1}{N} \sum_{i=1}^{N} (\hat{y}(x_i) - y(x_i))^2\right]^{1/2}\) is computed based on \(N = 5000\) randomly sampled data points from the design region. Now we further consider fitting the CGP model to this example. As shown in Figure 15(c), if we assume very small correlations in \(Z_{local}(x)\), the new predictor remains almost the same as the nugget predictor within most regions; when it comes to around the design points, however, the predictor jumps
Figure 15: Plot of function $y(x) = \sin(10\pi x)/(2x) + (x - 1)^4$ with (a) the ordinary kriging predictor; (b) the kriging with nugget predictor; (c) the nugget predictor with adjustments around design points; (d) the optimized CGP predictor and its global trend.
to interpolate the data, which slightly reduces the RMSPE to 0.34. After we also fully estimate the correlations in $Z_{\text{local}}(\mathbf{x})$ and incorporate a variance model, Figure 15(d) gives the final CGP predictor ($\hat{\lambda} = 0.019, \hat{\theta} = 2.44, \hat{\alpha} = 578.09, \hat{b} = 1$), which is smooth and gives a RMSPE as low as 0.25.

### 2.5.4 Improved Prediction Intervals

Apart from prediction, another frequently noted drawback of ordinary kriging is the poor coverage of its prediction intervals (Yamamoto 2000, Xiong et al. 2007, Gramacy and Lee 2011, Joseph and Kang 2011). By assuming a constant variance $\sigma^2$ throughout the whole input region, the $(1 - \alpha)$ prediction interval at location $\mathbf{x}$ for ordinary kriging is given by

$$
\hat{y}(\mathbf{x}) \pm z_{\alpha/2} \sigma \left\{ 1 - \mathbf{r}^\top(\mathbf{x}) \mathbf{R}^{-1} \mathbf{r}(\mathbf{x}) + \left( 1 - \mathbf{r}^\top(\mathbf{x}) \mathbf{R}^{-1} \mathbf{1} \right)^2 \right\}^{1/2},
$$

where $z_{\alpha/2}$ is the upper $\alpha/2$ critical value of the standard normal distribution. This prediction interval is often too restrictive and inadequate to cover some complex underlying surfaces since it fails to take into account the change of local variability in the design region. One typical example is demonstrated in Figure 16(a), where the test function fluctuates around zero with decreasing amplitude. The corresponding prediction intervals from ordinary kriging ($\hat{\theta} = 24.6$), however, yield the same variability pattern throughout the whole design region, which are obviously too narrow to cover the high volatility region in the left part, but also end up unnecessarily wide in the right part of the input region where the true function is almost flat. In this subsection, we introduce the prediction intervals for CGP models. By relaxing the constant variance restriction, these prediction intervals are self-adjusted according to the local variability, and can be expected to give much improved coverage.

In a Bayesian framework, the assumptions for a CGP model in (18) can be viewed as putting a prior distribution $y(\mathbf{x})|\mu \sim GP(\mu, \tau^2 g(\cdot) + \sigma^2(\mathbf{x}) l(\cdot))$ on the function, which leads to the first-stage conditional distribution

$$
\begin{pmatrix}
y(\mathbf{x}) \\
y
\end{pmatrix} \mid \mu \sim N_{1+n} \left[ \begin{pmatrix} \mu \\ \mu \mathbf{1} \end{pmatrix}, \tau^2 \left( \begin{pmatrix} 1 + \lambda v(\mathbf{x}) & \mathbf{q}^\top(\mathbf{x}) \\ \mathbf{q}(\mathbf{x}) & Q \end{pmatrix} \right) \right],
$$

where

- $y(\mathbf{x})$ is the observed data at location $\mathbf{x}$,
- $\mu$ is the mean function,
- $\lambda v(\mathbf{x})$ is the nugget effect,
- $\mathbf{q}(\mathbf{x})$ is the design matrix,
- $Q$ is the covariance matrix of the design matrix.

This formulation allows for a more flexible and accurate prediction interval that adapts to the local variability in the design region.
where \( \lambda = \sigma^2 / \tau^2 \), \( q(x) = g(x) + \lambda v^{1/2}(x) \Sigma^{1/2} l(x) \), \( Q = G + \lambda \Sigma^{1/2} L \Sigma^{1/2} \) and all the other notations remain the same as in Section 2.3.2. Here for simplicity, the variance and correlation parameters are assumed to be known. If we further assume a second-stage noninformative prior for \( \mu \): \( p(\mu) \sim 1 \) and integrate it out, then the predictive distribution for \( y(x) \) can be derived as

\[
\hat{y}(x) | y \sim N_1(\mu_{0|n}(x), \nu_{0|n}^2(x))
\]

where

\[
\mu_{0|n}(x) = \hat{\mu} + q^\top(x) Q^{-1}(y - \hat{\mu} 1) \quad \text{for} \quad \hat{\mu} = (1^\top Q^{-1} 1)^{-1} (1^\top Q^{-1} y),
\]

and

\[
\nu_{0|n}^2(x) = \tau^2 \{ 1 + \lambda v(x) - q^\top(x) Q^{-1} q(x) + \frac{(1 - q^\top(x) Q^{-1} 1)^2}{1 Q^{-1} 1} \}. \quad (34)
\]

The derivation for these results is tedious but standard, which follows similar development steps as in Santer et al. (2003, Chapter 4.3). It can be seen that our previously proposed predictor in (20) is nothing but the posterior mean of the function given the data. Now a (pointwise) prediction interval for this predictor can be constructed by

\[
\hat{y}(x) \pm z_{\alpha/2} \nu_{0|n}(x), \quad (35)
\]

where \( z_{\alpha/2} \) is the upper \( \alpha/2 \) critical value of the standard normal distribution.

Note that, since \( q^\top(x_i) Q^{-1} = e_i^\top \) and \( e_i^\top q(x_i) = 1 + \lambda v(x_i) \), the above posterior variance \( \nu_{0|n}^2(x) \) equals zero whenever \( x = x_i \) for \( i = 1, \ldots, n \). Thus, as in ordinary kriging, the width of the prediction interval shrinks to zero at each data point, which is quite intuitive since both models interpolate the responses at each observed location. On the other hand, however, different from ordinary kriging, the variance of predictive distribution in (34) depends on the local variability of the underlying surface, which intrinsically adjusts the widths of the prediction interval. Consider again the test function in Figure 16. It can be seen in Figure 16(b) that the prediction intervals from a CGP model (\( \hat{\theta} = 2.1, \hat{\alpha} = 54.85, \hat{\lambda} = 1, \hat{b} = 1 \)) become much wider in the left region when the function fluctuates rapidly, but quickly narrow down as the underlying function becomes flat. Compared with the prediction intervals for ordinary kriging, the
new intervals can more precisely demonstrate the change of prediction uncertainties throughout the input region: i.e. the predictive variances are much larger in the left part of region than in the right. One way to quantify such improvements is through computing the interval score for central prediction intervals (Gneiting and Raftery 2007) which is defined as

\[ S^\text{int}_\alpha(l, u; x) = (u - l) + \frac{2}{\alpha} (l - x) \mathbb{1}\{x < l\} + \frac{2}{\alpha} (x - u) \mathbb{1}\{x > u\} \]

for a \((1 - \alpha)\)% central prediction interval \([l, u]\). This scoring rule (to be minimized) rewards narrow prediction intervals and also penalizes lack of coverage. For the prediction intervals in Figure 16, the average interval score (based on 3000 randomly sampled test points) for the ordinary kriging in (a) is 0.62 while for the CGP model in (b) is only 0.32, which shows almost 50% improvements.

2.5.5 Extensions to Noisy Data

In the previous sections, we model the deterministic outputs from a computer experiment by coupling two GPs. As an extension to this, sometimes it is also possible to use the sum of more than two GPs for gaining additional flexibility in the model and satisfying special needs. One important application of this extension is to modify the new predictor for modeling data with random errors.

Based on the previous model form in Section 2.3.2, we can add a third GP (with
zero correlation) to account for the white noise as follows

\[ Y(x) = Z_{global}(x) + \sigma(x) Z_{local}(x) + \varepsilon(x), \]

where \( Z_{global}(x), Z_{local}(x) \) are the same stationary GPs as in (18), and the error term \( \varepsilon(x) \) is assumed to be \( N(0, \sigma^2 \varepsilon(x)) \) distributed, uncorrelated at different input locations and also independent of the other two GPs. Suppose the error variances \( \Sigma_{\varepsilon} = \text{diag}\{\sigma^2 \varepsilon(x_1), \ldots, \sigma^2 \varepsilon(x_n)\} \) are given, then the best linear unbiased predictor can be easily updated by modifying (20) as follows

\[ \hat{y}(x) = \hat{\mu} + (\tau^2 \mathbf{g}(x) + \sigma^2 v^{1/2}(x) \mathbf{l}(x)) \mathbf{r} \left( \tau^2 \mathbf{G} + \sigma^2 \mathbf{L} \mathbf{L}^{1/2} + \mathbf{\Sigma}_{\varepsilon} \right)^{-1} (\mathbf{y} - \hat{\mu} \mathbf{1}) \]

\[ = \hat{\mu} + (\mathbf{g}(x) + \lambda v^{1/2}(x) \mathbf{l}(x)) \mathbf{r} \left( \mathbf{G} + \lambda \mathbf{L} \mathbf{L}^{1/2} + \rho \mathbf{\Sigma}_{\varepsilon} \right)^{-1} (\mathbf{y} - \hat{\mu} \mathbf{1}), \]

where \( \rho = 1/\tau^2 \), \( \hat{\mu} = (1^\top (\mathbf{G} + \lambda \mathbf{L} \mathbf{L}^{1/2} + \rho \mathbf{\Sigma}_{\varepsilon})^{-1} 1)^{-1} (1^\top (\mathbf{G} + \lambda \mathbf{L} \mathbf{L}^{1/2} + \rho \mathbf{\Sigma}_{\varepsilon})^{-1} \mathbf{y}) \) and all the other notations remain the same as in (20). This predictor for noisy data is no longer an interpolator, and its parameter estimation can be similarly carried out as in the previous sections, except for \( (\mathbf{G} + \lambda \mathbf{L} \mathbf{L}^{1/2} + \rho \mathbf{\Sigma}_{\varepsilon}) \) replaced by \( (\mathbf{G} + \lambda \mathbf{L} \mathbf{L}^{1/2} + \rho \mathbf{\Sigma}_{\varepsilon}) \) in the models.

### 2.6 Examples

**Example 1.** For any non-stationary modeling approach, one commonly raised concern is that if the true surface is indeed a realization from a stationary Gaussian process, whether the “unnecessarily sophisticated” non-stationary modeling approach can perform as good as the “correct” stationary model. To test the performance of our proposed model in such cases, we simulate sample paths from various two-dimensional stationary Gaussian processes for 50 times, and fit both the CGP and the stationary GP models to each of them for comparison. A 24-run maximin distance Latin Hypercube Design (LHD) is used in these simulations, and for each time the true correlation parameters in GP are randomly generated from \([1, 5]\). In each iteration, once the design and correlation parameters are fixed, a \( 24 \times 24 \) correlation matrix \( \mathbf{R} \) is uniquely determined. A sample path from the corresponding stationary GP can then be drawn by simulating a random sample vector from the multivariate normal distribution \( N_{n}(\mu \mathbf{1}^n, \sigma^2 \mathbf{R}^n) \) with \( n = 24, \mu = 0, \sigma^2 = 1 \).
Table 1: RMSPE values for three predictors based on 5000 testing data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Maximin LHD</th>
<th>Adaptive Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>0.188</td>
<td>0.266</td>
</tr>
<tr>
<td>CGP</td>
<td>0.144</td>
<td>0.159</td>
</tr>
<tr>
<td>TGP</td>
<td>0.312</td>
<td>0.465</td>
</tr>
</tbody>
</table>

After drawing stationary sample paths as above for 50 times, we fit CGP models to each of them. Among the 50 fitted models, 42 out of them have $\hat{\lambda} = 0$, which shows that the CGP has perfectly degenerated to the stationary GP model. For the other eight CGP models, their $\hat{\lambda}$ values are also extremely small, with the largest one only as 0.003. Measured by the leave-one-out cross validation error, the prediction accuracy of CGP model and the stationary GP model are almost identical in these cases.

Example 2. In this example, we provide two test functions possessing non-stationary features: one in two dimensions and the other has 10-dimensional inputs. The first function is the two-dimensional $f(x_1, x_2) = \sin(1/(x_1x_2))$, $(x_1, x_2 \in [0.3, 1])$, whose surface fluctuates rapidly when $x_1$ or $x_2$ is small, but gradually becomes smooth as $x_1$ and $x_2$ increase toward one. The second test function (known as the Michalewicz’s function) is in 10 dimensions, which has the following form:

$$f(x) = -\sum_{i=1}^{10} \sin(x_i)[\sin(\frac{ix_i^2}{\pi})]^{2m}, 0 \leq x_i \leq \pi, i = 1, \ldots, 10.$$  

Typically, this function is used with $m = 10$, which leads to a high dimensional surface containing many local optima, and its volatility varies dramatically throughout the input region.

We use a 24-run maximin distance LHD and a 24-run adaptive design from Xiong et. al (2007) to evaluate the first test function. Both the GP and CGP models are fitted to these two designs, and their RMSPEs are compared based on additional 5000 randomly sampled testing data. From the results in Table 1, we can see that the CGP predictor improves the accuracy of the GP predictor by 23% and 40% for each design. In Table 1, we also fit the Bayesian treed Gaussian process (TGP) model (Gramacy
and Lee (2008) to the two designs for comparison. The RMSPEs of this non-stationary treed model are relatively large, which probably are due to its inefficient partitioning of the input region.

To further test the performance of CGP predictor based on different designs, we generate fifty 100-run random LHDs to evaluate the second test function, and fit the GP and CGP models to each of them. RMSPEs of the two predictors are plotted in Figure 17 for the 50 random designs. It can be seen that, compared to the GP model, the CGP predictor can always give better approximations to this complex surface based on any random LHD. The RMSPEs of the two predictors based on a 100-run maximin distance LHD are also marked in this plot.

![Figure 17](image)

**Figure 17:** RMSPEs of GP and CGP models for the Michalewicz’s function. Points falling above the diagonal line indicating larger prediction errors for the GP model.

**Example 3.** Qian et al. (2006) described a computer simulation of a heat exchanger for electronic cooling applications. The device under study consists of linear cellular materials and is used for dissipating the heat generated by some sources such as a microprocessor. The response of interest is the total rate of steady state heat transfer of the device, which depends on the mass flow rate of entry air.
\( \dot{n} \in (0.00055, 0.001) \), the temperature of entry air \( T_{in} \in (270, 303.15) \), the solid material thermal conductivity \( k \in (330, 400) \) and the temperature of the heat source \( T_{wall} \in (202.4, 360) \). The device is assumed to have fixed overall width (W), depth (D), and height (H) of 9, 25, and 17.4 millimeters, respectively. In Qian et al. (2006), the study involved two types of simulators: an expensive finite element simulator and a relatively cheaper finite difference simulator. Since the latter type of simulation was systematically conducted in the design space while the previous one only available at limited locations, here we only focus on using the finite difference simulation results to compare the prediction accuracy of several different models. Because the four input variables are in very different scales, all of them are standardized into the (0,1) region before analysis.

Qian et al. (2006) used a 64-run orthogonal array-based Latin Hypercube design for running the finite difference simulations with an extra 14-run test data set for assessing the predictions from surrogate model. If no prior information is available for the function and an ordinary kriging with Gaussian correlation function is directly fitted, the maximum likelihood estimates for its correlation parameters are \((0.22, 4.37, 0.14, 7.24)\), which yield a RMSPE of 5.15. However, for this particular problem, the physical domain knowledge indicates that a linear component is very likely to exist between the response and factors. As a result, Qian et al. (2006) included the linear trend into the model and fitted a universal kriging to the data. Their results showed that the linear effects for \( T_{in} \) and \( T_{wall} \) are significant but for the other two variables are almost negligible. By including these two linear effects into the global trend, the RMSPE can be successfully reduced to only 2.588. Now we fit a CGP model to the data for comparison. Based on the maximum likelihood method in Section 2.4, we can estimate the unknown parameters as \( \hat{\theta} = (0.008, 0.3, 0.01, 11.74) \), \( \hat{\alpha} = (11.81, 12.17, 11.94, 23.48) \), \( \hat{\lambda} = 0.019 \) and \( \hat{b} = 1 \). The RMSPE for this new predictor is 2.24, which is much better than the ordinary kriging and even smaller than the previous improved result from universal kriging. Note that in the global trend of this new predictor, the two correlation parameters \( \hat{\theta}_2 \) and \( \hat{\theta}_4 \) (for \( T_{in} \) and \( T_{wall} \)) are remarkably larger than the others, which perfectly coincides with the two significant
linear trends in universal kriging. This demonstrates the effectiveness of CGP model for capturing the global trend. In most common situations where no functional relationship in the global trend can be known in advance, the ability to automatically estimate the trend and the variance is a great advantage for the new predictor over the other methods.

2.7 Conclusions

In this chapter, we present an intuitive approach for approximating complex surfaces that are not second-order stationary. The new predictor intrinsically incorporates a global trend and a flexible variance model, and all of its parameters can be estimated in a single stage. Compared with many existing methods, the new model enjoys several advantages such as numerical stability, improved prediction accuracy and flexible prediction intervals. R codes for fitting the CGP model can be obtained from the authors’ website.

For modeling the non-stationarity in variance, one reviewer draws our attention to a related idea called scaling in the geostatistical literature (Banerjee, Charlin, and Gelfand 2003). The scaling approach is given in the form \( Y(x) = \sigma(x)Z(x) \), where \( Z(x) \) denotes a stationary process and \( \sigma^2(x) \) is a variance function that needs to be specified. By choosing \( \sigma^2(x) \) as the exponent of another Gaussian process, Huang, Wang, Breidt and Davis (2011) proposed a stochastic heteroscedastic process (SHP) model \( y(x) = g^T(x)\beta + \sigma \exp(\tau\alpha(x)/2)Z(x) \) for low-dimensional environmental applications, where \( \alpha(x) \) is defined to be another stationary Gaussian process that is independent of \( Z(x) \). Although this SHP model does not have a flexible global trend, its variance model is more sophisticated than our CGP model. This additional flexibility in variance, however, comes with the expenses of a very difficult and complicated estimation procedure. Since the likelihood function of the SHP model has no closed-form expression, simulation-based approximations have to be applied for the likelihood value during each step of its optimization. Obviously, this can be computationally very challenging (or even infeasible) when the dimension of unknown parameters is high, which limits its application in computer experiments.
Recently, we also noticed an interesting work from Haaland and Qian (2011), which uses the sum of multiple GPs to emulate outputs from large scale computer experiments. However, the purposes of their work is different from ours. The aim of Haaland and Qian (2011) is mainly to control the numerical error in computing interpolators based on huge amount of data. Their multiple GP models are fitted sequentially and each of them is only based on a subset of data points. On the contrary, our method is developed to improve the precision in modeling expensive simulation results that are not second-order stationary. Both our global and local GPs are fitted based on the entire data set and all parameters in our model are also estimated in a single stage.

For $p$ input factors, the proposed CGP model involves $p + 3$ unknown parameters, which is computationally slightly more expensive to fit than the ordinary kriging. This is the price we need to pay for incorporating the extra flexibility in modeling the global trend and the change of variance. We want to note that although the number of parameters in ordinary kriging can also be extended from $p$ to $2p$ by generalizing its Gaussian correlation function to the power exponential correlation function $r(h|\theta, w) = \exp(-\sum_{j=1}^{p} \theta_j |h_j|^{w_j})$ or even a Matern correlation function, this extension alone cannot solve the problems discussed in this chapter, since the resulting predictor still remains second-order stationary.

### 2.8 Appendix: Proof of Theorem 4

Since both the single-stage predictor (21) and the sequential predictor (24) contain the same global trend $\hat{y}_{\text{global}}(x)$ as in (22), we only need to prove $\hat{y}_{\text{local}}(x) =$
\[ v^{1/2}(x) \hat{y}_{adj}(x). \]

\[
v^{1/2}(x) \hat{y}_{adj}(x) = v^{1/2}(x) l^T(x) L^{-1} s^* \]
\[
= v^{1/2}(x) l^T(x) L^{-1} \Sigma^{-1/2} [y - \hat{\mu}1 - G(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}(y - \hat{\mu}1)] \]
\[
= v^{1/2}(x) l^T(x) L^{-1} \Sigma^{-1/2} [I - G(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}](y - \hat{\mu}1) \]
\[
= \lambda v^{1/2}(x) l^T(x) \Sigma^{1/2}(\lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} [I - G(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}](y - \hat{\mu}1) \]
\[
=^{(\ast)} v^{1/2}(x) l^T(x) \Sigma^{1/2}(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}(y - \hat{\mu}1) \]
\[
= \hat{y}_{local}(x), \]

where the equality \( =^{(\ast)} \) holds because \((\lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1} [I - G(G + \lambda \Sigma^{1/2} L \Sigma^{1/2})^{-1}](G + \lambda \Sigma^{1/2} L \Sigma^{1/2}) = I.\)
3.1 Introduction

The prediction of cutting forces is very important in designing a mechanical micromachining process because the machine and tool deflect under the action of cutting forces, which affects the geometrical accuracy of the machined feature. In addition, the tool radii are extremely small (of the order of tens of microns) and therefore have low area moment of inertia which induces very high flexural stresses even at small cutting forces. These high stresses could potentially lead to catastrophic tool failure. Consequently, it is very important to predict the (steady state) machining forces accurately in designing the micromachining process to avoid tool breakage and ensure the geometrical accuracy of the machined feature.

In such problems, finite element simulations are frequently used for predicting machining forces and studying the effects of various process variables. By solving a set of partial differential equations numerically, the finite element models take into account the frictional contact models at tool-chip interface during cutting and also incorporate thermomechanical coupling effects accounting for the change in material response due to the increased temperature from plastic deformation. Although it is very accurate, simulating machining forces at the micro-scale level is computationally very expensive and each run can take several hours or days to complete. Therefore, it is important to carefully design the finite element simulations so that maximum information about the system can be gathered with the limited computational resource available.
Besides the computationally intensive simulations, analytical models having closed-form solutions for the output in terms of the inputs are also available in many cases for capturing the micromachining process mechanics. These analytical models are derived based on various engineering assumptions and approximations (such as the slip-line field theory) which cannot take into account the effect of temperature rise due to the heat generated from plastic deformation. As a result, the analytical models are generally less accurate than the finite element models which are based on the governing partial differential equations that capture the physics of the process in a better manner. On the other hand, however, the sacrifice of accuracy also reduces the computations, and the analytical models are capable of instantly evaluating the outputs throughout the input region with little computational cost.

Although designing for the finite element simulations alone is a well-studied topic in the computer experiments’ literature (Santner et al. 2003 and Fang et al. 2006), efficient strategies when the analytical models are also present still remain unclear. In this chapter, we consider how to utilize the additional information from the analytical models to more efficiently design the finite element simulations in the micromachining process. After running those simulations, a (statistical) metamodel can be fitted to integrate the analytical models with the finite element simulation data, which can then provide accurate and instant predictions for the machining forces. In the rest of this section we first give a brief review for the two different types of models used in our micromachining process. Section 3.2 examines several traditional methods for designing the finite elements simulations and in Section 3.3, we propose a new sequential strategy which first elicits information from the analytical models and then construct designs for the finite element simulations in a more efficient manner. A detailed analysis for building the machining force metamodels is presented in Section 3.4.

3.1.1 Analytical Models

There are several ways to model the cutting forces obtained in machining. The oldest model was given by Merchant (1944) by balancing the forces on the chip, the workpiece and the tool. Additionally, mechanistic models have been used to
predict the cutting forces at the macroscale, but these models need to be calibrated experimentally which limits their utility. Modeling of microscale cutting process is challenging as the tool can no longer be assumed to be sharp and the edge radius effect has to be accounted for. The use of a slip-line field model is very useful in capturing the ploughing phenomenon which is typical of micromachining and other microscale processes such as polishing as given by Waldorf et al. (1998) and Challen and Oxley (1984). The analytical cutting force model presented here is comprised of a slip-line field based geometric model of plastic deformation arising from chip formation, a material model of the material flow strength given by Yan et al. (2007), and a force model derived from the slip-line field model given by Manjunathiah and Endres (2000). The final outputs of the analytical models are the cutting and thrust forces.

Figure 18: Geometric model of the cutting process with an edge radius tool (Manjunathiah and Endres 2000).

Figure 18 shows the slip-line field model of orthogonal cutting which describes the geometry of the plastic deformation field produced in the micromachining operation. The plastic strain $\varepsilon$ and strain rate $\dot{\varepsilon}$ can be computed by the following equations as...
given in Manjunathiah and Endres (2000) and Singh and Melkote (2009):

\[
\begin{align*}
\gamma_{\text{chip}} & = \frac{\sqrt{2} \sin \theta_{PD}}{\sin(\pi/4 + \theta_{PD})} + \frac{\cos(\alpha_{\text{avg}} + \theta_{PD})}{\cos(\alpha_{\text{avg}} - \phi) \sin(\phi + \theta_{PD})} \\
\gamma_{\text{work}} & = \frac{\sqrt{2} \sin \theta_{PD}}{\sin(\pi/4 + \theta_{PD})} + \frac{\sin(\theta_{PD} + 2)}{\sin(\theta_{PB} + \theta_{PD}) + \sin \theta/2} + \sin \Psi \sin(\Psi + \theta/2) \\
\dot{\gamma}_{\text{chip}} & = 2V \frac{\gamma_{\text{chip}}}{\sqrt{2} \sin(\pi/4 + \theta_{PD})} \\
\dot{\gamma}_{\text{work}} & = 2V \frac{\gamma_{\text{work}}}{\sqrt{2} \sin(\pi/4 + \theta_{PD})} P D + \sin(\Psi + \theta/2) / \sin \Psi \\
\varepsilon & = \frac{\gamma_{\text{eff}}}{\sqrt{3}} = \frac{\nu_{\text{chip}} \gamma_{\text{chip}} + \nu_{\text{work}} \gamma_{\text{work}}}{(\nu_{\text{chip}} + \nu_{\text{work}}) \sqrt{3}} \\
\dot{\varepsilon} & = \frac{\gamma_{\text{eff}}}{\sqrt{3}} = \frac{\nu_{\text{chip}} \gamma_{\text{chip}} + \nu_{\text{work}} \gamma_{\text{work}}}{(\nu_{\text{chip}} + \nu_{\text{work}}) \sqrt{3}}
\end{align*}
\]

where \(\alpha_{\text{avg}}\) is the rake angle, \(V\) is the cutting velocity, \(\gamma\) is the shear strain, \(\dot{\gamma}\) is the shear strain rate, \(\gamma_{\text{eff}}\) is the effective shear strain, \(\dot{\gamma}_{\text{eff}}\) is the effective shear strain rate, \(\nu_{\text{chip}}\) is the volume of chip (triangle ADP), \(\nu_{\text{work}}\) is the volume of workpiece deformation (quadrilateral BDPC), \(\theta\) is the chip separation angle, \(\phi\) is the shear angle, and \(\theta_{PD}, \theta_{PB}, \Psi\) are the acute angles made by the lines PD, PB, BC with the horizontal line in Figure 18, respectively.

The plastic strain \(\varepsilon\) and strain rate \(\dot{\varepsilon}\) from the above geometric model can then be used in a constitutive material model to evaluate the flow stress \(\sigma_f\). The Johnson-Cook type multiplicative material flow stress model for H-13 steel is proposed by Yan et al. (2007) as

\[
\sigma_f = (a + b \varepsilon^n + c \log(\varepsilon + \varepsilon_0) + d)(1 + E \log(\frac{\dot{\varepsilon}}{\varepsilon_0}))(1 - (\frac{T - T_r}{T_m - T_r})^m),
\]

where \(\varepsilon_0\) is a reference strain which is taken to be \(10^{-3}\), \(\dot{\varepsilon}_0\) is a reference strain rate typically taken to be \(1 \text{ s}^{-1}\), \(T_m\) is the melting temperature of the material, \(T\) is the temperature in the workpiece, \(T_r\) is a reference room temperature taken to be \(25\degree C\). Since the analytical models do not capture the temperature rise from the heat generated due to plastic deformation and tool-chip friction during machining, the \(T\) here is set to be the same as the room temperature \(T_r\). The values of the material constants \(a, b, c, d, E, m\) and \(n\) are given in Singh and Melkote (2009).
Finally, the force model can be derived from the equilibrium of forces (cutting and thrust forces) acting on the slip-lines. Accounting for the variation in the shear flow stress $S$ in the material removal plane, the total cutting and thrust forces $F_c$ and $F_t$ can be approximated as in Manjunathiah and Endres (2000)

$$F_c = \{ (h - p) \cot \phi + h + r_n \sin \theta - (k - 1) \delta \} S,$$

$$F_t = \{ (h - p) \cot \phi - h + r_n \sin \theta - (k - 1) \delta \cot \Psi \} S,$$

where $S = \sigma_f / \sqrt{3}$, $h$ is the depth of cut, $r_n$ is the tool edge radius, $k$ is the normal stress factor, $p$ is the height of the chip separation point $P$ measured from point $C$ in Figure 18 and $\delta$ is the depth of plastic deformation below the tool. Figure 19 shows the flow chart of predicting machining forces using the above analytical models.

**Figure 19:** Flow chart of the force prediction using analytical models.

### 3.1.2 Finite Element Models

Commercially available finite element simulation software (DEFORM®) which contains extensively developed microstructure models has also been used to study the effect of input parameters during cutting. It uses a Lagrangian formulation and has a powerful capability of automatic remeshing which helps in creating a new mesh whenever the mesh gets distorted during the large plastic deformation process.

The tool is given a velocity in the horizontal direction to simulate orthogonal cutting. To model the heat transfer from the tool to the environment, heat exchange option is defined in DEFORM® for all the surfaces of the tool. The vertical motion is constrained at the base and the horizontal motion is constrained at the free end away from the tool. The dimension of the work piece is 5 mm $\times$ 1.5 mm with the highly dense mesh generated in the cutting region. Tungsten Carbide (WC) is used as the tool material. Figure 20 shows the mesh of finite element models and
Figure 20: Finite element model for micromachining: (a) Mesh; (b) Stresses developed during machining.

The stress contours for micromachining. The modeling approach accounts for the effects of rake angle ($\alpha_{avg}$), tool speed ($V$) and depth of cut ($h$) on the cutting and thrust forces. The values of the input parameters can be changed and the cutting force response can be obtained for different cutting conditions from the finite element models. Different from the typical deterministic simulations which are extensively studied in computer experiments’ literature, output from the DEFORM® software is subject to a few numerical fluctuations. As a result, in our analysis the design and modeling strategies for the finite element simulations also need to take this stochastic error into account.

3.2 Existing Design Methods

Since the finite element models are time-consuming to run, our goal is to carefully select a set of input values (design) to run the finite element simulations and then fit a metamodel (surrogate model) to the simulation data to approximate the overall response surface. Traditional way to design the finite element simulations is to use space-filling designs (Santner et al. 2003 and Fang et al. 2006), which assume
no prior knowledge about the underlying system and tend to spread points evenly throughout the input region without replications. Typical examples include the maximin/minimax distance designs (Johnson, Moore and Ylvisaker 1990) and the Latin hypercube designs (LHDs) (McKay, Beckman and Conover 1979).

For computer experiments with two levels of accuracy, Qian et al. (2009b) proposed the concept of nested space-filling design, where a smaller design for high-accuracy experiments (such as using finite element models) are nested within a larger design for low-accuracy experiments (such as using analytical models), and both designs themselves are space-filling in low dimensions. Since a low-accuracy experiment is usually much cheaper, this structure allows for running a larger number of low-accuracy experiments to fit a base surrogate model. Furthermore, the precision of this base model can be adjusted at the nested design points where the high-accuracy simulated data are also available. Additional references on the construction of a nested space-filling design can be found in Qian (2009) and Qian et al. (2009a).

The rationale behind all the above space-filling designs is based on the belief that the important features of the response surface are as likely to be in one part of the input region as another. However, this should not be the case when the analytical models are available, because the cheap analytical models can be used to elicit critical knowledge about the underlying surface prior to conducting the expensive simulation studies. Since the traditional space-filling designs cannot be easily adjusted according to the prior knowledge, many of their runs can be in unwanted regions. This limitation motivates us to develop customized designs as in next section.

3.3 A New Design Strategy

In this chapter, we propose to perform a sensitivity analysis using the analytical models as the first step and then utilize these preliminary results to more efficiently design the finite element simulations. Many standard procedures for conducting the sensitivity analysis are well-established in the literature and have been documented in books such as Saltelli et al. (2000) and Santner et al. (2003). One approach to perform the sensitivity analysis is to fit regression models to the outputs of analytical
model and assess the importance of each variable by their regression coefficients. The main purpose here is not to obtain a perfect regression model, but instead to identify the relative importance of each input factor and assess their factor effects. In some cases if the analytical models themselves are already in very simple forms (such as polynomials), their factor effects can even be interpreted directly without building any regression model. Note that since in this step the sensitivity analysis is only based on the low-accuracy analytical models, we need to protect for possible missing effects in later steps.

After performing the sensitivity analysis, the design for finite element simulations should be adjusted according to the elicited information for the underlying surface. One limitation for the existing space-filling designs is that they always treat input factors equally and cannot be customized to comply with the different effects of each variable. In addition, the traditional designs (such as the popular LHDs) emphasize to have nonredundant design points when they are projected onto a lower-dimensional input space to guard against possible inert factors. After performing the sensitivity analysis, however, this projection property is no longer a major concern, since we can identify possible inactive factors and assign them very low number of levels in advance. Moreover, as pointed out by some authors (such as Bingham et al. 2009, Ba and Joseph 2011), although designs with many levels are ideal to capture the complex nonlinear effects in the simulated surface, it is not essential that the number of levels for each factor must be as large as the number of runs. For example, if the sensitivity analysis suggests that the high-order nonlinear effects for some input factors tend to be insignificant, using fewer levels for them usually can increase our ability to estimate the high-order interactions. For stochastic simulations or finite element simulations subject to numerical errors, it is also more desirable to moderately reduce the number of levels. In this aspect, the marginal constraint for LHD is so restrictive that sometimes it impairs the other desirable properties of the design.

In this chapter, we propose a two-stage design which can efficiently adapt themselves to the prior information from the sensitivity analysis and assign a customized
number of levels for each input factor in the finite element simulations. The building blocks we choose for this new design are the orthogonal arrays (OAs) (Hedayat, Sloane and Stufken 1999), whose previous applications in designing finite element simulations are very limited mainly due to its redundancy of the design points when projected onto a subspace. In the literature, a few studies reported the connections between the OAs and the space-filling designs (Fang and Mukerjee 2000, Kerr 2001). Ba and Joseph (2011) recently proposed to split the OA into multiple layers to eliminate the projection redundancy and achieve desirable space-filling properties. In this chapter, we adopt a reverse strategy. Instead of splitting the OA into layers, we propose to construct a two-stage design which combines two different arrays.

In the first stage, we customize the number of levels for each input factor based on the results from sensitivity analysis, and a compatible OA of desirable size can be generated according to the tables in Hedayat, Sloane and Stufken (1999) and Wu and Hamada (2009) to accommodate these basic levels for the input variables. Due to the preliminary sensitivity analysis, projection property of this customized design is no longer a concern and the selected OA can be used as a Stage-I design which forms a good basis for designing the finite element simulations. However, one limitation of this design is that it is constructed purely based on the prior information elicited from the analytical models, which are derived based on certain assumptions and approximations. Since the finite element models can capture much more delicate features of the underlying process, their input effects may have been underestimated in the preliminary sensitivity analysis. In light of this, a Stage-II design is further needed to proportionally increase the number of levels for each input factor.

To construct the Stage-II design, we first need to decide the number of extra levels to add for each input variable. This choice can be quite flexible and mainly depends on how accurately the analytical models can resemble the finite element models. If their difference is not very substantial such as in the case of our micromachining process, an intuitive strategy is to fill in the additional levels at the midpoints between the existing basic levels for each factor. (If the difference between these two types of models are indeed substantial, practitioners may need to go back to scrutinize...
the underlying assumptions of the analytical models and try to make improvements before they can proceed in this way.) For any possible inactive factor identified from the sensitivity analysis, we recommend also assigning at least one more additional level to its existing nominal level. This approach increases the number of levels for each variable proportionally (nearly doubled) from the Stage-I design and make them large enough to capture the possible complex nonlinear effects existed in the finite element simulations. Since a single OA accommodating all those basic and additional levels tend to get too large, we propose to construct the Stage-II design using a second OA which only contains the newly added levels for each input factor. When superimposing this Stage-II design onto the original Stage-I array, we can obtain a combined design in economical run size but with augmented number of levels for each input. To achieve more flexible run size, the Stage-II design can alternatively be selected as a subset of the second OA by minimizing the following space-filling measure

\[
(\sum_{i,j \in I, i \neq j} \frac{1}{d^m(x_i, x_j)} + \sum_{i \in I, k \in I} \frac{1}{d^m(x_i, x_k)})^{1/m}
\]

(36)

where \(x_k (k \in I)\) represent the fixed points from the Stage-I experiments, \(d^2(\cdot, \cdot)\) is the Euclidean distance between any two points, and \(x_i (i \in I)\) correspond to the points for Stage-II design which we need to choose from the second OA. The first part in (36) maximizes the distances among the Stage-II design points and the second part in (36) maximizes the distances from the Stage-II to Stage-I design points. When the constant \(m\) is chosen to be sufficiently large, it can also be seen that the objective function in (36) becomes equivalent to the maximin distance measure (Morris and Mitchell 1995).

The two-stage design generated as above has several desirable properties. Although the overall combined design is not completely orthogonal, correlations among its input factors would still remain small, since the columns within each of its sub-arrays are still orthogonal or nearly orthogonal to each other. When combining the two stages of arrays, the additional points from the second array can be viewed as
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Figure 21: Proposed approach for integrating the analytical models with the finite element models.

filling in the vacant space left by the first array, which can be considered as an attempt to improve the space-filling properties of the design. Moreover, the two-stage design allows a moderate projection redundancy of design points, which makes it more capable in estimating the factor interactions. Since the finite element models in our micromachining process are subject to numerical errors, reducing the number of levels in this way might also help improve the efficiency of estimating the effects. After we obtain data from both the analytical and finite element models for the combined design, many model adjusting techniques can be applied for developing the final surrogate model. A flow chart illustrating our proposed strategy is shown in Figure 21 and a detailed analysis for our micromachining process using the proposed method is offered in next section.

3.4 Analysis

In the micromachining process, we are interested in predicting the machining forces with the input variables of cutting speed $V$ (from 10 to 1000 mm/min), the depth of cut $h$ (from 5 to 100 microns) and the rake angle $\alpha_{avg}$ (from -10 to 10 degrees). For simplicity, we will denote them as $x_1, x_2, x_3$, respectively. In this section we develop the machining force metamodels step by step according to the proposed flow chart in Figure 21.
Figure 22: Residuals versus fitted values plots for the cutting force regression model: (a) initial model containing only three linear effects $x_1, x_2, x_3$; (b) the final fitted model with seven significant terms as shown in Table 3.

3.4.1 Sensitivity Analysis Using Analytical Models

To perform the sensitivity analysis, the analytical models described in the first section are evaluated with a 25-run OA to assess the effects of each input. The design matrix for this 25-run OA is shown in Table 2, which is a $5^{-1}$ faction of the 125-run five-level full factorial design. In this design, each input factor is assigned with five equally spaced levels to capture the possible high-order effects, and since its three input columns are orthogonal to each other, this OA enables us to independently assess the effects of different input variables in the regression model (Wu and Hamada 2009). For each combination of the input settings, the analytical models return two types of machining forces: the cutting force $Y_c$ and the thrust force $Y_t$. Outputs of these two machining forces are summarized in Table 2. It is interesting to note that since the analytical models are fast to run, it is also possible to consider using other OAs with larger run size or adopting more sophisticated sensitivity analysis techniques in this step.

Using a residual plot-based regression model building approach, we obtain a model (with $R^2$ larger than 0.99) for the log values of the cutting force $\log(Y_c)$, which contains seven significant terms as shown in Table 3. Figure 22 demonstrates its residual
diagnostic plots (fitted v.s. residual) before and after incorporating the interaction and nonlinear terms, which shows that finally all the residuals from the fitted model can be contained in a narrow horizontal band around zero. The significant effects identified in fitting the log values of thrust force $Y_t$ are very similar and omitted here. According to the preliminary results in Table 3, the analytical models suggest that $x_1$ has a quadratic effect, $x_2$ has a highly nonlinear effect and $x_3$ has only a linear effect in the machining forces.
Table 3: Significant terms in the regression model for $\log(Y_c)$.

<table>
<thead>
<tr>
<th></th>
<th>Intercept</th>
<th>$\log(x_2)$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_1:x_2$</th>
<th>$x_1^2x_2$</th>
<th>$x_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>8.56e-01</td>
<td>7.75e-01</td>
<td>1.56e-04</td>
<td>2.95e-03</td>
<td>2.68e-06</td>
<td>-3.25e-09</td>
<td>-3.40e-03</td>
</tr>
<tr>
<td>P-values</td>
<td>&lt;2e-16</td>
<td>&lt;2e-16</td>
<td>1.66e-06</td>
<td>3.08e-07</td>
<td>2.82e-03</td>
<td>8.51e-05</td>
<td>3.59e-05</td>
</tr>
</tbody>
</table>

3.4.2 Two-stage Design for the Finite Element Simulations

Based on the results from sensitivity analysis, assigning three levels for $x_1$, four levels for $x_2$, and two levels for $x_3$ seems to be a reasonable strategy to capture the quadratic, nonlinear and linear effects in $x_1$, $x_2$ and $x_3$ respectively. As a result, the Stage-I experiments can be chosen as an OA containing full combinations of these basic levels, which requires conducting $3 \times 4 \times 2 = 24$ runs in computer experiments. Without loss of generality, suppose the range of each factor is coded from 0 to 1. Then the Stage-I experiments select three levels (0, 1/2, 1) for $x_1$, four levels (0, 1/3, 2/3, 1) for $x_2$, and two levels (0, 1) for $x_3$. Because the input effects identified in the sensitivity analysis may have been underestimated, additional levels need to be filled in at the midpoints between the existing basic levels. Specifically, the Stage-II design adds two new levels (1/4, 3/4) for $x_1$, three new levels (1/6, 3/6, 5/6) for $x_2$ and one new level (1/2) for $x_3$. As illustrated in Figure 23, the resulting combined design achieves five levels in $x_1$, seven levels in $x_2$ and three levels in $x_3$, which are large enough to capture the complex nonlinear factor effects in the finite element simulations and are also consistent with the preliminary sensitivity analysis results based on the analytical models. The full combination of all these levels requires $5 \times 7 \times 3 = 105$ simulation runs, which are obviously too much for running the time-consuming finite element simulations. For run-size economy in the computer experiments, a Stage-II design containing full combinations of the added midpoint levels can be constructed, which has $2 \times 3 \times 1 = 6$ runs. After combining the two stages of arrays, the combined design is shown in Table 4, whose total run size is only $24 + 6 = 30$. 
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totally achieves five levels in $x_1$, seven levels in $x_2$ and three levels in $x_3$, which are large enough to capture the complex nonlinear factor effects in the finite element simulations and are also consistent with the preliminary sensitivity analysis based on the analytical models. The full combination of all these levels requires $5 \times 7 \times 3 = 105$ simulation runs, which are obviously too much. For run-size economy in the computer experiments, a Stage-II design containing full combination of the added midpoint levels can be constructed, which has $2 \times 3 \times 1 = 6$ runs. After combining the two stages of arrays, the combined design is shown in Table 3, which achieves five levels in $x_1$, seven levels in $x_2$ and three levels in $x_3$, but the total run size is only $24 + 6 = 30$.

Figure 23: Levels for each input factor.

Table 4: Illustration of the two-stage design.

<table>
<thead>
<tr>
<th>Stage I Run</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>Stage II Run</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.25</td>
<td>0.17</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0.25</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.33</td>
<td>0</td>
<td>3</td>
<td>0.25</td>
<td>0.83</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.33</td>
<td>1</td>
<td>4</td>
<td>0.75</td>
<td>0.17</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.67</td>
<td>0</td>
<td>5</td>
<td>0.75</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0.67</td>
<td>1</td>
<td>6</td>
<td>0.75</td>
<td>0.83</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>0.33</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>0.33</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.5</td>
<td>0.67</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.5</td>
<td>0.67</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>0.33</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0.33</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>0.67</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>0.67</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.4.3 Integrated Metamodel

Based on the 30-run combined design, we ran finite element simulations for the machining forces and their results are shown in Table 5. On a 4GB RAM Intel Core
2 Duo processor machine, each of these simulation runs can take from 30 minutes to several hours to complete depending on the depth of cut. Since output from the DEFORM® software often involves numerical fluctuations as shown in Figure 24, we report both the mean and standard deviation of each output after the simulation gets stabilized. In the 30th experiment, the cutting force simulation failed to converge properly and its result was omitted from the study. In Table 5, corresponding machining force outputs from the analytical models are also provided.

To synthesize the simulation data with different levels of accuracy, many sophisticated modeling approaches are available in the literature. Kennedy and O’Hagan (2000) proposed an autoregressive structure to link the low-accuracy data \( Y_{low} \) to high-accuracy data \( Y_{high} \) through \( Y_{high}(x) = \rho Y_{low}(x) + \delta(x) \), where a constant \( \rho \) is chosen for the scale adjustment and a Gaussian process model \( \delta(x) \) for location adjustment. Qian et al. (2006) relaxed the constant \( \rho \) assumption with a linear regression model for \( \rho(x) \). Qian and Wu (2008) further developed this model by simultaneously performing the scale and location adjustments using the Gaussian process models. Xia, Ding and Mallick (2011) extended the method to integrate misaligned two-resolution data, and recently Tuo, Wu and Yu (2012) proposed an alternative approach which uses nonstationary Gaussian process models for integrating multi-resolution data.

Among these many choices, in this chapter we adopt an integration framework as...
Table 5: Computer outputs of analytical model (AM), finite element simulation (FES) and the standard deviation of simulation error (SD).

<table>
<thead>
<tr>
<th>Run</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>Cutting force ($Y_c$)</th>
<th></th>
<th>Thrust force ($Y_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AM</td>
<td>FES</td>
<td>SD</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>5</td>
<td>-10</td>
<td>8.31</td>
<td>9.31</td>
<td>0.650</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>8.28</td>
<td>8.81</td>
<td>1.020</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>36.66</td>
<td>-10</td>
<td>44.9</td>
<td>53.8</td>
<td>1.075</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>36.66</td>
<td>10</td>
<td>41.01</td>
<td>48.2</td>
<td>1.075</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>68.32</td>
<td>-10</td>
<td>80.96</td>
<td>87.4</td>
<td>2.265</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>68.32</td>
<td>10</td>
<td>74.24</td>
<td>81.2</td>
<td>2.750</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>100</td>
<td>-10</td>
<td>116.58</td>
<td>123.1</td>
<td>2.025</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>100</td>
<td>10</td>
<td>107.1</td>
<td>116.6</td>
<td>1.325</td>
</tr>
<tr>
<td>9</td>
<td>505</td>
<td>5</td>
<td>-10</td>
<td>9.22</td>
<td>11.2</td>
<td>0.800</td>
</tr>
<tr>
<td>10</td>
<td>505</td>
<td>5</td>
<td>10</td>
<td>9.22</td>
<td>10.5</td>
<td>1.000</td>
</tr>
<tr>
<td>11</td>
<td>505</td>
<td>36.66</td>
<td>-10</td>
<td>49.73</td>
<td>54.3</td>
<td>1.825</td>
</tr>
<tr>
<td>12</td>
<td>505</td>
<td>36.66</td>
<td>10</td>
<td>45.41</td>
<td>47.4</td>
<td>1.388</td>
</tr>
<tr>
<td>13</td>
<td>505</td>
<td>68.32</td>
<td>-10</td>
<td>89.81</td>
<td>99.24</td>
<td>1.750</td>
</tr>
<tr>
<td>14</td>
<td>505</td>
<td>68.32</td>
<td>10</td>
<td>82.34</td>
<td>92.4</td>
<td>1.575</td>
</tr>
<tr>
<td>15</td>
<td>505</td>
<td>100</td>
<td>-10</td>
<td>129.47</td>
<td>145.6</td>
<td>1.800</td>
</tr>
<tr>
<td>16</td>
<td>505</td>
<td>100</td>
<td>10</td>
<td>118.92</td>
<td>127.3</td>
<td>1.525</td>
</tr>
<tr>
<td>17</td>
<td>1000</td>
<td>5</td>
<td>-10</td>
<td>9.37</td>
<td>11.8</td>
<td>0.950</td>
</tr>
<tr>
<td>18</td>
<td>1000</td>
<td>5</td>
<td>10</td>
<td>9.37</td>
<td>10.9</td>
<td>0.775</td>
</tr>
<tr>
<td>19</td>
<td>1000</td>
<td>36.66</td>
<td>-10</td>
<td>50.57</td>
<td>54.9</td>
<td>0.708</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>36.66</td>
<td>10</td>
<td>46.18</td>
<td>51.9</td>
<td>0.800</td>
</tr>
<tr>
<td>21</td>
<td>1000</td>
<td>68.32</td>
<td>-10</td>
<td>91.35</td>
<td>102.3</td>
<td>2.000</td>
</tr>
<tr>
<td>22</td>
<td>1000</td>
<td>68.32</td>
<td>10</td>
<td>83.75</td>
<td>89.5</td>
<td>2.275</td>
</tr>
<tr>
<td>23</td>
<td>1000</td>
<td>100</td>
<td>-10</td>
<td>131.71</td>
<td>142.2</td>
<td>2.750</td>
</tr>
<tr>
<td>24</td>
<td>1000</td>
<td>100</td>
<td>10</td>
<td>120.97</td>
<td>132.4</td>
<td>3.525</td>
</tr>
<tr>
<td>25</td>
<td>257.5</td>
<td>20.83</td>
<td>0</td>
<td>27.46</td>
<td>31.5</td>
<td>0.875</td>
</tr>
<tr>
<td>26</td>
<td>257.5</td>
<td>52.49</td>
<td>0</td>
<td>65.1</td>
<td>75.3</td>
<td>1.275</td>
</tr>
<tr>
<td>27</td>
<td>257.5</td>
<td>84.15</td>
<td>0</td>
<td>102.27</td>
<td>109</td>
<td>2.025</td>
</tr>
<tr>
<td>28</td>
<td>752.5</td>
<td>20.83</td>
<td>0</td>
<td>28.2</td>
<td>30.6</td>
<td>0.975</td>
</tr>
<tr>
<td>29</td>
<td>752.5</td>
<td>52.49</td>
<td>0</td>
<td>66.87</td>
<td>73.8</td>
<td>2.250</td>
</tr>
<tr>
<td>30</td>
<td>752.5</td>
<td>84.15</td>
<td>0</td>
<td>105.08</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
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follows
\[ z(\mathbf{x}) = \log Y(\mathbf{x}) - \log Y_{AM}(\mathbf{x}) = \rho(\mathbf{x}) + \varepsilon(\mathbf{x}), \quad (37) \]
where \( Y_{AM}(\mathbf{x}) \) represents the analytical model, \( Y(\mathbf{x}) \) corresponds to the finite element simulation outputs, \( \varepsilon(\mathbf{x}) \sim N(0, \sigma^2_\varepsilon(z(\mathbf{x}))) \) are the random errors uncorrelated at different input locations, and \( \rho(\mathbf{x}) \) is assumed to be a realization from a stationary Gaussian process (GP) \( \rho(\mathbf{x}) \sim GP(\mu, \sigma^2_R) \) which has mean \( \mu \) and covariance function \( \text{cov}(Y(\mathbf{x} + \mathbf{h}), Y(\mathbf{x})) = \sigma^2 R(\mathbf{h}) \). Here \( R(\mathbf{h}) \) is usually chosen to be the Gaussian correlation function \( R(\mathbf{h}) = \exp(-\sum_{j=1}^p \theta_j h^2_j) \) with unknown correlation parameters \( (\theta_1, \ldots, \theta_p) \). Since the machining forces are nonnegative, log values of the corresponding responses are used in the model. The error variances for \( z(\mathbf{x}_i) \) at each design point can be approximated by
\[ \sigma^2_\varepsilon(z(\mathbf{x}_i)) = \sigma^2_\varepsilon(\log Y(\mathbf{x}_i)) \approx \sigma^2_\varepsilon(Y(\mathbf{x}_i))/E^2(Y(\mathbf{x}_i)), \]
for the analytical model \( Y_{AM}(\mathbf{x}) \) is deterministic. Note that different from Kennedy and O’Hagan (2000) and Qian et al. (2006), we do not use another GP to approximate the low accuracy model because in our case the analytical model is very cheap to evaluate.

In computer experiments’ literature, the GP modeling strategy (also referred to as kriging) is well studied (Sacks et al. 1989, Santner et al. 2003). Recently, Ankenman et al. (2010) gave a detailed study on the modeling of simulation data with stochastic errors. For a \( n \)-run design \( D = (\mathbf{x}_1, \ldots, \mathbf{x}_n) \), denote the response values as \( \mathbf{z} = (z_1, \ldots, z_n)^\top \) and the error variances \( \Sigma_\varepsilon = \text{Diag}\{\sigma^2_\varepsilon(z(\mathbf{x}_1)), \ldots, \sigma^2_\varepsilon(z(\mathbf{x}_n))\} \). The corresponding best linear unbiased predictor (BLUP) at a new input location \( \mathbf{x} \) can be derived as
\[ \hat{\mathbf{z}}(\mathbf{x}) = \hat{\mu} + \mathbf{r}(\mathbf{x})(\mathbf{R} + \frac{1}{\sigma^2_\varepsilon} \Sigma_\varepsilon)^{-1}(\mathbf{z} - \hat{\mu} \mathbf{1}), \quad (38) \]
where \( \mathbf{r}(\mathbf{x}) = (R(\mathbf{x} - \mathbf{x}_1), \ldots, R(\mathbf{x} - \mathbf{x}_n))^\top \), \( \mathbf{R} \) is an \( n \times n \) matrix with the \((ij)\)th element \( R(\mathbf{x}_i - \mathbf{x}_j) \), \( \mathbf{1} \) is a \( n \)-dimensional vector of 1’s, and \( \hat{\mu} = (\mathbf{1}^\top (\mathbf{R} + \frac{1}{\sigma^2_\varepsilon} \Sigma_\varepsilon)^{-1} \mathbf{1})^{-1} (\mathbf{1}^\top (\mathbf{R} + \frac{1}{\sigma^2_\varepsilon} \Sigma_\varepsilon)^{-1} \mathbf{z}) \). The unknown parameters \( (\theta_1, \ldots, \theta_p) \) and \( \sigma^2 \) in the predictor can be estimated by maximizing the profile likelihood function, which is equivalent to minimizing
\[ \log |\sigma^2 \mathbf{R} + \Sigma_\varepsilon| + (\mathbf{z} - \hat{\mu} \mathbf{1})^\top (\sigma^2 \mathbf{R} + \Sigma_\varepsilon)^{-1}(\mathbf{z} - \hat{\mu} \mathbf{1}). \quad (39) \]
### Table 6: Validation data from the analytical model (AM) and the finite element simulations (FES).

<table>
<thead>
<tr>
<th>Run</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>Cutting force ($Y_c$)</th>
<th>Thrust force ($Y_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM</td>
<td>FES</td>
<td>AM</td>
<td>FES</td>
<td>AM</td>
</tr>
<tr>
<td>1</td>
<td>65.00</td>
<td>63.06</td>
<td>2.22</td>
<td>74.15</td>
<td>86.39</td>
</tr>
<tr>
<td>2</td>
<td>175.00</td>
<td>20.83</td>
<td>-4.44</td>
<td>27.81</td>
<td>25.77</td>
</tr>
<tr>
<td>3</td>
<td>285.00</td>
<td>84.17</td>
<td>-6.67</td>
<td>105.99</td>
<td>127.21</td>
</tr>
<tr>
<td>4</td>
<td>395.00</td>
<td>31.39</td>
<td>6.67</td>
<td>39.43</td>
<td>41.86</td>
</tr>
<tr>
<td>5</td>
<td>505</td>
<td>94.72</td>
<td>4.44</td>
<td>114.63</td>
<td>120.62</td>
</tr>
<tr>
<td>6</td>
<td>614.99</td>
<td>41.94</td>
<td>-8.89</td>
<td>56.36</td>
<td>65.35</td>
</tr>
<tr>
<td>7</td>
<td>724.99</td>
<td>10.28</td>
<td>0</td>
<td>15.31</td>
<td>17.21</td>
</tr>
<tr>
<td>8</td>
<td>834.99</td>
<td>52.50</td>
<td>8.89</td>
<td>64.94</td>
<td>64.22</td>
</tr>
<tr>
<td>9</td>
<td>944.99</td>
<td>68.61</td>
<td>-2.22</td>
<td>87.75</td>
<td>87.12</td>
</tr>
</tbody>
</table>

For our micromachining process, outputs from both the analytical model and finite element simulations are summarized in Table 5, which can be used to fit the GP adjustment model in (37). To facilitate the estimation of correlation parameters, all three input variables are standardized into the range of [0,1] before analysis. By optimizing the likelihood function in (39), we can obtain the estimates for the unknown parameters in the cutting force model as $\hat{\theta} = (8.4, 10, 0.4)$, $\hat{\sigma}^2 = 0.001$; and similarly the parameters for the thrust force model can be estimated to be $\hat{\theta} = (10, 10, 10)$, $\hat{\sigma}^2 = 0.012$. The final surrogate model for the machining forces (at a new input location $x$) is given by

$$\hat{Y}(x) = Y_{AM}(x)\exp(\hat{\epsilon}(x)),$$

where $\hat{\epsilon}(x)$ is the BLUP in (38) with the above estimated parameters plugged in. It is interesting to note that, the force prediction from this final surrogate model is always equal to zero whenever the output of the analytical model is zero, which agrees with the physical laws.

### 3.4.4 Validation

To evaluate the effectiveness of our method, we conducted nine additional finite element simulations and compared their results with the predictions from the fitted
surrogate model. These additional experiments are chosen according to an orthogonal-maximin LHD (Joseph and Hung 2008) where each factor has nine equally spaced levels in the input region. The design and the corresponding outputs from both the analytical models and the finite element simulations are shown in Table 6. For each input setting, two different metamodels are fitted for comparison. The first model $\hat{y}_{\text{simp}}(\boldsymbol{x})$ is a simple GP model which is fitted only based on the finite element simulation data. The second metamodel $\hat{y}_{\text{int}}(\boldsymbol{x})$ is the proposed integrated model in (40) which absorbs the analytical model as the basis and adjusts the prediction by the finite element simulation outputs. The accuracy of these models can be measured and compared by computing their root mean square prediction error (RMSPE) $\sqrt{\sum_{i=1}^{9} \left(\hat{y}(\boldsymbol{x}_i) - y(\boldsymbol{x}_i)\right)^2/9}$ on the validation data. For the cutting force prediction, the RMSPE for $\hat{y}_{\text{simp}}(\boldsymbol{x})$ is 8.11 while for $\hat{y}_{\text{int}}(\boldsymbol{x})$ is 6.57, both of which are much smaller than only using the analytical model for prediction which yields a RMSPE of 9.01. Specifically, the proposed integrated model $\hat{y}_{\text{int}}(\boldsymbol{x})$ is 27.1% more accurate than the analytical model, and it also improves the prediction accuracy by 19% over the traditional $\hat{y}_{\text{simp}}(\boldsymbol{x})$ model. Note that in Figure 5, since the analytical models always give a cutting force smaller than the finite element models, their ratios can be less variable than the finite element simulation outputs, which partly explains the reason for the superior performance of our integrated model $\hat{y}_{\text{int}}(\boldsymbol{x})$ here. For predicting the thrust force, the RMSPE of only using the approximate analytical model is 5.78. When a simple GP model is fitted based on the detailed finite element simulation data, it gives a RMSPE of 5.50, which does not make too much improvement. Clearly, although the fitted $\hat{y}_{\text{simp}}(\boldsymbol{x})$ is precise at the design points, its prediction accuracy decreases when moving into the unknown region. By integrating the analytical model with the finite element simulation data, our final metamodel $\hat{y}_{\text{int}}(\boldsymbol{x})$ for the thrust force can give a RMSPE as low as 4.72, which is 18.3% and 14.2% more accurate than using the analytical model or the GP model based on the finite element simulation data alone.
3.5 Conclusion

In this chapter, we discuss strategies to efficiently integrate information from analytical models with finite element models in building metamodels in a micromachining process. We show that the cheap analytical models can be used to perform a sensitivity analysis in the beginning, whose results can then guide us to more efficiently design the computationally expensive finite element simulations. A two-stage design for the finite element simulations is proposed which makes use of the elicited prior knowledge from the analytical models and assigns a customized number of levels for each input factor. The proposed design is comprised of two sub-arrays and enjoys several advantages such as near-orthogonality, good space-filling properties and desirable ability in estimating both the nonlinear effects and factor interactions. For simulation with numerical errors, the proposed design is also more efficient of estimating the effects compared to the traditional $n$-level space-filling designs. In the end, our model validation results indicate that the integrated model can more accurately approximate the overall response surface than either using the analytical model or the traditional metamodel based on the finite element simulations alone. Since the integrated metamodel is much faster to evaluate than the finite element simulations, it can be used to better understand, optimize, and control the micromachining process.

In this case study, we are a little fortunate that the sensitivity analysis for both the cutting forces and the thrust forces yield similar results. Since these two forces are two simultaneous outputs from the finite element models, designs for them always have to be identical. In some applications, if the two responses turn out to have very different sensitivity with respect to the inputs, we need to construct their design based on the more complex effects for each of their input factors. In addition, although in this chapter we focus on extracting information from analytical models in developing the integrated metamodel, the approach may be more broadly applicable to other types of engineering models which are faster but less accurate than the finite element simulations. For example, besides the analytical models, it is possible to have other approximate engineering models such as the ones involving only ordinary differential
equations but requiring numerical methods to solve them, or those needing some nonlinear root-finding methods, or those using finite difference methods, etc. These approximate models can be used to design the expensive finite element simulations in a similar way and finally build a fast and accurate integrated surrogate model.
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