Object localization in the presence of a strong heterogeneous background in fluorescent tomography
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We propose a method for object localization in fluorescent tomography (FT) in the presence of a highly heterogeneous background. Existing approaches typically assume a homogeneous background distribution; thus, they are incapable of accurately accounting for the more general case of an unconstrained, possibly heterogeneous, background. The proposed method iteratively solves the inverse problem over a solution space partitioned into a background subspace and an object subspace to simultaneously estimate the background and localize the target fluorescent objects. Simulation results of this algorithm applied to continuous-wave FT demonstrate effective localization of target objects in the presence of highly heterogeneous background distributions. © 2008 Optical Society of America
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1. INTRODUCTION

The development of activated and targeted fluorescent molecular probes [1] has facilitated in vivo study and monitoring of certain molecular processes several millimeters under the skin. Self-quenching fluorescent probes, for example, have been designed to specifically target cancer-associated proteases [2,3]. These probes are activated upon encountering the targeted enzyme, at which time the interaction cleaves a peptide bond within the probe, thereby activating the attached fluorophores. Coated quantum dots are another technology under investigation for in vivo imaging. Available with a wide variety of coatings, these particles are covered with particular conjugate binding sites that will specifically interact only with the target molecules [4]. The high binding affinity of fluorescent probes has made them an attractive tool for cancer research and for the development and monitoring of drugs such as protease inhibitors [5,6].

With the opportunities afforded by the probe technologies, the ability to image and quantify the concentration of fluorophores deep within tissue (>1 mm) is of great importance. The study and understanding of the propagation of light in highly scattering biological tissues, especially in the near-infrared (NIR) wavelengths (700–900 nm) where tissue has the lowest absorption, has paved the way for the development of fluorescent tomography (FT) techniques for in vivo three-dimensional imaging of fluorescent molecules using optical surface measurements [7–11].

While FT has the potential to achieve submillimeter resolution [8] and picomole sensitivity [7], several factors affect the accurate localization and quantification of fluorescent objects. One especially important obstacle is the presence of strong background fluorescence in tissue. There are two primary sources that contribute to the background fluorescence: Autofluorescence of the tissue and fluorescence from excess probes (i.e., the extrinsic probes not uptaken by the targeted regions) [12]. The background signal can overwhelm the desired fluorescent signal from targets in relatively deep locations, thus adversely affecting object localization and quantification [13,14].

Several methods have been proposed to handle the background fluorescence. One intuitive method is the differential approach where an estimate of the background is obtained by acquiring measurements before and after the probe administration. The applicability of this approach to in vivo scenarios is limited due to the considerable time span between the two measurements during which the physiology within the body may change considerably. Also, it is not possible to estimate the background introduced after the administration of probes using this method. More practical methods either preprocess the measurements to estimate and subtract the background signal or account for the background fluorescence during the reconstruction [12,14].

Most methods proposed for reduction of background fluorescence assume a homogeneous distribution for the background. However, the homogeneous model is not always adequate for modeling the heterogeneous background common to in vivo scenarios; therefore, more versatile techniques that do not rely on a homogeneous model are of interest [13].

In this work, we propose a method to improve the performance of FT in localization and quantification of fluorescent inclusions in the presence of strong and highly heterogeneous background fluorescence. We use the difference between the spatial characteristics of the distri-
fluorophores to define two sets of basis functions for representing them. The background distribution, though highly heterogeneous, usually follows smooth spatial variations, while the object fluorophores are sparsely distributed [15–17]. The validity of such object–background modeling of the fluorophore distribution is discussed later in Section 6. We employ a set of spatially smooth basis functions for modeling the background such that an arbitrary background distribution is approximated as a nonnegative linear combination of these basis functions. The set of all distributions spanned by this basis set is referred to as the background subspace. The object distribution is modeled by an object subspace consisting of sparse distributions. The object and background distributions are estimated simultaneously by iteratively solving the inverse problem over the object and background subspaces. At each iteration, the solution over each subspace is used to improve the estimation over the other. The results of the simulation of a FT system with a continuous-wave laser source for a cylindrical phantom are presented to verify the ability of the proposed method to effectively separate the object and background signals for cases in which the homogeneous model does not provide sufficient representation of the background signal and, therefore, fails in object reconstruction.

The remainder of this paper is divided into six sections: Section 2 describes the linear system model of FT, Section 3 defines the object and background subspaces, Section 4 presents our method for separation of the object and background distributions using these subspaces, and Section 5 presents detailed simulation results for one typical case. Section 6 discusses the performance of the proposed method and the validity of the assumptions using further simulation results, and Section 7 is the conclusion.

Note on Notations. Throughout this paper, matrices are denoted by bold, capital letters. The $n$-dimensional space of real numbers (positive real numbers) is denoted by $\mathbb{R}^n$. The $L_0$, $L_1$, and $L_2$ norms of $x \in \mathbb{R}^n$ are denoted as $|x|_0$, $|x|_1$, and $|x|_2$, respectively. For $x, y \in \mathbb{R}$, the inner product of $x$ and $y$ is denoted by $(x, y)$. The zero vector in $\mathbb{R}^n$ is shown as $0_n$. The symbols $= \equiv$ and $\approx$ are interpreted as “defined as” and “approximated by,” respectively. The symbol $\triangleq$ is used to mark the end of a proof. For a given finite set $S$, the number of the elements of $S$ is shown by $|S|$. For a given vector $X$, $\text{diag}(X)$ represents a diagonal matrix with $X$ at the main diagonal, and $X^T$ represents the transpose of the vector $X$. The subsets of $\mathbb{R}^n$ are denoted using bold, capital letters with an upper bar, as in $\bar{X}$. Finally, the term subspace, as used in this paper, refers to a subset of $\mathbb{R}^n$ and does not necessarily imply a vector subspace in the algebraic sense.

2. LINEAR SYSTEM MODEL OF FLUORESCENT TOMOGRAPHY

In this section, we review the mathematical model describing the relationship between surface optical measurements and the distribution of fluorophores. The propagation of the NIR light in a highly scattering tissue can be modeled by the diffusion approximation (DA) [18]. We use finite-element modeling (FEM) for discretization of DA for numerical modeling [19,20] using a tetrahedral mesh with $K$ nodes.

Let $X$ be a $K \times 1$ vector representing the fluorophore concentration (defined as the product of the absorption cross section and the quantum yield of fluorophores) at the $K$ mesh nodes. Also let $M$ be the $N_sN_d \times 1$ vector of measurements for the $N_s$ source and $N_d$ detector locations. As previously described in [15], the relationship between the measurement vector $M$ and the fluorophore distribution vector $X$ can be expressed by the following linear model:

\[ M = ZX + \eta, \]

where the $N_sN_d \times K$ matrix $Z$ is the system matrix (derived as a function of the tissue and measurement geometries and the optical properties of the tissue, using FEM modeling of DA) and $\eta$ is an $N_sN_d \times 1$ vector representing the additive measurement noise, which is modeled by a Gaussian random process (see [21] for noise modeling). We assume the optical properties and, thus, the system matrix $Z$ are known prior to reconstruction of the fluorophore distribution. While diffuse optical tomography techniques can be used to estimate these parameters [21], a common approach consists of assuming a uniform optical absorption and scattering equal to their typical values in tissue [22]. Proper normalization of the emission measurements by the excitation measurements is then applied to mitigate the effect of the optical heterogeneities [13,22,23].

3. MODELING THE DISTRIBUTION OF THE OBJECT AND BACKGROUND FLUOROPHORES

The distributions of the fluorophores in the background and in the targeted areas have different spatial properties: Background fluorophores, even if heterogeneous, have a rather smooth distribution, while the fluorophores in the targeted areas are distributed in a set of small isolated objects that are attributed to neoplastic tissues [17,24]. The differences in their respective spatial distributions allow their representation by two different sets of basis functions: One for smooth distributions and one for sparse, isolated distributions. (Note: The terms “basis function” and “basis distribution vectors” are used here interchangeably.) It should be noted that while such modeling of the fluorophore distribution as composed of the two object and background components does include a wide range of applications, it does not include all practical cases. The limitations and validity of this modeling approach are further discussed in Section 4. Throughout the development of the proposed method, however, we assume this model for the fluorophore distribution.

As discussed in Section 2, the distribution of fluorophores in tissue is modeled by a $K \times 1$ vector of nonnegative real values, whose $k$th element denotes the concentration of fluorophores on the $k$th mesh node. Let $\bar{X}$ be the space of all possible fluorophore distributions, which in the most general form is $\mathbb{R}^{+K}$. The fluorophore distribu-
tion vector $X$ may be written as a combination of the object distribution $X_o$ and the background distribution $X_b$ as

$$X = X_b + X_o. \quad (2)$$

Next we present a framework for representation of the object and background distributions.

### A. Representation of the Background Distribution

The smooth spatial variations of the background fluorescence allows for its representation by a set of smooth basis functions. Appendix A presents a criterion for the spatial smoothness of a given distribution. Let $P$ denote the number of the basis functions used in the background distribution expansion. The background distribution, denoted by the $K$-dimensional vector $X_b$, can generally be represented by a nonnegative $P$-dimensional vector, $Y_b$, in which each element of $Y_b$ corresponds to a nonnegative expansion coefficient for one of the basis functions. The background distribution is approximated as a weighted summation of the basis functions as

$$X_b = \tilde{X}_b = \sum_{i=1}^{P} Y_b(i) B_i, \quad (3)$$

where $B_i$ is a $K$-dimensional vector representing the value of the $i$th basis function on the $K$ mesh nodes and $Y_b(i)$ denotes the $i$th element of the vector $Y_b$.

A set of smooth basis functions is constructed using the sinc function, which is advantageous due to its maximal smoothness and minimal high-frequency content. Consider the following nonnegative function consisting of the main lobe of the one-dimensional sinc function:

$$g^o: \mathbb{R} \to \mathbb{R}^+; \quad g^o(x) = \begin{cases} \frac{\omega \sin(x/\omega)}{x} & |x| \leq \pi \omega \\ 0 & \text{else} \end{cases}, \quad (4)$$

where the real number $\omega$ controls the level of the smoothness of this function. The $P$ basis functions, $\beta_i^o$, are then defined as

$$B_i^o = [g^o(||q_1 - c_i||), \ldots, g^o(||q_K - c_i||)] \quad (i = 1, \ldots, P), \quad (5)$$

where $q_i$ is a three-dimensional vector denoting the spatial position of the $i$th mesh node. The three-dimensional vectors $c_i(i=1, \ldots, K)$ denote the center positions of the basis functions and are chosen to span the volume of the tissue. Finally, we define the background subspace as

$$\tilde{X}_b = \left\{ \sum_{i=1}^{P} a_i B_i^o | a_i \geq 0 \right\}. \quad (6)$$

It is shown in Appendix A that the smoothness of the elements of $\tilde{X}_b$ is controlled by the choice of $\omega$ and $P$. Sufficient smoothness can be achieved due to the high smoothness of the function $g^o$.

### B. Representation of the Object Distribution

In contrast to the background, the object distribution consists of a few isolated areas within the tissue. For a given measurement geometry and noise level, FT has a limited resolution in the detection of fluorescent objects; therefore, a fluorescent object up to a certain size can be sufficiently modeled by a fluorescent point source, regardless of the actual shape of the object [25]. A combination of point sources can be used to represent larger objects. With this in mind, the object distribution can be modeled as a sparse vector, namely, one with few nonzero elements (a method for object localization using this property is proposed in [15]). Accordingly, the object subspace is defined as the set of all sparse distributions. One method to ensure a sparse solution is to limit the maximum number of nonzero elements. In this sense, the object space, denoted by $\tilde{X}_o$, is given as

$$\tilde{X}_o = \left\{ \sum_{i=1}^{P} a_i \delta_i | a_i \in \mathbb{R}^+, |I| \leq N_o, I \subset \{1, \ldots, K\} \right\}, \quad (7)$$

where the delta function $\delta_i$ is equal to 1 only on the $i$th mesh node and 0 elsewhere. The members of $\tilde{X}_o$ have, at most, $N_o$ nonzero elements. This approach, while promoting the convergence of the proposed iterative method presented in Section 4, limits the maximum number of nonzero elements; therefore, placing an upper limit on the number and sizes of objects that can be represented in the object subspace $\tilde{X}_o$.

Sparseness can also be imposed while solving the linear problem by minimizing the $L_1$ norm of the solution vector—a method referred to as basis pursuit (BP) [26]. This approach does not limit the maximum number of nonzero elements and, further, yields a convex optimization problem. A combination of these two approaches for representation of sparse distributions is used in the iterative method proposed in the next section.

### 4. PROPOSED METHOD FOR JOINT OBJECT AND BACKGROUND ESTIMATION

As explained in the previous section, the object and background distributions can be each approximated by a linear combination of a set of basis functions. We estimate the expansion coefficients for the object and background distributions through constrained minimization of the distance between the predicted and the actual measurements. Since different constraints should be applied to solve for the expansion coefficients of the object and background distributions based on the corresponding basis function sets, joint optimization of the object and background distribution parameters is a nonlinear problem.

We propose a method to iteratively estimate the object and background distributions by solving the inverse problem over the object and background subspaces. The result of the estimation over each subspace is used to improve the result of the estimation over the other. The iterations are repeated until the overall estimation error, defined as the distance between the predicted and the actual measurements, converges to within a preset bound.

The sequence of the steps comprising the proposed method is presented in Table 1. Let $X_o^{(i)}$ and $X_b^{(i)}$ denote the estimated object and background distributions, respectively, at the $i$th iteration. The initial estimations are set to zero in step (a). In step (b) we find the best candidate in the background subspace for the current estimation of the background signal, i.e., $M - M_b^{(i)}$. The resulting optimization problem for finding the expansion coeffi-
Table 1. Proposed Method for Estimation of Object and Background Distributions

(a) Initialization; \(i=0, X_b^{(0)}=0_K, \) and \(X_o^{(0)}=0_K.\) Start in the OMP mode.
(b) Estimate the background distribution given the current estimation of the object distribution;
\[
X_b^{(i+1)} = \arg \min_{x \in X_b} \| Z x - (M - M_b^{(i)}) \|_2^2 = \sum_{j=1}^{P} a_j B_j^n,
\]
where
\[
(a_1, \ldots, a_P) = \arg \min_{a_1, \ldots, a_P \in \mathbb{R}} \| Z x - (M - M_b^{(i)}) \|_2^2.
\]
(c) Estimate the object distribution given the current estimation of the background distribution;
In the OMP mode, then
\[
X_o^{(i+1)} = \arg \min_{x \in X_o, |x|<N_o} \| Z x - (M - M_b^{(i)}) \|_2^2 = \sum_{j=1}^{P} b_j \delta_j,
\]
where
\[
(b_j)_{j=1}^{P} = \arg \min_{b_j \in \mathbb{R}, |b_j|<N_o} \| Z \sum_{j=1}^{P} b_j \delta_j - (M - M_b^{(i)}) \|_2^2.
\]
(d) Calculate the estimation error; \(E_i = \| M - M_b^{(i)} - M_o^{(i)} \|.
(e) If the estimation \(E_i\) is not stable, then \(i=i+1\) and go to (b).
(f) If in the OMP mode, then switch to the BP mode and go to (b), else finished.

OMP are explained in Appendix B for comprehensiveness and clarity. This mode of operation is identified as the “OMP mode” in Table 1.

Then, after convergence in the OMP mode, the algorithm switches to the method of BP based on the \(L_1\) minimization, referred to as the “BP mode” in Table 1, to relax the restriction imposed on the maximum number of the nonzero elements during the OMP mode. The optimization term in the BP mode is a weighted combination of the \(L_1\) norm of the solution vector and the fidelity term (i.e., the distance between the predicted and the actual measurements). The algorithm terminates after convergence in the BP mode.

After each iteration, the distance between the actual measurement vector and the predicted measurement vector, given as \(E_i = \| M - M_b^{(i)} - M_o^{(i)} \|,\) is evaluated in step (d). In step (e), the stability of this error is evaluated and used as the convergence criterion. Various stability tests can be used for this purpose. As an example, we evaluate the variations in the last few \(E_i\)'s and determine the convergence accordingly. A discussion regarding the convergence of the iterative algorithm presented in Table 1 for the two modes is presented in Appendix C.

5. SIMULATION RESULTS

To demonstrate the efficiency of the proposed method, we present here in detail the simulation results for a case involving a highly heterogeneous background distribution.

A cylindrical phantom with a diameter of 4 cm, a height of 6 cm, and an optical absorption and scattering of, respectively, 0.2 cm\(^{-1}\) and 10 cm\(^{-1}\) (typical for bulk tissue) is used for all simulations. A total of 18 sources and 18 detectors are placed on the surface of the cylinder as shown in Fig. 1 (similar measurement geometries have been experimentally used in other studies [28]). The extrapolated zero boundary condition [29] is used to model the air–tissue boundary, assumed at the entire phantom surface, and a mesh of 3403 nodes and 14,702 tetrahedral ele-

![Fig. 1. (Color online) Spatial configuration of the simulation case study discussed in Section 5. The cylinder represents the phantom, and the filled (open) square marks indicate the source (detector) locations.](image-url)
ments is used to discretize the tissue volume. This simulated FT setup is assumed to operate in the continuous-wave mode.

The simulation results are presented for the case of a fluorophore distribution consisting of two spherical objects, each with a diameter of 5 mm (of interest in early cancer detection [24]), and a background distribution consisting of two Gaussian distributions with a standard deviation of 15 mm (the Gaussian distribution has been used for modeling the distribution of nonspecific fluorescent agents [13]). The objects are located on the \( z=0 \) plane about 1 cm under the phantom surface, and each spans over three mesh nodes. The object distribution is modeled as having a concentration equal to 1 over a total of nine nodes and 0 elsewhere. The \( z \)-slice plots of the object and background distributions for \( z=-1.0, -0.5, 0, 0.5, \) and 1.0 cm are depicted in Figs. 2(a) and 2(b), respectively.

The relative object-to-background concentration ratio is adjusted such that the object and background signals have equal powers. The resultant tumor-to-background ratio (TBR, defined as the concentration of fluorophores on the object divided by the average concentration in the background) is approximately 125. Note that even for such a high TBR, because of the larger quantity of the fluorophores in the background and the deep location of the objects, the background signal still significantly affects the measurements. A measurement noise with a signal-to-noise ratio (SNR) of 20 dB, modeled by a Gaussian random process, is also added to the measurements.

In the OMP mode, we consider at most one nonzero node for the object distribution (i.e., \( N_o=1 \)). Using the definition presented in Eqs. (4)–(6), the background subspace is represented by a set of modified sinc basis functions with \( \omega=1/3 \) cm\(^{-1} \), centered on 220 locations inside the phantom volume (i.e., \( P=220 \)).

The \( z \)-slice plots of the estimated object and background distributions are depicted in Figs. 3(a) and 3(b). As can be seen from Fig. 3, the proposed method provides a fairly accurate estimation of both the object and background distributions. For comparison, we have also estimated the background assuming a homogeneous model by restricting the background subspace to the uniform distributions, namely, \( \tau=0 \) and \( \alpha=0 \), where the distribution \( \tau \) is equal to 1 over all mesh nodes except the extrapolated boundary nodes. As can be seen from the results presented in Fig. 3(c), estimation using the homogeneous model generates a highly erroneous solution. Finally, in

![Fig. 2. (Color online) The z-slice images of (a) the object and (b) the background fluorophore distribution for the simulation case study discussed in Section 5. The fluorophore distribution inside the phantom consists of three spherical objects, each with a diameter of 5 mm and a background distribution consisting of two Gaussian functions, each with a standard deviation of 15 mm centered at \( z=-5 \) mm and +5 mm.](image1)

![Fig. 3. (Color online) The z-slice images of (a) the object and (b) the background distributions estimated using the proposed approach after 25 iterations; (c) the object distribution as estimated using an approach based on the assumption of homogeneity of the background distribution; (d) the object distribution estimated using Tikhonov regularization without any background compensation.](image2)
over, the reduction gain in the OMP mode tends to increase as the algorithm proceeds.

Figure 5 depicts the estimation error $E_i$. The algorithm was repeated 15 times to converge in the OMP mode and then 20 times to converge in the BP mode. The estimation error follows a nonincreasing trend, which shows the convergence of the algorithm in both modes. This simulation scenario verifies the ability of OMP to achieve a fair initial estimation of the background and the helpfulness of the $L_1$ minimization to further improve the object estimation. The simulation case study described in Section 5 lasted about 100 s in the OMP mode and 500 s in the BP mode. Simulations were performed in MATLAB on a Pentium 4, 3.4 GHz processor with 1 Gbyte of RAM.

6. DISCUSSION

The method proposed in this paper aims at resolving the object and background signals by projection of the measurement vector into two relatively exclusive subspaces, namely, the object and background subspaces. While significant improvements over traditional methods for reducing the background fluorescence can be achieved, especially for highly heterogeneous distributions of background fluorescence as demonstrated in Section 5, several factors affect the performance of the proposed method. In this section we discuss such factors and analyze the performance of the method under various conditions using further simulation results. Specifically, we first review the assumptions made in the development of the proposed method and discuss their validity in practical scenarios. Next, we discuss the factors affecting the performance of the proposed method in separating the object and background signals. Finally, we investigate object and background estimation using the proposed method in the presence of modeling mismatch error due to optical perturbations.

For convenience and comprehensiveness, the following notations and definitions are used throughout this section. We define $M_o = X_o \hat{X}_o$, and $M_b = X_b \hat{X}_b$, as, respectively, the object and background signals ($X_o, X_b$, and $Z$ are the object distribution, the background distribution, and the system matrix, respectively). Also, we define $\hat{M}_o = Z \hat{X}_o$, and $\hat{M}_b = Z \hat{X}_b$ (matrix multiplication performed on every vector in the corresponding subspace) as the object signal subspace and the background signal subspace, respectively ($\hat{X}_o$ and $\hat{X}_b$ denote the object and background subspaces defined in Eqs. (6) and (7), respectively). Finally, let $M_o^o$, $M_b^o$, $M_o^b$, and $M_b^b$ denote the projections of object and background signals (as specified by the corresponding subscripts) onto the object and background subspaces (as specified by the corresponding superscripts).

A. Object–Background Model for Fluorophore Distribution

The main assumption made in the development of the proposed method is that the fluorophores in tissue are either highly localized in target locations or are otherwise distributed diffusely as background fluorescence. In other words, the background fluorophores are assumed to be...
distributed with a significantly lower level of spatial variations than the object fluorophores. This model for fluorophore distribution well represents the in vivo cases where the administered probes have a high binding affinity only to the targeted molecules, as is the case of various fluorescent probes engineered to target and/or activate upon encountering cancer-related enzymes. However, such a classification might not be possible when no specific objects can be distinguished in the fluorophore distribution or when the object and the background distributions have similar spatial characteristics and are, therefore, partly or completely indistinguishable using the object and background subspaces for a given set of subspace parameters (an example of such a case is later demonstrated in Fig. 9 and discussed in Subsection 6.B).

For the purpose of investigating the validity of this model, it is helpful to study the capability of the object and background subspaces to represent objects with different sizes, as illustrated in Fig. 6. In this figure, the solid (dashed) curves show the error of representing the object signal using the object (background) subspaces for different subspace parameters. This error is calculated for the object subspaces as follows. For a given object size and location, the projection of object signal $M_o$ into the object subspace, i.e., $M_o^p$, is found and the error, in percentage, is calculated as $100 \times \|M_o - M_o^p\|/\|M_o\|$. The depicted value in Fig. 6 is the average of this error taken over many object locations for each object size. Note that the projection into the object subspace is done using the OMP. Since OMP is suboptimal, the actual error is expected to be slightly smaller than the depicted value for object subspaces with two or more point sources (i.e., $N_o > 1$). The methodology is the same for background subspaces.

As is observed in Fig. 6, the smaller objects are better represented with the object subspaces than the larger objects. Furthermore, more point sources generally result in a better representation. The background subspaces show poor representation for small objects, which implies a good separation between the object and the background signal subspaces. However, as objects become larger they better conform to the diffuse distribution model and are thus better represented by the background subspace. It should be also noted that the larger the background subspace parameter $\omega$ (refer to Eqs. (4)–(6)), the smoother the background subspace and the larger the object representation error. For significantly large objects there is strong cross talk between the object and the background subspaces; a point further illustrated in the next subsection.

As seen in Fig. 6, for the measurement geometry of Fig. 1, objects that are smaller than 1 cm in diameter (of interest in early cancer detection) are fairly well represented using the object subspaces, while they are poorly approximated by the background subspaces, which implies a low level of cross talk for such sizes. Note that the results presented in Fig. 6, as well as in other figures in this section, are obtained using the configuration of Fig. 1 and are expected to change according to the measurement geometry. For instance, increasing the number of source–detector pairs is expected to increase the distance between the signal subspaces, $M_o$ and $M_b$, thus reducing the cross talk between the object and the background signals and improving the performance of the proposed method in resolving the two distribution components.

As predicted by Fig. 6, large objects can be modeled as a collection of point sources; a point further illustrated by a simulation case presented in Fig. 7. Here the result of the reconstruction of a large object (2 cm in diameter) and a small object (0.5 cm in diameter) coexisting in a phantom, Fig. 7(a), in the presence of the background fluorescent probes engineered to target and/or activate upon encountering cancer-related enzymes. However, as objects become larger they...

![Fig. 6. Object representation error versus object size using object and background subspaces for the measurement geometry of Fig. 1. For a given object location, the error is given as $100 \times \|M_o - M_o^p\|/\|M_o\|$, where $M_o$ and $M_o^p$ are the object signal and its projection, respectively, into the corresponding subspace. The depicted error is averaged over many object locations.](image-url)
B. Cross Talk between Object and Background Signals and Its Impact on the Performance of the Proposed Method

The method proposed in this paper is developed using the assumption of the object–background model for the fluorophore distribution. Note that no assumption is made regarding the location, size, and number of objects or the level of background heterogeneity; however, the performance of the proposed method is affected by such parameters. Here we explain that, given a pair of subspaces, the main factor affecting the performance of the proposed method in resolving the object and background signals is the level of cross talk between the two.

The extent to which $M_o^c$ and $M_o^b$ approximate, respectively, $M_o$ and $M_b$, determines the reduction gain [defined in Eq. (8)] achieved by the algorithm. A poor representation in the background domain, for instance, limits the amount of the background signal that can be estimated and subtracted. Such poor representation is one of the main reasons that the uniform background model fails to achieve a significant level of background reduction.

On the other hand, the extent to which $M_b^c$ and $M_b^o$ approximate, respectively, $M_b^c$ and $M_b^o$, described here as the cross talk between the object and the background signals, is the main factor affecting the performance of the proposed algorithm in converging to a correct solution. A high level of cross talk may cause the iterative algorithm to converge to a local minimum where the objects are represented partly in the object subspace and partly in the background subspace or vice versa. Furthermore, as shown in Appendix C, a low level of cross talk generally implies faster convergence [the value of the parameter $\rho$ defined in Eq. (C9) indicates the overall level of cross talk between $\tilde{M}_b$ and $\tilde{M}_o$]. The level of cross talk increases as the objects grow in number or size.

The performance of the algorithm in reaching a correct solution is expected to be determined mainly by the level of cross talk rather than by the specific object and background properties, such as their relative locations or shapes; a point further illustrated by a simulation case presented in Fig. 8. In this simulation scenario, we compare the results of object reconstruction for two cases: One for two objects, shown in Fig. 8(a) (for simplicity, only the $z=0$ slice is shown), surrounded by a heterogeneous background, shown in Fig. 8(b); and another one for when the objects are located on the opposite side of the phantom. The object and background relative concentrations are adjusted so that the object and background signals have equal powers. A Gaussian noise with an SNR of 20 dB is added to the measurements. For the former case of objects surrounded by the background, a reduction gain of 17 dB is achieved, and the results of background and object reconstructions are shown in Figs. 8(c) and 8(d), respectively. For the sake of comparison, the result of the reconstruction using the uniform background model is also provided in Fig. 8(e).

Figure 8(f) shows the reconstruction result for the latter case of objects located on the opposite side of the phantom (with respect to the circular center) under otherwise the same conditions as the former case. A reduction gain of 15 dB is achieved in this case, which is comparable to the 17 dB reduction gain of the former case. These results confirm the insensitivity of the method to the relative object and background positions. Note that the error in estimation of the background concentration level, as evident by comparing Figs. 8(b) and 8(c), can be justified, as the reconstructed background, Fig. 8(c), has a center of mass that is closer to the surface than the actual background, Fig. 8(b).

This cross talk can be observed in the reconstruction as well, where a large object may partly appear in the background reconstruction. This point is further illustrated in Fig. 9, where a large and diffusive object, Fig. 9(a), surrounded by a highly heterogeneous background, Fig. 9(b), is reconstructed as a point source in the object domain, seen in Fig. 9(c), while making a significant contribution to the reconstructed background, as observed in Fig. 9(d). Interestingly, in this case the background has also con-
tributed to the reconstructed object distribution [pointed to by arrows in Fig. 9(c)]. Finally, note that the similarly large object in Fig. 7 was reconstructed as a collection of point sources using a smoother background subspace than the simulation case in Fig. 9, which implies a lower level of cross talk for the case in Fig. 7. Specifically, the background subspace for the simulation case of Fig. 7 uses $\omega = 1/2 \text{ cm}^{-1}$ [refer to Eq. (6)], while the case of Fig. 9 uses $\omega = 1/3 \text{ cm}^{-1}$. This parameter setting was chosen to demonstrate the cross talk effect in the reconstructions.

C. Reconstruction in the Presence of Optical Perturbations

Quantitative reconstruction of fluorophore concentration is especially complicated by imperfect knowledge about the optical properties of tissue. The actual optical absorption and scattering coefficients of tissue vary spatially and therefore often differ from the assumed values. Such perturbations induce modeling mismatch errors, which affect the performance of reconstruction algorithms. Certain methods, such as Born normalization, can be used to mitigate the impact of modeling mismatch errors. Such approaches are readily applicable to the method proposed in this paper as well.

While our method does not affect the quantitative recovery capability, it allows all existing approaches for such quantification to have better results due to a smaller background fluorescence effect. This fact is further illustrated in Fig. 10. In this simulation case, a cylindrical absorptive perturbation with an absorption coefficient of 0.3 cm$^{-1}$, shown in Fig. 10(a), is introduced in the phantom, which has an otherwise uniform absorption coefficient of 0.2 cm$^{-1}$. The proposed method, as in other simulation cases presented in this paper, assumes an optically uniform phantom model and seeks reconstruction of the objects shown in Fig. 10(c) in the presence of the background fluorescence shown in Fig. 10(b). As can be seen in Fig. 10(d), the error resulting from the discrepancies between the assumed and the actual optical properties of tissue does affect the accuracy of the proposed method that is estimating the concentration and location of the objects. However, the proposed method still delivers a more accurate solution, in terms of location and absolute concentration, than the uniform background model, as observed by comparing Figs. 10(d) and 10(e).

7. CONCLUSION

We presented a method for localization of fluorescent objects in the presence of a strong heterogeneous background. The proposed approach partitions the fluorophore distribution into an object and a background distribution, each represented by a different spatial model and expanded using a given set of basis functions. These basis functions are selected to preserve the smooth variations of the background distribution and the sparse distribution of objects. A reconstruction algorithm is used to iteratively solve for the object and background distributions. While conventional methods based on a homogeneous model for the background tend to fail to account for highly heterogeneous distributions, the proposed method produces a more accurate and reliable solution, as observed in various simulation cases presented in this paper.

APPENDIX A: SPATIAL SMOOTHNESS OF BACKGROUND DISTRIBUTIONS AND THE BACKGROUND SUBSPACE

In this section, we present a parameterized definition for spatial smoothness of fluorophore distributions. We also discuss the construction of desirably smooth background subspaces as spanned by smooth basis functions.
The fluorophore distribution over the tissue can be modeled by a nonnegative \( K \)-dimensional vector, representing the fluorophore concentration at the \( k \)th mesh node. Consider the linear operator \( H: \mathcal{G}^K \rightarrow \mathcal{H}^K \) acting as a high-pass spatial filter on the fluorophore distribution vectors. The details of the definition of such a high-pass filter are presented in Appendix D, where the filtering operator is represented by a \( K \times K \) matrix \( H \). For a given high-pass filter, represented by the matrix \( H \) and a constant \( \epsilon \in [0, 1] \), we define a given distribution as \( (H, \epsilon) \) smooth if it belongs to the set \( \tilde{S}_H^\epsilon \) defined as

\[
\tilde{S}_H^\epsilon = \{ x \in \mathcal{G}^K \mid \| Hx \| \leq \epsilon \| x \| \}. \tag{A1}
\]

The set \( \tilde{S}_H^\epsilon \) consists of all distributions whose high-frequency energy content (as determined by the filter \( H \)) is not greater than a given fraction, i.e., \( \epsilon \), of their total energy. Next we discuss the smoothness of the elements of the set spanned by a set of \( P(H, \epsilon) \) smooth basis functions.

**Lemma 1.** If \( \psi_1, \ldots, \psi_P \in \tilde{S}_H^\epsilon \) and \( (\varphi_i) \) is the set of distributions spanned by \( (\psi_1, \ldots, \psi_P) \), given as

\[
(\varphi_i) = \left\{ \sum_{i=1}^P a_i \psi_i \mid a_i > 0 \right\}, \tag{A2}
\]

then \( (\varphi_i) \subseteq \tilde{S}_H^\epsilon \).

**Proof:** Note that if not otherwise stated, all the summation indices in this proof range from 1 to \( P \).

We first show that for \( x_1, \ldots, x_P \in \mathcal{G}^K \), we have

\[
\sum_i |x_i| \leq P \| x \|. \tag{A3}
\]

For any \( j \in (1, \ldots, P) \), we have

\[
\left\| \sum_i x_i \right\| = \sqrt{\sum_i x_i^2} = \sqrt{\sum_i x_i^2 + \sum_{i, k = 1 \ldots n, (i, k) \neq (j, j)} x_i^T x_k} \geq \sqrt{x_j^T x_j} = \| x_j \|. \tag{A4}
\]

Summation of the inequality (A4) over \( j = 1, \ldots, P \) establishes the inequality (A3).

Now for an arbitrary \( f \in (\varphi_i) \) according to the triangular inequality for the \( L_2 \) norm, we have

\[
\| Hf \| = \sum_i a_i \| H \psi_i \| = \sum_i a_i \| H \psi_i \| \leq \sum a_i \| H \psi_i \|. \tag{A5}
\]

But since \( \psi_1, \ldots, \psi_P \in \tilde{S}_H^\epsilon \), we also have

\[
\| Hf \| = \sum a_i \| H \psi_i \| \leq \epsilon \sum a_i \| \psi_i \|. \tag{A6}
\]

By combining Eqs. (A5) and (A6) and using (A3), we obtain

\[
\| Hf \| \leq \epsilon \sum a_i \| \psi_i \|, \tag{A7}
\]

which shows that for any \( f \in (\varphi) \) we have \( f \in \tilde{S}_H^\epsilon \).

The above result demonstrates that if we choose a set of \( (H, \epsilon) \) smooth basis functions, then a distribution spanned by these basis functions (using nonnegative expansion coefficients) is \( (H, P\epsilon) \) smooth. Since \( P \geq 1 \), the spanned set is not as smooth as the basis functions; however, if the basis functions are chosen such that \( \epsilon = 1/P \), then the spanned set can be sufficiently smooth as well.

In Subsection 3.A we have used \( P \)-modified spatial sinc distributions as the basis functions for construction of the background subspace, as defined by Eqs. (4)–(6). Due to the high spatial smoothness of the sinc functions, \( \epsilon \) can be chosen to be desirably small, e.g., \( \epsilon < 10^{-6} \), if the high-pass filter \( H \) is adjusted to have a minimal spectral overlap with the low-frequency main lobe of the modified sinc function (the value of the \( \epsilon \) for a modified sinc function is determined based on the sinc parameter \( \omega \)). It is observed numerically that a few hundred basis functions are sufficient for representation of the background up to a high accuracy. We can adjust \( P\epsilon \) to be small enough and achieve desirably smooth background subspaces.

Finally, it is useful to observe that the set \( \tilde{S}_H^\epsilon \) is, in general, a nonconvex subset of \( \mathcal{G}^K \) (a set \( \tilde{A} \subseteq \mathcal{G}^K \) is by definition convex if and only if \( \forall \alpha \in [0, 1] \); \( \forall x, y \in \tilde{A} \Rightarrow \alpha x + (1-\alpha)y \in \tilde{A} \)).

**APPENDIX B: ORTHOGONAL MATCHING PURSUIT**

Consider the problem of estimating a given vector \( M \in \mathcal{G}^K \) as a linear combination of \( N \) vectors chosen from a set of \( N \) vectors \( V_i \in \mathcal{G}^K (i=1, \ldots, N) \). The problem can be formulated as

\[
 \text{minimize} \quad \sum_{i=1}^{N} \left\| a_i V_i - M \right\|_2, \tag{B1}
\]

where \( a_i \) and \( v_j \) represent, respectively, the set of indices of the chosen vectors and the corresponding expansion coefficients. The optimal solution to this problem requires an exhaustive search, which is computationally prohibitive. The method of OMP [27] seeks a suboptimal solution to the above problem using the iterative search method presented in Table 2 (the method presented in Table 2 is slightly different from the OMP as presented in [27]). In step (a) the residual vector \( \hat{M} \) is set equal to the measurement vector \( M \). In each iteration of the algorithm, the vector that best represents the residual vector \( \hat{M} \) is found in step (b) as the vector with the maximum correlation with the residual vector. In step (c) the set of indices \( I \) is augmented with the latest chosen index \( i_n \). In step (d) the set of coefficients that optimally expand
APPENDIX C: CONVERGENCE OF THE PROPOSED METHOD

In Section 5, a solution for separating the object and background signals in the measurements was presented. This problem can be regarded, in general, as one of describing a vector as a summation of two vectors from two respective sets. This section investigates this problem in its general form and discusses the convergence of the proposed iterative solution.

Specifically, let $\mathbf{A}$ and $\mathbf{B}$ be two subsets of $\mathbb{R}^n$ with the following properties:

$$\forall \alpha \geq 0, \quad x \in \mathbf{A} \Rightarrow \alpha x \in \mathbf{A}, \quad (C1)$$

$$\forall \alpha \geq 0, \quad x \in \mathbf{B} \Rightarrow \alpha x \in \mathbf{B}. \quad (C2)$$

Also, let $m$ be a vector in $\mathbb{R}^n$. Consider the problem of optimally describing $m$ as a summation of a member of $\mathbf{A}$ and a member of $\mathbf{B}$:

$$(a_o, b_o) = \arg \min_{a \in \mathbf{A}, b \in \mathbf{B}} \|m - a - b\|. \quad (C3)$$

This paper deals with a special case of Eq. (C3), in which $m$, $a_o$, and $b_o$ represent, respectively, the measurement vector $M$, the object signal $M_o$, and the background signal $M_b$, defined as $M_o = ZX_o$ and $M_b = ZX_b$. Next we present a framework for representation of the object and background distributions. The subsets $\mathbf{A}$ and $\mathbf{B}$ correspond to, respectively, the object and background subspaces mapped into $\mathbb{R}^K$ using the system matrix $Z$.

The iterative method presented in Table 3 seeks a suboptimal solution to Eq. (C3) by sequentially refining the estimation of each of the vectors $a$ and $b$ using the current estimation of the other, as performed in steps (b) and (c). The estimation error $E_i$ is used to test the convergence between iterations. In this appendix, it is shown that the iterative algorithm presented in the general form in Table 3 converges according to the specified convergence criteria.

Due to definition of $a_{i+1}$ given in step (b), we have

$$\forall x \in \mathbf{A}; \|m - b_i - a_{i+1}\| \leq \|m - b_i - x\|. \quad (C4)$$

Therefore

$$\|m - b_i - a_{i+1}\| \leq \|m - b_i - a_i\|. \quad (C5)$$

Similarly, using the definition of $b_{i+1}$ given in step (c), we have

$$\|m - a_{i+1} - b_{i+1}\| \leq \|m - a_{i+1} - b_i\|. \quad (C6)$$

By combining the inequalities (C5) and (C6), we get

$$\|m - a_{i+1} - b_{i+1}\| \leq \|m - a_i - b_i\|, \quad (C7)$$

or

$$E_{i+1} \leq E_i. \quad (C8)$$

Since, according to inequality (C8) $E_i$ is decreasing versus $i$ and positive, it also converges. While the above argument proves that the algorithm presented in Table 3 converges, as inspected in step (e), it does not establish the convergence or stability of $a_i$ or $b_i$.

The iterative method proposed in Table 1 can be viewed in the OMP mode as a special form of the iterative algorithm above. If OMP provided an optimal solution, then the results suggested by inequality (C8) would establish the convergence in the OMP mode. Although OMP is a suboptimal solver, the simulation results presented in Section 5 verify the applicability of the above results. Since the actual optimizations used in the iterative algorithm presented in Table 1 do not always converge to the optimal solutions, the estimation error, while following a decreasing trend, might not necessarily be decreasing; accordingly, our algorithm tests the level of fluctuations of
the error in the last few iterations. Next we discuss the convergence rate of the algorithm presented in Table 3. Define the distance between the two subsets \( \tilde{\mathbf{A}} \) and \( \tilde{\mathbf{B}} \) as

\[
\rho_{\tilde{\mathbf{A}} \tilde{\mathbf{B}}} = \sup_{a \in \tilde{\mathbf{A}}, b \in \tilde{\mathbf{B}}} |a, b|.
\]  
(C9)

For a vector \( x \), define \( \tilde{x} = x / \| x \| \). Due to the definitions of \( a_{i+1} \) and \( b_i \), and also to the closeness of the subsets \( \tilde{\mathbf{A}} \) and \( \tilde{\mathbf{B}} \) over scalar multiplication [as given in Eqs. (C1) and (C2)], we have

\[
\| a_{i+1} \| = | \langle m - b_i, \hat{a}_{i+1} \rangle |
\]
\[
= | \langle m - (m - a_i, \hat{b}_i) \hat{b}_i, \hat{a}_{i+1} \rangle | 
\]
\[
= \left| \langle m, \hat{a}_{i+1} \rangle - (m, \hat{b}_i) \hat{b}_i, \hat{a}_{i+1} \rangle + (a_i, \hat{b}_i) \hat{b}_i, \hat{a}_{i+1} \rangle \right|
\]
\[
= c_i \lambda_i \]  
(C10)

or, in other terms, given the definitions of \( c_i \) and \( \lambda_i \) in Eq. (C10) above, we can write

\[
\| a_{i+1} \| = c_i \lambda_i \| a_i, \hat{b}_i \|. 
\]  
(C11)

This equation suggests that the upper limit of \( \lambda_i \), i.e., \( \rho_{\tilde{\mathbf{A}} \tilde{\mathbf{B}}} \) determines the rate of the convergence. Equation (C11) suggests the value \( \rho_{\tilde{\mathbf{A}} \tilde{\mathbf{B}}} \) affects the rate of the algorithm convergence, as a decreasing \( \rho_{\tilde{\mathbf{A}} \tilde{\mathbf{B}}} \) hastens the convergence. Erratic behavior is expected for \( \rho_{\tilde{\mathbf{A}} \tilde{\mathbf{B}}} \) = 1. Analytical solutions for the above iterative approach can be obtained for very simple cases, such as when each of the subsets \( \tilde{\mathbf{A}} \) and \( \tilde{\mathbf{B}} \) is spanning using only one unit vector. It can be seen that for such a case, the rate of the convergence is explicitly determined by the normalized inner product of the unit vector of \( \tilde{\mathbf{A}} \) and the unit vector of \( \tilde{\mathbf{B}} \).

For the OMP mode, the object subspace consists of distribution vectors with at most \( N_o \) nonzero elements. The distance between the object subspace and the background subspace is relatively small. For example, for the set of parameters used in the case study presented in Section 5, namely, \( N_o = 2 \), \( \omega = 1/3 \) cm\(^{-1} \), and \( P = 220 \), we have \( \rho_{\tilde{\mathbf{A}} \tilde{\mathbf{B}}} = 0.6 \). As suggested by Eq. (C11), due to the small value of \( \rho_{\tilde{\mathbf{A}} \tilde{\mathbf{B}}} \) (as compared to 1), the algorithm is expected to converge. On the other hand, for the BP mode, where the sparseness of the object term is enforced by minimization of its \( L_1 \) norm during reconstruction, the object subspace is essentially the entire space \( \mathbb{R}^{N_k} \), as there is no upper limit on the number of nonzero elements. In this sense, the distance between the object and the background subspaces is one; therefore, the estimation error \( E \) will converge for the OMP mode, although it might show erratic behavior in the BP mode. This erratic behavior justifies not initially enforcing sparseness through \( L_1 \) minimization. Simulation results suggest that \( L_1 \) minimization can be reliably used to improve the estimations once a reliable estimation of the background is found in the OMP mode.

**APPENDIX D: SPATIAL FILTERING OF DISTRIBUTION VECTORS**

In this appendix, the spatial filtering of a given \( K \)-dimensional distribution vector (where \( K \) is the number

of nodes in the tetrahedral FEM mesh), used in Appendix A to establish a criterion for spatial smoothness, is described. Because of the irregularity of the locations of the mesh nodes in the three-dimensional space, spatial filtering, though conceptually simple, needs to be clarified. Here we explain how to construct a filtering operator \( H : \mathbb{R}^K \rightarrow \mathbb{R}^K \) from a given three-dimensional digital filter.

Suppose \( x \in \mathbb{R}^{1+k} \) is an arbitrary distribution over the \( K \) mesh nodes, where each element of \( x \) represents the concentration of fluorophores on the corresponding mesh node. Consider an \( N_o \times N_o \times N_z \) rectangular grid in \( \mathbb{R}^3 \) encompassing the entire tetrahedral mesh. The distribution \( x \), defined over the mesh, can be mapped into a distribution over the rectangular grid, denoted by an \( (N_o N_o N_z) \)-dimensional vector \( y \), using an interpolation operator \( I : \mathbb{R}^K \rightarrow \mathbb{R}^{N_o N_o N_z} \), also representable by an \( N_o N_o N_z \times K \) matrix \( \mathbf{I} \) such that \( y = \mathbf{I} x \). One simple interpolation scheme describes the concentration on each grid point as a linear combination of the concentrations on the four vertices of the tetrahedral element that contains that grid point. If the rectangular grid is chosen such that \( N_o N_o N_z > K \), then the inverse of the interpolation operator is given by a \( K \times N_o N_o N_z \) matrix \( \mathbf{J} \) (defined as \( \mathbf{J} = (\mathbf{I})^{-1} \)).

Consider a spatial discrete-time filter, represented by the three-dimensional sequence \( g(m, n, p) \), where \( m, n, p \) are integers. This filter can be represented by an \( N_o N_o N_z \times N_o N_o N_z \) matrix \( \mathbf{G} \) operating on the grid distribution \( y \) such that the filtered grid distribution is given by \( \mathbf{G} y \). The filtered mesh distribution is defined here as the filtered grid distribution mapped back to the mesh by the inverse interpolation operator \( \mathbf{J} \). In other words, the filtering matrix for the tetrahedral mesh \( \mathbf{H} \) is given as \( \mathbf{H} = (\mathbf{J})^{-1} \mathbf{G} \), which is the grid filter matrix \( \mathbf{G} \) interpolated over the tetrahedral mesh.
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