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1 Introduction

Optical pattern recognition has been appreciated since the complex spatial filtering work by VanderLugt in 1964 and demonstration of the joint transform correlator by Weaver and Goodman in 1966. These methods of optical correlation in fact were invented to provide a tool for 2-D spatial filtering. In both of these approaches, only one stored pattern was correlated with the incoming patterns. The advantage of multiplexing several patterns in a volume hologram makes optical correlation a significant method to be utilized in optical pattern recognition. In this way, the incoming pattern is correlated with all of the stored patterns, each recorded as a volume hologram. As a result, holographic information processors have massive parallelism and high speed.

Much research has been performed in volume holographic correlation, extending its outstanding capabilities to a variety of applications. Some examples are the implementation of optical neural networks, real-time vehicle navigation, content-addressable data, and fingerprint recognition. In all these applications, the optical correlation is performed using multiplexed volume holograms, and all of the stored holograms in the system use the whole volume of the recording medium. Since all the stored patterns (or holograms) overlap in the same volume of the recording medium, they must be recorded once all of the patterns are available. Adding extra patterns to or erasing selected patterns from the system after the recording phase is complicated because all of the stored patterns in the recording medium are affected by the optical beams required for recording or erasing some holograms. Thus, the conventional techniques can not be used for dynamic pattern recognition.

In this paper, we introduce the localized holographic correlators (LHCs), which use the localized holographic recording technique enabled by gated holographic recording in photorefractive crystals. Using this method, every pattern in the system can be recorded and erased at any arbitrary time without affecting other holograms, making LHCs excellent candidates for the implementation of dynamic optical correlators. By simulation, we show that the performance of the LHC measured by crosstalk, shift invariance, and capacity is better than that of the conventional angle-multiplexed optical correlators. Moreover, the capacity of the proposed LHC is extendable by elongation of the recording medium, and the complete correlation system is more compact than a conventional volume holographic correlator.

We explain the basic structure of the LHCs in Sec. 2. Section 3 discusses a theoretical analysis of the performance of LHCs. The performance measures of the LHC are calculated and then compared with those of the conventional correlators in Sec. 4. Section 5 discusses further extension of the capabilities of the LHCs. Section 6 presents final conclusions.

2 LHCs

The basic idea for an LHC is shown in Fig. 1. Figure 1(a) shows the general recording setup for localized holographic recording in 90-deg geometry. Each hologram is recorded by the simultaneous overlap of a sensitizing (or gating) beam and two coherent recording beams (i.e., reference beam and signal beam) in a thin slice of the recording medium. Note that different holograms are recorded in different slices and will not overlap with each other. In the recognition phase, the signal beam corresponding to the unknown pattern is correlated with all the stored patterns, as depicted in Fig. 1(b). The unknown pattern will read all the holograms, resulting in diffraction of their correspond-
Fig. 1 Localized holographic correlation steps: (a) recording and (b) correlating. During recording, each pattern is recorded as a volume hologram in a thin slice of the recording medium that is sensitized by the sensitizing beam. Reading of a hologram by its corresponding reading beam (or pattern) results in a strong diffracted beam from a thin slice of the recording medium.

Fig. 2 Basic structure of an LHC. The recorded slice has dimensions \( L_x, L_y, \) and \( L_z \) in the \( x, y, \) and \( z \) directions, respectively. The coordinates of the points in the SLM plane, the back focal plane of the lens, and the slice volume are represented by \( (\xi, \eta), (x, y), \) and \( (u, v, z) \), respectively. The recorded slice is located at distance \( Z_c \) from the back focal plane of the lens (2=0) with focal length \( F \).

3 Theoretical Analysis of LHCs

In Fig. 2, the correlation system is illustrated with more details that are used in our analysis. The recording and reading patterns are applied to a spatial light modulator (SLM), which is put in the front focal plane of a lens with focal length \( F \). The SLM is illuminated by a monochromatic plane wave light source at recording wavelength \( \lambda \). The electromagnetic (EM) field pattern at \((u, v, z)\) within the recording slice, represented by \( F_1(u, v, z) \), caused by the recording pattern \( f_1(\xi_1, \eta_1) \) at the SLM can be calculated using Fresnel diffraction approximation (see the appendix) as

\[
F_1(u, v, z) \propto \int_{\text{SLM}} f_1(\xi_1, \eta_1) \times \exp \left[ -j \frac{\pi}{\lambda F^2} (\xi_1^2 + \eta_1^2) \right] \exp \left( j \frac{2 \pi z}{\lambda} \right) \times \exp \left[ -j \frac{2 \pi}{\lambda F} (u \xi_1 + v \eta_1) \right] d\xi_1 d\eta_1.
\]
Here $F_1(u,v,z)$ can represent electric or magnetic field depending on the polarization of the signal beam. All parameters in Eq. (1) are defined in the caption for Fig. 2. The reference beam within the sensitized slice of the recording medium can be approximately represented as a plane wave, i.e., $\exp(\text{j}k_u u)$, where $k_u=2\pi n/\lambda$ with $n$ being the refractive index of the recording material. Therefore the permittivity modulation due to the interference of the signal beam and the reference beam can be represented as

$$\Delta \varepsilon \propto |\exp(\text{j}k_u u) + F_1(u,v,z)|^2.$$  \hspace{1cm} (2)

Note that the proportionality constant in Eq. (2) depends on the electro-optic properties and the dynamics of the photorefractive effect of the two-center recording material\textsuperscript{15} and is not included here for simplicity. Expanding Eq. (2), the only component that can produce a Bragg matched diffracted beam during reading by the same pattern at the SLM [i.e., $f_1(\xi, \eta)$] is

$$\Delta \varepsilon \propto F_1^*(u,v,z) \exp(\text{j}k_u u) F_1(u,v,z) \exp(-\text{j}k_u u \cdot \text{r}).$$

$$A_\theta(k_d) \propto \int \int \int_{\text{Volume}} F_1^*(u,v,z) F_1(u,v,z) \exp(-\text{j}k_u u \cdot \text{r}) \, du \, dv \, dz$$

$$\int [(2\pi n/\lambda)^2 - k_{dy}^2 - k_{dz}^2]^{1/2},$$

where $\text{r}=u\text{a}_x + v\text{a}_y + z\text{a}_z$ [where $\text{a}_x, \text{a}_y$, and $\text{a}_z$ are unit vectors in the $x$, $y$ (or $u$, $v$), and $z$ directions, respectively] and $k_d$ represents the diffracted wave vector with magnitude $|k_d|=|k_d| = \sqrt{k_{dy}^2 + k_{dz}^2} = 2\pi n/\lambda$. Note that the integral in Eq. (5) is performed over the volume of the recording slice. Assuming $A_\theta(k_d)$ to be significant only for $k_{dy}, k_{dz} \ll 2\pi n/\lambda$ (i.e., paraxial approximation for a plane wave in the $a_z$ direction), we neglect $k_{dy}$ and $k_{dz}$ in the denominator of Eq. (5) to obtain

$$A_\theta(k_d) \propto \int \int_{\text{SLM}} f_1^*(\xi_1, \eta_1) \, d\xi_1 \, d\eta_1$$

$$\times \int \int_{\text{SLM}} f_2(\xi_2, \eta_2) \, d\xi_2 \, d\eta_2$$

$$\times \int \int \int_{\text{Volume}} \exp\left\{ j \frac{2\pi}{\lambda F} \left( \xi_1 - \xi_2 + \frac{2\pi n}{\lambda} \eta - k_{dz} \right) \right\}$$

$$\times \exp\left\{ j \frac{2\pi}{\lambda F} \left( \eta_1 - \eta_2 - k_{dy} \right) \right\}$$

$$\times \exp\left\{ j \frac{2\pi}{\lambda F^2} (\xi_1^2 + \eta_1^2 - \xi_2^2 - \eta_2^2 - k_{dz}) \right\}$$

$$\times \exp\left\{ j \frac{2\pi}{\lambda F^2} \left( \xi_1^2 - \xi_2^2 - \eta_1^2 + \eta_2^2 - k_{dy} \right) \right\}$$

$$\Delta \varepsilon \propto F_1^*(u,v,z) \exp(\text{j}k_u u).$$

$$\text{The hologram is then read by another pattern, } f_2(\xi_2, \eta_2) \text{ at the SLM plane. The reading field pattern at the recorded slice is calculated similar to the recording field pattern [i.e., Eq. (1)] to be}$$

$$F_2(u,v,z) \propto \int \int_{\text{SLM}} f_2(\xi_2, \eta_2)$$

$$\times \exp\left\{ -j \frac{\pi Z}{2nF^2} (\xi_2^2 + \eta_2^2) \right\} \exp\left\{ j \frac{2\pi n}{\lambda} u \right\}$$

$$\times \exp\left\{ -j \frac{\pi Z}{2nF^2} (\xi_2^2 + \eta_2^2 - k_{dy}) \right\} \, d\xi_2 \, d\eta_2.$$ 

The diffracted field in wave vector space [represented by $A_\theta(k_d)$] is calculated by using Eqs. (2)–(4) and the Born approximation\textsuperscript{15}

Performing the integral over the volume of the slice yields

$$A_\theta(k_d) \propto LxLyLz \int \int_{\text{SLM}} f_1^*(\xi_1, \eta_1) \, d\xi_1 \, d\eta_1$$

$$\times \int \int_{\text{SLM}} f_2(\xi_2, \eta_2) \, d\xi_2 \, d\eta_2$$

$$\times \exp\left\{ -j \frac{\pi Z}{2nF^2} (\xi_2^2 + \eta_2^2 - k_{dy}) \right\}$$

$$\times \exp\left\{ -j \frac{\pi Z}{2nF^2} \left( \xi_1^2 - \xi_2^2 + \eta_1^2 - \eta_2^2 - k_{dz} \right) \right\}$$

$$\times \exp\left\{ -j \frac{\pi Z}{2nF^2} \left( \xi_1^2 + \eta_1^2 - \xi_2^2 + \eta_2^2 - k_{dz} \right) \right\},$$

with $\text{sinc}(x) = \sin(\pi x)/\pi x$. In the following steps, we assume the dimension of the slice in $y$ (or $v$) direction (i.e., $L_y$) to be large enough to approximate the second sinc function in Eq. (6) as an impulse (or delta) function. Integration over $\eta_2$ then yields
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\[ A_d (k_d) \propto L_x L_Z \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_1 (\xi_1, \eta_1) d\xi_1 d\eta_1 \]
\[ \times \int_{-\infty}^{\infty} f_2 (\xi_2, \eta_1 + \Delta \eta) d\xi_2 \]
\[ \times \text{sinc} \left( \frac{L_x}{2 \pi} \frac{2 \pi}{\lambda f} (\xi_1 - \xi_2) + k_x - k_{dx} \right) \]
\[ \times \text{sinc} \left( \frac{L_Z}{\alpha} \right) \exp \left[ - j \left( Z_C + \frac{L_Z}{2} \right) \alpha \right], \quad (8) \]

where
\[ \alpha = \frac{\pi}{n \lambda F^2} (\xi_1^2 - \xi_2^2 - 2 \eta_1 \Delta \eta - \Delta \eta^2) - k_{dz}, \quad (9) \]
\[ \Delta \eta = -\frac{\lambda F}{2 \pi} k_{dy}, \quad (10) \]
and SLM-ξ means the ξ direction (or x direction) in the SLM plane.

The detector array is located right below the bottom face of the crystal. The EM field in position space at the detector plane (i.e., \( u = L_x / 2 \) plane) is then calculated as

\[ E(u, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A_d (k_d) \]
\[ \times \exp \left[ j \left( k_{dz} \frac{L_x}{2} + k_{dy} u + k_{dz} z \right) \right] d k_{dy} d k_{dz}. \quad (11) \]

In these derivations, the x dimension (or u dimension) of the recording slice (i.e., \( L_x \)) is not assumed to be infinite, because the variation of the height of the recording slice significantly crosses the crosstalk and shift invariance, as explained in Sec. 4.

4 Performance Measures in an LHC

To compare the performance of conventional optical correlators with that of the LHC, we consider three performance measures: shift selectivity, crosstalk, and capacity. These performance measures are calculated using the theoretical derivations of Sec. 3.

In all of the simulations in this section, the recording material is assumed to be a doubly doped LiNbO3 crystal. The images are random pixelated patterns with 20-μm pixel pitch size and it is assumed that the average of the field values is removed by dc blocking at the Fourier plane of an imaging system with unity magnification (not shown in Fig. 2). The focal length of the lens after the imaging system is 20 cm. The recording and reading wavelength is 532 nm. The thickness of each recording slice is 10 μm. The location of the recording slice \( Z_C \) is arbitrarily chosen, because according the simulations, it has no effect on the performance measures of the LHC.

4.1 Crosstalk

Crosstalk is defined as the detected noise power in the place of a nonexistent (or empty) pattern (or hologram) produced by other stored patterns (or holograms). It is usually quantified by the crosstalk noise-to-signal ratio (NSR), which is the ratio of the crosstalk noise power to the signal power diffracted from the hologram corresponding to a desired pattern. As is usual in crosstalk calculations for optical correlators, the worst-case scenario is considered for both conventional correlators and LHCs. In this scenario, it is assumed that all the recorded holograms are recorded with one pattern for all. During correlation, the holograms are read with the same pattern to maximize the unwanted crosstalk.\(^{16}\)

In conventional holographic correlators that use the angular multiplexing method, the correlation pattern of the incoming signal beam with the stored patterns is formed at the output plane (i.e., the focal plane of a Fourier transforming lens).\(^{16}\) The central peaks of the correlation patterns fall at points corresponding to the reference beam angles with which the stored patterns are recorded. The sidelobes of the correlation patterns, however, may occur at the locations of the peaks of the other correlation patterns and cause crosstalk. In volume holograms, the mentioned sidelobes get suppressed as the thickness of the recording medium increases, which in turn decreases the crosstalk.\(^{16}\) This suppression occurs because of angular selectivity of volume holograms.\(^{15}\) The amount of crosstalk also depends on the examined pattern and the geometry of the correlation system, such as the focal lengths of the lenses, and the angles of the signal and the reference beams.

The reported theoretical values for crosstalk in angle multiplexed correlators in Ref. 16 indicate that for a crosstalk NSR of −30 dB in a 5-mm-thick medium the number of stored holograms can be as high as 12,000, if the material has enough dynamic range. This is obtained when the angle between the reference and the signal beams is 90 deg inside the crystal (i.e., 90-deg geometry). One can imply that for a 1-cm-thick medium, this number can be 24,000 since the width of the angular selectivity function, which is a sinc function,\(^{15}\) is inversely proportional to medium thickness. The acceptable crosstalk level sets a limit for the maximum number of stored patterns in an optical correlation system. This number is defined as the capacity of the correlation system.

For an LHC, we simulated the recording of holograms corresponding to identical patterns at (\( \xi, \eta \)) plane in successive slices of the recording medium and calculated the crosstalk NSR, produced by reading those holograms with the same pattern placed at (\( \xi, \eta \)) plane. Crosstalk in LHCs can be reduced by adding spacing (i.e., a buffer region) between the adjacent slices. Figure 3 shows the variation of the crosstalk NSR with this spacing. For a 1-mm-high medium (i.e., \( L_x = 1 \) mm in Fig. 2), the curve shows that for a NSR equal to −30 dB, the corresponding spacing between adjacent slices is 13 μm. Since the thickness of each slice is 10 μm, 13+10=23 μm of the crystal length is devoted to each slice. Thus we can have 435 slices per 1 cm of crystal length. The small kinks of the curves in Fig. 3 are because of the randomness of the pixelated input patterns and are changes as the correlated patterns change.

As shown in Fig. 3, the crosstalk NSR is increased as the height of the crystal is increased. This in turn decreases the capacity of the system, as the acceptable spacing between the adjacent slices has to increase to maintain the same amount of crosstalk NSR. The reason for this variation of
crosstalk NSR with \( L_X \) is shown in Fig. 4, which depicts the intensity profile along the \( z \) axis. It is clear from Fig. 4 that the diffracted beam becomes wider in the \( z \) direction as the height of the crystal increases, which in turn increases the crosstalk NSR. It can be shown that in the limit where the height of the crystal is infinite, the diffracted beam is a plane wave no matter how thick the slices are, and it is impossible to separate the diffracted signals coming from different slices.

A quantitative comparison of crosstalk in the two types of correlation (i.e., localized and conventional) depends on the actual design of the two systems. However, as we discuss in Sec. 4.3, crosstalk is not a limiting factor in designing conventional angle-multiplexed correlators with maximum capacity. Usually, the dynamic range limitation is the dominant effect and the crosstalk NSR obtained for the maximum capacity correlators in conventional design, is well below the required minimum value (for example, \(-30\) dB). On the other hand, crosstalk in LHCs depends on the thickness of the buffer layer, which affects the capacity as well. For practical designs, LHCs can be designed to have crosstalk NSR below the required minimum value by choosing reasonable buffer sizes (13 \( \mu \)m as mentioned).

4.2 Shift Invariance

In holographic correlators, shifting the reading pattern compared to the one used in recording reduces the diffraction efficiency because of Bragg mismatch. The shift invariance is quantitatively defined as the minimum amount of shift required to reduce the diffraction efficiency to zero. Here we compare the shift invariance of angular multiplexed correlators and LHCs. Only in-plane shift-invariance (in the \( x \) direction in Fig. 2) is considered in this comparison, because for both cases the out-of-plane shift invariance (in the \( y \) direction in Fig. 2) is more than one order of magnitude larger than the in-plane shift invariance, because of the closeness to the degeneracy direction.17

The amount of shift invariance depends on the geometry of the system and thickness of the holograms. In angular multiplexing, this thickness determines the width of the sinc function explained in Sec. 4.1, which in turn determines the shift invariance. The wider the sinc function, the larger is the shift invariance. On the other hand, the wider the sinc function, the larger is the crosstalk. This in turn limits the capacity of the correlator. Therefore, a trade-off exists between shift invariance and capacity. In fact, some methods such as defocusing have been exploited to control the shift invariance to increase the capacity of the optical correlators. Figure 5 shows shift invariance for an angular multiplexed correlator that works in the focused regime. The material is assumed to be a 1-cm-thick LiNbO\(_3\):Fe crystal. The reference beam angle with respect to the normal axis is zero and the SLM pixel pitch size is 20 \( \mu \)m. Both transmission and 90-deg recording geometries are considered in Fig. 5. It is observed that for the 90-deg geometry, the shift-invariance is less than the size of 1 pixel.

Figure 6 shows the theoretical variation of the diffraction efficiency with image shift in an LHC. According to these simulations, the shift-invariance for an LHC with \( L_X = 1 \) mm and \( L_Z = 10 \) \( \mu \)m slice thickness is 5 pixels and is constant for different locations of slices within the crystal. This is better than the shift-invariance in conventional correlators, which is less than 1 pixel for 90-deg geometry, as described in the previous paragraph. As shown in Fig. 6, the shift invariance becomes smaller as the height of the crystal increases. The reason is that the diffracted beam in
This case, the maximum capacity in conventional holographic correlators is calculated in Sec. 4.1, we observe that the major limit on the maximum number of stored holograms will be $M = \frac{M/\#}{\sqrt{\eta}} = \frac{30}{\sqrt{10^{-4}}} = 3000/{\text{cm}}$. 

(1)

In the 90-deg geometry, the theoretical maximum $M/\#$ for the same material is 16. Thus, with the same diffraction efficiency the maximum number of holograms is 1600/cm. Comparing this number with 24,000, as calculated in Sec. 4.1, we observe that the major limit on the capacity in conventional holographic correlators is $M/\#$ and not the crosstalk.

In localized recording, we use a doubly doped LiNbO$_3$:Fe:Mn crystal in the 90-deg geometry. The thickness of the slices and the height of the crystal are assumed to be 10-μm and 1 mm, respectively. It is shown that in this case, the maximum $M/\#$ for sensitization at 404 nm and recording at 532 nm is 0.15 (for each slice), resulting in $\eta = 2.25 \times 10^{-2}$ for each hologram, which is 225 times larger than the minimum acceptable diffraction efficiency chosen in the previous paragraph for conventional correlators. This implies that we can multiplex $(225)^{1/2} = 15$ holograms in a single slice with $\eta = 10^{-4}$ for each hologram. They can be exploited for different versions of a single pattern like shifted, rotated, or scaled versions. Since all these holograms correspond to the same object, they are recorded using the same reference beam in one slice. Reading the holograms with each recorded pattern (corresponding to the same object) results in diffraction of the same reference beam, which will be detected at the detector underneath the slice. This makes the LHCs much more robust to the variations of the correlated images. In addition, this capability can be exploited to develop practical 3D object recognition systems.

If we multiply the number of multiplexed holograms in a single slice to the maximum number of slices per 1-cm length, as calculated in Sec. 4.1, we will have $15 \times 435 = 6525$ holograms stored in a 1-cm length of doubly doped LiNbO$_3$ crystal (in contrast to 1600 holograms in conventional correlators with 90-deg recording geometry, as described). The result may seem surprising while the $M/\#$ of a singly doped LiNbO$_3$ crystal is usually larger than that of a doubly doped LiNbO$_3$ crystal with the same dimensions. One should notice, however, that in localized recording the diffraction efficiency of the recorded holograms is proportional to $1/M$, where $M$ is the number of the recorded holograms. The diffraction efficiency in conventional volume holography follows a $1/M^2$ dependence, which more severely limits the number of recorded holograms. Note also that the analysis of LHCs is based on assuming 10-μm-thick slices. By using more sophisticated optics we can reduce the thickness of each slice, resulting in more independent slices to further increase the number of independent patterns recorded in the same volume.

5 Discussion

The performance characteristics of the conventional correlators and LHCs are summarized in Table 1. From Table 1, we can conclude that the LHC has better shift invariance and higher capacity while the crosstalk in both methods is comparable. Note, however, that the point of the paper is not that LHCs considerably improve the conventional performance measures. It is rather the new possibilities for obtaining practical capabilities that could not be achieved with conventional correlators. A unique property of LHCs is the possibility of erasing and rerecording in each slice without affecting other slices. Therefore, dynamic modification of the pattern database is possible. Moreover, by using long crystals ($L_z = 5$ to 10 cm in Fig. 2) we can considerably increase the capacity, as shown in Fig. 7. This is not possible in conventional holography because of the absorption of the recording and reading beams through the crystal. Furthermore, the detectors in the detector array contact the bottom surface of the crystal and no lens is required to collect and focus the diffraction correlation beams in LHCs [Fig. 1(b)]. This makes the LHC a more compact system. Finally, in LHCs, patterns are recorded by gated holographic techniques, which make the holograms persistent against further reading.

6 Conclusion

In this paper, we demonstrated the LHC as an optical correlation system with which one can dynamically record and erase individual patterns in the recording medium without disturbing other stored patterns. We showed that LHCs...
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Table 1 Performance characteristics of conventional correlators and localized correlators.

<table>
<thead>
<tr>
<th>Method</th>
<th>Shift Invariance</th>
<th>Crosstalk (NSR)</th>
<th>Capacity per Centimeter of Thickness</th>
<th>Size</th>
<th>Selective Recording/Erasure</th>
<th>Elongation Possibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>&lt;1 pixel</td>
<td>&lt;−30 dB</td>
<td>1600</td>
<td>Large</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>(angular—90 deg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Localized</td>
<td>5 pixels</td>
<td>&lt;−30 dB</td>
<td>6525</td>
<td>Compact</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(in 435 groups)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The holograms are persistent in LHCs.

have better performance than conventional volume holographic optical correlators in terms of shift invariance, crosstalk, and capacity. Moreover, the LHC is more compact and its capacity can be extended by elongating the recording medium. The LHCs can also be used to improve the properties of 3-D optical correlators.

7 Appendix: Derivation of Fresnel Diffraction Formula

In this appendix we derive the Fresnel diffraction formula that relates the EM field within the recording slice volume [i.e., \( F(u,v,z) \)] to that at the SLM plane [i.e., \( f(\xi, \eta) \)] in Fig. 2. For the simplicity of deriving the diffraction pattern in the recording medium, the front face of the recording medium is assumed to be at the Fourier plane of the lens. Because the height of the recording medium \( (L_z) \) in LHCs is relatively small (about 1 mm), it is also important to couple most of the signal beam into the recording medium. Therefore, focusing the signal beam at the entrance of the recording medium is useful in that way as well. The EM field at the back focal plane of the lens \( (z=0) \) is

\[
H(x,y) \propto FT[f(\xi, \eta)] = G \left( \frac{x}{\lambda F}, \frac{y}{\lambda F} \right),
\]

where FT represents Fourier transformation, and the Fourier transform of the function \( f \) is represented by the function \( G \). Light propagates through the crystal with average refraction index of \( n \). We use Fresnel diffraction approximation to evaluate the EM field at any location within the recording medium with longitudinal distance \( z \) to the back focal plane of the lens. Moreover, we assume the reflection coefficients at the boundary air and the recording medium to be constant within the whole spatial frequency spectrum of the signal beam. Assuming paraxial approximation and using the kernel of the Fresnel diffraction,\(^{25} \) we obtain

\[
F(u,v,z) \propto \left\{ \int_{SLM} f(-\xi,-\eta) \exp \left[ -j \frac{\pi z}{n \lambda F^2} (\xi^2 + \eta^2) \right] \right\} \times \exp \left( j \frac{2 \pi z}{\lambda F} \right).
\]

By negating the variables \( \xi \) and \( \eta \), the final form of the EM field within the recorded slice is obtained

\[
F(u,v,z) \propto \left\{ \int_{SLM} f(\xi, \eta) \exp \left[ -j \frac{\pi z}{n \lambda F^2} (\xi^2 + \eta^2) \right] \right\} \times \exp \left( j \frac{2 \pi z}{\lambda F} \right).
\]
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