Linear and nonlinear optical properties of Ag/Au bilayer thin films
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Abstract: The linear and nonlinear optical properties of Ag/Au bilayer metallic thin films with a total thickness of around 20 nm and with different Ag/Au mass-thickness ratios were studied. This study shows that the spectral dispersion of the effective refractive index of bilayer films can be tuned by controlling the mass-thickness ratio between Au and Ag. Improvement of the figure-of-merit for potential plasmonic applications and linear optical filters in the visible spectral range are reported and discussed. The nonlinear optical properties of bilayer metal films studied using femtosecond white-light continuum pump-probe experiments are also shown to be tunable with this ratio. The nonlinear change of optical path length is extracted from the pump-probe data and agrees with simulated values derived from a combination of the two-temperature model, describing the ultrafast electron heating dynamics, and a physical model that describes the dielectric permittivity of Au as a function of electron and lattice temperature.
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1. Introduction

Noble metals, such as gold and silver, have a wide range of applications in photonics and electro-optics. Within the visible and infrared spectral regions, gold and silver can have a negative permittivity that allows for the excitation of surface plasmon polaritons (SPPs), which have been actively exploited in recent years for sub-wavelength photonic circuits [1]. This negative permittivity also enables artificial metamaterial structures which allow remarkable control over the dispersion and sign of the refractive index of a material and consequently over the flow of electromagnetic energy throughout its structure [2]. In addition, highly transparent metallic structures [3] have been reported and are attractive as optical filters with high out-of-band rejection [4] and thin film metal electrodes in organic light-emitting diodes [5]. Noble metals have also attracted great attention because their extremely high ultrashort laser pulses, the energy absorbed by the electron gas raises its temperature and smears the electronic distribution around the Fermi

energy (Fermi-smearing), causing a very strong change of the dielectric permittivity of the metal around the onset of interband region [13]. In the intraband region, an increased electron temperature increases electron scattering processes which change the dielectric permittivity, albeit these changes are of smaller magnitude than the ones produced in the onset of the interband region [7]. Therefore, gold and silver have very different linear and nonlinear optical properties not only because of inherent differences in their electronic configurations, but also because these differences cause the onset of interband transitions to lie in very different spectral regions (in the visible for gold and in the UV for silver).

Although silver and gold are commonly used as single component materials, configurations of Ag/Au bilayer thin films have also been used to solve multiple engineering problems. For instance, high chemical stability and high sensor sensitivity have been achieved by using Ag/Au bilayer films in different surface plasmon resonance (SPR) sensor designs [15,16]. Al/Ag bilayer films have also been used as transparent electrodes in top-emitting organic light-emitting diodes [17]. Additionally, the interactions between multi-layer metal films and femtosecond laser pulses have been studied in terms of increasing the damage threshold of laser mirrors [18,19]. However, little attention has been directed at understanding the linear and nonlinear optical properties of Ag/Au bilayer thin films by controlling the thickness ratio between the two metals.

In this paper, the linear and nonlinear optical properties of Ag/Au bilayer metallic thin films with a total thickness of around 20 nm and with different Ag/Au mass-thickness ratios were studied. This study shows that the spectral dispersion of the effective refractive index of bilayer films preserves the general dispersion features found in their component materials, namely distinct interband-like and intraband-like transition regions. In addition, it is also shown that the effective refractive index can be tuned spectrally by controlling the mass-thickness ratio between gold and silver. As a consequence, it is shown that the magnitude and spectral dispersion for the NLO response of the bilayer films can also be tuned. These changes are modeled using the two-temperature model and a physical model that describes the dielectric permittivity in terms of their interband and intraband transition terms. Potential linear and nonlinear optical applications of these metallic bilayers are also discussed.

2. Experimental method

2.1 Fabrication and characterization

All thin films were deposited on Ted Pella Micro Cover Glass substrates with a Kurt. J Lesker Axxis electron beam deposition system. Substrates were cleaned ultrasonically in deionized water, acetone and isopropanol for 15 min each. The films were deposited under vacuum at a pressure of $8.5 \times 10^{-7}$ Torr ($1.1 \times 10^{-4}$ Pa) with a rotating sample holder that actively cools the substrates to room temperature. The Ag and Au were deposited at a rate of 0.1 nm/s and SiO$_2$ was deposited at a rate of 0.5 nm/s, monitored by crystal sensors.

Ag/Au bilayer thin films were fabricated by deposition of the Ag layer onto a glass substrate followed by the deposition of the Au layer. Such bilayer films were sandwiched by SiO$_2$ thin films as protection layers. Bilayers with three thickness ratios of Au and Ag with a total thickness of 20 nm were fabricated. Single layers of Au and Ag were fabricated as reference samples with the same total thickness. Single layer and bilayer metallic samples with the following geometry were deposited:

R1: Glass/Au (23 nm).

S1: Glass/SiO$_2$(64 nm)/ M1/SiO$_2$(98 nm).

S2: Glass/SiO$_2$(64 nm)/ M2/SiO$_2$(98 nm).

S3: Glass/SiO$_2$(64 nm)/ M3/SiO$_2$(98 nm).

R2: Glass/Ag (20 nm).
where Au and Ag corresponds to a 23 nm and 20 nm thick Au and Ag film, respectively, and M1 corresponds to Ag(4 nm)/Au(14 nm), M2 to Ag(10 nm)/Au(10 nm) and M3 to Ag(15 nm)/Au(6 nm) bilayers. The layer thicknesses (shown inside the parentheses) were individually estimated by matching transfer matrix method simulations with measured values of the transmittance (T), reflectance (R), and absorptance (A) spectra taken by a Shimadzu UV-Vis-NIR scanning spectrophotometer. Refractive index values of deposited Au and Ag films were obtained by modeling spectroscopic ellipsometric (SE) data (J.A. Woollam M-2000UI), taken on individual films, as a perfectly flat continuous layer. The effective refractive indices \( n_{\text{eff}} = n_{\text{eff}}(i) \) of the bilayer films were calculated from SE data imposing Kramers-Kronig consistency to the calculated values.

The nonlinear optical properties (NLO) of these films were characterized by a commercially available white-light continuum (WLC) pump-probe spectroscopy system (Helios, ultrafast system). The pump pulse obtained from an optical parametric amplifier (TOPAS-C, Spectra-Physics) was tuned to a wavelength of 560 nm. A laser beam from a Ti:Sapphire regenerative amplifier (Spitfire, Spectra-Physics) operating at 800 nm pumped the TOPAS-C, while a small portion of this beam generated the WLC (420 - 950 nm) probe pulse. The WLC probe pulse measured 60 nm half-width-1/e (HW 1/e) at the sample position using a knife-edge scan, and the pump pulse was 285 μm (HW 1/e). Because the probe size is significantly smaller than the pump, it is assumed that the probe overlaps with a region of approximately constant peak fluence from the pump. The pump has a pulse width of 60 fs (HW 1/e) and the total instrument response time is 150 fs full-width-half-maximum (FWHM). The pump beam was chopped at 500 Hz with a 50% duty cycle to obtain pumped (signal) and non-pumped (reference) probe spectra sequentially. After averaging over one thousand probe pulses at each delay, the change in optical density \( \Delta \text{OD}(\lambda, t) \) was recorded as a function of wavelength \( \lambda \) and delay time \( t \). The fluence of the probe pulses for all samples was confirmed to be low enough to produce no observable NLO response. Scattered pump light was subtracted from the data based on measurements at negative delay times. A temporal correction factor was applied to all data sets to provide equivalent zero delay onsets for all probe wavelengths; this correction factor was determined by measuring the chirp of the WLC probe passing through the glass substrate. The transmittance spectra change \( \Delta T(\lambda, t) \) and reflectance spectra change \( \Delta R(\lambda, t) \) of the WLC probe pulses were calculated from measured \( \Delta \text{OD}(\lambda, t) \) as a function of delay time for a variety of pump fluences by \( \Delta T(\lambda, t) = -\ln(10)T(\Delta \text{OD}(\lambda, t)) \) and \( \Delta R(\lambda, t) = -\ln(10)R(\Delta \text{OD}(\lambda, t)) \), where \( T \) and \( R \) are the linear transmittance and reflectance spectra, respectively. This formula is derived from a Taylor series expansion and therefore is only valid for small values of \( \Delta \text{OD}(\lambda, t) \).

3. Results and discussion

3.1. Linear optical properties

Figure 1, shows a comparison of the measured \( T, R \) and \( A \) spectra (symbols) on all samples and the simulated spectra following two different approaches. In the first approach, referred to as linear model 1 (thin lines), the optical properties of the Ag/Au bilayers were modeled as two continuous layers with uniform thickness, each with refractive index values obtained from the analysis of SE data on samples R1 and R2. The mean square error (MSE) values of the fits to the SE data are 5.7 and 4.7 for samples R1 and R2, respectively. Following this approach a fair description of the optical properties of the bi-metal layers can be obtained. The discrepancy between experimental and simulated spectra is worst for sample S1, likely because the bottom 4 nm Ag film is expected to be non-continuous, resulting in a very rough top (14 nm) Au layer and differing significantly from the assumptions made in the model. In the second approach, referred to as linear model 2 (thick lines), each \( n_{\text{eff}} \) and thickness (shown inside the parenthesis) of bilayers for samples S1 (M1 24 nm), S2 (M2 20 nm), and S3 (M3 24 nm) were extracted from SE data using a single layer model to describe the bi-metal (without...
surface roughness). The MSE values of the fits to the SE data are 5.2, 5.5 and 5.0 for samples S1, S2 and S3, respectively. These $N_{\text{eff}}$ values were then used to simulate the $T$, $R$ and $A$ spectra. This single layer model yields better agreement between simulated and measured values in sample S1, since it bypasses the morphological details of the Ag/Au interface.

Fig. 1. Comparison of measured (symbols) and simulated (linear model 1: thin lines, linear model 2: thick lines) transmittance ($T$) (blue), reflectance ($R$) (green) and absorptance ($A$) (red) spectra in the visible range for fabricated samples R1, S1, S2, S3 and R2.

Figures 2(a) and 2(b) show the $N_{\text{eff}}$ values of bilayers $M1$, $M2$ and $M3$, as well as the refractive index values of single layer Au and Ag. For Au and Ag, the index values are close to literature values, with the interband transition onset of bulk Au [20] located at 520 nm and the interband transition onset of bulk Ag [13] at 313 nm. At these wavelengths, inflection points are present in the real part of refractive index. In contrast, for $M1$, $M2$ and $M3$ the inflection point in $N_{\text{eff}}$ in the visible range moves away from Au and towards Ag as the thickness ratio of Au to Ag decreases, resulting in an apparent blue shift of the onset of interband transitions (Fig. 2(a)). In other words, by controlling the Ag/Au mass thickness ratio in these bilayers, the apparent onset of interband transitions can be spectrally tuned. This tunability, as will be described next, can be attractive for a variety of linear and nonlinear applications.

Two figures-of-merit or quality factors have been recently introduced by Blaber, et al. [21] to evaluate the potential of metals for plasmonic applications. The first quality factor ($Q_{\text{LSP}}$) relates to the proficiency of a metal, with dielectric permittivity $\varepsilon = \varepsilon' + i\varepsilon''$, to sustain localized surface plasmon (LSP) excitations. $Q_{\text{LSP}}$ is defined by the ratio $\varepsilon' / \varepsilon''$, which can be directly related to, for instance, the resolving power of a single layer or multilayer superlens. The second quality factor ($Q_{\text{SPP}}$) relates to the proficiency of a metal to sustain surface plasmon polaritons (SPP). $Q_{\text{SPP}}$ is defined by the ratio $\varepsilon' / \varepsilon''$, which is directly related to the propagation length of SPPs in plasmonic waveguides.

Figures 2(c) and 2(d) shows the spectral dispersion of $Q_{\text{LSP}}$ and $Q_{\text{SPP}}$ calculated for $M1$, $M2$, $M3$, Au and Ag. The permittivity of each film was calculated from the $N_{\text{eff}} = \varepsilon^{1/2}$ values (Figs. 2(a) and 2(b)). Note that Au always displays lower quality factors $Q_{\text{LSP}}$ and $Q_{\text{SPP}}$ values than Ag. Strong absorptive losses in Ag due to interband transitions limit $Q_{\text{LSP}}$ and $Q_{\text{SPP}}$ values in the UV wavelength range from 250 to 350 nm. For Au, the same mechanism also limits the values of $Q_{\text{LSP}}$ and $Q_{\text{SPP}}$ in the wavelengths range from 250 to 500 nm. In this wavelength range, the apparent tuning of the onset of interband transitions achieved by decreasing the mass thickness ratio of Au to Ag leads to higher $Q_{\text{LSP}}$ and $Q_{\text{SPP}}$ values for all bilayer Ag/Au films compared to Au. For instance, at wavelength 490 nm, $Q_{\text{LSP}}$ improves from a value of 0.47 for Au, to values of 0.79 for $M1$, 2.3 for $M2$, and 4.5 for $M3$. In contrast, at this wavelength $Q_{\text{LSP}} = 9.8$ for Ag. Similarly, at 490 nm, $Q_{\text{SPP}}$ improves from a value of 0.89 for Au, to values of 1.9 for $M1$, 11 for $M2$, and 23 for $M3$, while for Ag it has a value of 78. Although for wavelengths above ~600 nm, the quality factors for Au are higher than for any
of the bilayers. It is interesting to note that in the range from 825 to 950 nm, M2 shows $Q_{LSP}$ and $Q_{SPP}$ values that are again higher than Au and even higher than Ag. Hence, although for linear plasmonic applications Ag displays higher quality factors in general, for applications that would require ultrafast all-optical plasmonic control [10], the bilayers will offer a very attractive combination of properties since the NLO response of any of the bilayers is significantly larger than that of Ag, as described in the next section. Finally, it should be noted that the values of $N_{eff}$ and consequently $Q_{LSP}$ and $Q_{SPP}$ are dependent on the metallic film morphology, which is dependent on the conditions for the deposition of these metallic films. Hence, the results described here represent only general trends to be expected for a given deposition process.

![Fig. 2.](image)

Fig. 2. (a) Real and (b) imaginary effective refractive index values of bilayer Ag/Au metal thin films: M1, M2 and M3; Au and Ag are shown as reference. (c) Quality factor spectra for localized surface plasmon and (d) quality factor spectra for surface plasmon polariton. (e) Simulated maximum potential transmittance spectra.

For applications of Au/Ag bilayer films in linear optical filters, such as band pass filters (metal-dielectric band gap structures, induced transmission filters, etc.) or as transparent electrodes in electro-optic devices, the concept of maximum potential transmittance is useful since it provides an upper limit to the transmittance of an absorbing film, after all reflectance losses are suppressed. The maximum potential transmittance, $\Psi$, for a single metallic film is defined by the following equation [22]
with parameters $\alpha = 2\pi nd / \lambda$ and $\beta = 2\pi kd / \lambda$. $X$ and $Z$ are defined as

$$X = \left[ \frac{(n^2 + k^2)(n \sin \beta \cos \beta + k \sin \alpha \cos \alpha)}{(n \sin \beta \cos \beta - k \sin \alpha \cos \alpha)} - n^2 k^2 (\sin^2 \alpha \cos^2 h^2 \beta + \cos^2 \alpha \sin^2 h^2 \beta)^2 \right]^{\frac{1}{2}}$$

$$Z = \frac{nk (\sin^2 \alpha \cos^2 h^2 \beta + \cos^2 \alpha \sin^2 h^2 \beta)}{(n \sin \beta \cos \beta - k \sin \alpha \cos \alpha)}$$

(1)

where $d$ is the layer thickness, $\lambda$ is the free-space wavelength, and $n$ and $k$ are the real and imaginary parts of the refractive index, respectively.

In Fig. 2(e), the values of the maximum potential transmittance for Ag, Au, and bilayer films are compared by using the $N_{\text{eff}}$ values previously derived and assuming films of equal thickness, 20 nm, to provide a fair comparison. Note that as a general statement, Au always displays lower values of $\Psi$ than Ag. For wavelengths 350-500 nm, strong absorptive losses in Au due to interband transitions limits the values of $\Psi$ compared to Ag, which has an interband transition region in the UV range. As expected from the apparent tuning of the onset of interband transitions, decreasing the ratio of Au to Ag leads to larger values of $\Psi$ in all Ag/Au bilayer films compared to Au, in the 350-500 nm wavelength range. For instance, at wavelength 400 nm, $\Psi$ improves from 70% for Au to 77% for M1, 79% for M2, and 84% for M3, as the thickness ratio of Au to Ag decreases (Fig. 2(e)). In the 500-950 nm range, bilayer films do not display improved values of $\Psi$ but remain still higher than 90%. Once more, although Ag offers better linear optical properties across the visible spectrum, its more reactive nature to the environment and its much smaller NLO response make it less attractive for applications where improved environmental stability and higher NLO response are required.

3.2. Nonlinear optical properties

Potential applications for all-optical control that use the very large magnitude of the NLO response of noble metals, Au and Cu in particular, make it interesting to explore the NLO response of these bilayer films. The largest NLO response in a thin film of a noble metal arises due to the so-called Fermi smearing process. This process is driven by the rapid heating of electrons upon the absorption of energy from an ultrafast optical pulse. The rise of electronic temperature broadens the electronic distribution around the Fermi energy, at the onset of interband transitions, causing a drastic change of the dielectric permittivity of the metal [13].

Figures 3(a) and 3(b) show the values of $\Delta T(\lambda, t_{\text{peak}})$ and $\Delta R(\lambda, t_{\text{peak}})$ measured in pump-probe experiments in samples R1, S1, S2 and S3 for a pump fluence of 25 J/m$^2$. Figures 3(c) and 3(d) shows the temporal evolution of $\Delta T(\lambda_{\text{peak}} = 520 \text{ nm}, t)$ and $\Delta R(\lambda_{\text{peak}} = 520 \text{ nm}, t)$ measured on the same samples. Here, the subscript $\text{peak}$ denotes the maximum value of the NLO response in the spectral and temporal ranges studied. For a single Ag layer, the
maximum $|\Delta T(\lambda, t_{\text{peak}})|$ and $|\Delta R(\lambda, t_{\text{peak}})|$ are at least an order of magnitude smaller (<0.5% for a pump fluence of 50 J/m$^2$) than those found in bilayer or single Au layer films [7], so their values are not included in Fig. 3. For bilayer films, S1, S2, and S3, the $\Delta T(\lambda, t_{\text{peak}})$ and $\Delta R(\lambda, t_{\text{peak}})$ spectra display similar dispersion characteristics found in a single Au layer (R1). Under the same incidence pump fluence, the peak-to-valley magnitude of $\Delta T(\lambda, t_{\text{peak}})$ and $\Delta R(\lambda, t_{\text{peak}})$ gradually reduces as the mass thickness ratio of Au to Ag decreases from R1, S1, S2 to S3 (Figs. 3(a) and 3(b)). Interestingly, there is a consistent blue-shift of the wavelength at which maximum values of $\Delta T(\lambda_{\text{peak}}, t_{\text{peak}})$ and $\Delta R(\lambda_{\text{peak}}, t_{\text{peak}})$ are observed: by decreasing the mass thickness ratio of Au to Ag, the $|\Delta T(\lambda_{\text{peak}}, t_{\text{peak}})|$, peak wavelength and magnitude, changes from $|\Delta T(513 \text{ nm}, t_{\text{peak}})| = 7.8\%$ for R1 to $|\Delta T(498 \text{ nm}, t_{\text{peak}})| = 4.8\%$ for S1, $|\Delta T(496 \text{ nm}, t_{\text{peak}})| = 2.5\%$ for S2, and $|\Delta T(490 \text{ nm}, t_{\text{peak}})| = 0.7\%$ for S3. A similar trend is found for $\Delta R$ as shown in Fig. 3(b). The trend of these shifts is consistent with the shifts in the onset of interband transitions shown in Fig. 2(a). This correspondence shows that both linear and NLO properties can be tuned by controlling the mass-thickness ratio between Ag and Au in bilayer films, albeit the magnitude of the NLO changes appears to be reduced as the Ag content increases. This apparent reduction, as will be later described, arises primarily from differences in the absorbed power within the Au layer.

Fig. 3. (a), (b) Spectral dependence of transmittance and reflectance changes ($\Delta T(\lambda, t_{\text{peak}})$ and $\Delta R(\lambda, t_{\text{peak}})$) measured from WLC pump probe experiment (solid line) and simulation by two-temperature model (dashed line) of samples R1, S1, S2 and S3 with a pump fluence of 25 J/m$^2$; (c), (d) experimental (solid line) and simulated (dashed line) temporal dependence of the normalized absolute transmittance and reflectance changes probed at 520 nm. The excitation wavelength in all cases was 560 nm.
In order to gain a better understanding of the NLO properties of these bi-metal layers, the two-temperature model was introduced (Eq. (2)) to describe the heating of electrons and the lattice when optically pumped [7,13].

\[
C_e(T_e) \frac{dT_e}{dt} = -G(T_e - T_l) + P(t)
\]

\[
C_l \frac{dT_l}{dt} = G(T_e - T_l)
\]

(2)

The changes in electron and lattice temperatures calculated through the two temperature model depend upon intrinsic material properties such as the electron and lattice specific heats, \(C_e\) and \(C_l\), respectively, and the electron phonon coupling constant, \(G\), and are driven by the density of absorbed power within each individual layer \(P(t)\). In our simulation \(C_e(T_e) = (62 \pm 5) \times 10^3\) [J/m\(^3\)K], \(C_l = (3.2 \pm 0.4) \times 10^3\) [J/m\(^3\)K], \(G = (1.8 \pm 0.1) \times 10^16\) [W/m\(^3\)K] and the density of absorbed power is estimated as \(P(t) = I(t)A/d\) [W/m\(^3\)], where \(I(t)\) is the pump irradiance, here assumed to have a Gaussian temporal profile with a pulse width of 60 fs (HW 1/e); \(A\) is the linear absorptance in the metal layer, calculated using the transfer matrix method; and \(d\) is the thickness of the metal layer. These values were obtained by fitting \(\Delta T(\lambda_{\text{peak}}, t)\) and \(\Delta R(\lambda_{\text{peak}}, t)\), measured for an incident pump fluence of 8 J/m\(^2\), with the physical model described in following paragraphs and show magnitudes that are comparable to literature values [6]. Here, we note that the linear approximation of \(C_e(T_e)\) and the temperature independent value of \(G\) are valid only in the low-fluence regime; this is, for electron temperatures smaller than around 3000 K for Au [23]. At the highest pump fluence of 25 J/m\(^2\) used in this work, the maximum electron temperature in all samples is calculated to be between 1300 – 1500 K.

The electron and lattice temperatures derived from the two temperature model are used in a temperature-dependent physical model of the dielectric permittivity to calculate the complex refractive index changes \(\Delta n_{\text{sim}}(\lambda, t)\) and \(\Delta k_{\text{sim}}(\lambda, t)\).

For simplicity, the model implemented here to describe the NLO response of bilayers only accounts for the contribution of the Au component. This is motivated by the fact that only very minor adjustments were found when the contribution of Ag, as described in [7] was included in the calculations. The dielectric permittivity of Au, was modeled as a set of explicit equations (Eqs. (3)-(5)), as functions of frequency, temperature and time, via the superposition of a Drude-like intraband transition term \(\varepsilon_{\text{intra}}\) and an interband transition term \(\varepsilon_{\text{inter}}\) following Bigot, et al. [24], as follows

\[
\varepsilon (\omega, T_e(t), T_l(t)) = \varepsilon_{\text{intra}} (\omega, T_e(t), T_l(t)) + \varepsilon_{\text{inter}} (\omega, T_e(t))
\]

(3)

Hereafter, \(\omega\) is the free space optical frequency, \(t\) is the time, and \(T_l(t)\) and \(T_e(t)\) are dependent lattice and electron temperatures, respectively.

For the first term in Eq. (3),

\[
\varepsilon_{\text{intra}} (\omega, T_e(t), T_l(t)) = 1 + \varepsilon_b - \frac{\omega_p^2}{\omega^2 + i\gamma\omega}
\]

with parameters,

\[
\gamma [T_l(t), T_e(t)] = \gamma_0 + \gamma_1 \times T_l(t) + \gamma_2 \times T_e^2(t) + \gamma_3 \times \omega^2
\]

where, \(\varepsilon_b\) is the background dielectric constant, \(\gamma\) is the damping constant, \(\omega_p\) is the bulk plasma frequency, and \(\gamma_0, \gamma_1, \gamma_2, \text{ and } \gamma_3\) are constant coefficients [7].

For the second term in Eq. (3),
\[
\varepsilon_{\text{inter}}(\omega, T_e(t)) = \sum_{j=1}^{M} \kappa_j \int_0^{\infty} dx \frac{x - E_{g(j)}}{x^2} \left[1 - F_{f(j)}(x, T_e(t))\right] \frac{\hbar^2 \omega^2 - x^2 - \gamma_{\text{ee}(j)}^2 - 2i\hbar \omega \gamma_{\text{ee}(j)}}{(\hbar^2 \omega^2 - x^2 - \gamma_{\text{ee}(j)}^2)^2 + 4\hbar^2 \omega^2 \gamma_{\text{ee}(j)}^2}
\]

with parameters,

\[
F_{f(j)}(x, T_e(t)) = \left(1 + \exp\left(\frac{x - E_{f(j)}}{k_B T_e(t)}\right)\right)^{-1},
E_{f(j)} = E_{g(j)} \left(1 - \frac{\pi^2}{12} \left(\frac{k_B T_e(t)}{E_{g(j)}}\right)^2\right),
\]

and \(\gamma_{\text{ee}(j)}[T_e(t)] = h(\gamma_{\text{ee}(j)} T_e^2(t) + \gamma_{\text{ee}(j)} \omega^2)\)

(5)

where the summation is composed of \(M\) interband terms and each contribution term is denoted by the subscript \(j\), \(x\) is the electron energy, \(\kappa\) is a constant related to effective electron mass, \(E_g\) is the minimum transition energy from a valence band to an ideal parabolic conduction band, \(\gamma_{\text{ee}}\) is the inverse scattering time, \(F(x, T_e(t))\) is the electron occupation number, \(E_f\) is the electron distribution function, \(E_g\) is the transition energy from the band to the Fermi level, \(k_B\) is the Boltzmann constant, \(\hbar\) is the plank constant, and \(\gamma_a\) and \(\gamma_b\) are constant coefficients \([24]\).

The value of the constant coefficients used in the Au permittivity model are listed in Tables 1 and 2. These values were obtained by fitting the measured steady-state permittivity at room temperature \([25]\), \(T_e(t) = T_e(t) = 300\) K, with Eqs. (3)-(5). Figure 4 shows the comparison between simulated Au permittivity and that obtained by spectroscopic ellipsometry.

![Graph showing comparison of measured and simulated complex dielectric permittivity spectra](image)

**Fig. 4.** Comparison of measured (symbols) and simulated (solid lines) complex dielectric permittivity spectra in visible range for fabricated samples R1. The dielectric permittivity of Au was modeled as a set of explicit equations (Eqs. (3)-(5)) and compared with measured ellipsometric data.

**Table 1. Constant Coefficients of a Au Dielectric Permittivity Model for Intraband Transition Term (Eq. (4))**

<table>
<thead>
<tr>
<th>(\varepsilon_{\text{intr}})</th>
<th>(\varepsilon_0)</th>
<th>(\gamma_a(\text{s}^{-1}))</th>
<th>(\gamma_1(\text{s}^{-1}\text{K}^{-1}))</th>
<th>(\gamma_2(\text{s}^{-2}\text{K}^{-1}))</th>
<th>(\gamma_3(\text{s}^{-3}))</th>
<th>(\omega_p(\text{s}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>(1.2 \times 10^{14})</td>
<td>(1 \times 10^{10})</td>
<td>(2.5 \times 10^{7})</td>
<td>(2.1 \times 10^{18})</td>
<td>(1.3 \times 10^{10})</td>
<td></td>
</tr>
</tbody>
</table>
In solving this system, the parameters in the model, considering two independent layers. Using this approach and without any further adjustment of modifications to the value of the electron-phonon coupling rates are introduced to account for evolution is found for all samples. Although better fits could be obtained if small values. This comparison is shown in Figs. 3(c) and 3(d), where a similar ultrafast temporal evolution is found for all samples. Although better fits could be obtained if small modifications to the value of the electron-phonon coupling rates are introduced to account for its temperature dependence and differences in sample morphology, the model here proposed is sufficient to describe the basic features of the NLO response measured in the bilayers.

In the proposed model, \( \Delta N_{\text{sim}}(\lambda, t) \) is only ascribed to the Au layer. However, for potential applications in all-optical photonic devices it is useful to derive \( \Delta N_{\text{eff}} = \Delta N_{\text{ Au}} + \Delta N_{\text{ sim}}(\lambda, t) \) (where \( \Delta N_{\text{sim}}(\lambda, t) = \Delta n_{\text{sim}}(\lambda, t) + i\Delta k_{\text{sim}}(\lambda, t) \)) in our bilayer linear model 1 (which considers two independent layers). Using this approach and without any further adjustment of the parameters in the model, \( \Delta T_{\text{sim}}(\lambda, t) \) and \( \Delta R_{\text{sim}}(\lambda, t) \) closely match with the experimental values. This comparison is shown in Figs. 3(c) and 3(d), where a similar ultrafast temporal evolution is found for all samples. Although better fits could be obtained if small modifications to the value of the electron-phonon coupling rates are introduced to account for its temperature dependence and differences in sample morphology, the model here proposed is sufficient to describe the basic features of the NLO response measured in the bilayers.

Simulated \( \Delta T_{\text{sim}}(\lambda, t) \) and \( \Delta R_{\text{sim}}(\lambda, t) \) are obtained by replacing \( N_{\text{Au}} \) with \( N_{\text{Au}}(\lambda, t) = N_{\text{Au}} + \Delta N_{\text{sim}}(\lambda, t) \) in our bilayer linear model 1 (which considers two independent layers). Using this approach and without any further adjustment of the parameters in the model, \( \Delta T_{\text{sim}}(\lambda, t) \) and \( \Delta R_{\text{sim}}(\lambda, t) \) closely match with the experimental values. This comparison is shown in Figs. 3(c) and 3(d), where a similar ultrafast temporal evolution is found for all samples. Although better fits could be obtained if small modifications to the value of the electron-phonon coupling rates are introduced to account for its temperature dependence and differences in sample morphology, the model here proposed is sufficient to describe the basic features of the NLO response measured in the bilayers.

In the proposed model, \( \Delta N_{\text{sim}}(\lambda, t) \) is only ascribed to the Au layer. However, for potential applications in all-optical photonic devices it is useful to derive \( \Delta N_{\text{eff}} = \Delta N_{\text{ eff}} + i\Delta k_{\text{eff}} \) values which could be ascribed to the entire bilayer. Using a first order approximation, a Taylor expansion of \( \Delta T \) and \( \Delta R \) as functions of \( \Delta N_{\text{eff}} \) yields the following system of linear equations

\[
\Delta T = \frac{\partial T}{\partial n_{\text{eff}}} \Delta n_{\text{eff}} + \frac{\partial T}{\partial k_{\text{eff}}} \Delta k_{\text{eff}}
\]

\[
\Delta R = \frac{\partial R}{\partial n_{\text{eff}}} \Delta n_{\text{eff}} + \frac{\partial R}{\partial k_{\text{eff}}} \Delta k_{\text{eff}}
\]

In solving this system, \( \Delta N_{\text{eff}} \) is extracted from the experimental data. The partial derivatives, \( \partial T/\partial n, \partial T/\partial k, \partial R/\partial n \) and \( \partial R/\partial k \) were approximated by their differentials \( \partial T/\partial n_{\text{eff}}, \partial T/\partial k_{\text{eff}}, \partial R/\partial n_{\text{eff}}, \partial R/\partial k_{\text{eff}}, \) etc.) by introducing a small perturbation to \( N_{\text{eff}} \) in the linear model 2.

### Table 2. Constant Coefficients of a Au Dielectric Permittivity Model of the First and Second Interband Transition Term (Eq. (5)), Respectively

<table>
<thead>
<tr>
<th>( E_{\text{Au}(1)}(\text{eV}) )</th>
<th>( K_{\text{Au}(1)} )</th>
<th>( E_{\text{Au}(1)}(\text{eV}) )</th>
<th>( E_{\text{Au}(2)}(\text{eV}) )</th>
<th>( \gamma_{\text{Au}(1)}(s^{-1}k^{-2}) )</th>
<th>( \gamma_{\text{Au}(2)}(s^{-1}k^{-2}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2.59</td>
<td>1.44</td>
<td>( 1.2 \times 10^{-4} )</td>
<td>( 6 \times 10^{-16} )</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3.1</td>
<td>0.5</td>
<td>( 5.4 \times 10^{-4} )</td>
<td>( 7 \times 10^{-17} )</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. Spectral dependence of the (a) real and (b) imaginary optical path length change (\( \Delta \text{OPL} \)) pumped at 560 nm with a fluence of 25 J/m² for Au, M1, M2 and M3. Solid line is the extracted \( \Delta \text{OPL} = \Delta n_{\text{eff}} \) and the dashed line is the simulated \( \Delta \text{OPL} = \Delta n_{\text{sim}} \) probed at the peak transmittance delay time; (c) and (d) Absorbed pump fluence dependence of extracted \( \Delta \text{OPL}(520 \text{ nm}) \) at the peak transmittance change delay time.
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Here it is worth pointing out that while it is tempting to establish a direct comparison between $\Delta N_{\text{eff}}$ and $\Delta N_{\text{sim}}$, this is not straightforward for two reasons. First, in our NLO model, $\Delta N_{\text{sim}}$ is related to the experimental $\Delta T$ and $\Delta R$ by using linear model 1, while $\Delta N_{\text{eff}}$ is derived using linear model 2. Second, because in calculating $\Delta N_{\text{eff}}$ and $\Delta N_{\text{sim}}$, the change of refractive index is assumed to occur in layers with different thicknesses, $\Delta N_{\text{sim}}$ is related only to the thickness of the Au layer ($d_{\text{Au}}$) in the bilayer structure, while $\Delta N_{\text{eff}}$ is ascribed to the total bilayer thickness ($d_T$). With these limitations in mind, a comparison can still be made if the change in optical path length ($\Delta \text{OPL} = \Delta N_{\text{eff}} d_T$ or $\Delta \text{OPL} = \Delta N_{\text{sim}} d_{\text{Au}}$) is used. Figure 5, shows this comparison. In general, good order-of-magnitude estimations of $\Delta \text{OPL}$ and qualitatively good spectral agreement are obtained using both models. Spectral differences are ascribed to differences in the linear models used. Finally, due to the thermal nature of the NLO response observed in these bilayer films, $\Delta N_{\text{eff}}(520 \text{ nm})d_T$ does not follow a linear dependence on the absorbed pump fluence as shown in Fig. 5(c). This trend is consistent with the nonlinear dependence of the electron temperature on the absorbed fluence. Furthermore, even at the same absorbed power, the NLO response of a single Au layer is larger than any of the bilayers $M1$, $M2$ and $M3$.

3. Conclusion

The optical properties of Ag/Au bilayer metallic thin films with a total thickness of approximately 20 nm and with different Ag/Au mass-thickness ratios were studied. The effective refractive index values were found to be spectrally tunable by controlling the mass-thickness ratio between Au and Ag. Hence, the optical loss introduced by interband transitions in Au layers can be reduced. As a consequence, improvement of the quality factors ($Q_{\text{LSP}}$ and $Q_{\text{SPP}}$) derived for plasmonic applications and the potential transmittance ($\Psi$) for optical filter applications are calculated within the visible range. These spectral shifts also lead to similar spectral shifts on the NLO response of the bilayers. The NLO response is shown to be ultrafast and comparable in origin and magnitude to that observed in single Au films. The NLO response in the bilayer films is dominated by the ultrafast dynamics of the thermal exchange between the absorbed optical field and the electron cloud and the lattice in the Au layer. The combined properties of these bilayers could therefore be attractive for a variety of linear and nonlinear photonic applications.
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