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The objectives of this dissertation are to analyze the performance of cooperative decode-and-forward (DF) relaying systems in the presence of multiple interferers and to improve the network throughput for these systems. Since cooperative relaying can gain benefits of spatial diversity and overcome the hardware constraints of existing wireless systems, it is a focus of considerable research. However, from a practical point of view, there are still many unresolved problems of resource allocation in cooperative relaying systems. To get a practical approach for the cooperative relaying system, in this dissertation, we propose and summarize various DF schemes in the view of network topology (multi-branch dual-hop relaying and multi-branch multi-hop relaying), transmission structure (outage-based symbol relaying, outage-based packet relaying, and cyclic-redundancy-check (CRC)-based packet relaying), slot allocation (fixed-slot selection DF, repeated-slot selection DF, and variable-slot selection DF), and network environments (ad-hoc and cellular networks).

We first analyze the outage probability of multi-branch dual-hop DF cooperative relaying systems over Nakagami/Nakagami fading channels, and present an exact closed-form expression for the outage probability with maximum ratio combining (MRC) both the effect of co-channel interference and white Gaussian noise. The effect of imbalanced powers of interference received at the relay and the destination is also analyzed to investigate whether the relay or destination is more sensitive to interference. Second, we generalize DF cooperative diversity to multi-branch multi-hop (MBMH) relaying systems over shadowed-Nakagami/shadowed-Nakagami fading channels, and derive closed-form expressions for the outage probability and the average symbol-error-probability of the MBMH DF relaying systems. Against
shadowing as well as fading, the effect of the numbers of both branches and hops is considered over the proposed systems. Next, the cooperative relaying system can be extended from ad-hoc to cellular networks. We compare the outage performances of the fixed-gain amplify-and-forward and DF cooperative relaying systems with selective combining over entire cell area. Fourth, we investigate the performance benefits and tradeoffs between outage probability and spectral efficiency for the DF cellular relaying systems with MRC. The optimal-relay location and the effective region are evaluated for omnidirectional and sectorized cells in both the uplink and the downlink with respect to co-channel reuse factor. Fifth, we propose the DF cooperative systems with packet transmission: outage-based packet relaying and CRC-based packet relaying. In the cellular networks, we evaluate average packet-error-probability for various proposed schemes with respect to co-channel reuse factor in both the uplink and the downlink. Finally, we propose a variable-slot selection DF scheme which uses dynamic slot allocation operating on CRC-based packet relaying.

Our research on the performance analysis and throughput improvement of the generalized DF cooperative relaying systems for both ad-hoc and cellular networks can provide other researchers with practical approach to develop future cooperative relaying systems.
CHAPTER I

INTRODUCTION

Cooperative diversity is an efficient protocol for combating multipath fading in wireless networks. While cooperative diversity increases capacity gain and communication reliability, it can also overcome the physical constraint of putting multiple antennas in a small handset. The basic concept of cooperative diversity is the same as that of spatial diversity, namely, the use of multiple transmit (Tx) or receive (Rx) antennas. However, instead of multiple antennas in a handset, cooperative diversity extends channels to whole systems by regarding relays as antennas; thus a handset with a single antenna can take advantage of spatial diversity.

According to the signal-processing methods used in the relay, cooperative diversity can be classified into two basic schemes: Decode-and-forward (DF) and amplify-and-forward (AF) schemes [1]. Since the AF relay does not require front-end processing, demodulation, and decoding, the AF scheme was considered to be more practical than the DF scheme, which requires front-end processing. However, at present, the DF scheme is nevertheless attractive because the signal-decoding process can be performed by existing digital-signal processing blocks, while in the AF scheme expensive analog components and/or new hardware structures are required to either amplify the analog signals or to retransmit sampled signals.

1.1 Motivation

In the physical layer, cooperative diversity was generally studied with respect to the number, placement, and power allocation of relays, mostly under conditions of addictive white Gaussian noise (AWGN). However, co-channel interference (CCI) often dominates AWGN and degrades the performance of wireless systems [2], and since
Relaying systems are generally used to increase the coverage under dense-frequency reuse, but they are typically exposed to CCI. Moreover, in some cooperative relaying systems such as wireless sensor networks, the interferers transmit signals with a power level similar to the source, and the signal-to-interference-plus-noise ratio (SINR) may not be so large. In such low SINR regime, the performance analysis in terms of signal-to-interference ratio (SIR) and the asymptotic analysis based on high signal-to-noise ratio (SNR) are not accurate [4, 5]. Nevertheless, prior studies on the performance analysis of cooperative relaying systems have examined the effect of CCI in terms of SIR, while neglecting the effect of AWGN [3], and there has been no research considering the effect of both CCI and AWGN.

Besides the spatial diversity provided by multiple branches in cooperative-diversity systems, a multi-hop transmission using multiple relays also provides an efficient way to combat shadowing and path loss, and it improves the power efficiency of wireless communication systems [6, 7, 8]. As a general relay-topology, multi-branch multi-hop (MBMH) cooperative relaying systems can employ low-complexity relays, and only the destination combines the signals from the last-hop relays in multiple branches. In addition, the combination of cooperative diversity and multi-hop transmission can mitigate not only multipath fading but also shadowing and path loss. Even though cooperative relaying networks are known to mitigate the impact of shadowing, most studies focus on only multipath fading. However, in realistic environments both small-scale fading and large-scale fading should be taken into account together, but a performance analysis on the cooperative relaying networks over composite shadowing and fading channels is limited so far.

In cellular networks, frequency reuse is essential, but CCI caused by frequency reuse is the largest performance limiting factor. Therefore, evaluating system performance with respect to CCI has a high importance in the research area of traditional cellular networks. While an increase in the frequency reuse distance will mitigate
CCI, it will also degrade system efficiency. Without an increase in the frequency reuse distance, the cooperative diversity gain can provide an efficient way to alleviate the effect of CCI as well as multipath fading. In this dissertation, the effect of CCI for the cooperative diversity can be applied to cellular network environments, then, the relation between the cooperative diversity and the co-channel reuse factor can be provided.

Extensive studies have analyzed the performance of selection DF relaying systems, but most research assumed symbol-by-symbol decoding. For practical purposes, symbol-by-symbol decoding is not feasible when considering signaling overhead, since the message should be transmitted through multiple packets in packet-based wireless communication systems. In addition, SNR estimation was originally used to make relaying decisions in selection DF relay networks, which is referred as the outage-based relaying. However, a cyclic-redundancy-check (CRC) based relaying employed in [57] can reduce the system complexity and fully exploit the benefit of DF relaying for per-packet error detection in practical cooperative transmission. Therefore, an important metric for evaluating the performance of DF relaying is the average packet-error-probability (APEP) rather than the average symbol-error-probability (ASEP).

The spatial diversity of cooperative relaying by using orthogonal relay transmission requires the cost of decreased spectral efficiency. To alleviate this limitation, the best relay selection scheme, which includes opportunistic relaying, and the distributed space-time-coding (DSTC) scheme were studied in [5, 19, 20, 65, 66, 67, 68]. However, the best relay selection scheme requires global/local channel state information (CSI) for all channels, so that it imposes excessive amount of feedback data as the number of relays is increased [68]. In addition, DSTC design is quite difficult in practice because of distributed and ad-hoc nature of cooperative networks, and the need and availability of global CSI as well [20]. On the other hand, since synchronization across
multiple relay channels is not critical in orthogonal transmission due to the orthogonality between the slots, cooperative relaying with orthogonal transmission does not require additional interference canceling techniques to avoid inter-relay interference. Therefore, cooperative relaying with orthogonal transmission is still attractive for networks composed of numerous, small, low-powered relays such as wireless sensor networks.

1.2 Contributions

The key contributions of this dissertation are

- A closed-form expression for the outage probability of multi-branch dual-hop (MBDH) DF cooperative relaying system with MRC is derived in the presence of CCI and AWGN for non-identical Nakagami/Nakagami fading channels. The outage performance is analyzed for three different environments and the effect of imbalanced powers of CCI received at the relay and the destination is also analyzed with various Nakagami-\(m\) factors and different numbers of relays.

- Closed-form expressions are derived for the outage probability, the ASEP, and the probability density function (pdf) of SINR of the MBMH DF cooperative relaying system for non-identical shadowed Nakagami-\(m\) channels in the presence of an arbitrary number of non-identical co-channel interferers. The effect of the number of branches and hops is analyzed for a fixed number of relays by considering the effect of shadowing.

- The outage probability is compared to a dual-receive (Rx) antenna system with cooperative relaying systems using fixed-gain AF and selection DF with selective combining (SC) in cellular networks. The effective region where the cooperative relaying systems outperform a dual-Rx antenna system is depicted in the cell area.
• Closed-form expressions for the outage probability and the spectral efficiency of a selection DF relaying system are obtained for non-identical shadowed Nakagami/shadowed Nakagami channels. The performances are evaluated as a function of a co-channel reuse factor and compared to dual-Rx antenna systems for omnidirectional and sectorized cells in both the uplink and the downlink of cellular networks. The effective regions with regard to the spectral efficiency and the outage probability of the proposed system compared to the dual-Rx antenna system are also depicted in the cell area.

• The outage probability, the end-to-end ASEP, and the end-to-end APEP are derived for the selection DF cooperative diversity system using MRC in non-identical Nakagami/Nakagami channels. The performances are evaluated as a function of a co-channel reuse factor and relay position for outage-based symbol relaying, outage-based packet relaying, and CRC-based packet relaying in both the uplink and the downlink of cellular networks. The effect of forward error-correction coding (FEC) on the selection DF relaying schemes is also analyzed.

• A variable-slot selection DF (VSDF) scheme is proposed and compared to fixed-slot selection DF (FSDF) and repeated-slot selection DF (RSDF). Closed-form expressions for the outage probability and throughput of the proposed systems are presented for non-identical Nakagami/Nakagami channels.

1.3 Thesis Outline

This dissertation is organized as follows. Chapter 2 provides a background review, including a brief information of the channels, diversity techniques, combining techniques, and cooperative diversity. We also provide a literature review on the topics discussed in this dissertation. Chapter 3 analyzes the outage probability of MBDH DF cooperative relaying systems over non-identical Nakagami/Nakagami fading channels. Chapter 4 studies general MBMH DF cooperative diversity systems over non-identical
shadowed Nakagami-$m$ fading channels in the presence of an arbitrary number of non-identical co-channel interferers. Chapter 5 provides the outage probability for fixed-gain AF and selection DF cooperative diversity systems with SC, for the case of a log-normal Nakagami faded desired signal and log-normal Rayleigh faded co-channel interferers. Chapter 6 investigates user cooperation diversity systems with DF selection relaying over non-identical shadowed Nakagami/shadowed Nakagami channels in cellular networks. Chapter 7 analyze the outage probability and APEP as a function of a co-channel reuse factor and relay position for outage-based symbol relaying, outage-based packet relaying, and CRC-based packet relaying in both the uplink and the downlink. In Chapter 8, we proposes a VSDF scheme which uses dynamic slot allocation operating on CRC-based packet relaying. Finally, Chapter 9 summarizes the research contributions and concludes with future research.
CHAPTER II

BACKGROUND

2.1 Shadowed Nakagami-\(m\) Fading Channels

In realistic wireless channels, the radio signal strength is degraded by three components: Multipath fading, shadowing, and path loss. The channels, where the three components occurs simultaneously, are referred to as the shadowed-fading channels.

In the shadowed-fading channels, first, multipath fading is one of the significant impairments in wireless communication systems, and it results from destructive addition of different replicas of a T\(x\) signal. When the source signal is transmitted, it is reflected from local scatterers and has different paths, so the replicas experience different attenuation, delay, distortion, and phase shift. The combined effect of different replicas can occur either constructive or destructive addition of the signal power. When the received signal experiences the destructive addition, the received signal power can be significantly decreased, and this phenomenon is known as fade. Throughout the dissertation, the multipath fading model has a Nakagami-\(m\) distribution, because the Nakagami fading model can closely approximate both Rayleigh and Rician fading models, and the fading conditions can be adjusted more or less severe than the Rayleigh fading model.

Second, shadowing is the variation of the received signal power, which can be observed over sufficiently long distances. The averaged value of the received signal power over a spatial distance of 20 to 30 wavelengths is referred to as local mean power, the value of which slowly varies because of large obstacles [2]. Shadowing is generally modeled by using a log-normal distribution.
Finally, the received signal power at a certain point depends on the carrier frequency, the antenna type, antenna heights, and the distance between the transmitter and the receiver. Among these factors, path loss is the decrement of area mean power according to the distance between the transmitter and the receiver. The area mean power can be obtained by averaging the local mean of the receive signal power over relatively long distances, and it decreases with the exponent of the distance.

In the shadowed-fading channel, the channel gain $g$ can be written as $g = f \sqrt{c \cdot s \cdot d^{-\alpha}}$, where $c$ is a constant, $d$ is the distance between the transmitter and the receiver, $\alpha$ is the propagation path-loss exponent, $s$ is the shadow-fading factor that has the log-normal distribution, and the envelope $f$ has the Nakagami distribution; thus, the squared envelope has a Gamma distribution. Thus, the composite distribution of the squared envelope of the received signal has the log-normal Gamma distribution function

$$p_X(x) = \int_0^\infty \left( \frac{m_X}{\omega_X} \right)^{m_X} \frac{x^{m_X-1}}{\sqrt{2\pi}\sigma_X \omega_X \Gamma(m_X)} \exp \left\{ -\frac{m_X x}{\omega_X} - \frac{(\ln \omega_X - \ln \Omega_X)^2}{2\sigma_X^2} \right\} \, d\omega_X,$$

where $m_X$ is the Nakagami shape factor, $w_X$ is the local mean, $\sigma_X$ is the shadow standard deviation, and $\Omega_X$ is the area mean of $X$. The log-normal Gamma distribution has no closed-form solution, but it can be closely approximated by applying Hermite-Gauss quadrature integration [16]

$$p_X(x) = \sum_{i=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_i} \left[ \left( \frac{m_X}{\Phi(x_i)} \right)^{m_X} \frac{x^{m_X-1}}{\Gamma(m_X)} \exp \left\{ -\frac{m_X x}{\Phi(x_i)} \right\} \right],$$

where $H_{x_i}$ is weight factors, $x_i$ is the zeros, $N_p$ is the order of the Hermite polynomial, and $\Phi(x_i) =: \exp(\sqrt{2}\sigma_X x_i + \ln \Omega_X)$. The moment-generating functions (MGF) of $p_X(x)$ can be obtained from (2) as

$$M_X(s) = \sum_{i=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_i} \left\{ 1 - \alpha_X(x_i)s \right\}^{-m_X},$$

where $\alpha_X(x_i) =: \Phi(x_i)/m_X$. 8
2.2 Diversity Techniques

The main idea of diversity techniques is to transmit independent replicas of a Tx signal to a receiver so that the probability that all the replicas are in deep fade simultaneously is reduced. To combine the replicas, the received signals of the different paths should be resolved, which decides the performance of diversity. Thus, the performance of diversity can be evaluated by measuring how many independent replicas are available, and it is defined as diversity order $D$, which is $\text{BER} \propto (\text{SNR})^{-D}$. Therefore, bit-error ratio (BER) is exponentially decayed if the diversity order $D$, which is the number of independent replicas, is increased at a given SNR.

This section provides a brief discussion on the diversity techniques, which are commonly employed in wireless communication systems: Frequency diversity, time diversity, and spatial diversity. First, frequency diversity uses different frequency channels to transmit different faded replicas. Since each replica should have uncorrelated fading, the frequency channels should be separated by at least the coherence bandwidth of the channel. Thus, frequency diversity can be an efficient way to combat frequency-selective fading, and the system with frequency diversity transmits the same signal simultaneously in multiple channels without any loss of transmission rate. However, since frequency diversity requires additional bandwidth, it is not an efficient solution for bandwidth-constrained networks.

Second, time diversity achieves diversity order by transmitting the same signal in multiple time intervals. In the aspect of repeating redundant information, error-correction coding can be regarded as a kind of time diversity technique. To have uncorrelated fading statistics, the intervals between transmissions of the same signal should be separated by at least the coherence time of the channel. Time diversity can be an efficient way to combat time-selective fading, and additional bandwidth is not required. However, instead of loss of bandwidth, time diversity can be achieved at the cost of transmission rate since redundant data should be repeated.
Finally, as opposed to the above two diversity techniques, spatial diversity does not require any additional bandwidth or reduced transmission rate. The key of spatial diversity is to transmit the same signals by using multi-Tx antennas and / or to receive the replicas of the same signal by using multi-Rx antennas. Distance between multiple antennas should be chosen in order that multipath fading appearing in the diversity branches becomes uncorrelated; thus, the distance should be at least half of the wavelength. Since spatial diversity can be implemented simply and economically, it has been widely used in wireless systems. However, spatial diversity is limited by the physical constraint of putting multiple antennas in small handset. For such reasons, in cellular networks, the base station (BS) generally employs multiple antennas while the mobile station (MS) has only one or two antennas.

2.3 Diversity-Combining Techniques

Diversity combining is a technique that combines multiple, independent replicas of a Tx signal to one enhanced signal. Among the three components of the channel, which are mentioned earlier, path loss and shadowing can be approximated as constant and dealt with power control for long period. Thus, multipath fading is the target of diversity combining, and diversity combining improves the reliability of the received signal by minimizing the channel power fluctuations. Generally, there are three common techniques in diversity combining: SC, equal-gain combining (EGC), and MRC. These diversity-combining techniques are classified according to how to decide weights of diversity branches.

As shown in Fig. 1, in the SC scheme, the selective combiner chooses the diversity branch with the largest instantaneous SNR. Since the selective combiner compares only signal powers, it does not require continuous monitoring of CSI; thus, it has low complexity. For this reason, SC is often suggested for macro-diversity systems in cellular networks. However, SC gives the worst performance among the three
diversity-combining techniques, because it ignores the information of other branches.

\[ r_1(t), r_2(t), \ldots, r_M(t) \] with largest SNR

**Figure 1:** Illustration of selective combining.

MRC provides the optimal performance in terms of maximizing output SNR. In Fig. 2, since all the diversity branches are co-phased \((e^{j\theta_M})\) and summed with the optimal weights \((\alpha_M)\) that are proportional to the respective signal amplitudes, strong signals are more amplified, whereas weak signals are attenuated. Thus, signals with larger received power have larger influence on the output signal.

\[ r_1(t), r_2(t), \ldots, r_M(t) \] with largest SNR

**Figure 2:** Illustration of maximal-ratio combining.

However, the MRC combiner requires accurate signal amplitude and phase information to find the optimal-weight values with the fading signals. To estimate the channels, the complexity of the MRC system increases. Compared to MRC, EGC
can be simply implemented, but the performance of EGC is comparable to that of MRC, because the weight of EGC is a unit gain and adjusted for every received signal to be co-phased as shown in Fig. 3; thus, EGC gives weights for respective diversity branches similarly to MRC, but the branches are not weighted. Since EGC gives the same weight to both the signals with weak received power and strong received power, the signal with weak received power may attenuate the information of the signal with strong received power.

![Figure 3: Illustration of equal-gain combining.](image)

The three diversity techniques mentioned above basically target to maximize SNR without interference, but in the presence of interference, optimum combining (OC) can attain the maximum SINR. However, since OC requires the inverse of a square matrix whose dimension is equal to the number of branches, it is not usually employed in practical systems for more than two branches because of excessive complexity.

### 2.4 Cooperative Diversity

Although the spatial diversity schemes are obviously beneficial on wireless networks in that they do not require any additional bandwidth or reduced transmission rate, most of them may not be practical because of their hardware constraints such as size, cost, and complexity. To overcome these limitations by allowing mobiles with a single antenna to gain the benefits of spatial diversity, cooperative diversity employs virtual
multi-Tx/Rx antennas by extending the channels to the entire systems by regarding relays as antennas. The first research on spatial diversity using the virtual, multiple antennas was introduced as the relay channel in [17, 18]. However, this information-theoretical research has two impractical constraints [9]. First, the terminals should be able to receive and transmit simultaneously on the same channel. Second, all the signals that are simultaneously transmitted from the relays should be co-phased. Since these two constraints was removed by using half-duplex mode and orthogonal transmission, cooperative diversity could be regarded as feasible. As described in Fig. 4, the cooperative relaying protocols have two phases.

![Diagram of cooperative-diversity systems](image)

**Figure 4:** Two phases of cooperative-diversity systems.

The first phase is the broadcasting step, where a source (S) transmits the original signals to relays (R) and a destination (D). During this phase, the relays manipulate the received signals. The second phase denotes the multi-access step, where the relays retransmit the manipulated signals to the destination. To combine all of the received signals in the destination, a variety of combining techniques can be employed.

According to how a relay manipulates the received signals, cooperative diversity is basically classified into two schemes: AF and DF. In addition, according to how the relayed signals are assigned to the channels, each scheme can use orthogonal or
2.4.1 Orthogonal and Non-Orthogonal Transmissions

In cooperative diversity, the destination should be able to separate the relayed signals with a single antenna. The simplest method to separate the relayed signals is to transmit the signals by using channel orthogonality, which is referred to as orthogonal transmission. In orthogonal transmission, to satisfy the half-duplex constraint, all terminals operate on a time-division duplexing (TDD) or frequency-division duplexing (FDD) mode, and time-division multiple access (TDMA) or frequency-division multiple access (FDMA) is used in the second phase of the cooperative relaying protocol, respectively. Thus, since the original signal from the source consumes one slot in the first phase of the cooperative relaying protocol, and the Tx signals of respective relays consume $M$-slots, assigning the signals to their corresponding orthogonal slots requires $(M + 1)$ phases in the case of $M$-relays. All the signals in the orthogonal slots are independent, so the destination can receive independent replicas of the source signal and perform diversity combining.

Orthogonal transmission is less efficient than non-orthogonal transmission in terms of spectral resources as the number of relays increases. To improve spectral efficiency, another approach based on space-time codes (STC) was proposed in [19]. In the approach, since the relays use a suitable STC in the second phase, which is called DSTC, the relayed signals can be transmitted simultaneously on the same channel. Thus, without additional bandwidth, non-orthogonal transmission using DSTC can achieve $(M+1)$ diversity order.

However, since non-orthogonal transmission allows for all relays to transmit on the same time or frequency slot, inter-relay interference can be introduced. The cancellation of inter-relay interference is essential for non-orthogonal transmission because of coherent reception between the multiple relays and the destination [9,
Even though orthogonal transmission employs signal combining techniques that require coherent reception as well, it can avoid inter-relay interference as the result of orthogonality between the slots. Thus, in orthogonal transmission, the destination receiver can have a low complexity [1, 21, 70]. So as to isolate the effect of the inter-relay interference and to analyze the effect of CCI without any interference-cancellation technique, we focus on orthogonal transmission.

### 2.4.2 Amplify-and-Forward Cooperative Diversity

AF cooperative diversity can be referred to as non-regenerative or analog relaying. The AF relays amplify the received signal and re-transmit to the destination. Since the AF relays do not require front-end processing, demodulation, and decoding, it has less complexity than DF relays. However, since the AF relays do not perform any decision operation on the received signal, noise along the transmission path can be accumulated and propagated.

According to how the relay obtains the amplifying gain, the AF relays can be classified into three subcategories: CSI-assisted relays, blind relays, and semi-blind relays. The CSI-assisted relays use the instantaneous CSI of the previous hop to obtain the amplifying gain. Since the gain can be obtained adaptively according to the previous channel state, the relays can transmit the signals with fixed power. The disadvantage of the CSI-assisted relays is heavy complexity in that the closed loop should be established between the source and the relays. Compared to the CSI-assisted relays, the blind relays do not require any information of the previous hop, and the gain is fixed. Therefore, the relays transmit the signals with variable power, which can make the saturation of the signal power. The semi-blind relays use the average of the CSI over a time period, so they do not need the instantaneous CSI. Even though the semi-blind relays have much lower complexity than the CSI-assisted relays, they show comparable performance to the CSI-assisted relays.
2.4.3 Decode-and-Forward Cooperative Diversity

DF cooperative diversity can be referred to as regenerative or digital relaying. During the first phase of cooperative relaying protocols, the DF relays can decode the received signal, re-encode it, and then retransmit it to the destination. The advantage of DF cooperative diversity is that the relays can impede error propagation, if the relay can successfully decode the source signal. According to whether error detection is employed or not, the DF relays can be categorized into two schemes: Fixed DF relays and selection DF relays. The fixed DF relays do not use the error detection, and retransmit the relayed signal although it has errors; thus, full diversity order cannot be achieved [1]. While the fixed DF relays always forwards the signals received at the relay to the destination, the selection DF relays only retransmit the successfully decoded signals. For error detection methods, the selection DF relays can check a CRC code of the source packets, or the signals can be regarded to be successfully decoded when the SNR of the source-to-relay link is above a specified threshold.

2.5 Literature Review on Cooperative Diversity

Prior studies on the performance analysis of cooperative relaying systems have focused on the effect of CCI in terms of SIR, while neglecting the effect of AWGN [3], and there has been no research considering the effect of both CCI and AWGN. However, the performance analysis in terms of SIR and the asymptotic analysis based on high SNR are not accurate in the low SINR regime [4, 5].

In single-hop multiple antenna systems, the outage probability performance of MRC with CCI has been evaluated in [23] for Nakagami/Nakagami fading channels with identically distributed interfering signals and identically distributed desired signals. The outage probabilities of MRC for Rician/Rayleigh and Nakagami/Rayleigh...
fading channels were analyzed in [4, 24], where the interfering signals have non-
identical local mean power, and the desired signals are assumed to be identically dis-
tributed. The case of Nakagami/Nakagami fading channels with non-identically dis-
tributed interfering signals was studied in [25], but the desired signals still have iden-
tically distributed Nakagami-$m$ fading. In all single-hop multiple antenna systems,
the desired signals were assumed to be identically distributed in [4, 23, 24, 25, 26],
where the performance of MRC was analyzed in terms of SINR in [4, 23, 25] while
AWGN was neglected in [24, 26].

Dual-hop relaying systems have a similar source-relay-destination path compared
to the cooperative relaying systems in this work, but signal combining is not required
since a source-to-destination path does not exist. Thus, the performance analysis
of cooperative relaying systems can be more general than that of dual-hop relaying
systems. The authors in [27, 28] presented an insight on CCI in dual-hop AF relaying
systems over non-identical Rayleigh/Rayleigh fading channels. In dual-hop DF relay-
ing systems, the outage probability was analyzed in [29] under the specific scenario
in which the destination is corrupted by CCI while the relay is only perturbed by
AWGN. A more general scenario was studied in [30], where all nodes are affected by
CCI, and the all signals have Rayleigh fading with different local mean, but the effect
of AWGN was not studied.

The dual-hop DF cooperative relaying system using MRC was analyzed for links
affected by AWGN in [31], where all the desired signals experience Rayleigh fading
with different local mean power. The analysis was extended to Nakagami-$m$ fading
channels that have non-identical local mean power and non-identical Nakagami-$m$
factor in [27, 32], but they still do not consider CCI. With the consideration of
CCI, the dual-hop DF cooperative relaying system using MRC was analyzed in [3],
in the case of Nakagami/Nakagami fading where both the desired and interfering
signals have a Nakagami-$m$ distribution with different local mean power and $m$-factor.
However, the analysis neglected AWGN and the outage probability was expressed in terms of a hypergeometric function. Moreover, there was no comprehensive study of the effect of CCI on the outage performance in [3]. The performance analysis of DF cooperative relaying systems in the presence of both CCI and AWGN is very limited, and most expressions for the outage probability involve special functions or infinite series.

The MBMH cooperative relaying systems with the combination of cooperative diversity and multi-hop transmission can mitigate not only multipath fading but also shadowing and path loss. The end-to-end performance analysis of MBMH cooperative relaying systems was studied in [7, 11, 34, 35, 36], but most studies focused on the AF relay, and most prior work considers thermal noise-limited conditions without interference. A few studies have investigated CCI in dual-hop relaying systems [5, 29, 30, 37], but these systems are not generalized to the MBMH relaying scenario. Moreover, a performance analysis on the cooperative relaying networks is limited over the effect of both shadowing and fading so far. Renzo et al. presented a good framework for the performance analysis of the MBMH cooperative relaying system over composite log-normal Nakagami-$m$ fading channels [34, 35], but they studied the AF scheme without CCI. Moreover, most existing literature evaluates the bit-error probability by taking upper bound [10, 38], using the Gaussian Q-function [8, 35], or an approximation of Gaussian Q-function [34]. A closed-form expression for ASEP of the MBMH cooperative relaying system has not been evaluated yet.

For the cellular networks, several statistical models have addressed the effect of CCI, for example, Nakagami/Nakagami, shadowed-Rayleigh/shadowed-Rayleigh, and shadowed-Rician/shadowed-Rayleigh fading channels in [39, 43, 44]. While an increase in the frequency reuse distance will mitigate CCI, it will also degrade system efficiency. Such tradeoff between frequency reuse distance and spectral efficiency was characterized by Alouini et al. in [45]. In [46], the outage probability as a function of
the co-channel reuse factor was derived on the downlink of cellular networks, but SC was studied over shadowed-Nakagami/shadowed-Rayleigh fading channels. In [3, 37], the outage probability for the DF cooperative-diversity system was obtained for non-identical Nakagami/Nakagami fading channels with MRC; however, this research did not consider cellular network environments.

Most studies assumed symbol-by-symbol decoding [1, 5, 20, 31, 32, 65, 68, 69, 70]. However, for practical purposes, symbol-by-symbol decoding is not feasible when considering signaling overhead. In [42], packet-based cooperative relaying system was investigated. In addition, SNR estimation was originally used to make relaying decisions in selection DF relaying networks. However, in [57], the CRC code approach was introduced and showed it can reduce the system complexity and fully exploit the benefit of DF relaying for per-packet error detection.

Throughput is affected by symbol rate, modulation alphabet size, packet length, the maximum number of retransmissions, and power level. Among the design parameters, to maximize throughput, power level and symbol rate in [69], retransmission by using automatic repeat request (ARQ) in [57], and the modulation alphabet size in [70] were considered in cooperative relaying networks. Throughput performance can be further improved by using dynamic slot allocation operating on CRC-based relaying. Dynamic slot allocation was proposed for efficient resource scheduling in the cellular systems [71, 72], but there are still many unresolved problems of resource scheduling in cooperative relaying systems with packet transmission.
CHAPTER III

COOPERATIVE DIVERSITY SYSTEMS WITH
MULTI-BRANCH DUAL-HOP RELAYING

3.1 Overview

Cooperative diversity has generally been studied with respect to the number and placement of relays, and allocation of power, mostly under conditions of AWGN \([1, 13, 27, 28, 31, 32]\). However, CCI often dominates AWGN in wireless networks with dense frequency reuse. Moreover, cooperative diversity schemes can be vulnerable to CCI, because all relays may use the same carrier frequency and, hence, CCI may exist on every link in the cooperative relaying network.

Some studies on the performance analysis of cooperative relaying systems have focused on the effect of CCI in terms of SIR, while neglecting the effect of AWGN \([3]\), and there has been no research considering the effect of both CCI and AWGN. However, the performance analysis in terms of SIR and the asymptotic analysis based on high SNR are not accurate in the low SINR regime \([4, 5]\). This issue can be critical in some cooperative relaying systems such as wireless sensor networks, where the interferers transmit signals with a power level similar to the source, and the SINR may not be so large. For these systems, a more general analysis is needed based on the SINR.

This chapter studies the outage probability of DF cooperative relaying systems using MRC in the presence of CCI and AWGN for non-identical Nakagami/Nakagami faded links, i.e., all links have different local mean power and Nakagami-\(m\) factor for both the desired and interfering signals. First, an exact and closed-from expression is derived for the outage probability. Second, the outage performance is analyzed
for three different environments: i) an interference dominant environment where the interference power dominates the noise power; ii) an equal interference and noise environment, i.e., the interference power is equal to the noise power; iii) a noise dominant environment where the noise power dominates the interference power. Finally, the effect of imbalanced powers of CCI received at the relay and the destination is analyzed with various Nakagami-\(m\) factors and different numbers of relays, to gain insight as to whether the relay or destination is more sensitive to CCI and, hence, more critical in the end-to-end outage performance.

Our results show that a DF cooperative relaying system is more vulnerable to noise than interference for low and moderate SINR, whereas it is more susceptible to interference than noise for high SINR and high-diversity order. Moreover, our results show that the robustness of the destination against CCI is more important than that of the relay. The results are verified by Monte Carlo simulations.

### 3.2 System and Channel Models

We investigate the MBDH cooperative relaying network shown in Fig. 5. The system consists of a source \(S\), a destination \(D\), and multiple relays \(R_m, m = 1, 2, \ldots, M\) where \(M\) denotes the maximum number of relays. All the relays and the destination are affected by co-channel interferers \(I_l, l = 1, 2, \ldots, L\) where \(L\) is the number of interferers.

In this chapter, all the relays use the selection DF scheme, which was proposed by Laneman et al. [1]. The selection DF relays only retransmit the successfully decoded packets. If the relays fail to decode the source packet, the relays do not transmit in their corresponding slots. Also, since the relays themselves decide whether or not each packet is forwarded, a feedback channel between the relays and the source is not necessary. The source, the relays, and the destination have a single-Tx/Rx antenna, and use orthogonal transmission through a TDD mode.
In cooperative relaying networks, the nodes, including the interferers, are assumed to have sufficient distance between each another and the destination so as to have independently faded links to the destination. To combine all of the received signals at the destination, MRC is employed in the proposed system, and the receivers at the destination are assumed to have perfect channel knowledge for the desired signals and no channel knowledge for the interfering signals. Throughout this dissertation, frequency and time synchronizations are assumed to be perfect, and all terminals are assumed to employ the same modulation scheme.

The links for both desired signals and interfering signals in the proposed system are affected by quasi-static flat-Nakagami fading, such that the fades remain constant over a packet duration. In addition, all links have mutually-independent and
non-identical Nakagami-$m$ fading. Therefore, the received signals of the source-to-destination, source-to-relay, and relay-to-destination paths are,

\[ y_{SD} = h_0 c_S \sqrt{P_S} + n_D + \sum_{l=1}^{L} h_{ID} c_l \sqrt{P_l}, \]
\[ y_{SR_m} = g_m c_S \sqrt{P_S} + n_{R_m} + \sum_{l=1}^{L} g_{lR_m} c_l \sqrt{P_l}, \]
\[ y_{R_mD} = h_m (c_{R_m} \sqrt{P_{R_m}}) + n_D + \sum_{l=1}^{L} h_{ID} c_l \sqrt{P_l}, \]

(4)

where \(P_S\), \(P_{R_m}\), and \(P_l\) represent the Tx powers of the source, the \(m\)-th relay, and the \(l\)-th interferer, respectively. The Tx powers may not be equal. The AWGN \(n\) has a zero mean and a variance \(\sigma^2\) in all links, and \(c\) is the transmitted symbol with unit power. The channel gain \(h\) (or \(g\)) can be denoted as

\[ h = f \sqrt{k \, d^{-\alpha}}, \]

(5)

where \(k\) is a constant; \(|f|\) has a Nakagami-$m$ distribution (\(|f|^2\) has a Gamma density); \(d\) is the distance between the transmitter and the receiver, and \(\alpha\) is the path-loss exponent.

Throughout this chapter, \(X_0\), \(X_{m}^g\), \(X_{m}^h\), and \(X_m\) indicate the instantaneous SNR of the source-to-destination, the source-to-\(m\)-th relay, the \(m\)-th relay-to-destination, and the source-\(m\)-th relay-destination links, respectively. Likewise, the instantaneous interference-to-noise ratios (INRs) of the \(l\)-th interferer-to-\(m\)-th relay and \(l\)-th interferer-to-destination links are denoted as \(Y_{l}^{m}\) and \(Y_l\), respectively. Therefore, the instantaneous SNR of the source-to-destination link can be written as \(X_0 = |h_0|^2 \frac{P_S}{\sigma^2}\), and the instantaneous INR of the \(l\)-th interferer-to-\(m\)-th relay link can be written as \(Y_{l}^{m} = |g_{lR_m}|^2 \frac{P_l}{\sigma^2}\).

In this chapter, to isolate the effect of power allocation for nodes, the Tx powers of the source, the relays, and the interferers assume to be the same as \(P_S = P_{R_m} = P_l\). The local mean of Rx SNR of the desired signal can be expressed as \(\omega_X = E\{|h|^2\} \Omega_t\),
where $\Omega_t$ is the Tx SNR, and $E\{\cdot\}$ is the statistical long-term average operator. To compare the effect of network geometry fairly and generally, the distance between nodes can be normalized by the length of the source-to-destination link. By assuming the normalized channel gain of the source-to-destination link is $E\{|h_0|^2\} = 1$, the normalized local mean of Rx SNR of the source-to-$m$-th relay and that of the $m$-th relay-to-destination can be expressed by

$$
\omega_{X^*_m} = \left( \frac{d_{S,D}}{d_{S,R_m}} \right)^\alpha \Omega_t, \quad \omega_{X^*_m} = \left( \frac{d_{S,D}}{d_{R_m,D}} \right)^\alpha \Omega_t.
$$

(6)

Likewise, local mean of Rx INR of the $l$-th interferer-to-$m$-th relay and that of the $l$-th interferer-to-destination can be expressed as

$$
\omega_{Y^*_m} = \left( \frac{d_{S,D}}{d_{I_l,R_m}} \right)^\alpha \Omega_t, \quad \omega_{Y^*_l} = \left( \frac{d_{S,D}}{d_{I_l,D}} \right)^\alpha \Omega_t.
$$

(7)

respectively.

### 3.3 Exact Closed-Form of Outage Probability

In this section, an exact closed-form of the outage probability is derived for DF cooperative relaying systems operating on Nakagami/Nakagami channels. To obtain the outage probability, different approaches can be used. One method uses the MGF of the SINR of the source-relay-destination path [31, 32, 27]. Another method uses the conditional outage probability of the individual relay-to-destination paths along with the corresponding probability that the relay belongs to the decoding set, defined as the set of relays having successfully decoded packets [3, 5, 47]. However, the exact closed-form of the outage probability obtained from the latter approach is generally very difficult to compute when links are non-identically distributed, as stated in [31]. Therefore, we obtain the outage probability by using the MGF-based approach.

Since the proposed system is perturbed by both CCI and AWGN, the output SINR with MRC is the sum of the individual SINRs of the diversity branches. The
output SINR is given by [23]

\[ Z_{out} = \frac{\sum_{m=0}^{M} P_{X_m}}{\sum_{l=1}^{L} P_{Y_l} + \sigma^2} = \frac{\sum_{m=0}^{M} X_m}{\sum_{l=1}^{L} Y_l + 1} = \frac{X}{Y + 1}, \quad (8) \]

where \( P_{X_m} \) and \( P_{Y_l} \) are the received powers for the \( m \)-th desired signal and the \( l \)-th interfering signal, respectively. Since both the SNR and INR are proportional to the squared envelope of their respective received signals, the pdfs of the SNR \( X_m^g \) (or \( X_m^h \)) and INR \( Y_l \) (or \( Y_l^m \)) for a single-hop link are,

\[ p_{X_m^g}(x) = \left( \frac{m_{X_m^g}}{\omega_{X_m^g}} \right)^{m_{X_m^g}} x^{m_{X_m^g} - 1} \frac{x^{m_{X_m^g}}}{\Gamma(m_{X_m^g})} \exp \left( -\frac{m_{X_m^g} x}{\omega_{X_m^g}} \right), \]

\[ p_{Y_l}(y) = \left( \frac{m_{Y_l}}{\omega_{Y_l}} \right)^{m_{Y_l}} y^{m_{Y_l} - 1} \frac{y^{m_{Y_l}}}{\Gamma(m_{Y_l})} \exp \left( -\frac{m_{Y_l} y}{\omega_{Y_l}} \right), \quad (9) \]

where \( m_{X_m^g} \) and \( m_{Y_l} \) are the Nakagami shape factors, and \( \omega_{X_m^g} \) and \( \omega_{Y_l} \) are the local means of \( X_m^g \) and \( Y_l \), respectively. The MGF of these pdfs can be written as

\[ \mathcal{M}_{X_m^g}(s) = (1 - \alpha_{X_m^g}s)^{-m_{X_m^g}}, \]

\[ \mathcal{M}_{Y_l}(s) = (1 - \alpha_{Y_l}s)^{-m_{Y_l}}, \quad (10) \]

where \( \alpha_{X_m^g} =: \omega_{X_m^g}/m_{X_m^g} \), and \( \alpha_{Y_l} =: \omega_{Y_l}/m_{Y_l} \).

The outage probability is defined as the probability that the output SINR is below a specified threshold \( \lambda_{th} \). Therefore, the outage probability at the destination can be expressed as

\[ P_{out}(\lambda_{th}) = 1 - Pr \left( \frac{X}{\lambda_{th}} \geq Y + 1 \right) = 1 - P, \quad (11) \]

where

\[ P = \int_{0}^{\infty} p_{Y}(y) \int_{Y+1}^{\infty} p_{U}(u) \, du \, dy, \quad (12) \]

and \( U = X/\lambda_{th} \). To solve (12), the pdfs of the combined SNR \( p_X(x) \) and the combined INR \( p_Y(y) \) are required.
3.3.1 Pdf of the Combined SNR

By using the MGF-based approach the MGF of the combined SNR, which is the sum of independent random variables, is equal to the product of the individual MGFs, and the pdf of the combined SNR can be obtained from the inverse Laplace transform of the MGF of the combined SNR as follows:

\[ p_X(x) = \mathcal{L}^{-1} \left[ \prod_{m=0}^{M} \mathcal{M}_{X_m}(s) \right], \quad (13) \]

where \( \mathcal{M}_{X_m}(s) \) is the MGF of \( X_m \), and \( \mathcal{L}^{-1}[ \cdot ] \) is the inverse Laplace transform.

In [31], Hu and Beaulieu presented the pdf of the SNR of the source-relay-destination path for a selection DF relaying scheme. In practical selection DF relay systems, to forward successfully decoded packets, the relay will check a cyclic-redundancy-check code of the packets received from the source. However, to isolate the coding performance from the outage probability analysis, the packets that a relay receives are assumed to be successfully decoded when the SINR of the source-to-relay link is above a specified threshold \( \lambda_{th} \), as in Laneman et al. [1]. Hence, the pdf of the SNR of the source-\( m \)-th relay-destination path, \( p_{X_m}(x) \), is as follows:

\[ p_{X_m}(x) = P_{out,z_m^g}(\lambda_{th}) \delta(x) + \left\{ 1 - P_{out,z_m^g}(\lambda_{th}) \right\} p_{X_m}(x), \quad (m \geq 1), \quad (14) \]

where \( \delta(x) \) is the dirac delta function. For convenience, let \( P_{o,m} = P_{out,z_m^g} \), which is derived in Section 3.3.3, for the remainder of this chapter.

The MGF of \( X_m \) can be expressed as

\[ \mathcal{M}_{X_m}(s) = P_{o,m} + (1 - P_{o,m}) \mathcal{M}_{X_m^h}(s) = P_{o,m} \left\{ 1 + \frac{(1 - P_{o,m})}{P_{o,m}} \mathcal{M}_{X_m^h}(s) \right\} \]. \quad (15) \]

Since \( X_m \)'s are independent, and \( X_0 \) is the SNR of the source-to-destination path, the MGF of \( X \) is given by

\[ \mathcal{M}_X(s) = \prod_{m=0}^{M} \mathcal{M}_{X_m}(s) = \mathcal{M}_{X_0}(s) \prod_{m=1}^{M} P_{o,m} \left\{ 1 + \frac{(1 - P_{o,m})}{P_{o,m}} \mathcal{M}_{X_m^h}(s) \right\} \]. \quad (16)
By virtue of the multinomial formula which is derived in [32], the product terms can be changed into summation terms as follows:

\[
\prod_{m=1}^{M} (1 + B_m) = 1 + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{(M-m)+1} \sum_{\lambda_2=\lambda_1+1}^{(M-m)+2} \cdots \sum_{\lambda_{m-1}=\lambda_{m-2}+1}^{\lambda_m=\lambda_{m-1}+1} \prod_{n=1}^{m} B_{\lambda_n},
\]

where \(\lambda_0 = 0\). With the formula in (17), (16) can be rewritten as

\[
M \prod_{m=1}^{M} \left(1 + \frac{1}{P_{\lambda_0}} \right) \prod_{n=1}^{M} \left(1 - \frac{1}{P_{\lambda_0}} \right) \prod_{n=1}^{M} M_{\lambda_n}^k (s) \}.
\]

Taking the inverse Laplace transform of (18) yields the pdf of \(X\) as

\[
p_X(x) = \left( \prod_{m=1}^{M} P_{\alpha,m} \right) \left\{ p_{X_0}(x) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \sum_{\lambda_{m-1}=\lambda_{m-2}+1}^{\lambda_m=\lambda_{m-1}+1} \left( \prod_{n=1}^{m} \frac{1 - P_{\alpha,\lambda_n}}{P_{\alpha,\lambda_n}} \right) p_{X_0}(x) \}.
\]

In (19), since \(p_{X_0}(x)\) is the pdf of the SNR of the source-to-destination path, it has the Gamma distribution

\[
p_{X_0}(x) = \left( \frac{1}{\alpha_{X_0}} \right)^{m_{X_0}} \frac{x^{m_{X_0}-1}}{\Gamma(m_{X_0})} \exp \left( -\frac{x}{\alpha_{X_0}} \right).
\]

To obtain the pdf of the combined SNR of the relay-to-destination paths, \(p_{X_0}(x)\), the product of the individual MGFs of the SNRs of the relay-to-destination paths is required. When the Nakagami shape factor is assumed to be an integer value, the product of the MGFs of \(P\) Gamma distributed random variables can be further derived in [24] as follows:

\[
\prod_{i=1}^{P} (1 - \alpha_i z)^{-m_i} = \sum_{i=1}^{P} \sum_{j=1}^{m_i} \frac{\beta_{i,j}}{(z - 1/\alpha_i)^j},
\]

where \(m_i\) is the shape factor of the \(i\)-th Gamma distribution,

\[
\beta_{i,j} = \left( \frac{-1}{\alpha_i} \right)^{m_i} \sum_{\tau(i,j)} \prod_{k=1,k\neq i}^{P} \frac{(m_k + q_k - 1)}{q_k} \left( \frac{\alpha_k}{1 - \alpha_k/\alpha_i} \right)^{q_k}.
\]
and where \( \tau(i,j) \) denotes a set of \( P \)-tuples such that \( \tau(i,j) = \{(q_1, \cdots, q_P) : q_i = 0, \sum_{k=1}^{P} q_k = (m_i - j)\} \), and the \( q \) are nonnegative integers. Since (22) uses a partial fraction sum, the normalized local mean \( \alpha_i \) should be distinct for all \( i \). This assumption is reasonable since the point where the \( \alpha_i \)'s are equal only exists in the joint pdf and has no probability mass. The Nakagami shape factor is assumed to be an integer value in this chapter, which is not a major limitation since the accuracy of the channel measurement usually corresponds to integer arithmetic, or it bounds to lower and upper integer values in practice [48].

By using (21) and inverse Laplace transform, the pdf \( p_{Xh}(x) \) can be obtained as

\[
p_{Xh}(x) = \mathcal{L}^{-1}\left[ \prod_{n=0}^{m} \mathcal{M}_{X^n_{h}}(s) \right] = \sum_{a=0}^{m} \sum_{b=1}^{(b-1)!} \frac{(-1)^b}{\beta_{a,b}} x^{b-1} \exp\left(-\frac{x}{\alpha_{X^a_{h}}}\right),
\]

where

\[
\beta_{a,b} = \left(-\frac{1}{\alpha_{X^a_{h}}}\right)^{m_{X^a_{h}}} \sum_{\tau(i,j) \neq (a,b)} \prod_{k=1}^{m} \left( \alpha_{X^k_{h}} q_k - 1 \right) \left( \frac{\alpha_{X^k_{h}}}{1 - \alpha_{X^k_{h}}} \right)^{m_{X^k_{h}} + q_k}.
\]

The pdf of the combined SNR \( p_X(x) \) can be obtained by substituting (20) and (23) into (19) as follows:

\[
p_X(x) = \left( \prod_{m=1}^{M} P_{\omega,\lambda_m} \right) \left\{ \left( \frac{1}{\alpha_{X_0}} \right)^{m_{X_0}} \frac{x^{m_{X_0}-1}}{\Gamma(m_{X_0})} \exp\left(-\frac{x}{\alpha_{X_0}}\right) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \right\} \times \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1 - P_{\omega,\lambda_n}}{P_{\omega,\lambda_n}} \right)^{m_{X^n_{h}}} \sum_{a=0}^{m_{X_{a}}} \sum_{b=1}^{(b-1)!} \beta_{a,b} x^{b-1} \exp\left(-\frac{x}{\alpha_{X^a_{h}}}\right).
\]

3.3.2 Pdf of the Total INR

We now derive the pdf, \( p_Y(y) \), of the sum of INRs, \( Y \), in (8). Since the individual pdfs of the INR, \( p_{Y_l}(y) \), are mutually independent Gamma distributions in the \( l \)-th interferer-to-destination link, the pdf of the total INR is similar to (23) as follows:

\[
p_Y(y) = \mathcal{L}^{-1}\left[ \prod_{l=1}^{L} \mathcal{M}_{Y_l}(s) \right] = \sum_{a=1}^{L} \sum_{b=1}^{(b-1)!} \beta_{a,b} y^{b-1} \exp\left(-\frac{y}{\alpha_{Y_a}}\right),
\]
where
\[
\beta_{a,b}^{Y} = \left( -1 \right)^{m_{Y_{a}}^{b}} \sum_{\tau(i,j) k=1, k \neq i} L \prod \left\{ \frac{m_{Y_{k}} + q_{k} - 1}{q_{k}} \right\} \frac{(\alpha_{Y_{k}})^{a_{k}}}{\left( 1 - \frac{\alpha_{Y_{k}}}{\alpha_{Y_{a}}} \right)^{m_{Y_{k}}+q_{k}}}.
\]

### 3.3.3 Outage Probability of the Relay

Similarly to (11), the outage probability of the \( m \)-th relay can be obtained, but the SINR of the \( m \)-th relay is denoted as
\[
Z_{m}^{g} = \frac{X_{m}^{g}}{Y_{m} + 1}.
\]

Compared to (11), \( X_{m}^{g} \) is not the output SNR with MRC but rather the SNR of the source-to-\( m \)-th relay path. Therefore, \( X_{m}^{g} \) has the Gamma distribution
\[
p_{X_{m}^{g}}(x) = \left( \frac{1}{\alpha_{X_{m}^{g}}} \right)^{m_{X_{m}^{g}}} \frac{x^{m_{X_{m}^{g}}}}{\Gamma(m_{X_{m}^{g}})} \exp\left( -\frac{x}{\alpha_{X_{m}^{g}}} \right).
\]

However, \( Y_{m} \) is the combined INR from \( L \)-interferers to the \( m \)-th relay, so the pdf of the INR can be obtained from (23) as
\[
p_{Y_{m}}(y) = \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_{a}}^{m}} \frac{(-1)^{b}}{(b-1)!} \beta_{a,b}^{Y_{m}} y^{b-1} \exp\left( -\frac{y}{\alpha_{Y_{a}}} \right).
\]

With (11), the outage probability of the \( m \)-th relay, \( P_{o,m} \), can be obtained by substituting (29) and (30) into (12), and the integral terms can be solved by using Lemma 1 in the Appendix A, as follows:
\[
P_{o,m} = 1 - \left( \frac{\lambda_{th}}{\alpha_{X_{m}^{g}}} \right)^{m_{X_{m}^{g}}} \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_{a}}^{m}} \frac{(-1)^{b}}{(b-1)!} \beta_{a,b}^{Y_{m}} \frac{(\lambda_{th})^{n}}{\Gamma(n)} \int_{0}^{\infty} y^{b-1} e^{-\frac{y}{\alpha_{Y_{a}}}} \int_{y+1}^{\infty} u^{m_{X_{m}^{g}}-1} e^{-\frac{\lambda_{th} u}{\alpha_{X_{m}^{g}}}} du dy
\]
\[
= 1 - \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_{a}}^{m}} \sum_{n=0}^{m_{X_{m}^{g}}-1} \frac{(-1)^{b}}{(b-1)!} \beta_{a,b}^{Y_{m}} \frac{(\lambda_{th})^{n}}{\Gamma(n+1)} \left( \frac{\lambda_{th}}{\alpha_{X_{m}^{g}}} \right)^{n} \exp\left( -\frac{\lambda_{th}}{\alpha_{X_{m}^{g}}} \right) \sum_{k=0}^{n} \binom{n}{k}
\]
\[
\times \left( \frac{1}{\alpha_{Y_{a}}^{m}} + \frac{\lambda_{th}}{\alpha_{X_{m}^{g}}} \right)^{-(b+k)} \frac{\Gamma(b+k)}{\Gamma(b)},
\]
where \( U' = \frac{X_{m}^{g}}{\lambda_{th}} \).
3.3.4 End-to-end Outage Probability

The end-to-end outage probability in (11) can be obtained by substituting $p_{X}(x)$ in (25) and $p_{Y}(y)$ in (26) into (12). Hence, $P$ in (12) becomes

$$P = \left( \prod_{m=1}^{M} P_{o,m} \right) \left[ \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_{a}}} \sum_{n=0}^{m_{X_{a}}-1} \frac{(-1)^{b} \beta_{a,b}^{Y}}{\Gamma(b)} \left( \frac{\lambda_{th}}{\alpha_{X_{a}}} \right)^{n} e^{-\frac{\lambda_{th}}{\alpha_{X_{a}}}} \int_{0}^{\infty} y^{b-1} e^{-\frac{y}{\alpha_{Y_{a}}}} \right] \times \int_{y+1}^{\infty} \frac{u^{m_{X_{a}}-1}}{\Gamma(m_{X_{a}})} e^{-\frac{\lambda_{th}}{\alpha_{X_{a}}}} du dy + \sum_{n=0}^{M} \sum_{m=1}^{M-M-1} \sum_{\lambda_{m} = \lambda_{m-1} + 1}^{M} \left( \prod_{n=1}^{M} \frac{1 - P_{o,\lambda_{n}}}{P_{o,\lambda_{n}}} \right)$$

Using Lemma 1 in the Appendix A, the integral terms in (32) can be solved to an exact-closed form as

$$P = \left( \prod_{m=1}^{M} P_{o,m} \right) \left[ \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_{a}}} \sum_{n=0}^{m_{X_{a}}-1} \frac{(-1)^{b} \beta_{a,b}^{Y}}{\Gamma(b)} \left( \frac{\lambda_{th}}{\alpha_{X_{a}}} \right)^{n} e^{-\frac{\lambda_{th}}{\alpha_{X_{a}}}} \sum_{k=0}^{n} \frac{n!}{k!} \left( \frac{1}{\alpha_{Y_{a}}} + \frac{\lambda_{th}}{\alpha_{X_{a}}} \right)^{-\left(b+k\right)} \right] \times \frac{\Gamma(b+k)}{\Gamma(b)} + \left( \prod_{m=1}^{M} P_{o,m} \right) \sum_{n=1}^{M-M-1} \sum_{\lambda_{m} = \lambda_{m-1} + 1}^{M} \left( \prod_{n=1}^{M} \frac{1 - P_{o,\lambda_{n}}}{P_{o,\lambda_{n}}} \right)$$

$$\times \sum_{c=0}^{m_{X_{a}}} \sum_{d=1}^{d_{X_{a}}} \frac{(-1)^{d} \beta_{c,d}^{X}}{\alpha_{X_{a}}} \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_{a}}} \sum_{n=0}^{m_{X_{a}}-1} \frac{(-1)^{b} \beta_{a,b}^{Y}}{\Gamma(b)} \left( \frac{\lambda_{th}}{\alpha_{X_{a}}} \right)^{n} e^{-\frac{\lambda_{th}}{\alpha_{X_{a}}}} \sum_{m=1}^{M} \sum_{\lambda_{m} = \lambda_{m-1} + 1}^{M} \left( \prod_{n=1}^{M} \frac{1 - P_{o,\lambda_{n}}}{P_{o,\lambda_{n}}} \right)$$

Equation (33) can be separated into two terms having similar form, such that the end-to-end outage probability, $P_{out}$, can be written as

$$P_{out} = 1 - P$$

$$= 1 - \left( \prod_{m=1}^{M} P_{o,m} \right) \left[ G(\lambda_{th}, m_{X_{a}}, m_{Y_{a}}, \alpha_{X_{a}}, \alpha_{Y_{a}}) + \sum_{m=1}^{M} \sum_{\lambda_{m} = \lambda_{m-1} + 1}^{M} \sum_{\lambda_{m} = \lambda_{m-1} + 1}^{M} \left( \prod_{n=1}^{M} \frac{1 - P_{o,\lambda_{n}}}{P_{o,\lambda_{n}}} \right) \sum_{c=0}^{m_{X_{a}}} \sum_{d=1}^{d_{X_{a}}} \frac{(-1)^{d} \beta_{c,d}^{X}}{\alpha_{X_{a}}} \right] \times \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_{a}}} \sum_{n=0}^{m_{X_{a}}-1} \frac{(-1)^{b} \beta_{a,b}^{Y}}{\Gamma(b)} \left( \frac{\lambda_{th}}{\alpha_{X_{a}}} \right)^{n} e^{-\frac{\lambda_{th}}{\alpha_{X_{a}}}} \left( \frac{1}{\alpha_{Y_{a}}} + \frac{\lambda_{th}}{\alpha_{X_{a}}} \right)^{-\left(b+k\right)} \right] \times \frac{\Gamma(b+k)}{\Gamma(b)}$$
where

\[ G(\lambda_{th}; m_X, m_Y, \alpha_X, \alpha_Y) \]

\[ \triangleq \sum_{a=1}^{L} \sum_{b=1}^{m_Y} \sum_{n=0}^{m_X-1} \frac{(-1)^b \beta_{a,b}^X}{\Gamma(n+1)} \left( \frac{\lambda_{th}}{\alpha_X} \right)^n \exp \left( -\frac{\lambda_{th}}{\alpha_X} \right) \sum_{k=0}^{n} \binom{n}{k} \left( \frac{1}{\alpha_Y} + \frac{\lambda_{th}}{\alpha_X} \right)^{-(b+k)} \frac{\Gamma(b+k)}{\Gamma(b)}, \]

(35)

and \( L \) is the number of interferers. Similarly, \( P_{o,m} \) in (31) and (34) can also be expressed as

\[ P_{o,m} = 1 - G(\lambda_{th}; m_X^g, m_Y^g, \alpha_X^g, \alpha_Y^g). \]

(36)

In the case of a single interferer \( (L = 1) \), \( p_{Y_m}(y) \) and \( p_Y(y) \) have a Gamma distribution. In this case, the end-to-end outage probability is given by

\[ P_{out}^1 = 1 - \left( \prod_{n=1}^{m} P_{o,m}^1 \right) \left[ G^1(\lambda_{th}; m_X^g, m_Y^g, \alpha_X^g, \alpha_Y^g) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \right] \]

\[ \times \left( \prod_{n=1}^{m} \frac{1 - P_{o,m}^1}{P_{o,m}^1} \right) \sum_{a=0}^{m} \sum_{b=1}^{\alpha_X^g} (-1)^b \beta_{a,b}^X (\alpha_X^g)_{a,b}^X G^1(\lambda_{th}; b, m_Y^g, \alpha_X^g) \]

(37)

where

\[ P_{o,m}^1 = 1 - \left( \frac{1}{\alpha_Y^m} \right)^{m_Y^m} \frac{(\lambda_{th}/\alpha_X^g)^{m_X^g}}{\Gamma(m_Y^m)\Gamma(m_X^g)} \int_{0}^{\infty} y^{m_Y^m-1} e^{-y^{1/\alpha_Y^m}} dy \]

\[ \times \sum_{n=0}^{\infty} \left( \frac{\lambda_{th} u}{\alpha_X^g} \right)^{m_X^g-1} \frac{1}{n!} \left( \frac{\lambda_{th}}{\alpha_X^g} \right)^n \sum_{k=0}^{n} \binom{n}{k} \frac{\Gamma(m_Y^m+k)}{\Gamma(m_Y^m)} \]

\[ = 1 - G^1(\lambda_{th}; m_X^g, m_Y^g, \alpha_X^g, \alpha_Y^g), \]

(38)

and

\[ G^1(\lambda_{th}; m_X, m_Y, \alpha_X, \alpha_Y) \]

\[ \triangleq \left( \frac{1}{\alpha_Y} \right)^{m_Y} e^{-\lambda_{th} \sum_{n=0}^{N-1} \frac{1}{n!} (\alpha_X) \sum_{k=0}^{n} \binom{n}{k} \left( \frac{1}{\alpha_Y} + \frac{\lambda_{th}}{\alpha_X} \right)^{-(m_Y+k)} \frac{\Gamma(m_Y+k)}{\Gamma(m_Y)} \right). \]

(39)
3.4 Performance Analysis

We evaluate the outage performance of DF cooperative relaying systems when MRC is employed over Nakagami/Nakagami channels with various conditions: The number of relays and interferers, noise variances, Nakagami shape factors, and the distance between nodes. The analytic results in this section are verified by Monte Carlo simulations, which are performed with $10^8$ trials to achieve the accuracy of $10^{-6}$ in outage probability.

Numerical results assume that the threshold SINR is $\lambda_{th} = 12$ dB, and the path-loss exponent is $\alpha = 3$. In Figs. 6 and 7, to exclude the effect of the placement of relays, the normalized distances between nodes are assumed to be symmetrical such that $d_{S,R_m}/d_{S,D} = d_{R_m,D}/d_{S,D} = 1$. For multiple interferers, the normalized distances between interferers and other nodes, $d_{I_l,R_m}/d_{S,D}$ and $d_{I_l,D}/d_{S,D}$, are assumed to be uniformly distributed on the interval $(0.5, 1.5)$ so that interferers are placed near the relays and the destination. The effect of varying the relative placement of nodes will be treated later in Figs. 8, 9, and 10.

Figure 6 shows the outage performance comparison when the number of relays increases from one to five, and the Nakagami shape factor of the desired channels changes from one to two. The number of interferers is five, and individual interferers have the same as two, so the total interference power is fixed as ten. The total INR, $\sum_{l=1}^{L=5} P_{Y_l}/\sigma^2$, is 10 dB with $\sigma^2 = 1$ for all curves. As the number of relays increases, the slope of outage probability curve is steep, which means the cooperative-diversity order increases. Moreover, Fig. 6 shows that an increase in the Nakagami shape factor of desired signals provides an additional diversity gain on top of the cooperative-diversity gain. Note that the markers in this plot describe the simulation results, which perfectly match the analytic results of (34). Thus, since all parameters in (34) are verified in Fig. 6 by the simulations, the analytic results after Fig. 6 are not necessary to be verified again.
Figure 6: Outage probability for various number of relays and Nakagami shape factors when INR = 10 dB, L = 5, \(m_Y = 1\), and \(\sigma^2 = 1\).

Figure 7 describes the effects of relative mixture of noise and interference power on the outage probability. In the literature on DF cooperative relaying systems, most papers neglect noise power and investigate the outage probability in terms of SIR. However, this figure points out the importance of SINR on the outage probability performance. In Fig. 7, all curves have the same total-interference-plus-noise-power as \(\sigma^2 + P_Y = 10\). However, three mixtures are set for the different number of relays and the Nakagami shape factor: the interference-dominant environment (\(\sigma^2 = 1, P_Y = 9\)), the equal-interference-and-noise environment (\(\sigma^2 = 5, P_Y = 5\)), and the noise-dominant environment (\(\sigma^2 = 9, P_Y = 1\)). In the low and moderate SINR, the noise-dominant configuration shows the worst outage performance among the configurations for any number of relays and channel conditions.

As the diversity order increases, the performance gaps among these configurations
Figure 7: Outage probability for various number of relays and Nakagami shape factors with different noise and interference configurations when $L = 1$, and $m_Y = 1$.

become large in the low-SINR region, and the interference-dominant configuration has the worst performance among the configurations in the high-SINR region. Therefore, from Fig. 7, it is observed that the DF cooperative relaying system is more vulnerable to noise than to interference for low and moderate SINR, whereas it is more susceptible to interference than to noise for high SINR and high-diversity order.

Figure 8 shows the outage performance of DF cooperative relaying systems for two scenarios: The interferer is located close to the relay but far away from the destination (i.e., $d_{I,R_m}/d_{S,D} = 1$ and $d_{I,D}/d_{S,D} = 5$), which is referred to as the interfered relay, and the interferer is located close to the destination but far away from the relay (i.e., $d_{I,R_m}/d_{S,D} = 5$ and $d_{I,D}/d_{S,D} = 1$), which is referred to as the interfered destination.
When $M = 2$ and $m_X = 1$, the system with the interfered relay shows better performance than that with the interfered destination. However, as the number of relays increases to five (i.e., $M = 5$), the system with the interfered relay works better than that with the interfered destination in the low-SINR region, but in the high-SINR region the outage performances become similar. Moreover, when the Nakagami shape factor of desired channels increases to two (i.e., $m_X = 2$), the system with the interfered destination provides better performance than that with the interfered relay. This is because the source-to-destination path is less perturbed than the source-to-relay path in the interfered relay, while all paths are corrupted in the interfered destination. In addition, the destination achieves more diversity order than the relay as the numbers of relays and the Nakagami shape factor increase. As a result, interference at the destination causes a large performance degradation when the destination attains a low-diversity order, whereas interference at the relay causes a performance loss when the destination achieves a high-diversity order.

Figure 9 shows the outage probability for the DF cooperative relaying system with a single interferer in terms of the position of the relay. In this figure, it is assumed that the relay is located between the source and the destination, the interferer is equally distant from the relay and the destination, i.e., $d_{I,R} = d_{I,D}$, and the interference power is ten. Thus, the same interference power is applied to both the relay and the destination. For $d_{I,R}/d_{S,D} = d_{I,D}/d_{S,D} = 5$, the relaying position that minimizes the outage probability is a little bit closer to the source as 0.445. However, as the distance from the interferer decreases (i.e., the interference power increases), the optimal-relaying position moves toward the destination. The reason is that the destination requires higher SINR than the relay as the interference power increases, since the destination is more vulnerable to the interference than the relay when a low-diversity order is achieved at the destination, as seen in Fig. 8. The figure also demonstrates
Figure 8: Outage probability comparison of interfered relay and interfered destination when $L = 1$, $m_Y = 1$, INR = 10 dB, and $\sigma^2 = 1$.

that the outage performance for a short source-to-relay distance (i.e., the source-to-relay link is much better than the relay-to-destination link) is worse than that for a long source-to-relay distance (i.e., the relay-to-destination link is much better than the source-to-relay link).

In Fig. 9, it is shown that the outage performance is improved as the Nakagami shape factor of the interference increases. However, compared to the performance improvement caused by increasing the Nakagami shape factor of the desired signals in Fig. 6, the outage performance is relatively insensitive to the Nakagami shape factor of the interfering signals.

Figure 10 shows the effect of imbalanced interference powers at the relay and the destination on the outage probability of the DF cooperative relaying systems. In the figure, it is assumed that a single interferer is located between the relay and the
Figure 9: Outage probability versus normalized source-to-relay distance for the location of the interferer when SINR = 15 dB, $L = 1$, $m_X = 1$, and $\sigma^2 = 1$.

destination, and the interference power is ten. When the number of relays increases, the best position of the interferer moves from the relay to the destination as the diversity order of the destination increases, but the best position of the interferer is still closer to the relay than the destination. This result is the same as the Fig. 9 in that the destination is susceptible to interference.
Figure 10: Outage probability versus normalized interferer-to-relay distance for the various number of relays when SINR = 15 dB, $L = 1$, $m_Y = 1$, and $\sigma^2 = 1$. 
CHAPTER IV

COOPERATIVE DIVERSITY SYSTEMS WITH
MULTI-BRANCH MULTI-HOP RELAYING

4.1 Overview

Besides the spatial diversity provided by multiple relays in cooperative diversity systems [1], a multi-hop transmission using multiple relays also provides an efficient way to combat shadowing and path loss, and it improves the power efficiency of a system [6, 7, 8]. However, a network constrained to use only point-to-point links has an average throughput that diminishes to zero as the number of relays approaches infinity [9]. To alleviate this limitation, a multi-hop diversity system was proposed, in which each relay can combine the signals from all preceding transmitting relays and re-transmit to the following relays [9, 10, 38]. Although the multi-hop diversity system guarantees a throughput improvement, each relay requires coherent reception from all preceding relays along with a signal combiner. These requirements are impractical for networks composed of numerous, small, low-cost relays such as wireless sensor networks.

As a general relay-topology based on cooperative diversity, a MBMH cooperative relaying systems can employ low-complexity relays, and only the destination combines the signals from the last-hop relays in multiple branches. In addition, the combination of cooperative diversity and multi-hop transmission can mitigate not only multipath fading but also shadowing and path loss [7, 11, 33, 34, 35, 36]. Note that the MBMH cooperative relaying system is not a multi-hop diversity transmission system, but rather a parallel multi-hop transmission system.

The end-to-end performance analysis of MBMH cooperative relaying systems was
studied in [7, 34, 35, 11, 36], but most studies focused on systems using AF relays. Moreover, most prior work considers thermal noise-limited conditions without interference. However, CCI often limits the performance of wireless systems, and since relaying systems are usually used to increase the coverage under dense frequency reuse, they are typically exposed to CCI.

Even though cooperative relaying networks are known to mitigate the impact of shadowing, most studies examined only multipath fading. However, in realistic environments, both small-scale and large-scale fading should be taken into account together, but the performance of cooperative relaying networks on composite shadowing and fading channels has so far been limited. Renzo et al. presented a workable framework for the performance analysis of the MBMH cooperative relaying system over shadowed Nakagami fading channels [34, 35], but they considered the AF scheme without CCI. Moreover, most existing literature evaluates the bit-error probability by taking an upper bound [10, 38], by using the Gaussian Q-function [35, 8], or an approximation of the Gaussian Q-function [34]. A closed-form expression for average symbol-error probability (ASEP) for selection DF MBMH cooperative relaying systems has not yet been obtained.

In this chapter, we provide closed-form expressions for the pdf of the SINR and the outage probability of a selection DF MBMH cooperative relaying system operating on composite shadowed Nakagami/shadowed Nakagami channels. Based on the statistical analysis, ASEPs with $M$-ary phase shift keying (PSK) and $M$-ary quadrature amplitude modulation (QAM) for the proposed system are also derived.

### 4.2 System and Channel Models

This section considers the general MBMH cooperative relaying network shown in Fig. 11. The system consists of a source $S$, a destination $D$, and multiple relays $R_m^n$, where $m = 1, 2, \cdots, M$ denotes the $m$-th cooperating branch with the maximum number of
branches being $M$, and $n = 1, 2, \cdots, N(m)$ denotes the $n$-th cooperating hop with the maximum number of hops of the $m$-th branch being $N(m)$. Each branch can have a different number of hops. The $n$-th hop relay in the $m$-th branch is affected by co-channel interferers $I_{l,n}^m$, $l = 1, 2, \cdots, L_n^m$ where $L_n^m$ is the number of interferers. All interfering signals are assumed to add incoherently.

![Figure 11: DF MBMH cooperative relaying system.](image)

All terminals have a single Tx and Rx antenna, and the relays use a selection DF scheme as mentioned in Section 3.2. Note that in the selection DF relaying system proposed in [1, 38], the source retransmits the packet to the destination when the relay fails to decode the packet by allowing the relay to send feedback information to the source. However, in the proposed system, the source does not transmit the packet again. As a result, feedback channels are not necessary between the relays and
the source, so that the proposed system can reduce system complexity. The multiple-access protocol in the system uses an orthogonal transmission based on time-division multiple access.

Likewise to Section 3.2, in our cooperative relaying network, all terminals, including co-channel interferers, are assumed to be located at a sufficient distance between each another and the destination such that they have independently faded links to the destination. To combine the multiple received signals at the destination, the proposed system employs MRC. Note that the MRC scheme requires knowledge of the CSI of all links between the destination and its preceding relays. Therefore, in the DF MBMH cooperative relaying network, the destination is assumed to have perfect CSI for the desired signals and no channel knowledge for the interfering signals.

Each link in the system is affected by path loss, fading, and shadowing. Shadowing is assumed to have a log-normal distribution, and flat Nakagami fading that is quasi-static over a packet duration is assumed. In addition, all links are mutually independent and statistically non-identical. Therefore, the received signal from the \((n-1)\)th hop relay to the \(n\)-th hop relay in the \(m\)-th branch is

\[
S_{R_{n-1}^m, R_n^m} = g_n^m x_R \sqrt{P_{R_{n-1}^m}} + n + \sum_{l=1}^{L_n^m} h_{l,n}^m x_l \sqrt{P_l}, \tag{40}
\]

where \(P_R\) and \(P_l\) represent the Tx powers of the relay and interferer, respectively, and the Tx powers may not be equal. The AWGN \(n\) has a zero mean and a variance \(\sigma^2\) in all links, and \(x_R\) and \(x_l\) are the transmitted symbols with unit power in the relay and the interferer, respectively. The channel gain of the \(n\)-th hop desired signal in the \(m\)-th branch is \(g_n^m\), and the channel gain of the \(l\)-th interfering signal to the \(n\)-th hop relay in the \(m\)-th branch is \(h_{l,n}^m\). Source \(S\) can be denoted as \(R_0\), destination \(D\) can be denoted as \(R_{N(m)}\), and the channel gain of the source-to-destination link is \(g_0\). The channel gain \(g\) (or \(h\)) can be written as \(g = f \sqrt{c \cdot s \cdot d^{-\alpha}}\), where \(c\) is a constant, \(d\) is the distance between the transmitter and the receiver, \(\alpha\) is the propagation path-loss exponent, \(s\) is the shadow-fading factor that has a log-normal distribution,
and the envelope $f$ has a Nakagami distribution, thus, the squared envelope has a Gamma distribution. The relation of the area mean power to the path loss between the terminals will be provided in Section 4.2.2.

Throughout the chapter, $X_n^m$ indicates the instantaneous received SNR of the $n$-th hop link in the $m$-th branch, which can be written as $X_n^m = |g_n|^2 P_{R_{n-1}} / \sigma^2$. Also, $Y_{l,n}^m$ denotes the instantaneous received INR from the $l$-th interferer to the $n$-th hop relay in the $m$-th branch, which can be written as $Y_{l,n}^m = |h_{l,n}^n|^2 P_l / \sigma^2$.

### 4.2.1 Power Allocation

For end-to-end performance, the allocation of power is an important factor because the received SINR is proportional to the Tx power. The increased power because of a larger number of relays undoubtedly indicates enhanced performance. Thus, to fairly compare the performance of different DF MBMH cooperative relaying systems, the total end-to-end Tx power should be fixed. We assume that the source and all the relays transmit at the same power. The fixed total end-to-end Tx power is

$$P_{\text{tot}} = P_S + \sum_{k=1}^{K} P_k,$$  \hspace{1cm} (41)

where $P_k$ is the Tx power of the $k$-th relay assumed equal to $P_S$, and $K$ is the total number of relays, which can be expressed as $K = M \times (N - 1)$ for the $M$-branch and $N$-hop cooperative relaying system.

### 4.2.2 Geometrical Topology

The proposed system assumes that all relays are located in a two dimensional plane, and uniformly distributed between the source and the destination. For the purpose of simplicity, we consider the system that has $M$ branches and $N$ hops in each branch. Thus, the distance between the adjacent terminals in the $n$-th hop link of the $m$-th branch is given by $d_n^m = d_0 / N$, where $d_0$ is the distance between the source and the destination. Based on this geometric information and the path-loss model in
Section 4.2, the area mean power of the desired signal in the \( n \)-th hop link of the \( m \)-th branch, \( \Omega_{X_n}^{m} \), can be normalized with respect to the area mean power of the received signal over the source-to-destination link, \( \Omega_0 \), as follows:

\[
\Omega_{X_n}^{m} = \left( \frac{d_0}{d_{m,n}} \right)^\alpha \Omega_0 = N^\alpha \frac{P_{tot}}{(K + 1)},
\]

where \( \Omega_0 = E[|g_0|^2]P_S \), and the average channel gain of the source-to-destination link is assumed to be unity, i.e., \( E[|g_0|^2] = 1 \). Likewise, if the Tx power of each interferer is assumed to be the same as that of the relays and source, the area mean power of the \( l \)-th interfering signal to the \( n \)-th hop relay in the \( m \)-th branch, \( \Omega_{Y_{l,n}}^{m} \), is

\[
\Omega_{Y_{l,n}}^{m} = \left( \frac{d_0}{d_{l,n}} \right)^\alpha \frac{P_{tot}}{(K + 1)}.
\]

### 4.2.3 Signal Representation

Both the desired and the interfering signals are assumed to experience log-normal shadowing and Nakagami-\( m \) fading. Their composite pdfs can be expressed as a closed form by applying Hermite-Gauss quadrature integration as in Section 2.1.

Since both the SNR and INR are proportional to the squared envelope of their respective received signals, the pdfs of SNR \( X_n^{m} \) and INR \( Y_{l,n}^{m} \), which have a composite log-normal Gamma distribution, can be expressed as

\[
p_{X_n^{m}}(x) = \sum_{i=1}^{N_p} \frac{1}{\sqrt{\pi}} H_x \left[ \left( \frac{m_{X_n^{m}}}{\Phi_{n}^{m}(x_i)} \right)^{m_{X_n^{m}}-1} \frac{x^{m_{X_n^{m}}-1}}{\Gamma(m_{X_n^{m}})} \exp \left( -\frac{m_{X_n^{m}}}{\Phi_{n}^{m}(x_i)} x \right) \right],
\]

\[
p_{Y_{l,n}^{m}}(y) = \sum_{j=1}^{N_p} \frac{1}{\sqrt{\pi}} H_x \left[ \left( \frac{m_{Y_{l,n}^{m}}}{\Phi_{l,n}^{m}(x_j)} \right)^{m_{Y_{l,n}^{m}}-1} \frac{y^{m_{Y_{l,n}^{m}}-1}}{\Gamma(m_{Y_{l,n}^{m}})} \exp \left( -\frac{m_{Y_{l,n}^{m}}}{\Phi_{l,n}^{m}(x_j)} y \right) \right],
\]

where \( H_x \) and \( H_x \) are weight factors, \( x_i \) and \( x_j \) are the zeros, \( N_p \) is the order of the Hermite polynomial, which is 16 as in [2, Table 3.1], \( m_{X_n^{m}} \) and \( m_{Y_{l,n}^{m}} \) are the Nakagami shape factors, and \( \sigma_X \) and \( \sigma_Y \) are the shadow standard deviations of the channels for the desired and interfering signals, respectively. In (44), \( \Phi_{n}^{m}(x_i) =: \exp(\sqrt{2}\sigma_{X_n^{m}} x_i + \ln \Omega_{X_n^{m}}) \), and \( \Phi_{l,n}^{m}(x_j) =: \exp(\sqrt{2}\sigma_{Y_{l,n}^{m}} x_j + \ln \Omega_{Y_{l,n}^{m}}) \). The moment
generating functions (MGFs), $M_{X_n}$ and $M_{Y_{l,n}}$, can be obtained from (44) as

$$
M_{X_n}(s) = \sum_{i=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_i} \left\{ 1 - \alpha_{X_n}(x_i) s \right\}^{-m_{X_n}},
$$

$$
M_{Y_{l,n}}(s) = \sum_{j=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_j} \left\{ 1 - \alpha_{Y_{l,n}}(x_j) s \right\}^{-m_{Y_{l,n}}}, \tag{45}
$$

where $\alpha_{X_n}(x_i) = \Phi_{n}^{m}(x_i)/m_{X_n}$, and $\alpha_{Y_{l,n}}(x_j) = \Phi_{l,n}^{m}(x_j)/m_{Y_{l,n}}$.

### 4.3 Probability Density Function Analysis

In this section, we derive a closed-form for the pdf of the SINR of the proposed system. First, we obtain the pdf of the SINR between the terminals for multiple interferers. Then, the end-to-end pdf of the SINR is derived.

#### 4.3.1 Pdf per Hop

The relays in our system cannot combine the signals from the preceding relays because they have no signal combiner. Thus, a single branch for the desired signal is affected by the interferers. Since this chapter considers both CCI and AWGN, the SINR of the $n$-th hop relay in the $m$-th branch is expressed as

$$
Z_n^m = \frac{P_{X_n}^m}{\sum_{l=1}^{L_{n}} P_{Y_{l,n}}^m + \sigma^2} = \frac{X_n^m}{\sum_{l=1}^{L_{n}} Y_{l,n}^m + 1} = \frac{X_n^m}{Y_n^m + 1}, \tag{46}
$$

where $P_{X_n}^m$ and $P_{Y_{l,n}}^m$ are the received power of the desired signal and that of the $l$-th interfering signal in the $n$-th hop of $m$-th branch respectively. The pdf of SINR $Z$ can be expressed in terms of the pdfs of SNR $X$ and INR $Y$ as

$$
p_Z(z) = \int_0^\infty (1 + y) p_X \{z(1 + y)\} p_Y(y) \, dy. \tag{47}
$$

In the case of multiple interferers ($L_{n}^m \geq 1$), the pdf of the sum of INRs, $p_{Y_n^m}$, is required in (47). Since the individual pdfs of the INRs, $p_{Y_{l,n}}^m(y)$, are mutually independent composite log-normal Gamma distributions, the pdf of the total INR, $p_{Y_n^m}(y)$, can be obtained by taking the inverse Laplace transform of the product of
the MGFs of INRs. With such a method, the pdf of the sum of Gamma distributions was derived in [24, 37]. However, to obtain the pdf of the sum of the composite log-normal Gamma distributions, taking the inverse Laplace transform of the product of $L_{n}^{m}$-MGFs of INRs in (45) yields

$$p_{Y_{mn}}(y) = \sum_{a=1}^{L_{n}^{m}} \sum_{b=1}^{m_{Y_{a,n}}} \sum_{j,a=1}^{N_{p}} \frac{1}{\sqrt{\pi}} H_{x_{ja}} \left( \frac{-1}{\Gamma(b)} \beta_{a,b}(x_{ja}) \right) y^{b-1} \exp \left( -\frac{y}{\alpha_{Y_{a,n}}(x_{ja})} \right),$$

where

$$\beta_{a,b}(x_{ja}) = \sum_{\tau(a,b)} \prod_{k=1, k \neq a}^{L_{n}^{m}} \left( m_{k} + q_{k} - 1 \right) \sum_{j,k=1}^{N_{p}} \frac{1}{\sqrt{\pi}} H_{x_{jk}} \left( \frac{-1}{\alpha_{a}(x_{ja})} \right)^{m_{a}}$$

$$\times \frac{\{\alpha_{k}(x_{jk})\}^{q_{k}}}{\{1 - \alpha_{k}(x_{ja})/\alpha_{a}(x_{ja})\}^{m_{k}+q_{k}}},$$

where $\tau(a,b)$ denotes a set of $L_{n}^{m}$-tuples such that $\tau(a,b) = \{(q_{1}, \cdots, q_{L_{n}^{m}}) : q_{a} = 0, \sum_{k=1}^{L_{n}^{m}} q_{k} = (m_{a} - b)\}$, and the $q$’s are nonnegative integers. As mentioned in (22), the normalized area mean $\alpha_{a}$ should be distinct for all $a$’s, and the Nakagami fading factor $m$ is assumed to be integer valued. Thus, the pdf of the SINR of the $n$-th hop relay in the $m$-th branch is obtained by substituting (44) and (48) into (47), and the integral term can be solved by using Lemma 2 in Appendix A and the $\hat{H}$-function in Appendix B as follows:

$$p_{Z_{mn}}(z) = \sum_{a=1}^{L_{n}^{m}} \sum_{b=1}^{m_{Y_{a,n}}} \sum_{i=1}^{N_{p}} \sum_{j,a=1}^{N_{p}} \frac{1}{\sqrt{\pi}} H_{x_{i}} H_{x_{ja}} \left\{ -\alpha_{Y_{a,n}}(x_{ja}) \right\}^{b} \beta_{a,b}(x_{ja})$$

$$\times \hat{H}(z; m_{X_{i}}^{m}, b, \alpha_{X_{i}}^{m}(x_{i}), \alpha_{Y_{a,n}}^{m}(x_{ja})) .$$

4.3.2 End-to-End Pdf

The output SINR of MRC in the destination is the sum of the individual SINRs of the branches. Compared to (46), the output SINR is written as

$$Z_{\text{out}} = \frac{\sum_{m=0}^{M} P_{X_{m}}}{\sum_{l=1}^{L_{D}} P_{Y_{l,D}} + \sigma^{2}} = \frac{\sum_{m=0}^{M} X_{m}}{\sum_{l=1}^{L_{D}} Y_{l,D} + 1} = \frac{X}{Y + 1},$$

where $P_{X_{m}}$ and $X_{m}$ are the end-to-end received power and the end-to-end SNR of the desired signal in the $m$-th branch, respectively; $P_{Y_{l,D}}$ and $Y_{l,D}$ are the received
power and the INR of the \( l \)-th interfering signal to the destination, respectively; \( L_D \)
is the number of interferers at the destination.

In the selection DF relaying system, each hop is independent of the previous hops, and if the relay fails to decode the received packet because of low SINR, the relay does not transmit it. Therefore, for the selection DF relaying with dual-hop, Hu and Beaulieu in [31] showed that the pdf of the SNR of the source-relay-destination link can be expressed by the probability that the relay can forward the source packet and the pdf of the SNR of the relay-to-destination link [31, eq. 6]. Similarly to dual-hop relaying, for the selection DF relaying with multi-hop, the pdf of the SNR of the \( m \)-th branch, \( p_{X^m}(x) \), is given by

\[
p_{X^m}(x) = \tilde{P}_{o_{N(m)-1}}(\lambda_{th})\delta(x) + \left\{1 - \tilde{P}_{o_{N(m)-1}}(\lambda_{th})\right\} p_{X^m_{N(m)}}(x), \quad (m \geq 1), \tag{51}
\]

where \( \delta(x) \) is the dirac delta function, \( \tilde{P}_{o_{N-1}} \) is the outage probability of the \((N-1)\)th hop in the \( m \)-th branch, and \( \lambda_{th} \) is the outage threshold. In the multi-hop relaying transmission, \( \tilde{P}_{o_{N-1}} \) is the probability that an outage event will occur at any relay along from the first hop to the \((N-1)\)th hop as in [10, 38]. The probability can be written as

\[
\tilde{P}_{o_{N-1}}(\lambda_{th}) = 1 - \prod_{i=1}^{N-1} \left\{1 - P_{o_i}^m(\lambda_{th})\right\}, \tag{52}
\]

where \( P_{o_i}^m \) is the outage probability of the \( i \)-th hop relay in the \( m \)-th branch, which is obtained in (59) of Section 4.4.1. For convenience, let \( P_o^m = \tilde{P}_{o_{N-1}} \) for the remainder of this chapter.

In the cooperative diversity system, the relayed signals from multiple branches are combined by MRC in the destination. For Nakagami-\( m \) channels, the pdf of the combined SNR of MRC was derived in Chapter 3, and it can be re-expressed as

\[
p_{X}(x) = \left(\prod_{m=1}^{M} P_o^m\right) \left\{ p_{X^0}(x) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left(\prod_{n=1}^{m} \frac{1 - P_{\lambda_n}^o}{P_{\lambda_n}^o}\right) p_{X^m_{N}^N}(x) \right\}, \tag{53}
\]
where $p_{X_0}(x)$ is the pdf of the SNR of the source-to-destination link, and $p_{X_m}(x)$ is the combined SNR of $m$ branches in the last $N$ hop, which is similar to (48) as

$$p_{X_m}(x) = \sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{i_a=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{ia}} \left( \frac{-1}{\Gamma(b)} \beta_{a,b}^{X}(x_{ia}) \right) x^{b-1} \exp \left( -\frac{x}{\alpha_{X_a}(x_{ia})} \right), \quad (54)$$

where

$$\beta_{a,b}^{X}(x_{ia}) = \sum_{\tau(a,b)} \prod_{k=1,k\neq a}^{m} \left( m_k + g_k - 1 \right) \frac{1}{\sqrt{\pi}} H_{x_{ik}} \left( \frac{-1}{\alpha_{a}(x_{ia})} \right) m_a \sum_{i_k=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{ik}} \left( \frac{-1}{\alpha_{a}(x_{ia})} \right) \frac{\{\alpha_k(x_{ik})\}^{q_k}}{(1 - \alpha_k(x_{ik})/\alpha_a(x_{ia}))^{m_k+q_k}}.$$}

By applying (54) to (53) yield the end-to-end pdf of output SNR as follows:

$$p_{X}(x) = \left( \prod_{m=1}^{M} P_{\lambda_0}^{m} \right) \left\{ \sum_{i_0=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{i0}} \left( \frac{1}{\alpha_{X_0}(x_{i0})} \right) m_{X_0} \sum_{j_0=1}^{m_{X_0}-1} \frac{1}{\Gamma(m_{X_0})} \exp \left( -\frac{x}{\alpha_{X_0}(x_{i0})} \right) \right\} + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1 - P_{\lambda_n}}{P_{\lambda_n}} \right) \sum_{a=0}^{m} \sum_{b=1}^{N_p} \sum_{i_a=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{ia}} \left( \frac{-1}{\Gamma(b)} \beta_{a,b}^{X}(x_{ia}) \right) x^{b-1} \exp \left( -\frac{x}{\alpha_{X_{\lambda_a}}(x_{ia})} \right) \right\}. \quad (55)$$

The output INR $Y$ is the sum of the INRs of the $L_D$ interferers. Thus, the pdf of $Y$ can be expressed as the sum of multiple independent composite log-normal Gamma distributions, and it can be also written as

$$p_{Y}(y) = \sum_{a=1}^{L_D} \sum_{b=1}^{m_{Y_a,b}} \sum_{j_a=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{ja}} \left( \frac{-1}{\Gamma(b)} \beta_{a,b}^{Y}(x_{ja}) \right) y^{b-1} \exp \left( -\frac{y}{\alpha_{Y_{a,b}}(x_{ja})} \right). \quad (56)$$

For the multiple interferers, substituting $p_{X}(x)$ in (55) and $p_{Y}(y)$ in (56) into (47) yields the end-to-end pdf of SINR $Z$. Applying Lemma 2 in Appendix A to the integral term of (47) and using the $\hat{H}$-function in Appendix B yield the closed-form
of the end-to-end pdf as follows:

\[
p_Z(z) = \left( \prod_{m=1}^{M} P_{o}^{m} \right) \left[ \sum_{c=1}^{L_D} \sum_{d=1}^{m_{Y_{c,D}}} \sum_{i_{o}=1}^{N_p} \sum_{j_{c}=1}^{N_p} \frac{1}{\pi} H_{x_{j_{c}}} \beta_{c,d}^{Y}(x_{j_{c}}) H_{x_{i_{o}}} \{-\alpha_{Y_{c,D}}(x_{j_{c}})\}^d \right. \\
\times \left. \hat{H}(z; m_{X_{0}}, d, \alpha_{X_{0}}(x_{i_{o}}), \alpha_{Y_{c,D}}(x_{j_{c}})) + \sum_{m=1}^{M} \sum_{\lambda_{1}=1}^{M-m+1} \cdots \sum_{\lambda_{m} = \lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1-P_{o}^{\lambda_{n}}}{P_{o}^{\lambda_{n}}} \right) \right] \\
\times \left[ \sum_{a=0}^{m_{X_{0}}} \sum_{b_{1}=1}^{N_p} \sum_{i_{a}=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{i_{a}}} \beta_{a,b}^{X}(x_{i_{a}}) \{-\alpha_{X_{0}}^{\lambda_{a}}(x_{i_{a}})\}^b \sum_{c=1}^{L_{D}} \sum_{d=1}^{m_{Y_{c,D}}} \sum_{j_{c}=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{j_{c}}} \beta_{c,d}^{Y}(x_{j_{c}}) \\
\times \{-\alpha_{Y_{c,D}}(x_{j_{c}})\}^d \hat{H}(z; b, d, \alpha_{X_{0}}^{\lambda_{a}}(x_{i_{a}}), \alpha_{Y_{c,D}}(x_{j_{c}})) \right] . \tag{57}
\]

### 4.4 Outage Probability Analysis

We now derive the end-to-end outage probability for the proposed system. Based on the pdf analysis in Section 4.3, the outage probability is defined as the probability that the output SINR is below a specified threshold \( \lambda_{th} \). Therefore, the outage probability at the destination can be expressed as

\[
P_o(\lambda_{th}) = Pr(Z < \lambda_{th}) = \int_{0}^{\lambda_{th}} p_Z(z) \, dz . \tag{58}
\]

#### 4.4.1 Outage Probability per Hop

In this section, we derive the outage probability between the terminals, the results of which are used in (52) to compute the outage probability of each branch.

By substituting the pdf of the SINR per hop with multiple interferers \( (L_{n}^{m} \geq 1) \) in (49) into (58), the outage probability per hop with multiple interferers can be derived. It can be also expressed with the \( \hat{F} \)-function in Appendix B as follows:

\[
P_{o_{n}}^{m}(\lambda_{th}) = 1 - \sum_{a=1}^{L_{n}^{m}} \sum_{b_{1}=1}^{m_{Y_{a,n}^{m}}} \sum_{i_{1}=1}^{N_p} \sum_{j_{a}=1}^{N_p} \frac{1}{\pi} H_{x_{i_{1}}} H_{x_{j_{a}}} \{-\alpha_{Y_{a,n}^{m}}(x_{j_{a}})\}^b \beta_{a,b}^{Y}(x_{j_{a}}) \\
\times \hat{F}(\lambda_{th}; m_{X_{0}}^{m}, b, \alpha_{X_{0}}^{m}(x_{i_{1}}), \alpha_{Y_{a,n}^{m}}(x_{j_{a}})) . \tag{59}
\]
4.4.2 End-to-End Outage Probability

As we discussed in Section 4.3.2, the outage probability of the $m$-th branch, $P_m^o$, consists of the independent outage probabilities of respective hops, which is derived in (59). The end-to-end outage probability with multiple Interferers is given by substituting (57) into (58) as

$$P_o(\lambda_{th}) = 1 - \left( \prod_{m=1}^{M} P_m^o \right) \left[ \sum_{c=1}^{L_D} \sum_{d=1}^{N_p} \sum_{i_0=1}^{N_p} \sum_{j_c=1}^{N_p} \frac{1}{\pi} H_{x_{i_0} x_{j_c}} \beta_{c,d}^{Y}(x_{j_c}) \{ -\alpha_{Y_{c,D}}(x_{j_c}) \}^d \right. $$

$$\times \hat{F}(\lambda_{th}, m_{X_0}, d, \alpha_{X_0}(x_{i_0}), \alpha_{Y_{c,D}}(x_{j_c})) + \sum_{\lambda_1=1}^{M} \sum_{\lambda_2=1}^{M-m+1} \cdots \sum_{\lambda_{m-1}=1}^{M} \left( \prod_{n=1}^{m} \frac{1-P_{\lambda_n}}{P_{\lambda_n}} \right)$$

$$\times \sum_{a=0}^{m} \sum_{b=1}^{m_{X_0}} \sum_{i_a=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{i_a} x_{a,b}} \beta_{a,b}^{X}(x_{a,b}) \{ -\alpha_{X_{a,b}}^{N}(x_{a,b}) \}^b \sum_{c=1}^{L_D} \sum_{d=1}^{N_p} \sum_{j_c=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{j_c} x_{j_c}} \beta_{c,d}^{Y}(x_{j_c})$$

$$\times \{ -\alpha_{Y_{c,D}}(x_{j_c}) \}^d \hat{F}(\lambda_{th}; b, d, \alpha_{X_{a,b}}^{N}(x_{a,b}), \alpha_{Y_{c,D}}(x_{j_c})) \right]. \quad (60)$$

4.5 Average Symbol Error Probability Analysis

We present the closed form of ASEP for the selection DF MBMH cooperative relaying system over shadowed Nakagami/shadowed Nakagami channels. The ASEP derived in this section can be applied to $M$-PSK and $M$-QAM systems. One of the advantages of the selection DF scheme is that every link can employ different modulation schemes, but all terminals in our system use the same modulation scheme to reduce system complexity.

Generally, the single-hop ASEP can be expressed as

$$P_s = E_z[\alpha Q(\sqrt{2\beta z})] , \quad (61)$$

where $Q(\cdot)$ is the Gaussian Q-function, and $\alpha$ and $\beta$ are modulation-specific constants for modulation order $M$. In the case of $M$-PAM, $\alpha = 2(M - 1)/M$ and $\beta = 3/(M^2 - 1)$ \cite[eq. 5.2-44]{49}. In the case of $M$-PSK, $\alpha = 2$ and $\beta = \sin^2(\pi/M)$ \cite[eq. 5.2-61]{49}. The ASEP of $M$-QAM system with $M = 4^k$, $k = 1, 2, \ldots$, can be written
by using that of $\sqrt{M}$-PAM as in [2, eq. 5.89]

$$P_M(z_s) = 1 - (1 - P_{\sqrt{M}})^2,$$

(62)

where $P_{\sqrt{M}}$ is the ASEP of $\sqrt{M}$-PAM system.

To evaluate ASEP in (61), most prior work uses an MGF-based approach, but the integration of the MGF of the MBMH cooperative relaying system is quite involve even for identical shadowed Nakagami-$m$ channels. Therefore, we use another approach proposed in [50, eq. 20], as follows:

$$P_s = \frac{\alpha \sqrt{\beta}}{2 \sqrt{\pi}} \int_0^{\infty} \frac{e^{-\beta \lambda}}{\sqrt{\lambda}} F_Z(\lambda) d\lambda,$$

(63)

where $F_Z(\lambda)$ is the cumulative density function (cdf). As discussed in Section 4.4.2, the end-to-end outage probability is derived in (60), which consists of the outage probability of the last hop, the source-to-destination link, and the probability that previous relays forward the source packet as mentioned in (52). Since the variable $\lambda$ in (63) is also related to the outage probability of the last hop and the source-to-destination link, which are a single hop, the end-to-end ASEP can be derived by using (63). Note that the outage probability derived in the chapter is for the signal outage not for the capacity outage. Thus, $F_Z(\lambda)$ is the same as the outage probability for SINR $Z$ in (58). Therefore, the end-to-end ASEP of the proposed system can be obtained by substituting (60) into (63) as

$$P_{s,Z} = \alpha/2 - \left( \prod_{m=1}^{M} P_{o}^m \right) \left[ \sum_{c=1}^{L_D} \sum_{d=1}^{m_{Yc,D}} \sum_{i_0=1}^{N_p} \sum_{j_c=1}^{N_p} \frac{1}{\pi} \frac{H_{i_0} H_{j_c} (-\alpha_{Yc})^d \beta_{c,d}^Y (x_{j_c})}{\lambda} \right] \times \hat{S}(\alpha, \beta, M_{Xo}, d, \alpha_{Xo}(x_{i_0}), \alpha_{Yc}(x_{j_c})) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1 - P_{\lambda_n}^o}{P_{\lambda_n}^o} \right) \times \sum_{a=0}^{m} \sum_{b=1}^{m_{Xc,D}} \sum_{i_a=1}^{N_p} \frac{1}{\sqrt{\pi}} \frac{H_{x_{i_a}} \beta_{a,b}^X (x_{i_a}) \{-\alpha_{XN}^c (x_{i_a})\}^b}{\lambda} \sum_{c=1}^{L_D} \sum_{d=1}^{m_{Yc,D}} \sum_{j_c=1}^{N_p} \frac{1}{\sqrt{\pi}} \frac{H_{x_{j_c}} \beta_{c,d}^Y (x_{j_c})}{\lambda} \times \{-\alpha_{Yc,D} (x_{j_c})\}^d \hat{S}(\alpha, \beta, b, d, \alpha_{XN}^c (x_{i_a}), \alpha_{Yc,D} (x_{j_c})) \right].$$

(64)
4.6 Performance Analysis

In this section, outage probabilities and the ASEPs are evaluated in various scenarios for general DF MBMH cooperative systems over shadowed-Nakagami/shadowed-Nakagami channels. The analytic results in this section are verified by Monte Carlo simulations, which are performed with $10^8$ trials to achieve the accuracy of $10^{-6}$ in the outage probability. Our results assume that the Nakagami shape factor of the desired signals $m_X = 2$, and that of the interfering signals $m_Y = 1$. The threshold SINR is $\lambda_{th} = 12$ dB, and the path-loss exponent is $\alpha = 3$. The number of co-channel interferers at each relay is four with the Tx powers of the individual interferers $P_{Y_{l,n}} = 2.5$. Thus, the total Tx power of the interferers is fixed as ten, and the total Tx INR is 10 dB with $\sigma^2 = 1$ for all curves. However the normalized distances between the relays and the interferers, $d_{l,n}/d_0$, are assumed to be uniformly distributed over the interval (0.5, 1.5) such that interferers are placed near relays. In particular, this section considers 16-QAM scheme, but the type of modulation is not limited according to Section 4.5.

Figures 12, 13, 14, and 15 show the end-to-end outage performance comparisons. Note that the markers in these figures describe the simulation results, and the solid lines are analytically obtained from (60). These figures show that the analytic results are in perfect agreement with simulation results.

Figure 12 shows that the end-to-end outage performance is improved by increasing the number of branches over Nakagami/Nakagami channels. A single-hop system provides a reference in terms of the outage probability versus the total Tx SINR. As expected, the outage performances of all the DF MBMH cooperative relaying systems outperform those of the single-hop system. As the number of branches increases, the slope of the outage probability curve becomes steeper, which indicates that the cooperative-diversity order also increases. The diversity gain is the largest when the number of branches increases from one to two, but the performance gap decreases
as the number of branches increases. The interesting result is that as the number of branches increases, the outage performance worsens in the low SINR region and a cooperative-diversity gain occurs in the high SINR region. The reason for this behavior is that as the number of relays increases under the fixed total power constraint, the individual Tx powers decrease, and the impact of the decreased Tx power dominates the cooperative-diversity gain in the low SINR region.

Figure 13 describes the effect of the number of hops without shadowing, in which the number of hops increases from two to five, but the number of cooperating branches is fixed at one. Since the destination combines the signals of the source-to-destination link with the cooperating branch, the cooperative-diversity order is two. A single-hop MRC system with two Rx antennas provides a reference with the same diversity.
order as two. As expected, the outage probability is improved when the number of hops increases because the reduced distance between terminals decreases the impact of path loss. It can be observed that the impact of path loss is relatively insensitive in the high SINR region, so that the outage performance improvement is more salient in the low SINR region than in the high SINR region. In addition, unlike the result in Fig. 12, the performance gap increases as the number of hops increases because the impact of path loss is not proportional to the reduced distance due to the path-loss exponent. If the path-loss exponent is increased, the performance gap is increased exponentially. The figure indicates that the multi-hop transmission is more power efficient in the low SINR than in the high SINR when shadowing is not considered.

Figures 14 and 15 show the effects of the numbers of branches and hops when
Figure 14: Outage probability for various number of branches with shadowing when N=2, $\sigma_X = 3$ dB, and $\sigma_Y = 3$ dB.

shadowed-Nakagami/shadowed-Nakagami channels are considered. The shadow standard deviations for all the desired signals, $\sigma_X$, and for all the interfering signals, $\sigma_Y$, are also 3 dB. Compared to the curves in Fig. 12, those in Fig. 14 are degraded because of shadowing, but the cooperative-diversity gain also improves the outage performance when the number of branches increases.

Compared to Fig. 13, Figure 15 depicts the performance improvement against shadowing, which is provided by increasing the number of hops, holds for not only the low SINR region but also the high SINR region.

Figure 16 evaluates the end-to-end ASEP, which is analytically obtained from (64), with and without shadowing in the Nakagami-$m$ fading channels. Note that since (64) is obtained from (60), which is verified in Figs. 12, 13, 14, and 15 by the simulations,
Figure 15: Outage probability for various number of hops with shadowing when \(M=1\), \(\sigma_X = 3\) dB, and \(\sigma_Y = 3\) dB.

the analytic results after Fig. 15 are not necessary to be verified again. The figure shows a comparison of various relay topologies, but the total number of relays is fixed as \(K = 4\), which includes three topologies: \(M = 1\) and \(N = 5\), \(M = 2\) and \(N = 3\), and \(M = 4\) and \(N = 2\). With only Nakagami-\(m\) fading channels, the system with \(N = 5\) outperforms the other systems in the low SINR region, but this system shows the worst performance in the high SINR region. However, the system with \(M = 4\) exhibits the best performance in the high SINR region, but worse performance than that of the other systems in the low SINR region. We can observe that the outage and error performances in the low SINR region can be improved by increasing the number of hops, while increasing the number of branches can improves the performances in the high SINR. However, when shadowing is considered with the shadow standard
deviations for all signals $\sigma_X = \sigma_Y = 6$ dB, the behavior of the systems changes. In particular, the system with $N = 5$ exhibits the worst performance, and the system with $M = 4$ outperforms the other systems in the entire SINR region. The result demonstrates that the cooperative-diversity gain achieved by increasing the number of branches improves the outage and error performances against shadowing more efficiently than the multi-hop transmission.

Figure 17 presents the impact of the placement of co-channel interferer for the system with $M = 4$ and $N = 3$ over Nakagami/Nakagami channels. In the figure, a single co-channel interferer with 10 dB Tx INR is considered at each relay. The figure shows a comparison of ASEPs in three scenarios: First, the interferer is located in the first hop, which is referred to as “interfered first relays” such that the first hop
relays are affected mainly by CCI. Second, the interferer is placed in the second hop, which is referred to as “interfered middle relays” such that the relays in the middle of hops are interfered largely. Third, the interferer is placed in the last hop, which is referred to as “interfered destination.” As a reference, the system with equally distant interferers is provided, in which all the terminals are corrupted by an interferer with the normalized distance $d_{i,n}^m/d_0 = 1$. As the normalized distance becomes 0.5, all the curves are degraded since the interferers are closely placed. Significant results are that as the SINR increases, the system with the interfered destination shows the worst performance, and the system with interfered middle relays outperforms the other systems. Although the normalized distance changes to 0.25, the order of the performance curves remains the same. In the multi-hop diversity system with regenerative relaying, a weak link is the hop between the source and the first relay, thus, the outage and error performances are better when the first relay is close to the source than when the last relay is close to the destination [10]. However, the DF MBMH cooperative relaying system shows that the weak link of the multi-hop diversity system can be made up by multiple branches, thus the outage and error performances depend on the diversity combining in the destination.
Figure 17: ASEP comparison of the placement of interferers when $M = 4$, $N = 3$, $L = 1$ and $\sigma_X = \sigma_Y = 0$ dB.
CHAPTER V

COOPERATIVE DIVERSITY SYSTEMS
WITH SELECTION COMBINING
IN CELLULAR NETWORKS

5.1 Overview

In general, the performance of cooperative diversity schemes depends on the number of relays, the placement of relays, and the allocation of power. In addition, it is well known that cellular networks are interference limited rather than noise limited [23]. Hence, the cooperative diversity schemes can be vulnerable to CCI, because the relays may all use the same frequency, and CCI might exist on every link in the cellular relay network.

We investigate and compare the outage probability on the forward channel of a DF cooperative diversity system and an AF cooperative diversity system to that of a dual-Rx antenna system, where the system uses selective combining in the presence of CCI. The cooperative diversity systems in this chapter employ dual-branch diversity, which is applied to a traditional three-node-relay system [1], and was originally proposed to increase the capacity of cellular networks [13].

The systems in this chapter use SC because it does not require continuous monitoring of CSI. Thus SC has low complexity and is often suggested for macro-diversity systems in cellular networks. This chapter assumes shadowed Nakagami faded desired signals on their respective paths in the presence of multiple shadowed Rayleigh faded co-channel interferers.
5.2 System and Channel Models

This chapter considers a traditional cooperative-diversity scheme consisting of a source S, a destination D, and a relay R. Each radio path is affected by $N_I$ co-channel interferers. A system model of this work in cellular networks is depicted in Fig. 18. The destination employs SC to combine the received signals at the mobile station.

![Cooperative cellular relaying system](image)

**Figure 18:** Cooperative cellular relaying system

The channels in this chapter are affected by path loss, shadowing, and fading. Path loss and shadowing are significant factors that determine the connectivity between nodes. In addition, the desired signal is affected by quasi-static flat Nakagami fading, and the interfering signals are affected by quasi-static flat Rayleigh fading.
Therefore, the received signals of the source-to-destination, source-to-relay, and relay-to-destination paths are,

\[
y_{S,D} = x_S \cdot g_{S,D} \sqrt{P_S} + n_D + \sum_{l=1}^{N_I} I_l ,
\]

\[
y_{S,R} = x_S \cdot g_{S,R} \sqrt{P_S} + n_R + \sum_{l=1}^{N_I} I_l ,
\]

\[
y_{R,D} = g_{R,D} \cdot S + n_D + \sum_{l=1}^{N_I} I_l ,
\]

(65)

respectively, where \( x \) is the transmitted symbol with unit power, \( P \) is the transmit power, and \( n \) is AWGN with zero mean and a variance \( \sigma^2 \). In the DF scheme, \( S = x_R \cdot \sqrt{P_R} \) for the regenerated signals, but \( S = A \cdot y_{S,R} \) in the AF scheme, where \( A \) is the amplification factor [51]. The relay is placed in the same cell as the source and the destination, and they are fixed during a time slot. The channel gain of the source-to-destination path can be written as \( g_{S,D} = \sqrt{(c \cdot s_{S,D} \cdot p_{S,D}) |f_{S,D}|} \), where \( c \) is a constant representing the transmit and receive antenna gains; \( p_{S,D} \) is the path loss between the source and the destination; \( s_{S,D} \) is the log-normal shadow-fading factor; and \( |f_{S,D}| \) has a Nakagami distribution, and \( |f_{S,D}|^2 \) has a Gamma distribution. The channel gains of the source-to-relay and relay-to-destination paths can be similarly defined. A two-slope path-loss model [44] is used to describe the path loss, \( p_{S,D} \), as shown below.

\[
\frac{P_r}{P_t} = \frac{1}{d^a \left(1 + \frac{d}{g}\right)^b} ,
\]

(66)

where \( P_t \) is the transmitted power, \( P_r \) is the received power, and \( d \) is the distance between the transmitter and the receiver, \( g \) is the turning point, \( a \) is the basic attenuation coefficient, and \( b \) is the additional attenuation coefficient.

The allocation of transmit power is an important factor because the received SINR is proportional to the transmit power. However, to compare the performance of cooperative diversity and dual-Rx diversity fairly, the total end-to-end transmit
power should be fixed [52]. The cooperative power ratio, denoted by $\zeta$, is defined as follows:

$$P_{\text{tot}} = P_S + P_R, \quad \frac{P_R}{P_S} = \zeta,$$

(67)

where $P_{\text{tot}}$ is the total end-to-end transmit power.

To geometrically describe the location of the relay and the destination, the length of the source-destination path is set to $d_{S,D}$; the length of the source-relay path, $d_{S,R}$, is $k \cdot d_{S,D}$, where $0 < k \leq 1$. Thus, the length of the relay-destination path, $d_{R,D}$, is $d_{S,D}\sqrt{k^2 - 2k \cos \theta + 1}$, where $\theta$ is the angle between the source-relay and source-destination paths.

### 5.3 Per-hop Statistical Distribution

The channels between the nodes can be modeled by a composite distribution due to shadowing and fading. The channel for the desired signal is Nakagami-$m$ faded with log-normal shadowing, since a line-of-sight may exist between the nodes. In contrast, the interferers are Rayleigh faded with log-normal shadowing since the interferers are usually located in the distance with non-line-of-sight conditions [44]. The composite pdf for the incoherent power sum of multiple Rayleigh faded co-channel interferers with log-normal shadowing can be approximated by a log-normal distribution [44]. Therefore, the joint pdf for a composite log-normal Nakagami-$m$ distribution and a log-normal distribution leads to the outage probability for each path, and the overall outage probability with selective combining can be determined as a function of the outage probabilities of the individual paths.

In this chapter, both co-channel interference and Gaussian noise are considered so that the outage probability is

$$P_o(\lambda_{th}) = P_r \left( \frac{P_X}{P_Y + \sigma^2} < \lambda_{th} \right),$$

(68)
where $P_X$ and $P_Y$ are the signal power of the desired signal and interfering signals, respectively, $\sigma^2$ is the Gaussian noise power, and $\lambda_{\text{th}}$ is the threshold.

Let $X$ be the SNR of the desired signal, and $Y$ be the total INR of $N_I$ co-channel interferers. Thus, $Y$ can be expressed as

$$Y = \sum_{i=1}^{N_I} Y_i,$$

where $Y_i$ is the $i$-th INR.

The SINR $Z$ is given by

$$Z = \frac{P_X}{P_Y + \sigma^2} = \frac{P_X/\sigma^2}{P_Y/\sigma^2 + 1} = \frac{X}{Y + 1}.$$  

Since both SNR and INR are proportional to the squared envelope of the received signal, the composite pdf for the log-normal Nakagami-$m$ distributed SNR is given by

$$p_X(x) = \int_0^\infty \left(\frac{m_X}{\omega_X}\right)^{m_X} \frac{x^{m_X-1}}{\sqrt{2\pi}\sigma_X\omega_X\Gamma(m_X)} \exp\left\{-\frac{m_Xx}{\omega_X} - \frac{(\ln \omega_X - \ln \Omega_X)^2}{2\sigma_X^2}\right\} \, d\omega_X,$$

where $m_X$ is the Nakagami shape factor, $w_X$ is the local mean, $\sigma_X$ is the shadow standard deviation, and $\Omega_X$ is the area mean of $X$ [53]. The composite pdf for multiple log-normal Rayleigh distributed INRs conditioned on the number of interferers $N_I$ is approximated by the log-normal distribution

$$p_Y(y|N_I) = \frac{1}{\sqrt{2\pi}\sigma_Y y} \exp\left\{-\frac{(\ln y - \ln \Omega_Y)^2}{2\sigma_Y^2}\right\},$$

where $\sigma_Y$ is the standard deviation and $\Omega_Y$ is the area mean of $Y$ as described in [43].

Since the pdf of the SINR $Z$ is defined in (47), Substituting (71) and (72) into (47) yields

$$p_Z(z) = \int_0^\infty \int_0^\infty \frac{(1+y)}{2\pi\sigma_X\omega_X\sigma_Y y} \left(\frac{m_X}{\omega_X}\right)^{m_X} \frac{\{z(y+1)\}^{m_X-1}}{\Gamma(m_X)} \exp\left\{-\frac{m_Xz(y+1)}{\omega_X} - \frac{(\ln \omega_X - \ln \Omega_X)^2}{2\sigma_X^2} - \frac{(\ln y - \ln \Omega_Y)^2}{2\sigma_Y^2}\right\} \, d\omega_X \, dy.$$  

(73)
Using a change in the variables of integration $t_1 = (\ln \omega_x - \ln \Omega_x) / \sqrt{2} \sigma_x$, $t_2 = (\ln y - \ln \Omega_Y) / \sqrt{2} \sigma_Y$, (73) can be computed by using Gauss-Hermite quadrature integration as follows:

$$p_Z(z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\pi} \Phi(t_1, t_2) \frac{z^{m_X - 1}}{\Gamma(m_X)} \exp \{-\Phi(t_1, t_2)z\} \exp(-t_1^2 - t_2^2) \, dt_1 \, dt_2$$

$$= \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} H_{x_i} H_{x_j} G(x_i, x_j) + R_m ,$$

(74)

where $H_{x_i}$ and $H_{x_j}$ are the weight factors, $x_i$ and $x_j$ are the zeros of the Hermite polynomial, $N_p$ is the order of the Hermite polynomial, $R_m$ is a very small value, and

$$G(x_i, x_j) = \frac{1}{\pi} \Phi(x_i, x_j)^{m_X} \frac{z^{m_X - 1}}{\Gamma(m_X)} \exp(-\Phi(x_i, x_j)z),$$

(75)

where

$$\Phi(x_i, x_j) = m_X \frac{\exp(\sqrt{2} \sigma_Y x_j + \ln \Omega_Y) + 1}{\exp(\sqrt{2} \sigma_X x_i + \ln \Omega_X)} .$$

(76)

Therefore, by using (74), the outage probability becomes

$$P_o(\lambda_{th}) = P_r \left( \frac{P_X}{P_Y + \sigma^2} < \lambda_{th} \right)$$

$$= \int_{-\infty}^{\infty} \frac{1}{\pi} \exp(-t_1^2) \int_{-\infty}^{\infty} \exp(-t_2^2) \frac{\Phi(t_1, t_2)^{m_X}}{\Gamma(m_X)} \int_0^{\lambda_{th}} \exp\{-\Phi(t_1, t_2)z\} z^{m_X - 1} \, dz \, dt_1 \, dt_2$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\pi \Gamma(m_X)} \gamma\{m_X, \lambda_{th} \Phi(t_1, t_2)\} \exp(-t_1^2) \exp(-t_2^2) \, dt_1 \, dt_2$$

$$= \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} H_{x_i} H_{x_j} F(x_i, x_j) + R_m ,$$

(77)

where

$$F(x_i, x_j) = \frac{1}{\pi \Gamma(m_X)} \gamma\{m_X, \lambda_{th} \Phi(x_i, x_j)\} ,$$

(78)

and $\gamma(\cdot, \cdot)$ is the incomplete Gamma function.

### 5.4 Outage Probability of DF Cooperative Diversity

The overall outage probability of DF cooperative diversity can be expressed as a function of the outage probabilities of the respective paths, since the DF scheme
exhibits independent performance for each path. Based on the geometric information in Section 5.2, area mean power of the signal-to-interference ratio (SIR) between the nodes can be expressed in terms of path loss in (66) and the cooperative power ratio in (67) as follows:

\[
\frac{\Omega_{S,D}}{\Omega_Y} = \frac{R_u^a(G + R_u)^b}{(1 + \zeta)(G + 1)^b} = \epsilon_{S,D},
\]
\[
\frac{\Omega_{R,D}}{\Omega_Y} = \frac{\zeta(R_u/K)^a(G + R_u/K)^b}{(1 + \zeta)(G + 1)^b} = \epsilon_{R,D},
\]
\[
\frac{\Omega_{S,R}}{\Omega_Y} = \frac{(R_u/k)^a(G + R_u/k)^b}{(1 + \zeta)(G + 1)^b} = \epsilon_{S,R},
\]

(79)

where \( R_u = D/R \) is the co-channel reuse factor (\( D \) is the co-channel reuse distance and \( R \) is the cell radius), \( K = \sqrt{k^2 - 2k \cos \theta + 1} \), and \( G = g/R \). We assume that the transmitted power of the co-channel interferers is the same as \( P_{\text{tot}} \), and \( D \) is the co-channel reuse distance. Although link imbalance exists in different directions between a relay/destination and interferers [2], we assume that all interferers are situated at distance \( D \) from the relay and destination.

From (70) and (79), the area mean power of the source-to-relay path and the relay-to-destination path can be expressed in terms of the average SINR of the source-to-destination path, path loss, and the average INR as follows:

\[
\Omega_{S,R} = \frac{\epsilon_{S,R}}{\epsilon_{S,D}} Z_{S,D}(\Omega_Y + 1),
\]
\[
\Omega_{R,D} = \frac{\epsilon_{R,D}}{\epsilon_{S,D}} Z_{S,D}(\Omega_Y + 1),
\]

(80)

where \( Z_{S,D} \) is the average SINR of the source-to-destination path.

The outage probability of the source-to-destination path in the DF scheme is denoted by \( P_{o,DF}(\lambda_{th}|\Omega_{S,D}) \), that of the source-to-relay path by \( P_{o,DF}(\lambda_{th}|\Omega_{S,R}) \), and that of the relay-to-destination path by \( P_{o,DF}(\lambda_{th}|\Omega_{R,D}) \). Then, for the DF scheme,
the outage probability of the source-relay-destination path is given by

\[ P_{o,DF}(\lambda_{th}|\Omega_{S,R},\Omega_{R,D}) = 1 - Pr(z_{S,R} > \lambda_{th})Pr(z_{R,D} > \lambda_{th}) \]

\[ = 1 - (1 - P_{o,DF}(\lambda_{th}|\Omega_{S,R}))(1 - P_{o,DF}(\lambda_{th}|\Omega_{R,D})). \] (81)

For the special case of \( m_X = 1 \) (Rayleigh fading), the per-hop outage probability is calculated from (77) as

\[ P_{o,DF}(\lambda_{th}|\Omega) = \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} H_{x_i}H_{x_j} \frac{1}{\pi} \left[ 1 - \exp\{-\lambda_{th}\Phi(x_i,x_j)\}\right]. \] (82)

Thus, the overall outage probability of SC is obtained by the product of the outage probabilities of each branch, i.e.,

\[ P_{o,DF}(\lambda_{th}|SC) = P_{o,DF}(\lambda_{th}|\Omega_{S,D})P_{o,DF}(\lambda_{th}|\Omega_{S,R},\Omega_{R,D}). \] (83)

Substituting (77), (79), and (81) into (83) yields the overall outage probability of DF cooperative diversity with SC.

### 5.5 Outage Probability of AF Cooperative Diversity

In this chapter, the AF cooperative diversity scheme employs semi-blind fixed-gain relaying as in [51]. Semi-blind relaying shows comparable performance to CSI-assisted relaying, and it has low complexity since the instantaneous CSI is not needed. Moreover, the semi-blind method, which averages the CSI over a time period, follows the slow fading in a shadowed channel.

From (65), the SINR of the source-relay-destination path in AF cooperative diversity can be described as [51]

\[ z_{S,R,D} = \frac{|g_{S,R}|^2|g_{R,D}|^2A^2P_s}{(|g_{R,D}|^2A^2 + 1)(\sigma^2 + I)} = \frac{z_{S,R}z_{R,D}}{z_{R,D} + C}, \] (84)

where \( P_s \) is the signal power of the source, and \( I \) is the total interference power of \( N_I \) co-channel interferers, and \( z_{S,R}, z_{R,D} \) are the SINRs of the source-to-relay and
relay-to-destination paths, respectively, and $C$ is expressed as [51]

$$C = \frac{P_R}{A^2(\sigma^2 + I)},$$

where $P_R$ is the signal power of the source.

For the semi-blind relay, the amplification factor $A$ is defined as [51]

$$A^2 = \mathbb{E} \left[ \frac{P_R}{P_S|g_{S,R}|^2 + (\sigma^2 + I)} \right] = \frac{P_R}{\mathbb{E}\{\sigma^2 + I\}} \mathbb{E} \left[ \frac{1}{z_{S,R} + 1} \right].$$

With the per-hop pdf in (74), the second term of (86) can be obtained as

$$\mathbb{E} \left[ \frac{1}{z_{S,R} + 1} \right] = \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} H_{x_i} H_{x_j} \frac{\Phi(x_i, x_j)^m x}{\pi \Gamma(m_X)} \int_0^\infty \frac{z_{S,R}^{m X - 1} \exp \left\{ -\Phi(x_i, x_j) z_{S,R} \right\}}{z_{S,R} + 1} dz_{S,R}.$$

where $\psi(\cdot, \cdot; \cdot)$ is the confluent hypergeometric function of the second kind [54].

With these results, the outage probability of the source-relay-destination path can be obtained from the outage probability by conditioned on $z_{R,D}$ as follows:

$$P_{o,AF}(\lambda_{th} | \Omega_{S,R}, \Omega_{R,D}) = \int_0^\infty \mathbb{P} \left[ \frac{z_{S,R} z_{R,D}}{z_{R,D} + C} < \lambda_{th} | z_{R,D} \right] p_{z_{R,D}}(z_{R,D}) dz_{R,D}$$

$$= \int_0^\infty \mathbb{P} \left[ \psi \cdot z_{S,R} < \lambda_{th} | z_{R,D} \right] p_{z_{R,D}}(z_{R,D}) dz_{R,D},$$

where $z_{S,R,D} = \psi \cdot z_{S,R}$, and $\psi = \frac{z_{R,D}}{z_{R,D} + C}$. Since $\psi > 0$, the probability term inside integral can be written as the outage probability of $z_{S,R}$, which is given in (77), viz.,

$$\mathbb{P} \left[ z_{S,R} < \frac{\lambda_{th}}{\psi} \right] = \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} H_{x_i} H_{x_j} F'(x_i, x_j) + R_m,$$

where

$$F'(x_i, x_j) = \frac{1}{\pi \Gamma(m_X)} \gamma \left\{ m_X, \lambda_{th} \left( 1 + \frac{C}{z_{R,D}} \right) \Phi(x_i, x_j) \right\},$$

and

$$\Phi(x_i, x_j) = m_X \exp(\sqrt{2\sigma x_j + \ln \Omega_Y}) + 1 \exp(\sqrt{2\sigma x_i + \ln \Omega_{S,R}}).$$
In (88), the pdf of $z_{R,D}$ is given by
\begin{equation}
    p_{Z_{R,D}}(z_{R,D}) = \sum_{k=1}^{N_p} \sum_{l=1}^{N_p} H_{x_k} H_{x_l} G(x_k, x_l) + R_m ,
\end{equation}
where
\begin{equation}
    G(x_k, x_l) = \frac{\Phi(x_k, x_l)^{m_X} z_{R,D}^{m_X-1}}{\pi \Gamma(m_X)} \exp\{-\Phi(x_k, x_l)z_{R,D}\} \tag{93}
\end{equation}
and
\begin{equation}
    \Phi(x_k, x_l) = m_X \frac{\exp(\sqrt{2}x_i + \ln \Omega_Y) + 1}{\exp(\sqrt{2}x_k + \ln \Omega_{R,D})} . \tag{94}
\end{equation}
Therefore, the outage probability of the source-relay-destination path in AF cooperative diversity can be obtained by the integration of the product between (89) and (92) as follows:
\begin{equation}
    P_{o,AF}(\lambda_{th}|\Omega_{S,R}, \Omega_{R,D}) = \int_0^{\infty} \left\{ \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} H_{x_i} H_{x_j} F'(x_i, x_j) \left\{ \sum_{k=1}^{N_p} \sum_{l=1}^{N_p} H_{x_k} H_{x_l} G(x_k, x_l) \right\} \right\} \frac{dz_{R,D}}{z_{R,D}} \tag{95}
\end{equation}
For convenience, the variables in (95) are simplified as $z = z_{R,D}, \Phi_1 = \Phi(x_i, x_j), \Phi_2 = \Phi(x_k, x_l)$. Then, the integral term in (95) can be manipulated by using a series expression of the incomplete Gamma function as follows:
\begin{equation}
    \int_0^{\infty} \gamma \left\{ m_X, \lambda_{th} \left( 1 + \frac{C}{z_{R,D}} \right) \Phi_1 \right\} z^{m_X-1} \exp(-\Phi_2 z)dz \\
    = (m_X - 1)! \left[ \int_0^{\infty} z^{m_X-1} \exp(-\Phi_2 z)dz - \exp(-\lambda_{th} \Phi_1) \sum_{m=0}^{m_X-1} \frac{(\lambda_{th} \Phi_1)^m}{m!} \int_0^{\infty} \left( 1 + \frac{C}{z} \right)^m \times \exp \left( -\lambda_{th} \Phi_1 \frac{C}{z} - \Phi_2 z \right) z^{m_X-1}dz \right] , \tag{96}
\end{equation}
where the second integral term can be written as
\[
\int_0^\infty \exp \left( -\lambda \Phi_1 \frac{C}{z} - \Phi_2 z \right) \left( 1 + \frac{C}{z} \right)^m z^{m_X-1} dz
\]
\[
= \sum_{n=0}^m \left( \frac{m}{n} \right) 2C^m \left( \frac{\Phi_2}{\lambda \Phi_1 C} \right)^{\frac{1}{2}(n-m_X)} K_{n-m_X} \left( 2\sqrt{\lambda \Phi_1 \Phi_2 C} \right),
\]
and where \( K_n(z) \) is the modified Bessel function of the second kind [54].

Finally, substituting (96) and (97) into (95) leads to the outage probability of the AF relaying path as follows:

\[
P_{o,AF}(\lambda \Phi | \Omega_{S,R}, \Omega_{R,D})
\]
\[
= \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} \sum_{k=1}^{N_p} \sum_{l=1}^{N_p} H_{x_i} H_{x_j} H_{x_k} H_{x_l} \frac{1}{\pi^2} \left[ 1 - \frac{\exp \{ -\lambda \Phi(x_i, x_j) \} \Phi(x_k, x_l)^{m_X} \Gamma(m_X)}{2C^{m_X} \left( \frac{\Phi_2}{\lambda \Phi_1 C} \right)^{\frac{1}{2}(n-m_X)} K_{n-m_X} \left( 2\sqrt{\lambda \Phi_1 \Phi_2 C} \right)} \right].
\]

Note that the special case of \( m_X = 1 \) (98) reduces to the same result in [51], as follows:

\[
P_{o,AF}(\lambda \Phi | \Omega_{S,D}) = P_{o,DF}(\lambda \Phi | \Omega_{S,D})
\]

Therefore, the overall outage probability of SC in AF cooperative diversity is obtained by the product of the outage probabilities of each branch, \( P_{o,AF}(\lambda \Phi | \Omega_{S,D}) \) and \( P_{o,AF}(\lambda \Phi | \Omega_{S,R}, \Omega_{R,D}) \) like (83), where \( P_{o,AF}(\lambda \Phi | \Omega_{S,D}) = P_{o,DF}(\lambda \Phi | \Omega_{S,D}) \) since both are for the direct path.

### 5.6 Performance Analysis

Our numerical results assume that \( m_X = 3 \), and the path loss model in (66) with \( a = b = 2 \). We set \( N_I = 6 \), representing the first tier of co-channel cells. With
this condition, the incoherently summed INR assumes to have a shadow standard deviation of 3 dB, and the shadow standard deviation of SNR is 6 dB. This section considers that area mean power of summed INR, $\Omega_Y$, is 3 dB, and the threshold SINR is assumed to be $\lambda_{th} = 10$ dB.

In this section, the AF and DF cooperative-diversity systems with SC are compared to a dual-Rx antenna system that employs SC under the same power constraint. Figures 19, 20, and 21 compare the outage probabilities of the various systems: a system without diversity, dual-Rx antenna system, AF cooperative diversity system, and DF cooperative-diversity system.

Figure 19 depicts the outage probability versus average INR when the SNR of the S-D path is fixed to 25 dB. In the lower INR region, the outage performance of the DF scheme is lower than that of the AF scheme, but over than 9 dB INR, the AF scheme outperforms both the DF system and the dual antenna system. This results show that the AF scheme is robust in interference-limited environments, while the DF scheme shows good performance only for high SNR.

Figure 20 shows the outage probability versus average SNR for the case without CCI ($P_Y=0$). Thus, the channel is a shadowed-Nakagami channel with $m_X = 3$. In the upper SNR region, the outage performance of the DF scheme is better than that of the AF scheme. In the lower SNR region, the degradation of both cooperative-diversity systems means the single-antenna system with $P_{tot}$ is more effective. However, the transmit power of cooperative system is $\frac{1}{2}P_{tot}$, and the difference gap is comparable. Moreover, both cooperative systems show significant performance improvement in interference-limited system in Fig. 19.

Figure 21 describes the outage probability versus the co-channel reuse factor with $\Omega_Y = 3$ dB. In these figures, the dual-Rx antenna system and cooperative-diversity systems outperform a system without diversity as expected, and significant gap in outage probability is shown between the DF cooperative system without CCI and the
Figure 19: Comparisons of the outage probability versus average INR on a shadowed-Nakagami/shadowed-Rayleigh channel for $\Omega_{S,D} = 25$ dB, where $\zeta = 1$, $R_u = 3$ (3-cell reuse cluster).

other systems. Thus, it is clear that the performance degradation primarily comes from CCI.

This most interesting result is that the outage probability of AF cooperative diversity outperforms that of DF cooperative diversity in this composite channel. In [51], the results showed that the performance of DF relaying is comparable or better to that of AF relaying when there is no CCI and no shadowing in the channel. Since the outage performance of the direct path is the same between both cooperative schemes, the outage performance of cooperative diversity with SC depends on that of the relaying path, but AF cooperative diversity shows superior performance over shadowed-Nakagami fading channel with multiple co-channel interferers. As a result, the DF scheme outperforms the AF scheme only when the channel condition is good.
and SNR is high, but the AF scheme shows better performance than the DF scheme in the high INR. The reason for this interesting behavior is that the DF relay can transmit re-encoded signals without error in the source-relay-destination path when SINR is higher than the threshold, but the AF scheme suffers from noise amplification. Thus, the DF scheme outperforms the AF scheme in the upper SNR region and the lower INR region. In contrast, when the SINR is lower than the threshold the DF relay does not transmit any signal due to detected errors, so it can not contribute to a diversity gain. However, the AF relay transmits amplified signals despite noise amplification; thus, it can contribute to a diversity gain that will overcome the effects of noise amplification. Therefore, the AF scheme outperforms the DF scheme in the upper INR region and the lower SNR region.

Figure 20: Comparisons of the outage probability versus average SNR on a shadowed-Nakagami channel without CCI, where $\zeta = 1$ and $R_u = 3$. 

\[
g = 0.67R, \gamma_{th} = 10 \text{dB}, \theta = \pi/4, k = 0.5
\]
Figure 21: Comparisons of the outage probability versus co-channel reuse factor on a shadowed-Nakagami/shadowed-Rayleigh channel, where $\zeta = 1$ and $\Omega_Y = 3$ dB.

The DF cooperative-diversity system with $\zeta = 1$, which means that $P_S = P_R = \frac{1}{2}P_{tot}$, shows a performance degradation compared to the dual-Rx antenna system. The reason is that the power of the source $P_S$ in the dual-Rx antenna system is assumed to be the same as total cell power $P_{tot}$ according to the total power constraint. The AF cooperative-diversity system with the same power constraint shows a performance improvement over the lower range of co-channel reuse factor, $D/R$, in Fig. 21. These results mean that the AF cooperative-diversity system outperforms the other schemes in heavy CCI.

Finally, the relay is fixed with $\theta = \pi/4$ and $k = 0.5$ in Figs. 19, 20, and 21. However, as the geometrical parameters $\theta$ and $k$ are varied, the difference between the outage probabilities of the cooperative-diversity systems and the dual-Rx antenna system will vary as well.
Figure 22(a) shows the difference between the outage probabilities of the dual-Rx antenna system and that of the AF cooperative diversity system, and Fig. 22(b) depicts the difference between the outage probabilities of the dual-Rx antenna system and that of the DF cooperative-diversity system, as the relay location is varied in cell. The base station is located in the center of the cell, and the destination mobile terminal is located on the rightmost edge of the cell. Both cooperative-diversity systems in Fig. 22 assume that every node uses the same transmit power, and total power in the cell is the same as $P_{\text{tot}}$. The area of “black” zone does not mean an absolute performance but a relative performance compared to the dual-Rx antenna system. Therefore, the “black” zone represents the region of relay locations where the cooperative-diversity system outperforms the dual-Rx antenna system; otherwise, the dual-Rx antenna system is better. The noticeable results in Fig. 22 are that the AF cooperative-diversity system and the DF cooperative-diversity system do not outperform the dual-Rx antenna system over the entire cell area. The size of the “black” zone of the AF cooperative-diversity system in Fig. 22(a) is larger than that of the DF cooperative diversity system in Fig. 22(b), and it means that the effective coverage, where the outage probability of the AF cooperative-diversity system is lower than the dual-Rx antenna system, is larger than that of the DF cooperative-diversity system.

In realistic environments, the transmit power of the relay is usually much smaller than that of the base station. Figure 23 shows the results for the diversity systems with $\zeta = 0.01$, which considers the realistic environments under the total power constraint. The size of the “black” zone for the relay decreases significantly, and the center of the zone moves to $k = 0.8$ for the AF cooperative-diversity system and $k = 0.9$ for the DF cooperative-diversity system. When $\zeta = 1.0$, the center of the “black” zone moves to $k = 0.4$ for the AF cooperative-diversity system and $k = 0.5$ for the DF cooperative-diversity system, as shown in Fig. 22. These results show that
Figure 22: Difference between the outage probability of the dual-Rx antenna system and the cooperative-diversity system as a function of the relay location, where $m_x = 3$, $R_u = 3$ (3-cell reuse cluster), and $\zeta = 1.0$. 

(a) the AF cooperative-diversity system

(b) the DF cooperative-diversity system
the size of the effective zone depends on the power of the relay, and the center of zone depends on the power of the source.

Finally, Figure 24 shows the case for shadowed-Rayleigh faded desired signal, $m_X = 1$. In Fig. 24(a), the size of “black” zone increases, and the shape is an ellipse compared to Fig. 22(a), which has the same configuration except that $m_X = 3$, while the size of “black” zone in Fig. 24(b) decreases, and the shape is a circle compared to Fig. 22(b). These results are remarkable because the variation of the size shows the AF cooperative-diversity system is more robust than the DF cooperative-diversity system over the channel condition, and the shape shows the DF cooperative-diversity system has more independent outage performance for each path than the AF cooperative-diversity system.
Figure 23: Difference between the outage probability of the dual-Rx antenna system and the cooperative-diversity system as a function of the relay location, where $m_X = 3$, $R_u = 3$ (3-cell reuse cluster), and $\zeta = 0.01$. 

(a) the AF cooperative-diversity system

(b) the DF cooperative-diversity system
Figure 24: Difference between the outage probability of the dual-Rx antenna system and the cooperative-diversity system as a function of the relay location, where $m_X = 1$, $R_u = 3$ (3-cell reuse cluster), and $\zeta = 1.0$. 

(a) the AF cooperative-diversity system

(b) the DF cooperative-diversity system
CHAPTER VI

COOPERATIVE DIVERSITY SYSTEMS
WITH MAXIMAL RATIO COMBINING
IN CELLULAR NETWORKS

6.1 Overview

Because of its low complexity and decentralized nature, cooperative diversity is highly adaptable to the uplink of decentralized networks, so most research has focused on ad-hoc networks or wireless sensor networks [15]. However, cooperative diversity can be more efficiently and simply employed in both the uplink and downlink of cellular networks because a BS knows information about all the channels between the BS and MSs. In particular, a DF selection relay introduced in [1] is regarded as a practical implementation for cellular networks because it can be fit to/utilized in existing digital signal processing blocks without expensive analog components or new hardware structures, and it can prevent error propagation. Although the first commercial relay-assisted cellular network was standardized in IEEE 802.16j activity, it differs from the user cooperative diversity scheme because it employs a fixed infrastructure relay station (RS) [40, 41].

In cellular network environments, frequency reuse is essential for increasing spectrum efficiency, but CCI caused by frequency reuse is the largest performance limiting factor. Therefore, evaluating system performance with respect to CCI has a high importance in the research area of traditional cellular networks. Several statistical models have addressed the effect of CCI on cellular networks. For example, the effect of CCI was investigated on Nakagami/Nakagami, shadowed Rayleigh/shadowed Rayleigh, and shadowed Rician/shadowed Rayleigh channels in [39, 43, 44]. While an
increase in the frequency reuse distance will mitigate CCI, it will also degrade system efficiency. Such tradeoff between frequency reuse distance and spectral efficiency was characterized by Alouini et al. in [45]. Without an increase in the frequency reuse distance, the cooperative diversity gain can provide an efficient way to alleviate the effect of CCI as well as multipath fading.

The aim of this chapter is to investigate the performance benefits and tradeoffs of the DF cooperative diversity system in cellular network environments. Thus, we derive closed-form expressions for the outage probability and the spectral efficiency of the DF cooperative diversity system using MRC for non-identical shadowed Nakagami/shadowed Nakagami channels. We then evaluate the outage probability and spectral efficiency with respect to the co-channel reuse factor for omnidirectional and sectorized cells in both the uplink and downlink of cellular networks under worst case CCI condition. In the optimal relay location, the DF cooperative diversity system with a single relay shows better outage performance than the dual-Rx antenna system. However, when the relay location is not optimal, the proposed system might be more vulnerable to CCI than the dual-Rx antennal system. Therefore, this chapter shows the effective zone where the cooperative diversity system outperforms the dual-Rx antenna system. Moreover, since the achieved cooperative diversity gain comes at the cost of decreased spectral efficiency because of the requirement for additional orthogonal channels, we also investigate the spectral efficiency degradation of the proposed systems.

6.2 System and Channel Models

The cooperative-diversity system in this chapter is a traditional three-node-relay system that consists of a source S, a destination D, and a relay R. All terminals have a single antenna and operate on a half-duplex mode. The relay employs the DF scheme, which uses an orthogonal transmission consisting of two orthogonal slots.
6.2.1 Channel Model

In this research, channels are affected by path loss, fading, and shadowing. First, we use the path-loss model which is used in a vehicular test environment [55]. For a 2 GHz carrier frequency, the path-loss model is

\[ L = 128.1 + 37.6 \log_{10}(d) \]  \hspace{1cm} (100)

where \( d \) [Km] is the distance between the Tx and Rx terminals. Second, the shadowing is modeled as log-normally distributed. Third, the multipath fading is characterized by a Nakagami-\( m \) distribution assumed to be slowly varying flat-fading. This chapter also assumes that all links are mutually independent and non-identical, since all the terminals are located at a sufficient distance from each another. In addition, we assume interference-limited systems such that additive white Gaussian noise is negligible relative to CCI. Therefore, the received signals of the source-to-destination, source-to-relay, and relay-to-destination links are

\[
S_{S,D} = x_s \cdot g_{S,D} \sqrt{P_S} + \sum_{l=1}^{N_{I,D}} h_{l,D} x_l \sqrt{P_l}, \\
S_{S,R} = x_s \cdot g_{S,R} \sqrt{P_S} + \sum_{l=1}^{N_{I,R}} h_{l,R} x_l \sqrt{P_l}, \\
S_{R,D} = x_R \cdot g_{R,D} \sqrt{P_R} + \sum_{l=1}^{N_{I,D}} h_{l,D} x_l \sqrt{P_l},
\]  \hspace{1cm} (101)

where \( x \) is the transmitted symbol with unit power and \( P_S, P_R, \) and \( P_l \) represent the Tx powers of the source, the relay, and the \( l \)-th interferer, respectively. All links are affected by incoherently added CCI, where \( N_{I,R} \) and \( N_{I,D} \) are the maximum number of active co-channel interferers at the relay and the destination, respectively. The ratio of the Tx power of the relay to that of the source is denoted by the cooperative power ratio \( \zeta \) in (67).

Similarly to Section 4.2, the channel gain \( g \) for the desired signal (or \( h \) for the
interfering signal) can be written as \( g = f \sqrt{c \cdot s \cdot d^{-\alpha}} \), where \( c \) is a constant representing the Tx and Rx antenna gains; \( d \) is the distance between the transmitter and the receiver; \( \alpha \) is the propagation path-loss exponent, which is equal to 3.76 from (100); \( s \) is the shadow-fading factor that has a log-normal distribution; and \( f \) has a Nakagami distribution, and the squared envelope of this small-scale fading has a Gamma distribution.

### 6.2.2 Cell Environment Model

We consider a conventional cellular network with a hexagonal grid, in which a serving cell is surrounded by six co-channel-interfering cells in the first-tier, as depicted in Figs. 25 and 26.

![Figure 25: Worst-case CCI scenario in the downlink.](image)

In each cell, the BS can use either omnidirectional and directional antennas, i.e.,
omnidirectional (one sector), 60° sectorized (three sectors), and 120° sectorized cells (six sectors) can be used, but the MSs equip only an omnidirectional antenna. Although the cost of cell sectorization is the degradation of trunking efficiency, this topic is beyond the scope of our research. We also consider the worst-case CCI scenario with a fully-loaded system in both the uplink and the downlink. The BS is located in the center of each cell, and the relay is one of the MSs deployed in the sector. The user’s MS is located on the rightmost boundary of the serving cell. Note that the co-channel-interfering cells may employ the same cooperative-diversity system with orthogonal transmission as the serving cell. In this case, since concurrent transmissions are not allowed, a single interferer in each co-channel-interfering cell still exists in the same slot period.

Figure 25 illustrates the worst-case CCI scenario in the downlink. The relay and
the destination at the serving cell are affected by interference from the BSs of the co-channel-interfering cells, and the number of interferers varies according to the coverage of the directional antenna. In the downlink, both \( N_{I,R} \) and \( N_{I,D} \) are equal to six, two, and one for omnidirectional, 120° sectorized, and 60° sectorized cells, respectively.

Figure 26 illustrates the worst-case CCI scenario in the uplink, which occurs when the destination BS receives the weakest signal from source MS and is subjected to strong interference from the MSs of the co-channel-interfering cells. Unlike in the downlink, in the uplink, \( N_{I,R} \) differs from \( N_{I,D} \). Since the MSs employ an omnidirectional antenna, the relay is affected by interference from all co-channel-interfering cells; thus, \( N_{I,R} \) is six, regardless of cell sectorization. However, because the destination BS uses a directional antenna that narrows the angle of arrival, the \( N_{I,D} \) of the uplink is the same as that of the downlink. Note that the numbering of interferers in Fig. 26 differs from that of Fig. 25 so as to match the number and the location of interferers for each case.

6.2.3 Geometry Model

We assume that the radius of every cell is \( R \), and the co-channel reuse distance is \( D \); then the co-channel reuse factor \( R_u \) is defined as \( D/R \). When the user’s MS is located on the rightmost edge of the serving cell, the relay location can be expressed by polar coordinate \((d_{S,R}, \theta)\), in which \( d_{S,R} \) is the distance of the source-to-relay link, and \( \theta \) is the angle between the source-to-relay link and the source-to-destination link. When the distance of the source-to-destination link \( d_{S,D} \) is set to \( R \), the distance of the source-to-relay link \( d_{S,R} \) can be expressed as \( k \cdot R \), where \( 0 < k \leq 1 \), so the location of the relay is expressed as \((k, \theta)\) throughout the chapter. Thus, the distance of the relay-to-destination \( d_{R,D} \) is \( R\sqrt{k^2 - 2k \cos \theta + 1} \).

Figure 27 describes the geometry between the serving and the co-channel-interfering
cells in the downlink. The distance of the $l$-th interferer-to-relay $d_{I_l,R}$ is

$$\sqrt{D^2 - 2kRD \cos(\Theta_l - \theta) + k^2R^2},$$

where $\Theta_l$, denoted as $\Theta_l = \pi(2l+5)/6$, is the angle between the source-to-destination link and the $l$-th interferer-to-destination link. The distance of the $l$-th interferer-to-destination $d_{I_l,D}$ is $\sqrt{D^2 - 2DR \cos \Theta_l + R^2}$.

**Figure 27:** Geometry model of the downlink

Figure 28 illustrates the geometry of the uplink. Interferer $I'_l$ is the nearest MS at the $l$-th co-channel-interfering cell, and the distance between the MS and the BS of the serving cell is $D - R$. In Fig. 28, the distance of the $l$-th interferer-to-relay $d_{I'_l,R}$ is $\sqrt{(D - R)^2 - 2kR(D - R) \cos(\Theta'_l - \theta) + k^2R^2}$, where $\Theta'_l = \pi(2l-1)/6$, and the distance of the $l$-th interferer-to-destination $d_{I'_l,D}$ is $\sqrt{(D - R)^2 - 2R(D - R) \cos \Theta'_l + R^2}$.
6.2.4 CIR Models at a Relay Location

This section provides the CIRs of individual links using both the path-loss model in (100) and the geometry model in the previous section. Throughout the chapter, the area mean powers of the desired and interfering signals are expressed as $\Omega_X$ and $\Omega_Y$, respectively.

In the downlink, the CIR of the source-to-destination link is

$$Z_{S,D}^d = \frac{\Omega_{X,S,D}^d}{\Omega_{Y,I,D}^d} = \frac{d_{S,D}^{-a}}{\sum_{l=1}^{N_{I,D}} d_{I_l,D}^{-a}} = \frac{1}{\sum_{l=1}^{N_{I,D}} \phi_{I_l,D}^{-a}}, \quad (102)$$

where $\phi_{I,D} = \sqrt{R_u^2 - 2R_u \cos \Theta_l + 1}$. In the source-to-destination link, the Tx powers of the source and the interferer are the same, since the source is the BS at the serving cell and the interferer is also the BS at the co-channel-interfering cell.

The CIR of the source-to-relay link can be expressed as

$$Z_{S,R}^d(k, \theta) = \frac{\Omega_{X,S,R}^d}{\Omega_{Y,I,R}^d} = \frac{d_{S,R}^{-a}}{\sum_{l=1}^{N_{I,R}} d_{I_l,R}^{-a}} = \frac{k^{-a}}{\sum_{l=1}^{N_{I,R}} \phi_{I_l,R}^{-a}}, \quad (103)$$

where $\phi_{I,R} = \sqrt{R_u^2 - 2kR_u \cos(\Theta_l - \theta) + k^2}$. However, the Tx power of the relay is
\[ Z_{R,D}(k, \theta) = \frac{\Omega_{X_{R,D}}}{\Omega_{Y_{I,D}}} = \frac{d_{R,D}^{-a}}{\zeta \sum_{i=1}^{N_{I,D}} d_{i,D}^{-a}} = \frac{\varphi_{R,D}^{-a}}{\zeta \sum_{i=1}^{N_{I,D}} \varphi_{I,D}^{-a}}, \]  

(104)

where \( \varphi_{R,D} = \sqrt{k^2 - 2k \cos \theta + 1} \), and \( \zeta \) is defined in (67).

In the uplink, the Tx powers of the source, the relay, and the interferer are assumed to be the same since they are all MSs. Therefore, the CIR of the source-to-destination link is

\[ Z_{S,D}^u = \frac{\Omega_{X_{S,D}}}{\Omega_{Y_{I,D}'}} = \frac{d_{S,D}^{-a}}{\sum_{i=1}^{N_{I,D}} d_{i,D}^{-a}} = \frac{1}{\sum_{i=1}^{N_{I,D}} \varphi_{I,D}'^{-a}}, \]  

(105)

where \( \varphi_{I,D}' = \sqrt{(R_u - 1)^2 - 2(R_u - 1) \cos \Theta_l'} + 1 \). The CIR of the source-to-relay link is

\[ Z_{S,R}^u(k, \theta) = \frac{\Omega_{X_{S,R}}}{\Omega_{Y_{I,R}'}} = \frac{d_{S,R}^{-a}}{\sum_{i=1}^{N_{I,R}} d_{i,R}^{-a}} = \frac{k^{-a}}{\sum_{i=1}^{N_{I,R}} \varphi_{I,R}^{-a}}, \]  

(106)

where \( \varphi_{I,R} = \sqrt{(R_u - 1)^2 - 2k(R_u - 1) \cos(\Theta_l' - \theta)} + k^2 \), and the CIR of the relay-to-destination is

\[ Z_{R,D}^u(k, \theta) = \frac{\Omega_{X_{R,D}}}{\Omega_{Y_{I,D}'}} = \frac{d_{R,D}^{-a}}{\sum_{i=1}^{N_{I,D}} d_{i,D}^{-a}} = \frac{\varphi_{R,D}^{-a}}{\sum_{i=1}^{N_{I,D}} \varphi_{I,D}'^{-a}}. \]  

(107)

## 6.3 Per-Hop Analysis

The selection relaying scheme determines whether or not the relay forwards the source packet by observing the outage probability of the source-to-relay link, which will be shown in Section 6.3.2. Thus, the outage probability and the pdf of the CIR of individual links are required to obtain the end-to-end outage probability. In this section, we present the outage probability and the pdf of the CIR of a single-hop transmission.

### 6.3.1 Pdfs of X and Y

The channels for both the desired and interfering signals are Nakagami-\( m \) faded with log-normal shadowing, so the channels can be modeled by a composite log-normal
Nakagami-$m$ distribution that is closely approximated by applying Hermite-Gaussian quadrature integration [2, eq. 3.68]. Thus, the pdfs of the desired and interfering signal powers, $X$ and $Y$, are expressed as a composite log-normal Gamma distribution as in Section 4.2.3, as follows:

$$
p_X(x) = \sum_{i=1}^{N_p} \frac{H_X}{\sqrt{\pi}} \left[ \left( \frac{m_X}{\phi_X(x_i)} \right)^{m_X} \frac{x^{m_X-1}}{\Gamma(m_X)} \exp \left( \frac{-m_X x}{\phi_X(x_i)} \right) \right],
$$

$$
p_Y(y) = \sum_{j=1}^{N_p} \frac{H_Y}{\sqrt{\pi}} \left[ \left( \frac{m_Y}{\phi_Y(x_j)} \right)^{m_Y} \frac{y^{m_Y-1}}{\Gamma(m_Y)} \exp \left( \frac{-m_Y y}{\phi_Y(x_j)} \right) \right],
$$

(108)

respectively, where $m_X$ and $m_Y$ are the Nakagami shape factors, which are assumed to be integer valued; $H_X$ and $H_Y$ are weight factors; $x_i$ and $x_j$ are the zeros; $N_p$ is the order of the Hermite polynomial; and $\phi_X(x_i) = \exp(\sqrt{2} \sigma_X x_i + \ln \Omega_X)$ and $\phi_Y(x_j) = \exp(\sqrt{2} \sigma_Y x_j + \ln \Omega_Y)$, where $\sigma_X$ and $\sigma_Y$ are the shadow standard deviation of the channels for the desired and interfering signals, respectively.

### 6.3.2 Pdf and Outage Probability of $Z$

Since $X$ and $Y$ are mutually independent and CIR $Z$ is defined as $X/Y$, the pdf of $Z$ can be written as

$$
p_Z(z) = \int_0^\infty y p_X(z y) p_Y(y) dy.
$$

(109)

The outage probability is an important performance measure in the presence of interference to evaluate the probability of unsatisfactory signal reception over the intended coverage area.

A single-hop transmission can assume three configurations: i) a single interferer without signal combining; ii) multiple interferers without signal combining; and iii) multiple interferers with MRC. With regard to the first configuration, we consider a case in which a single interferer ($N_I = 1$) lies between two terminals, but signal combining is not employed. In this case, the pdf of CIR $Z$ can be obtained by...
substituting (108) into (109) as follows:

\[
p_{Z}(z) = \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} \frac{1}{\pi} H_{x_i} H_{x_j} H(z; m_X, m_Y, \alpha_X(x_i), \alpha_Y(x_j)),
\]

(110)

where the \( H \)-function is defined as

\[
H(z; m_X, m_Y, \alpha_X(x_i), \alpha_Y(x_j)) = \frac{\Gamma(m_X + m_Y)}{\Gamma(m_X) \Gamma(m_Y)} z^{m_X-1} \left( z + \Phi_Z(x_i, x_j) \right)^{-m_X + m_Y} \Phi_Z(x_i, x_j)^{m_Y},
\]

(111)

and where \( \alpha_X(x_i) = \Phi_X(x_i)/m_X, \alpha_Y(x_j) = \Phi_Y(x_j)/m_Y, \Phi_Z(x_i, x_j) = \frac{m_Y}{m_X} \exp\left\{ \sqrt{2} (\sigma_X x_i - \sigma_Y x_j) + \ln z \right\}, \) and \( z = \Omega_X/\Omega_Y. \) The outage probability can be obtained by solving (58) in Chapter 4 with (110) as

\[
P_o(\lambda) = 1 - \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} \frac{1}{\pi} H_{x_i} H_{x_j} F(\lambda; m_X, m_Y, \alpha_X(x_i), \alpha_Y(x_j)),
\]

(112)

where the \( F \)-function is defined as

\[
F(\lambda; m_X, m_Y, \alpha_X(x_i), \alpha_Y(x_j)) = \Phi_Z(x_i, x_j)^{m_Y} \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} (\lambda + \Phi_Z(x_i, x_j))^{-m_Y + n} \frac{\Gamma(m_Y + n)}{\Gamma(m_Y)}. \]

(113)

Second, when multiple interferers \((N_I > 1)\) affect a single-hop link between two terminals without diversity, \( Y \) is the sum of the interfering signal powers, and the pdf of \( Y \) is the sum of mutually-independent log-normal Gamma distributions. The expression for the sum of multiple Gamma distributions was derived by using a partial fraction technique and inverse Laplace transform in [24]; thus, by applying (108) to the same method in [24], we can derive the pdf of \( Y \) as

\[
p_{Y}(y) = \sum_{a=1}^{N_I} \sum_{b=1}^{N_I} \sum_{j_a=1}^{N_p} \frac{1}{\pi} H_{x_{j_a}} \left( \frac{-1}{b} \right) \beta_{a,b}(x_j)^{b-1} \exp\left( \frac{-y}{\alpha_{Y_a}(x_{j_a})} \right),
\]

(114)

where coefficient \( \beta_{a,b}(x_{j_a}) \) is defined in (48) of Chapter 4. Applying the pdfs of \( X \) in (108) and \( Y \) in (114) to (109), the pdf of CIR \( Z \) for a single-hop link with multiple
interferers can be written by using the $H$-function in (111) as
\[
p_Z(z) = \sum_{a=1}^{N_l} \sum_{b=1}^{m_Y} \sum_{i=1}^{N_p} \sum_{j_a=1}^{N_p} \frac{1}{\pi} H_{x_{ia}} H_{x_{ja}} \beta_{a,b}(x_{ja}) (-\alpha_Y(x_{ja}))^b \\
\times H(z; m_X, b, \alpha_X(x_i), \alpha_Y(x_{ja})).
\] (115)

Substituting (115) into (58) in Chapter 4 yields the outage probability
\[
P_o(\lambda) = 1 - \sum_{a=1}^{N_l} \sum_{b=1}^{m_Y} \sum_{i=1}^{N_p} \sum_{j_a=1}^{N_p} \frac{1}{\pi} H_{x_{ia}} H_{x_{ja}} \beta_{a,b}(x_{ja}) (-\alpha_Y(x_{ja}))^b \\
\times F(\lambda; m_X, b, \alpha_X(x_i), \alpha_Y(x_{ja})).
\] (116)

Note that this case represents a single-Rx antenna system, discussed in Section V.

Next, we can consider the case of multiple interferers, where the receiver uses an MRC technique. In this case, the pdfs of $X$ and $Y$ are the sum of mutually independent log-normal Gamma distributions. If the number of diversity branches is $M$, the pdf of $X$ has the same form as (111),
\[
p_X(x) = \sum_{a=1}^{M} \sum_{b=1}^{m_X} \sum_{i=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{ia}}^{X} \frac{(-1)^b}{\Gamma(b)} \beta_{a,b}^{X}(x_{ia}) x^{b-1} \exp \left( \frac{-x}{\alpha_X(x_{ia})} \right),
\] (117)
where $\beta_{a,b}^{X}(x_{ia})$ is the same as (54) of Chapter 4. Substituting (114) and (117) into (109) yields the pdf of $Z$,
\[
p_Z(z) = \sum_{a=1}^{M} \sum_{b=1}^{m_X} \sum_{c=1}^{m_Y} \sum_{d=1}^{N_p} \sum_{i=1}^{N_p} \sum_{j_a=1}^{N_p} \sum_{j_c=1}^{N_p} \frac{1}{\pi} H_{x_{ia}} H_{x_{jc}} \beta_{a,b}^{X}(x_{ia}) \beta_{c,d}^{Y}(x_{jc}) (-\alpha_X(x_{ia}))^b (-\alpha_Y(x_{jc}))^d \\
\times H(z; b, d, \alpha_X(x_{ia}), \alpha_Y(x_{jc})).
\] (118)

The outage probability for $M$-branch MRC with multiple interferers can be derived by solving (58) with (118) as follows:
\[
P_o(\lambda) = 1 - \sum_{a=1}^{M} \sum_{b=1}^{m_X} \sum_{c=1}^{m_Y} \sum_{d=1}^{N_p} \sum_{i=1}^{N_p} \sum_{j_a=1}^{N_p} \sum_{j_c=1}^{N_p} \frac{1}{\pi} H_{x_{ia}} H_{x_{jc}} \beta_{a,b}^{X}(x_{ia}) \beta_{c,d}^{Y}(x_{jc}) (-\alpha_X(x_{ia}))^b \\
\times (-\alpha_Y(x_{jc}))^d F(\lambda; b, d, \alpha_X(x_{ia}), \alpha_Y(x_{jc})).
\] (119)

Note that this case represents the multi-Rx antenna system with MRC discussed in Section V.
6.4 Cooperative Dual-hop Analysis

In this section, we derive the outage probability, the spectral efficiency, and the end-to-end pdf of the CIR of the DF cooperative diversity system in cellular environments. Since we consider a three-node-relay system, the number of diversity branches \( M \) is two, and we let \( X_1 \) and \( X_2 \) denote the desired signal power of the source-to-destination link and relay-to-destination link, respectively.

6.4.1 End-to-End Pdf and Outage Probability

Applying the composite log-normal Gamma distribution for \( X \) in (108) to the same method of Chapter 3, we can obtain the end-to-end pdf of the desired signal power at a given relay location in the proposed system as follows:

\[
p_X(x|k,\theta) = P_o \sum_{i_1}^{N_p} \frac{H_{x_{i_1}}}{\sqrt{\pi}} \left( \frac{m_{X_1}}{\Phi_{X_1}(x_{i_1})} \right)^{m_{X_1}} x^{m_{X_1}-1} \frac{\exp\left( -\frac{m_{X_1}x}{\Phi_{X_1}(x_{i_1})} \right)}{\Gamma(m_{X_1})} + (1 - P_o) \sum_{a=1}^{m_{X_a}} \sum_{b=1}^{N_p} \frac{H_{x_i a}}{\sqrt{\pi}} \frac{(-1)^{b}x^{b-1}}{\Gamma(b)} \beta_{a,b}^X \exp\left( -\frac{m_{X_a}x}{\Phi_{X_a}(x_{i_a})} \right),
\]

(120)

where \( P_o \) is the outage probability of the source-to-relay link, which is derived in (116), and the number of interferers of the link is \( N_{I,R} \). The end-to-end pdf of CIR \( Z_{out} \) can be obtained by substituting the end-to-end pdf of \( X \) in (120) and the pdf of \( Y \) in (114) into (109) as follows:

\[
p_{Z_{end}}(z|k,\theta) = P_o \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_{Y_c}} \sum_{i_1=1}^{N_p} \sum_{j_1=1}^{N_p} \frac{1}{\pi} H_{x_{i_1}} H_{x_{j_1}} (-\alpha Y_c(x_{j_1}))^d \beta_{c,d}^Y(x_{j_1})
\times H(z; m_{X_1}, d, \alpha X_1(x_{i_1}), \alpha Y_c(x_{j_1})) + (1 - P_o) \sum_{a=1}^{m_{X_a}} \sum_{b=1}^{N_p} \sum_{i_a=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_i a} \left\{ -\alpha X_a(x_{i_a}) \right\}^b
\times \beta_{a,b}^X(x_{i_a}) \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_{Y_c}} \sum_{j_1=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{j_1}} \beta_{c,d}^Y(x_{j_1}) \left\{ -\alpha Y_c(x_{j_1}) \right\}^d H(z; d, \alpha X_a(x_{i_a}), \alpha Y_c(x_{j_1})).
\]

(121)
The end-to-end outage probability at a given relay location is derived by solving (58) with (121) as follows:

\[ P_{o}^{\text{ete}}(\lambda|k, \theta) = 1 - \left[ P_o \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_Y} \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} \frac{1}{\pi} H_{x_1} H_{x_{jc}} (-\alpha_Y(x_{jc}))^d \beta_{c,d}^Y(x_{jc}) \right. \]

\[ \times F(\lambda; m_X, d, \alpha_X(x_i), \alpha_Y(x_{jc})) + (1 - P_o) \sum_{a=1}^{2} \sum_{b=1}^{m_X} \sum_{i_a=1}^{N_p} \sum_{j_a=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{ia}} \{-\alpha_X(x_{ia})\}^b \]

\[ \left. \times \beta_{a,b}^X(x_{ia}) \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_Y} \sum_{j_c=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{jc}} \beta_{c,d}^Y(x_{jc}) \{-\alpha_Y(x_{jc})\}^d F(\lambda; b, d, \alpha_X(x_{ia}), \alpha_Y(x_{jc})) \right] . \]

(122)

6.4.2 Spectral Efficiency Analysis

In the DF cooperative diversity system, orthogonal transmission requires an additional channel per branch. Therefore, the spectral efficiency of the proposed system is defined as

\[ \bar{C}/w = \frac{1}{M+1} \int_0^{\infty} \log_2(1+z)p_{\text{out}}(z)dz , \quad (123) \]

where \( \bar{C} \) [b/s] is the average data rate per user, \( w \) [Hz] is the allocated bandwidth per user, and \( M \) is the number of slots. Substituting (121) into (123) yields the end-to-end spectral efficiency. In the integral in (123), variable \( z \) is related to only the \( H \)-function in (121), so the integral can be solved with the \( \rho \)-th order generalized Stieltjes transform (GST), as in [45], as follows:

\[ \int_0^{\infty} \log_2(1+z)z^{m_X-1}(z + \Phi_Z)^{-(m_X+m_Y)}dz \]

\[ = \mathcal{G}_{m_X+m_Y}\{\log_2(1+z)z^{m_X-1}; \Phi_Z\} \]

\[ = \left| \sum_{j=0}^{m_X-1} (-1)^j \binom{m_X-1}{j} \log_2(e)\Phi_Z^{1-m_Y} \psi(1, 1; m_X + m_Y - j; 1 - \Phi_Z) \right| , \quad (124) \]

where \( \mathcal{G}_\rho\{f(x); y\} \) is the GST of order \( \rho \) of function \( f(x) \), and \( \psi(\cdot, \cdot; \cdot; \cdot) \) is the Gauss hypergeometric function. Therefore, the end-to-end spectral efficiency at a given relay
location is written with the $C$-function as

$$
\bar{C}\text{ete}(k, \theta) = \frac{P_o}{\pi} \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_{Y_c}} \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} \frac{1}{H_{x_{i1}} H_{x_{j1}}} (-\alpha_{Y_c}(x_{jc}))^d \beta_{c,d}(x_{jc}) C(\Phi_Z(x_{i1}, x_{jc}); m_{X1}, d) \\
+ (1 - P_o) \sum_{a=1}^{m_{X_a}} \sum_{b=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{ia}} \beta_{a,b}(x_{ia}) (-\alpha_{X_a}(x_{ia}))^b \\
\times \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_{Y_c}} \sum_{j=1}^{N_p} \frac{1}{\sqrt{\pi}} H_{x_{jc}} \beta_{c,d}(x_{jc}) (-\alpha_{Y_c}(x_{jc}))^d C(\Phi_Z(x_{i_a}, x_{jc}); b, d),
$$

(125)

where

$$
C(\Phi_Z; m_X, m_Y) = \frac{\Gamma(m_X + m_Y)}{\Gamma(m_X) \Gamma(m_Y)} \Phi_Z^{m_Y} \left[ \sum_{j=0}^{m_X-1} \left( -1 \right)^j \frac{\log_2(e) \Phi_Z^{1-m_Y}}{(m_X + m_Y - j - 1)^2} \right] \times \psi(1, 1; m_X + m_Y - j; 1 - \Phi_Z).
$$

(126)

### 6.5 Performance Analysis

In this section, fully-loaded cooperative cellular relaying systems are investigated on non-identical shadowed-Nakagami/shadowed-Nakagami channels. The outage probability and spectral efficiency of the proposed system are evaluated with respect to the co-channel reuse factor for omnidirectional, $120^\circ$ sectorized, and $60^\circ$ sectorized cells in both the uplink and the downlink. The results in the section assume a typical macro-cellular system, in which the Tx powers of the MS and the BS are 24 dBm and 43 dBm, respectively, and the shadow standard deviations for the desired and interfering signals are all 8 dB according to [55]. The CIR threshold $\lambda$ is 12 dB, and the Nakagami shape factors for the desired and interfering signals are two and one, respectively. The analytic results for the outage probability in (122) are verified by Monte Carlo simulations. In the simulations, first, area mean powers for the desired and interfering signals ($\Omega_X$ and $\Omega_Y$) are calculated by the path-loss model in (100). Second, local mean powers are randomly generated with a log-normal distribution with the area mean powers and shadow standard deviations ($\sigma_X$ and $\sigma_Y$). Third,
Figure 29: End-to-end outage probability with respect to the normalized source-to-relay distance ($R_u = 5$)

Instantaneous received powers are randomly generated with a gamma distribution with the local mean powers and Nakagami shape factors ($m_X$ and $m_Y$). To obtain a sufficient precision level, the process is performed in $10^8$ trials. Note that the markers in Figs. 30 and 31 describe the simulation results, and the solid lines show the analytical results. Since the spectral efficiency in (125) is derived from (122), the simulation does not necessarily verify the analytic results after Fig. 31. From Fig. 34, the co-channel reuse factor $R_u$ is assumed to be 5.

Figure 29 presents the optimal-relay location in terms of the outage probability. For the best outage performance, the relay should be located on the line connecting the source and the destination, i.e., $\theta = 0^\circ$, but the normalized distance of the source-to-relay link, $k$, varies according to the cooperative power ratio, $\zeta$, and the channel
conditions. The different location of the optimal relay between the uplink and the
downlink can explain the effect of $\zeta$. In the omnidirectional cell, the optimal-relay
location is $k = 0.925$ in the downlink, but $k = 0.5$ in the uplink. The reason for the
difference is that $\zeta = 0.01$ ($P_R = 0.01P_S$), in the downlink, but in the uplink, $\zeta = 1$
($P_R = P_S$). An interesting result is that in the uplink, $k$ is 0.5 for the omnidirectional
cell, but it decreases to 0.375 for the 60° sectorized cell, while $k$ is fixed at 0.925 in the
downlink. Recall that in the uplink, the $N_{I,R}$ is six, regardless of sectorization, but
$N_{I,D}$ are six, two, and one for for omnidirectional, 120° sectorized, and 60° sectorized
cells, respectively; that is, the number of interferers at the relay is larger than that
at the destination when the 60° sectorized cell is employed in the uplink. Thus, it
can be clearly observed that the optimal-relay location moves toward the source-to-
relay link, which has a relatively weak CIR compared to the relay-to-destination link.
However, $N_{I,R}$ and $N_{I,D}$ are the same in the downlink. Thus, the relay location does
not move because the CIRs of the source-to-relay and relay-to-destination links do
not change respectively.

Figures 30 and 31 present a comparison between the outage probabilities of the DF
cooperative-diversity system and those of the dual-Rx antenna system with respect
to the co-channel reuse factor in the downlink and the uplink. The relay locations of
the cooperative-diversity system are the same as the optimal-relay location obtained
in Fig. 29. These figures show that the analytic results agree with the simulation
results. In Fig. 30, the outage performance of the cooperative-diversity system in the
downlink outperforms that of the dual-Rx antenna system, which employs MRC, for
the entire co-channel reuse factor range, and cell sectorization reduces the number of
interferers, improving the outage probability. The performance gap of the two systems
is the largest for the 60° sectorized cell, but the smallest for the omnidirectional
cell. Although Fig. 31 shows performance improvements in the cooperative-diversity
system in the uplink, an important result is that the performance gap is the largest
Figure 30: Downlink end-to-end outage probability versus co-channel reuse factor when the BS uses an omnidirectional antenna, while the gap is the smallest when the cell is 60° sectorized, unlike the result in Fig. 30. These results can be explained by both the cooperative power ratio and the number of interferers. Figure 30 shows that since $P_R$ is relatively small compared to $P_S$ and $k$ is close to the destination, the outage performance of the two systems is similar for the omnidirectional cell, but Fig. 31 indicates that, as shown in Fig. 29, the performance gap becomes more in the downlink than in the uplink because of the same Tx power ($P_R = P_S$), the reduced path-loss ($k = 0.5$), and reducing $N_{I,R}$ as well as $N_{I,D}$ by using the cell sectorization. Thus, Figures 30 and 31 show opposite behaviors in the performance gap.

Figures 32 and 33 compare the spectral efficiency of the DF cooperative-diversity system and that of the single-Rx antenna system with respect to the co-channel reuse
Figure 31: Uplink end-to-end outage probability versus co-channel reuse factor in the downlink and the uplink. As mentioned earlier, the cooperative-diversity gain comes at the cost of decreased spectral efficiency. Thus, compared to the spectral efficiency of the dual-Rx system, that of the cooperative-diversity system deteriorates in both the uplink and the downlink. However, when cell sectorization is employed, the performance of the latter improves such that it is comparable to that of the single-Rx system in Fig. 32.

Figure 33 illustrates a more extensive performance degradation when cell sectorization is employed than in Fig. 32, and the performance does not improve as the co-channel reuse factor increases; however, the spectral efficiency of the proposed system using the omnidirectional cell becomes comparable to that of the single-Rx system.
The differences between the outage probabilities of the DF cooperative-diversity system and the dual-Rx antenna system as the relay location varies are depicted in Fig. 34 for the omnidirectional, Fig. 35 for $120^\circ$ sectorized, and Fig. 36 for $60^\circ$ sectorized cells in the downlink, respectively. The “black” zone does not provide absolute performance of the proposed system but relative performance compared to the dual-Rx antenna system. Therefore, the “black” zone represents the region of relay location where the cooperative-diversity system outperforms the dual-Rx antenna system; otherwise, the dual-Rx antenna system performs better.

In the uplink, the differences between the outage probabilities of the DF cooperative-diversity system and the dual-Rx antenna system as the relay location varies are depicted in Fig. 37 for the omnidirectional, Fig. 38 for $120^\circ$ sectorized, and Fig. 39 for
60° sectorized cells, respectively. From Fig. 34 to Fig. 36, as the number of sectors in the cell increases, the size of the “black” zone of the downlink also increases, and the center of the “black” zone is close to the user’s MS. Noticeable results are that the size of the uplink “black” zone in Figs. 37, 38, and 39 are significantly larger than that of downlink in Figs. 34, 35, and 36, so the relay selection of the uplink can be performed more efficiently than that of the downlink. However, as the number of the sectors in the cell increases, the size of the uplink “black” zone also increases but that of the downlink “black” zone decreases, and the center of the downlink “black” zone moves toward destination BS. Another important result is that when cell sectorization is employed, the uplink “black” zone does not overlap with the downlink “black” zone. From the viewpoint of system management, a common relay for both

**Figure 33:** Uplink spectral efficiency versus co-channel reuse factor
the uplink and the downlink is more efficient than different relays for each link. The common relay should be located the overlapped area of both the “black” zones to show better performance than the dual-Rx antenna system for all links. However, the effective zone of downlink in Figs. 34, 35, and 36 is not overlapped with that of uplink in Figs. 37, 38, and 39. Thus, this show that different relays should be considered for cell sectorization under the worst-case CCI scenario in the uplink and the downlink. Establishing a common relay region necessitates an increase in the cooperative power ratio of the downlink, or a reduction in the number of interferers at the relay, from the results shown in Fig. 29.
Figure 34: Difference between the outage probabilities of the DF cooperative system and the dual-Rx antenna system as a function of the relay location in the downlink of omnidirectional cell.

Figure 35: Difference between the outage probabilities of the DF cooperative system and the dual-Rx antenna system as a function of the relay location in the downlink of 120° sectorized cell.
Figure 36: Difference between the outage probabilities of the DF cooperative system and the dual-Rx antenna system as a function of the relay location in the downlink of 60° sectorized cell.

Figure 37: Difference between the outage probabilities of the DF cooperative system and the dual-Rx antenna system as a function of the relay location in the uplink of omnidirectional cell.
Figure 38: Difference between the outage probabilities of the DF cooperative system and the dual-Rx antenna system as a function of the relay location in the uplink of 120° sectorized cell.

Figure 39: Difference between the outage probabilities of the DF cooperative system and the dual-Rx antenna system as a function of the relay location in the uplink of 60° sectorized cell.
CHAPTER VII

COOPERATIVE DIVERSITY SYSTEMS WITH PACKET TRANSMISSION IN CELLULAR NETWORKS

7.1 Overview

Extensive studies have analyzed the performance of selection DF relaying systems, but most have focused on either the outage probability or the ASEP performance and, moreover, they assumed symbol-by-symbol decoding [1]. For practical purposes, symbol-by-symbol decoding is not feasible when considering signaling overhead, since the message should be transmitted through multiple packets in packet-based wireless communication systems [42]. In addition, SNR estimation was originally used to make relaying decisions in selection DF relay networks, which is referred as the outage-based relaying. However, a CRC code was employed in [57], since it can reduce the system complexity and fully exploit the benefit of DF relaying for per-packet error detection in practical cooperative transmission, which is referred as the CRC-based relaying. Therefore, an important metric for evaluating the performance of DF relaying is the APEP rather than the ASEP.

We investigate the APEP performance of selection DF cooperative diversity in both the uplink and the downlink of cellular networks. We first derive closed-form expressions for the pdf of the CIR, outage probability, and the end-to-end ASEP of the selection DF cooperative diversity system using MRC on non-identical Nakagami/Nakagami channels. We then evaluate APEP with respect to the co-channel reuse factor for omnidirectional cells in the cellular uplink and the downlink under worst case CCI conditions. For the selection DF relaying schemes, we compare the
APEP performances for various schemes: i) outage-based symbol relaying, ii) outage-based packet relaying, and iii) CRC-based packet relaying. In addition, the effect of FEC on the selection DF relaying schemes will be discussed. This chapter shows that outage-based packet relaying shows better performance than the other relaying schemes for uncoded systems, but the effect of FEC can significantly improve the performance of CRC-based packet relaying system since the error correction as well as error detection can be performed at the relay.

7.2 System and Channel Models

The cooperative diversity system in this chapter is similar to Section 6.2, which consists of a source $S$, a destination $D$, and a relay $R$. Compared to Section 6.2, the proposed systems can employ a block or convolutional code, or a combination of both for channel coding over a packet. Even though a convolutional code does not use blocks (packets), since cooperative transmission in the system is performed with a packet, a convolutional code with tail-biting and termination can be assumed in the system [59]. To determine whether decoded packet is erroneous or not in the relay, the CRC-based packet relaying scheme uses a CRC code concatenated with FEC to check for erroneous packets. The relay in outage-based packet relaying regards the packet as erroneous if the average CIR for the packet duration falls below a specified threshold. Likewise, the relay in outage-based symbol relaying regards the packet as erroneous if the CIR for any symbol falls below a specified threshold. The proposed systems employ perfect symbol interleaving, which results in statistically independent symbol errors. The delay or latency caused by such interleaving is beyond the scope of this thesis. For orthogonal transmission, either time-division multiple access or frequency-division multiple access can be employed. Therefore, the received signals of the source-to-destination, source-to-relay, and relay-to-destination links are the same to (101), but the channel in this chapter is Nakagami-$m$ faded for
both desired and interfering signals, which the same to those of Section 3.2. However, we use the propagation path-loss exponent $\alpha$ is equal to 3.76 from (100) and power allocation is defined in (67) according to cellular environments. We consider a conventional cellular network with a hexagonal grid where the serving cell is surrounded by six co-channel interfering cells in the first-tier, as depicted in Figs. 25 and 26 of Section 6.2.2. We consider the worst case CCI scenario with a fully-loaded system in both the uplink and the downlink, but sectorization is not employed. According to the geometry model in Section 6.2.3, the CIR of the source-to-destination link is $Z_{S,D}^u = \frac{1}{\sum_{l=1}^{N_{I,D}} \varphi_{I,D}^{-a}}$, where $\varphi_{I,D} = \sqrt{(R_u - 1)^2 - 2(R_u - 1) \cos \Theta_l + 1}$. 

The CIR of the source-to-relay link is $Z_{S,R}^u(k, \theta) = k^{-a} / \sum_{l=1}^{N_{I,R}} \varphi_{I,R}^{-a}$, where $\varphi_{I,R} = \sqrt{(R_u - 1)^2 - 2k(R_u - 1) \cos(\Theta_l - \theta) + k^2}$, and the CIR of the relay-to-destination link is $Z_{R,D}^u(k, \theta) = \varphi_{R,D}^{-a} / \sum_{l=1}^{N_{I,D}} \varphi_{I,D}^{-a}$.

In the downlink, the CIR of the source-to-destination link is $Z_{S,D}^d = \frac{1}{\sum_{l=1}^{N_{I,D}} \varphi_{I,D}^{-a}}$, where $\varphi_{I,D} = \sqrt{R_u^2 - 2R_u \cos \Theta_l + 1}$. The CIR of the source-to-relay link can be expressed as $Z_{S,R}^d(k, \theta) = k^{-a} / \sum_{l=1}^{N_{I,R}} \varphi_{I,R}^{-a}$, where $\varphi_{I,R} = \sqrt{R_u^2 - 2kR_u \cos(\Theta_l - \theta) + k^2}$. However, the Tx power of the relay is $\zeta P_S$; thus, the CIR of the relay-to-destination link can be written as $Z_{R,D}^d(k, \theta) = \varphi_{R,D}^{-a} / \zeta \sum_{l=1}^{N_{I,D}} \varphi_{I,D}^{-a}$, where $\varphi_{R,D} = \sqrt{k^2 - 2k \cos \theta + 1}$, and $\zeta$ is defined in (67).

### 7.3 Pdf and Outage Analysis

In this section, we derive the outage probability and pdf of the CIR of each link. We consider a three-node-relay system, so the number of diversity branches is two, and we let $X_1$ and $X_2$ denote the desired signal power of the source-to-destination link and relay-to-destination link, respectively. Since the selection DF scheme determines whether or not the relay forwards the source packet by observing the CRC status, the end-to-end pdf of CIR $Z$ can be expressed by using conditional probability as

$$p_{Z}^{et}(z) = \Phi_{SR} p_{Zx_1}(z) + (1 - \Phi_{SR}) p_{Zx_1x_2}(z), \quad (127)$$
where $\Phi_{SR}$ is the probability of the event which the relay detects erroneous packets, $p_{Z_{X_1}}(z)$ is the pdf of the CIR for the source-to-destination link, and $p_{Z_{X_1X_2}}(z)$ is the pdf of the CIR for the signal combining with the source-to-destination and the relay-to-destination branches. First, we present the outage probability and the pdf of the CIR of a single-branch transmission.

### 7.3.1 Pdf and Outage Probability of Single-branch Transmission

The proposed systems consist of a single-branch transmission with multiple interferers and a multiple-branches transmission with multiple interferers. The source-to-destination and the source-to-relay links are applicable to the single-branch transmission with multiple interferers, and the signal combining with the source-to-destination and the relay-to-destination links corresponds to a multiple-branches transmission with multiple interferers.

The channels for both the desired and interfering signals are Nakagami-$m$ faded, thus, the pdfs of the desired and interfering signal powers, $X$ and $Y$, have the following Gamma distributions

$$p_X(x) = \left( \frac{m_X}{\omega_X} \right)^{m_X} \frac{x^{m_X-1}}{\Gamma(m_X)} \exp \left( \frac{-m_X x}{\omega_X} \right),$$

$$p_Y(y) = \left( \frac{m_Y}{\omega_Y} \right)^{m_Y} \frac{y^{m_Y-1}}{\Gamma(m_Y)} \exp \left( \frac{-m_Y y}{\omega_Y} \right),$$

(128)

respectively, where $\Gamma(\cdot)$ is the gamma function, $m_X$ and $m_Y$ are the Nakagami shape factors, which are assumed to be integer valued as mentioned in Section 3.3.1, and $\omega_X$ and $\omega_Y$ are the local means of $X$ and $Y$, respectively. Let $\alpha_Y =: \omega_Y/m_Y$ and $\alpha_X =: \omega_X/m_X$. When multiple interferers ($N_I > 1$) affect a single-branch link between two terminals without diversity, $Y$ is the sum of the interfering signal powers, and the pdf of $Y$ is the sum of mutually independent Gamma distributions. The pdf for the sum of multiple Gamma distributions was derived by using a partial fraction technique.
and inverse Laplace transform in [24] as

\[ p_Y(y) = \sum_{a=1}^{N_I} \sum_{b=1}^{m_{Y_a}} \frac{(-1)^b}{\Gamma(b)} \beta_{a,b}^{Y_a} y^{b-1} \exp \left(\frac{-y}{\alpha_{Y_a}}\right), \quad (129) \]

where the coefficient \( \beta_{a,b}^{Y_a} \) is denoted in (27) of Chapter 3.

The pdf of \( Z \) can be obtained by (109) in Section 6.3.2. Applying the pdfs of \( X \) in (128) and \( Y \) in (129) to (109), the pdf of the CIR \( Z \) for a single branch with multiple interferers can be written by using the \( H \)-function defined in (111) as

\[ p_Z(z) = \sum_{a=1}^{N_I} \sum_{b=1}^{m_{Y_a}} \beta_{a,b}^{Y_a}(x_{j_a})(-\alpha_{Y_a})^b H(z; m, b, \alpha, \alpha_{Y_a}). \quad (130) \]

Since the outage probability is defined in (58), substituting (130) into (58) yields the outage probability, which can be applied to the source-to-relay link.

\[ P_o(\lambda) = 1 - \sum_{a=1}^{N_I} \sum_{b=1}^{m_{Y_a}} \beta_{a,b}^{Y_a}(-\alpha_{Y_a})^b F(\lambda; m, b, \alpha, \alpha_{Y_a}). \quad (131) \]

where the \( F \)-function is defined in (113).

### 7.3.2 Pdf and Outage Probability of Multi-branch Transmission

In the destination, the receiver combines the branch signals by using MRC. Thus, the pdfs of \( X \) and \( Y \) are the sum of mutually independent Gamma distributions, and if the number of diversity branches is \( M \), the pdf of \( X \) has the same form as (129),

\[ p_X(x) = \sum_{a=1}^{M} \sum_{b=1}^{m_{X_a}} \frac{(-1)^b}{\Gamma(b)} \beta_{a,b}^{X_a} x^{b-1} \exp \left(\frac{-x}{\alpha_{X_a}}\right), \quad (132) \]

where the coefficient \( \beta_{a,b}^{X_a} \) is denoted in (14) of Chapter 3. Applying the pdfs of \( X \) in (132) and \( Y \) in (129) to (109), the pdf of CIR \( Z \) for multiple branches with multiple interferers can be written as

\[ p_Z(z) = \sum_{a=1}^{M} \sum_{b=1}^{m_{X_a}} \beta_{a,b}^{X_a}(-\alpha_{X_a})^b \sum_{c=1}^{N_I} \sum_{d=1}^{m_{Y_c}} \beta_{c,d}^{Y_c}(-\alpha_{Y_c})^d H(z; b, d, \alpha_{X_a}, \alpha_{Y_c}). \quad (133) \]

and the outage probability of (133) can be likewise obtained from (131) as

\[ P_o(\lambda) = 1 - \sum_{a=1}^{M} \sum_{b=1}^{m_{X_a}} \beta_{a,b}^{X_a}(-\alpha_{X_a})^b \sum_{c=1}^{N_I} \sum_{d=1}^{m_{Y_c}} \beta_{c,d}^{Y_c}(-\alpha_{Y_c})^d F(\lambda; b, d, \alpha_{X_a}, \alpha_{Y_c}). \quad (134) \]
7.3.3 End-to-End Pdf and Outage Probability

We derive the end-to-end pdf of the CIR $Z$ and outage probability of outage-based symbol relaying. In the outage-based symbol relaying, $\Phi_{SR}$ in (127) is the outage probability of the source-to-relay link, which is derived in (131), and the number of interferers of the link is $N_{I,R}$. In (127), $p_{Z|X_1}(z)$ is equal to (130), and $p_{Z|X_1X_2}(z)$ is equal to (133) with $M = 2$ and $N = N_{I,D}$. Therefore, the end-to-end pdf at a given relay location can be obtained as follows:

$$p_{Z|k,\theta}(z) = \Phi_{SR} \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_Y} (-\alpha_{Y_c})^d \beta_{c,d}^Y H(z; m_{X_1}, d, \alpha_{X_1}, \alpha_{Y_c})$$

$$+ (1 - \Phi_{SR}) \sum_{a=1}^{2} \sum_{b=1}^{m_X} \beta_{a,b}^X (-\alpha_{X_a}) \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_Y} \beta_{c,d}^Y (-\alpha_{Y_c})^d H(z; b, d, \alpha_{X_a}, \alpha_{Y_c}) \quad (135)$$

The end-to-end outage probability at a given relay location is derived by solving (127) with (58), and it consists of the outage probabilities in (131) and (134) as follows:

$$P_{o|k,\theta}(\lambda) = 1 - \left[ \Phi_{SR} \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_Y} (-\alpha_{Y_c})^d \beta_{c,d}^Y F(\lambda; m_{X_1}, d, \alpha_{X_1}, \alpha_{Y_c}) + (1 - \Phi_{SR}) \right. \times \sum_{a=1}^{2} \sum_{b=1}^{m_X} \beta_{a,b}^X (-\alpha_{X_a}) \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_Y} \beta_{c,d}^Y (-\alpha_{Y_c})^d F(\lambda; b, d, \alpha_{X_a}, \alpha_{Y_c}) \right] \quad (136)$$

7.4 APEP Analysis

This section presents closed-form expressions for the ASEP and APEP of the proposed systems. The ASEP derived in this section can be applied to $M$-PSK and $M$-QAM systems. One of the advantages of the DF scheme is that every link can employ different modulation schemes, but all terminals in our system use the same modulation scheme to reduce system complexity. Closed-form expressions for APEP are not available except for non-coherent frequency shift keying and, moreover, there is no relation between the average ASEP and APEP for slow-fading environments [60]. This is because averaging the conditional PEP over fading environments results
in integer powers of the Gaussian-\(Q\) function, which makes the analysis challenging. However, systems employing suitable interleaving could result in a memoryless channel, where two adjacent symbols are considered to be faded independently [61, 62, 63, 64]. Assuming a bounded distance decoder with ideal interleaving, the APEP of the single-hop transmission with \(M\)-ary modulation for a block of \(T\) coded symbols capable of correcting \(K\) coded-symbol errors can be expressed as

\[
P_p = 1 - \sum_{i=0}^{K} \binom{T}{i} P_s^i (1 - P_s)^{T-i},
\]

where \(T = \mathcal{L}/\log_2 \mathcal{M}\), and \(\mathcal{L}\) is the total packet bit length, and \(P_s\) is the ASEP of the single-hop transmission system.

We derived the end-to-end ASEP for cooperative relaying systems in Chapter 4. Therefore, with (63) in Section 4.5 and (127), ASEP can be divided into two parts. First, for the event that the relay fails to decode, the ASEP can be obtained by substituting the outage probability in (131) into (63) in Section 4.5 as

\[
P_{s,X_1} = \frac{\alpha}{2} - \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_{Y_c}} (-\alpha_{Y_c})^d \beta_{c,d} \gamma_{c,d} S(\alpha, \beta, m_{X_1}, d, \alpha_{X_1}, \alpha_{Y_c}),
\]

where \(S\)-function is defined as

\[
S(\alpha, \beta, m_X, m_Y, \alpha_X, \alpha_Y) = \frac{\alpha}{2\sqrt{\pi}} (\alpha Z \beta)^m \sum_{n=0}^{m} \frac{\Gamma(m_Y + n) \Gamma(n + 1/2)}{\Gamma(m_Y) \Gamma(n + 1)} \times \Psi[m_Y + n, m_Y + 1/2, \alpha Z \beta],
\]

and \(\Psi[\cdot, \cdot, \cdot]\) is the confluent hypergeometric function of the second kind.

Second, for the event that the relay successfully recovers the packet, the ASEP can be obtained by substituting (134) into (63) as

\[
P_{s,X_2} = \frac{\alpha}{2} - \sum_{a=1}^{m_{X_a}} \sum_{b=1}^{\beta_{a,b} X_a} \sum_{c=1}^{N_{I,D}} \sum_{d=1}^{m_{Y_c}} \gamma_{c,d} (-\alpha_{Y_c})^d S(\alpha, \beta, b, d, \alpha_{X_a}, \alpha_{Y_c}).
\]
7.4.1 APEP of Outage-based Symbol Relaying

The ASEP of the outage-based symbol relaying has a similar form to (127) as

\[ P_{s}^{ete} = \Phi_{SR} P_{s,X_1} + (1 - \Phi_{SR}) P_{s,X_1X_2}, \]  \hspace{1cm} (141)

where \( \Phi_{SR} \) is the same as (131). Since symbol-by-symbol detection is employed, the end-to-end APEP can be obtained by substituting (141) into (137) as

\[ P_{p}^{ete} = 1 - \sum_{i=0}^{K} (P_{s}^{ete})^i (1 - P_{s}^{ete})^{T-i}. \]  \hspace{1cm} (142)

7.4.2 APEP of Outage-based Packet Relaying

In contrast to symbol relaying, packet relaying forwards the packet, and the destination combines the signals for a packet unit. Therefore, the end-to-end APEP can be written by using conditional probability and APEPs for single-branch transmission and multi-branch transmission, as follows:

\[ P_{p}^{ete} = \Phi_{SR} P_{p,X_1} + (1 - \Phi_{SR}) P_{p,X_1X_2}, \]  \hspace{1cm} (143)

where

\[ P_{p,X_1} = 1 - \sum_{i=0}^{K} P_{s,X_1}^i (1 - P_{s,X_1})^{T-i}, \]

and

\[ P_{p,X_1X_2} = 1 - \sum_{i=0}^{K} P_{s,X_1X_2}^i (1 - P_{s,X_1X_2})^{T-i}. \]

7.4.3 APEP of CRC-based Packet Relaying

In the CRC-based packet relaying, \( \Phi_{SR} \) in (143) is the APEP of the source-to-relay link which can be derived from (138), where the number of interferers of the link is \( N_{I,R} \), as follows:

\[ \Phi_{SR} = 1 - \sum_{i=0}^{K} P_{s,X_{SR}}^i (1 - P_{s,X_{SR}})^{T-i}. \]  \hspace{1cm} (144)
In this section, fully-loaded cooperative cellular relaying systems are considered on non-identical Nakagami/Nakagami channels. The outage probability and APEP of the proposed systems are evaluated with respect to the co-channel reuse factor and the relay location in both the uplink and the downlink of the cellular networks. The results in the chapter assume a typical macro-cellular system where the Tx powers of the MS and the BS are 24 dBm and 43 dBm, respectively according to [55]. The CIR threshold $\lambda$ is assumed as 12 dB for all nodes. The Nakagami shape factors for the desired and interfering signals are two and one, respectively. The analytic results for the outage probability in (136) are verified by Monte Carlo simulations. To obtain a sufficient precision level, the simulation process is performed in $10^8$ trials. Note that the markers in Fig. 40 describe the simulation results, and the solid lines show the analytical results. Since the ASEP in Section 7.4 is derived from (136), the simulation does not necessarily verify the analytic results after Fig. 40. Each system after Fig. 42 employs 4-QAM with 256 bits packet length, and the relays are located in the optimal location derived in Fig. 41.

Figure 40 presents the optimal relay location in terms of the outage probability for both the uplink and the downlink. For the best outage performance, the relay should be located on the line connecting the source and the destination, i.e., $\theta = 0^\circ$, but the normalized distance of the source-to-relay link, $k$, varies according to the channel conditions. The different location of the optimal relay between the uplink and the downlink can explain the effect of $P_S/P_R$. In the figure, the optimal relay location is $k = 0.775$ in the downlink, but $k = 0.475$ in the uplink. The reason for the difference is that $P_R = 0.01P_S$ in the downlink, but $P_R = P_S$ in the uplink. In the figure, it also shows that the analytic results agree with the simulation results.

Figure 41 provides the end-to-end ASEP of the outage-based packet relaying for the uplink and the downlink when the packet length increases from 256 bits to 1024
Figure 40: End-to-end outage probability with respect to the normalized source-to-relay distance ($R_u = 5$)

bits for both 4-QAM and 16-QAM, but FEC is not employed ($K = 0$). As expected, the end-to-end APEP performance is degraded as the packet length and modulation order increase, in a similar fashion to a single-hop transmission. Compared to Fig. 40, this figure shows that the optimal relay location in terms of APEP depends on the packet length and modulation order. As the packet length increases, the optimal relay location moves to the destination, and the effect of increasing the modulation order is larger than that of increasing the packet length. When the packet length and modulation order are increased, the APEP performances of respective links are degraded. However, when the relay is close to the destination, the performance gap is small; otherwise the performance gap increases. The reason is that as the relay is located close to the destination, the channel condition of the relay-to-destination
is improved, and the improved channel condition dominates the performance degradation due to increasing packet length and modulation order. As the relay is close to the source, the improved channel condition of the source-to-relay cannot limit the impact of packet length and modulation order. These results show that the end-to-end APEP performance is more susceptible to the APEP of the relay-to-destination link than that of the source-to-relay link.

Figure 42 shows the effect of FEC over the end-to-end APEP of outage-based packet relaying. In the figure, the error-correction capability is increased from zero coded symbol ($K = 0$) to two coded symbols ($K = 2$). Compared to Fig. 41, the end-to-end APEP performance can be significantly improved by the effect of FEC. As the error-correction capability is decreased, the optimal relay location moves toward the destination. The reason is that the destination requires a higher CIR than the relay since the relay-to-destination link is more vulnerable to the interference than the source-to-relay link.

Figure 43 presents comparisons of the end-to-end APEP of various selection DF schemes with respect to normalized source-to-relay distance in both the uplink and the downlink when the effect of FEC is considered. In both the uplink and the downlink, when there is no error correction ($K = 0$), outage-based packet relaying outperforms the other systems in the entire distance. In contrast to Figs. 41 and 42, the end-to-end APEP performances of the respective systems are similar when the relay location is close to the source, but as the relay moves to the destination, the performance gap increases. This is because the channel condition of the source-to-relay link determines the performance of the error detection at the relay. When the channel condition of the source-to-relay link is good, both CIR estimation and CRC checking show similar performance, but otherwise, CRC checking of the uncoded system will reduce the possible cooperative gain. In addition, outage-based packet relaying outperforms outage-based symbol relaying because fixed outage threshold for
Figure 41: End-to-end APEP of outage-based packet relaying with respect to the normalized source-to-relay distance for various packet lengths and modulation orders.
Figure 42: End-to-end APEP of outage-based packet relaying with respect to the normalized source-to-relay distance under the effect of FEC.

every symbol allows more error propagation which degrades the end-to-end APEP. However, an interesting result is that CRC-based packet relaying outperforms the other systems under the effect of FEC. When error correction is considered, the performances of all systems are improved, but the performance of CRC-based packet relaying is significantly improved compared to the other systems. The reason is that the relay using CIR estimation cannot obtain coding gain compared to CRC checking. Even though the performance of the destination receiver can be improved by the coding gain, the relay using CIR estimation determines the cooperation according to the channel condition of the source-to-relay before decoding the source packet, while the relay using CRC checking determines it after decoding the source packet. In the realistic system, it is difficult to select a suitable CIR threshold for every symbol.
or packet since it depends on the actual value of the channel fading coefficients, and since most systems usually use FEC, CRC-based packet relaying system is practically effective.

Figure 44 shows that as co-channel reuse factor is increased (i.e. the distance between the co-channel interfering cells and the serving cell is increased), the end-to-end APEP of each system is improved. Without error correction, the performance order is the same as in Fig. 43 for the entire co-channel reuse factor range in both the uplink and the downlink. However, the performance gap between the systems is decreased as co-channel reuse factor is increased. When the effect of FEC is considered, outage-based packet relaying outperforms the other systems in the low co-channel reuse factor region, while CRC-based packet relaying shows better performance in the high co-channel reuse factor region as mentioned in Fig. 43. Compared to the case without FEC, the performance gap between the system is increased as co-channel reuse factor is increased. The results show that even though FEC is employed, outage-based packet relaying can show better performance than CRC-based packet relaying when FEC cannot recover the erroneous packet due to strong CCI.
Figure 43: Comparison of end-to-end APEP of various selection DF cooperative transmissions with respect to the normalized source-to-relay distance
Figure 44: End-to-end APEP versus co-channel reuse factor for various selection DF schemes
8.1 Overview

The spatial diversity of cooperative relaying with orthogonal relay transmission costs in terms of decreased spectral efficiency and, thus, the average throughput diminishes to zero as the number of relays approaches infinity [9]. To alleviate this limitation, the best relay selection scheme, which includes opportunistic relaying, and the DSTC scheme were studied in [5, 19, 20, 65, 66, 67, 68]. However, the best relay selection scheme requires global/local CSI for all channels, so that it imposes excessive amount of feedback data as the number of relays is increased [68]. In addition, the DSTC design is quite difficult in practice because of the distributed and ad-hoc nature of cooperative networks, and the need and availability of global CSI as well [20]. On the other hand, since synchronization across multiple relay channels is not critical in orthogonal transmission due to the orthogonality between the slots, cooperative relaying with orthogonal transmission does not require additional interference canceling techniques to avoid inter-relay interference. Therefore, cooperative relaying with orthogonal transmission is still attractive for networks composed of numerous, small, low-powered relays such as wireless sensor networks.

Throughput is affected by symbol rate, modulation alphabet size, packet length, the maximum number of retransmissions, and power level. Among the design parameters, to maximize throughput, power level and symbol rate in [69], retransmission by using ARQ in [57], and the modulation alphabet size in [70] were considered in
cooperative relaying networks. This chapter further improves throughput by using dynamic slot allocation operating on CRC-based relaying. Dynamic slot allocation was proposed for efficient resource scheduling in the cellular systems [71, 72], but there are still many unresolved problems of resource scheduling in cooperative relaying systems with packet transmission.

For the selection DF packet cooperative relaying systems, we analyze and compare the outage and throughput performances for various schemes: i) fixed-slot selection DF (FSDF), ii) repeated-slot selection DF (RSDF), and iii) variable-slot selection DF (VSDF). We derive closed-form expressions for the end-to-end outage probability, APEP, and throughput of the proposed schemes are derived with a closed form for non-identical Nakagami/Nakagami channels.

8.2 System and Channel Models

Laneman et al. proposed the fixed and selection DF schemes in [1]. While the fixed DF scheme always forwards a source packet to the destination, the selection DF scheme measures the received SNR for the packet, and if the measured SNR falls below a threshold, the source repeats its packet to the destination. In [1], this is referred to as the RSDF scheme. Compared to the selection DF scheme, the DF scheme in [3, 31, 32, 47] detects the erroneous packet by using CRC or SNR estimation, but the source does not repeat its packet when the relay detects erroneous packet. We call this the FSDF scheme in the chapter. Since cooperative relays using orthogonal transmission transmit their packets in different assigned slots, the system architectures for both RSDF and FSDF require $M + 1$ orthogonal slots including the direct source-to-destination transmission of the first part as described in Fig. 45. In Fig. 45(a), the FSDF scheme does not use the $(m+1)$th slot when the $m$-th relay fails to decode the source packet. However, the RSDF scheme in Fig. 45(b) assigns the $(m+1)$th slot to the source in order to repeat its packet. Note that the RSDF scheme
requires request-to-send (RTS) / clear-to-send (CTS) signals between the source and
the other nodes, or CSI for all nodes at the source.

Figure 45: Slot assignment when the $m$-th relay fails to decode the source packet
among $M$ relays

In regard to diversity combining, the RSDF scheme can achieve full diversity order
[1], but as the number of relays is increased, throughput performance is decreased
due to the fixed number of slots as $M + 1$. To reduce the number of unused slots,
we propose a VSDF scheme which employs a dynamic slot assignment by utilizing
a single-bit indicating signal in the control channels between the relays and the des-
tination in a distributed manner. After decoding the source packet at the relays,
the indicating signals are transmitted to the destination. The destination then sends
RTS signal to only the relays which transmitted the decoding success signal. Thus,
the skipped $(m + 1)$th slot in Fig. 45(a) can be used by another relay as shown in
Fig. 45(c). Contrasted to the RSDF scheme, VSDF does not require the communi-
cation between the source and the other nodes. Moreover, since diversity combining
in the destination already requires coherent reception, using a single-bit indicating
signal between the relays and the destination is not a burden to the system complex-
ity. The VSDF scheme differs from incremental and ARQ relaying protocols in that
the retransmission of the source packet is not required, moreover, it can be combined
with incremental and ARQ relaying protocols. In addition, since the VSDF scheme
can combine all successfully decoded slots, it also differs from cooperative diversity
with selection combining.

The orthogonal cooperative transmission assumed in our system is less efficient in terms of spectral resources than the DSTC and the opportunistic relay selection systems. However, since DSTC systems allow for all relays to transmit on the same time or the same frequency slot, inter-relay interference is introduced and, thus, the destination receiver must cancel this interference, which increases system complexity due to coherent reception between the multiple relays and the destination [9, 20]. Even though orthogonal cooperative transmission employs signal combining techniques that require coherent reception as well, it can avoid inter-relay interference due to the orthogonality between the slots. In addition, opportunistic relay selection requires CSI of all links, which implies a significant amount of control overhead. Thus, as the number of relays is increased, it might not be feasible in practice. As a result, the proposed system using orthogonal transmission is still attractive for distributed networks consisting of low-cost, small-sized, and low-powered terminals.

On the other hand, according to the error detection method, there are CRC-based and outage-based selection schemes, and a CRC-based selection scheme is employed in this chapter. Since the SNR estimation approach used in the outage-based selection scheme depends on the actual value of the channel fading coefficient, the system complexity is increased according to how often the receivers estimate the channel fading coefficient. Thus, CRC checking is usually used for packet-error detection [42, 57].

This chapter considers the multi-branch dual-hop cooperative relaying network as shown in Fig. 5, and the channel model, the signal representation, and power allocation are the same as those of Section 3.2.
8.3 Outage Probability Analysis

In this section, based on the per-hop analysis in Chapters 3 and 7, we derive closed-form expressions for the end-to-end outage probability of for the FSDF, RSDF, and VSDF schemes employing the packet cooperative transmission with CRC-based relaying. Since the proposed DF schemes determine whether or not the relay forwards the source packet by observing the CRC status and the respective links are independent, the end-to-end outage probability can be expressed by using conditional probability [31].

First, compared to FSDF and VSDF, the RSDF scheme repeats the source packet when the relay detects erroneous packet. Therefore, the total number of cooperative branches of RSDF is always $(M + 1)$. For the case that the number of relays is $M$, the end-to-end outage probability of RSDF can be expressed by using the multinomial formula in [32, 37] and the conditional probability as follows:

$$P_{\text{ete}, \text{RSDF}}(\lambda; z) = \left( \prod_{m=1}^{M} \Phi_m \right) \left\{ P_{\text{o}}^c \left( \lambda; \sum_{a=1}^{M+1} \frac{z^n}{z_0} \right) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \vdots \right\} ,$$

where $\Phi_m$ is the probability of the event that the $m$-th relay detects erroneous packets which is derived in (153), and $P_{\text{o}}^c$ is the outage probability for $M$-branch transmission with $L$-interferers, which is given in (134) of Chapter 7 as

$$P_{\text{o}}^c(\lambda; z) = 1 - \sum_{a=0}^{M} \sum_{b=1}^{m_{X_a}} \beta_{a,b}^{X_a}(-\alpha_{X_a})^b \sum_{c=1}^{L} \sum_{d=1}^{m_{Y_c}} \beta_{c,d}^{Y_c}(-\alpha_{Y_c})^d \hat{F}(\lambda; b, d, \alpha_{X_a}, \alpha_{Y_c}) ,$$

where $\hat{F}$-function is denoted for the case of SINR $Z$ in Appendix B, the coefficient $\beta_{a,b}^{X_a}$ is denoted in (14), and $\beta_{a,b}^{Y_c}$ is denoted in (27) of Chapter 3. Note that the total number of cooperative branches of RSDF is $(M + 1)$ in the first term and the second term of (145) due to the retransmissions.

Second, the end-to-end outage probabilities of FSDF and VSDF are the same since the difference between two systems is only the number of assigned slots, and
the SINR of the source-to-relay link and the combined SINR at the destination are
the same. Thus, the end-to-end outage probability of both FSDF and VSDF is also
described as follows:

\[ P_{e,VSDF}(\lambda; z) = \left( \prod_{m=1}^{M} \Phi_m \right) \left\{ P_s(\lambda; z_h^M) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \times \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1 - \Phi_{\lambda_n}}{\Phi_{\lambda_n}} \right) P_{e}(\lambda; \sum_{a=0}^{m} z_{h_a}^b) \right\} , \]  

(147)

where the outage probability of a single branch transmission with \( L \)-interferers is
given in (131) of Chapter 7 by

\[ P_s(\lambda; z) = 1 - \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_a}} \beta_{a,b}^y (-\alpha_{Y_a})^b \hat{F}(\lambda; m_X, b, \alpha_X, \alpha_{Y_a}). \]  

(148)

Note that the first terms of (145) and (147) represent the event that all the relays
cannot forward the source packet and only the source send its packet to the destination
at the broadcasting step.

### 8.4 APEP and Throughput Analysis

In this section, we derive closed-form expressions for the end-to-end APEP and
throughput for the FSDF, RSDF, and VSDF schemes employing the packet coop-
erative transmission with CRC-based relaying. One of the advantages of the DF
scheme is that every link can employ different modulation schemes, but all terminals
in our system use the same modulation scheme to reduce system complexity.

There is no relation between the average ASEP and APEP for slow-fading envi-
ronments [60]. This is because averaging the conditional PEP over fading environ-
ments results in integer powers of the Gaussian-\( Q \) function, which makes the analysis
challenging. However, systems employing suitable interleaving could result in a mem-
oryless channel, where two adjacent symbols are considered to be faded independently.
Under the assumption of ideal interleaving, the APEP of the single-hop transmission with $M$-ary modulation can be expressed as

$$P_p(z) = 1 - (1 - P_s(z))^{L/b},$$

(149)

where $b = \log_2 M$ bit/symbols and $L$ is the total packet bit length, and $P_s$ is the ASEP of the single-hop transmission system.

Similarly to (147), under the assumption of packet-by-packet combining, we can obtain the end-to-end APEP of both FSDF and VSDF as follows:

$$\bar{P}_{\text{ete}, \text{VSDF}} = \left(\prod_{m=1}^{M} \Phi_m \right) \left\{ \bar{P}_s^p(z_h^0) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \times \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1 - \Phi_{\lambda_n}}{\Phi_{\lambda_n}} \right) \bar{P}_p^c \left( \sum_{a=0}^{M-a} z_{\lambda_a}^h \right) \right\},$$

(150)

where the first term is the APEP using a single branch transmission with multiple interferer, but the second term is the APEP using multi-branch transmission with multiple interferers which will be derived in (152).

Also, the end-to-end APEP of RSDF with $M$-relays can be expressed as

$$\bar{P}_{\text{ete}, \text{RSDF}} = \left(\prod_{m=1}^{M} \Phi_m \right) \left\{ \bar{P}_s^p \left( \sum_{a=1}^{M+1} z_0^h \right) + \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m+1} \cdots \times \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1 - \Phi_{\lambda_n}}{\Phi_{\lambda_n}} \right) \bar{P}_p^c \left( \sum_{a=0}^{M-a} z_{\lambda_a}^h + \sum_{a=1}^{M-m} z_0^h \right) \right\},$$

(151)

where the first and the second terms are the APEP using multi-branch transmission with multiple interferers.

From (149), the APEP using the single branch and the multi-branch transmissions with multiple interferers can be expressed as

$$\bar{P}_s^p(z) = 1 - (1 - \bar{P}_s^s(z))^{L/b},$$

$$\bar{P}_p^c(z) = 1 - (1 - \bar{P}_s^c(z))^{L/b},$$

(152)

where, the ASEP of a single branch transmission with $L$-interferers is given in (138) of Chapter 7 with $\hat{S}$-function in Appendix B and, under the perfect CRC, $\Phi_m$.
is the same as the APEP of \( m \)-th relay as follows:

\[
\hat{P}_s(Z_m^g) = \Phi_m = \alpha/2 - \sum_{a=1}^{L} \sum_{b=1}^{m_{Y_a}} \beta_{a,b}^{X}\left(-\alpha_{Y_a}\right)^b \hat{S}(\alpha, \beta, m_{X_a^h}, b, \alpha_{X_a^h}, \alpha_{Y_a}) ,
\]

(153)

where \( \hat{S} \)-function is denoted in Appendix B, and, \( \alpha \) and \( \beta \) are modulation-specific constants that depend on the modulation order \( M \). In the case of \( M \)-PAM, \( \alpha = 2(M-1)/M \) and \( \beta = 3/(M^2-1) \) [49, eq. 5.2-44]. In the case of \( M \)-PSK, \( \alpha = 2 \) and \( \beta = \sin^2(\pi/M) \) [49, eq. 5.2-61]. The ASEP of \( M \)-QAM system with \( M = 4^k, k = 1, 2, \ldots \), can be written by using that of \( \sqrt{M} \)-PAM as

\[
\bar{P}_s(M) = 1 - (1 - \bar{P}_s(\sqrt{M}))^2 ,
\]

(154)

where \( \bar{P}_s(\sqrt{M}) \) is the ASEP of \( \sqrt{M} \)-PAM system. The APEP using the single branch and the multi-branch transmissions with multiple interferers can be regarded as that of the source-to-relay, relay-to-destination, and source-to-destination links. Likewise, the ASEP of \( M \)-branch transmission with \( L \)-interferers is given in (140) of Chapter 7 with \( \hat{S} \)-function as

\[
\bar{P}_c(Z_h) = \alpha/2 - \sum_{a=0}^{M} \sum_{b=1}^{m_{X_a^h}} \beta_{a,b}^{X}\left(-\alpha_{X_a^h}\right)^b \sum_{c=1}^{L} \sum_{d=1}^{m_{Y_c}} \beta_{c,d}^{Y}\left(-\alpha_{Y_c}\right)^d \hat{S}(\alpha, \beta, b, d, \alpha_{X_a^h}, \alpha_{Y_c}) .
\]

(155)

In the uncoded packet cooperative system with CRC-based relaying, assume that C-bit CRC is attached to the packet and the number of assigned slots is \( \bar{N} \), the end-to-end throughput is then given by [57]

\[
T_{ete} = \frac{L-C}{L} b(1 - \bar{P}_{ete})/\bar{N} ,
\]

(156)

where \( \bar{P}_{ete} \) is the end-to-end APEP.

In the FSDF and RSDF schemes, the number of assigned slots is fixed as \( M + 1 \) as shown in Fig. 45. However, the number of slots for the VSDF scheme is varied according to the CRC status at the relays. By using the multinomial formula of
(154), the average number of assigned slots in the VSDF scheme can be generalized for $M$-relays as follows:

$$\bar{N}_{VSDF} = 1 + \left( \prod_{m=1}^{M} \Phi_m \right) \sum_{m=1}^{M} \sum_{\lambda_1=1}^{M-m} \cdots \sum_{\lambda_m=\lambda_{m-1}+1}^{M} \left( \prod_{n=1}^{m} \frac{1 - \Phi_{\lambda_n}}{\Phi_{\lambda_n}} \right).$$

(157)

### 8.5 Performance Analysis

In this section, the outage performance and the average throughput are evaluated in various scenarios for FSDF, RSDF, and VSDF over Nakagami/Nakagami channels. The results of the chapter assume that the Nakagami shape factor of the desired signals $m_X = 2$, and that of the interfering signals $m_Y = 1$ since a line-of-sight may exist between the nodes but the interferers are usually located in the distance with non line-of-sight conditions. The threshold SINR is $\lambda_{th} = 12$ dB, and the path-loss exponent is $\alpha = 3$. The number of co-channel interferers at each relay and destination is three, where the Tx powers of the individual interferers are \{2,3,5\}. Thus, the total Tx power of the interferers is fixed as ten, and the total Tx INR is 10 dB with $\sigma^2 = 1$ for all curves. To exclude the effect of the placement of relays, the relays are uniformly distributed close to a middle point between the source and the destination such that the normalized distance $d_{S,R_m}/d_{S,D}$ is in the interval (0.4, 0.6). The normalized distance between the destination and the interferers is fixed as $d_{I,D} = d_{I,D}/d_{S,D} = 1$, but we consider two cases for the normalized distance between the relays and the interferers, $d_{I,R} = d_{I,R_m}/d_{S,D}$, which are assumed to be uniformly distributed on the around 0.5 and 1 such that interferers are placed near the relays. In particular, we consider the QPSK and 16-QAM systems in this section, but the type of modulation is not limited. In the packet, $C = 16$ bits is employed and the packet length $L$ is 1024 bits.

In Figs. 46 and 47, the outage performance of the VSDF, FSDF, and RSDF schemes are compared when the number of relays is increased from one to three for QPSK and 16-QAM, respectively.
Figure 46: Outage performances of the VSDF, FSDF, and RSDF schemes with various number of relays in the QPSK system.

Figure 46 shows that as the number of relays is increased, the cooperative diversity order increases for all DF schemes. As mentioned earlier, the outage performances of both FSDF and VSDF are the same since the unused slot does not affect the performance of cooperative diversity combining. However, as expected, RSDF shows better cooperative diversity gain than the other systems. This is because RSDF can exploit all \((M + 1)\) slots even though the relay fails to decode the source packet. When \(M = 1\), the outage performances among the proposed systems are almost similar, however the performance gap is increased as the number of relay is increased.

Figure 47 describes the outage probabilities of the VSDF, FSDF, and RSDF schemes when 16-QAM is employed. Compared to Fig. 46, the outage performances
for all the systems are degraded since the proposed systems employ CRC-based relaying and the cooperative diversity gain depends on the APEP at the relays. In particular, the performance gap between RSDF and the other systems is larger than that of Fig. 46. The reason is that the APEP degradation due to the modulation order at the relay can be compensated by the increased cooperative diversity gain of the RSDF scheme.

Figures 48, 49, and 50 show the throughputs of the VSDF, FSDF, and RSDF schemes for various number of relays when the normalized distance between the relay and the interferer changed from 0.5 to 1. In Fig. 48, when a single relay is used, the throughputs of VSDF, FSDF, and RSDF with \( d_{I,R} = 1 \) are similar to each other. This is because the cooperative diversity gain by using a single relay is relatively
small compared to the reduced throughput due to additional slots. In addition, the probability of the event that the relay fails to decode the source packet is a small portion of the total number of used slots.

However, when the number of relays is increased to two and three as shown in Figs. 49 and 50, VSDF shows the best throughput performance, and RSDF outperforms FSDF in the low and moderate SINR region. The reason is that in the low and moderate SINR region the reduced number of assigned slots for VSDF dominates the cooperative diversity gain of RSDF, but the cooperative diversity gain of RSDF improves throughput performance more than that of FSDF for the same number of relays. In the high SINR region, since most of the relays can decode the source packet and cooperate to forward it, the total number of assigned slots is fixed as $M + 1$. In
addition, the cooperative diversity gain is the same to all the proposed systems. Thus, the throughputs of respective systems are converged to the same value in the high SINR region.

In Figs. 48, 49, and 50, when the normalized distance between the relay and the interferer is decreased from 1 to 0.5, all curves move to the right side since the throughputs of the proposed systems are degraded by increasing Rx interference power. An interesting result is that the maximum throughput of VSDF for the case of $d_{I,R} = 0.5$ is larger than the case of $d_{I,R} = 1$. The reason is that VSDF has smaller number of assigned slots for the case of $d_{I,R} = 0.5$ than that of $d_{I,R} = 1$. In addition, compared to all the systems in Fig. 48, VSDF in Figs. 49 and 50 shows better maximum throughput even though the number of relays is larger than that of Fig.
Figure 50: Throughputs of the VSDF, FSDF, and RSDF schemes with $M = 3$ in the QPSK system when $d_{I,R} = 0.5$ and $d_{I,R} = 1$.

The proposed VSDF system can achieve cooperative diversity gain by increasing the number of relays in spite of the reduced number of assigned relays. Therefore, the maximum throughput point shows that the proposed VSDF scheme can take advantage of both cooperative diversity gain and efficient slot resource scheduling at the same time, since the maximum throughput occurs when the system has the minimum outage performance for the minimum number of assigned slots as shown in (156). Moreover, the proposed VSDF scheme is practical since the maximum throughput point of VSDF occurs in the low and moderate SINR region, where the actual operating SINR region lays for low-powered, dense relay networks.
This final chapter summarizes the contributions of the dissertation and shows the various areas for future research.

9.1 Contributions

This dissertation primarily focused on analyzing the performance of DF cooperative relaying systems in the presence of multiple interferers and improving the throughput for the proposed systems. We proposed and summarized various DF schemes in the view of network topology (multi-branch dual-hop relaying and multi-branch multi-hop relaying), transmission structure (outage-based symbol relaying, outage-based packet relaying, and CRC-based packet relaying), slot allocation (fixed-slot selection DF, repeated-slot selection DF, and variable-slot selection DF), and network environments (ad-hoc and cellular networks).

In Chapter 3, the outage probability of MBDH DF cooperative relaying systems over non-identical Nakagami/Nakagami fading channels was studied. The exact closed-form expression of outage probability was derived, and this theoretical analysis was verified by Monte Carlo simulations. Also, the effects of noise and interference on the outage probability were analyzed in terms of diversity and channel condition. The results show that increasing the number of relays improves the outage probability against CCI, and the outage performance is more severely degraded by the noise than CCI in the low and moderate SINR region. Moreover, the robustness of the destination against interference is more important than robustness of the relay against interference from an interference management perspective.

In Chapter 4, the selection DF MBMH cooperative relaying system was considered
on non-identical shadowed Nakagami/shadowed Nakagami channels. Closed-form expressions of the pdf of the SINR, the outage probability, and the ASEP were derived, and the results were also confirmed by Monte Carlo simulations. The effects of the numbers of branches and hops were analyzed in terms of outage probability and ASEP, and compared to the cases with and without shadowing for various relay topologies. The impact of the placement of co-channel interferers was also analyzed. The results show that increasing the number of branches yields better outage and error performance improvements against shadowing than increasing the number of hops in the selection DF MBMH cooperative relaying system.

Chapter 5 analyzed the SINR outage probability of both the AD and the DF cooperative diversity systems with SC for a log-normal shadowed Nakagami-m faded desired signal channel and log-normal shadowed Rayleigh faded interfering signals. This chapter shows plots for the effective “black” zone for the relay location, where the cooperative diversity systems will outperform the dual Rx antenna system. The results show that the cooperative diversity gain of the AF system outperforms that of the DF system in spite of noise amplification for interference-limited environments. Both the cooperative diversity systems can outperform the dual Rx antenna system, but only when the relay is located in a relatively small portion of the total cell area with respect to the destination mobile terminal.

Chapter 6 analyzed the outage probability and a spectral efficiency analysis for the DF cooperative diversity system with MRC over non-identical shadowed Nakagami/shadowed Nakagami channels in cellular networks. The optimal relay location in terms of the outage probability was evaluated for omnidirectional and sectorized cells in both the uplink and the downlink. Based on the results of the analysis, this study shows that the cooperative diversity system outperforms the dual-Rx antenna system in terms of outage probability and exhibits spectral efficiency comparable to
that of the single-Rx antenna system. However, performance improves in only a particular region of the cell with respect to the relay location, not in the entire cell. The results show that the area of the effective region is significantly larger in the uplink than in the downlink, and as the number of sectors in the cell increases, the size of effective region in the uplink also increases, but the size of the effective region in the downlink decreases. The results also show that as the number of sectors increases, the center of the region moves toward destination BS; however, it does not change in the downlink. In addition, since the effective regions of the uplink and the downlink do not overlap, different relays should be utilized for cell sectorization in the uplink and the downlink.

Chapter 7 considered the outage probability and APEP analysis for the selection DF cooperative diversity systems with MRC over non-identical Nakagami/Nakagami channels in cellular networks. For the selection DF relaying schemes, we analyzed the APEP for various schemes: i) outage-based symbol relaying, ii) outage-based packet relaying, and iii) CRC-based packet relaying. Without error-correction coding, outage-based packet relaying showed better APEP performance than the other schemes, while CRC-based packet relaying outperformed outage-based packet relaying when error-correction coding is employed. However, when the effect of CCI dominates the error-correction capability, the outage-based packet relaying still outperformed than the other schemes. The results show that the end-to-end APEP performance is more susceptible to the APEP of the relay-to-destination link than that of the source-to-relay link.

Chapter 8 investigated the network throughput for selection DF packet cooperative relaying systems over non-identical Nakagami/Nakagami channels. By using the dynamic slot assignment operating on CRC-based relaying, we proposed a new selection DF scheme, which is referred as the VSDF scheme. We derived closed forms of the end-to-end outage probability, APEP and throughput for FSDF, RSDF, and VSDF.
by taking into account packet transmission. Compared to RSDF, VSDF has lower co-operative diversity gain, but it has the same outage performance as FSDF. However, VSDF shows better throughput performance than both RSDF and FSDF in the low and moderate SINR region, and the maximum throughput point of VSDF shows that it can take advantage of both cooperative diversity gain and efficient slot resource scheduling at the same time. Moreover, VSDF outperforms the other systems even when the Rx interference power is increased. Therefore, the proposed VSDF scheme is practical since it can reduce the system complexity, and the maximum throughput point occurs in the low and moderate SINR region.

9.2 Future Research

Since the research on the effect of interference in cooperative diversity has been limited so far, the design of the cooperative relaying systems considering CCI is an open field. Thus, we expect that existing modeling and analytical consideration can be further explored by using our research.

- **AF cooperative relaying:** In this dissertation, we analyzed the performance of DF cooperative relaying systems. However, even though most researchers focused on the end-to-end performance of AF scheme [7, 11, 34, 35, 36] earlier than DF scheme, the closed-form expressions for outage probability of AF cooperative relaying system considering both CCI and AWGN is an open problem.

- **Practical coding implementation:** Although we showed the effect of FEC on the proposed system in Chapter 7, practical implementing of coding scheme by considering CCI is an ongoing issue. In particular, we showed that the effect of FEC in the relay can significantly improve the end-to-end performance of the proposed system in Chapter 7. Thus, if the relay adaptively obtain coding arguments by estimating CCI, the end-to-end performance of the proposed system would be better than that of the system with fixed coding arguments, and
this can be regarded as interference-aware coded cooperation.

- **Optimization:** In Chapter 3, we showed that the optimal relay position for outage probability is varied according to CCI. However, a closed-form solution for the optimal relay position with regard to CCI is an open problem. In addition, it would be interesting to determine the optimal SINR point for the maximum throughput by power control in Chapter 8. Since the CSI of the relay-to-destination link is available and the maximum throughput point occurs in the low and moderate SINR region, an optimizing Tx power with regard to CCI can be useful further study.

- **Spectral efficiency:** As mentioned earlier, orthogonal transmission requires $M + 1$ slots when the number of relays is $M$. When we use less number of slots than the number of relays, inter-relay interference occurs at the duplicately assigned slots. However, if we assign the active relay which has the largest Tx power to the slot which has the smallest CCI, inter-relay interference would be minimized. Moreover, since the limited slot resources can be fully exploited, spectral efficiency also significantly increases.
APPENDIX A

PROOF OF LEMMA

Lemma 1  Let the integral term of (32), Φ, be defined as follows:

\[ \Phi = \int_0^\infty x^{M-1} e^{-ax} \int_{x+1}^{\infty} y^{N-1} e^{-by} dy \, dx. \]

The second integral term can be reduced to an incomplete gamma function, and it can
be simplified with the help of [54]. By using the binomial expansion, Φ becomes

\[ \Phi = \Gamma(N) e^{-b} \sum_{n=0}^{N-1} \frac{b^n-N}{n!} \sum_{k=0}^{n} \binom{n}{k} (a+b)^{-(M+k)} \Gamma(M+k). \]

Lemma 2  From the definition of the confluent hypergeometric function of the second
kind in [54, 9.211.4], solving the integral term by using the binomial expansion yields

\[ \Psi[a,1+a+b,c] = \frac{1}{\Gamma(a)} \int_0^\infty x^{a-1} (1+x)^b \exp(-c x) \, dx = \sum_{k=0}^{b} \binom{b}{k} c^{-(a+k)} \frac{\Gamma(a+k)}{\Gamma(a)}, \]

where \( a, b, \) and \( c \) are nonnegative integers.
APPENDIX B

THE DEFINITION OF FUNCTION

B.1 Derivation of the \( \hat{H} \)-function

In Section 4.3.1, the equation obtained by substituting (44) into (47) has a common term, so we denote this term as the \( \hat{H} \)-function as follows:

\[
\hat{H}(z; m_X, m_Y, \alpha_X, \alpha_Y) \triangleq z^{m_X-1} \left( \frac{\alpha_Y}{\alpha_X} \right)^{m_Y} \frac{e^{-z/\alpha_X}}{\Gamma(m_X)\Gamma(m_Y)} \int_0^\infty y^{m_Y-1}(1 + y)^{m_X} \exp \left\{ -y \left( \frac{z}{\alpha_X} + \frac{1}{\alpha_Y} \right) \right\} \, dy
\]

\[
= \frac{z^{m_X-1} e^{-z/\alpha_X}}{(\alpha_X)^{m_X}(\alpha_Y)^{m_Y}} \sum_{k=0}^{m_X} \left( \frac{m_X}{k} \right) \left( \frac{z}{\alpha_X} + \frac{1}{\alpha_Y} \right)^{-(m_Y+k)} \frac{\Gamma(m_Y + k)}{\Gamma(m_X)\Gamma(m_Y)}. \]

B.2 Derivation of the \( \hat{F} \)-function

In Section 4.4.1, the outage probability of interest can be derived by substituting (57) into (58). This equation can be simplified by using the identities of [54, 3.381.1] and [54, 8.352.7] and by solving the integral term with Lemma 2. The common term of the outage probabilities is denoted as

\[
\hat{F}(\lambda; m_X, m_Y, \alpha_X, \alpha_Y) \triangleq 1 - \frac{1}{(\alpha_Y)^{m_Y}(\alpha_X)^{m_X}\Gamma(m_X)\Gamma(m_Y)} \int_0^\infty y^{m_Y-1}(1 + y)^{m_X} e^{-\lambda(y/\alpha_Y)}
\]

\[
\times \int_0^\lambda z^{(m_X-1)} e^{-z(1+y)/\alpha_X} \, dz \, dy
\]

\[
= \sum_{n=0}^{m_X-1} \sum_{k=0}^{n} \binom{n}{k} \left( \frac{\lambda}{\alpha_X} \right)^n e^{-\lambda/\alpha_X} \left( \frac{1}{\alpha_Y} + \frac{\lambda}{\alpha_X} \right)^{-(m_Y+k)} \frac{\Gamma(m_Y + k)}{\Gamma(m_Y)}. \]
B.3 Derivation of the $\hat{S}$-function

In the outage probabilities derived in Section 4.4, only the $\hat{F}$-function has variable $\lambda$ for the integral in (63). Thus, the $\hat{S}$-function can be denoted by substituting the $\hat{F}$-function in Appendix B into (63) and using the identity of [54, 9.211.4] to solve the integral term as

$$
\hat{S}(\alpha, \beta, m_X, m_Y, \alpha_X, \alpha_Y) \triangleq \frac{\alpha \sqrt{\beta}}{2 \sqrt{\pi}} \int_{0}^{\infty} \frac{e^{-\beta \lambda}}{\sqrt{\lambda}} \frac{F(\lambda; m_X, m_Y, \alpha_X, \alpha_Y)}{\sqrt{\lambda}} \, d\lambda
$$

$$
= \frac{\alpha \sqrt{\beta}}{2 \sqrt{\pi}} \sum_{n=0}^{m_X-1} \frac{1}{(\alpha_Y)^{m_Y} \Gamma(n+1)} \sum_{k=0}^{n} \binom{n}{k} \frac{\Gamma(m_Y + k)}{\Gamma(m_Y)} \frac{(\alpha_X)^{m_Y + k - n}}{\alpha_Y^{(n-k+1)/2}} \times \Psi[n + 1/2, n - m_Y - k + 3/2, (1 + \alpha_X \beta)/\alpha_Y],
$$

where $\Psi[\cdot, \cdot, \cdot]$ is the confluent hypergeometric function of the second kind [54].
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The cooperative relaying scheme is a promising technique for increasing the capacity and reliability of wireless communication. Even though extensive research has performed in information theoretical aspect, there are still many unresolved practical problems of cooperative relaying system. This dissertation analyzes the performance of cooperative decode-and-forward (DF) relaying systems in the presence of multiple interferers and improve network throughput for these systems. We propose and summarize various systems in the view of network topology, transmission structure, and slot allocation. We present closed-form expressions for the end-to-end outage probability, average symbol-error-probability, average packet-error-probability, and network throughput of the proposed systems. This dissertation shows that the robustness of the destination against interference is more important than robustness of the relay against interference from an interference management perspective, and increasing the number of branches yields better outage and error performance improvements against shadowing than increasing the number of hops. In cellular networks, the cooperative diversity systems can outperform the dual-Rx antenna system, but only when the relay is located in a relatively small portion of the total cell area with respect the the destination mobile terminal. The results also show that since the effective regions of the uplink and the downlink do not overlap, different relays should be utilized for cell sectorization in the uplink and the downlink. Finally, the proposed variable-slot selection DF scheme can reduce the system complexity and make the maximum throughput point in the low and moderate signal-to-interference-plus-noise ratio region.