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A data analysis method is presented that can be used to calculate kinetic rate constants for photoacid generation (Dill C values) in polymer and chemically amplified photoresist thin films using capacitance versus exposure dose data from resist coated interdigitated electrode (IDE) sensors. It is shown that the use of normalized IDE capacitance data can reduce or eliminate errors and variations in measured Dill C values obtained from our previous analysis method that are created by environmental factors such as humidity fluctuations and IDE factors such as variations in electrode geometry and size. Using this normalization method, the Dill C rate constants for 248 nm exposure of triphenylsulfonium triflate (TPS–Tf), triphenylsulfonium perfluoro-1-butanesulfonate (TPS–Nf), bis(4-tert-butylphenyl)iodonium triflate (TBI–Tf), and bis(4-tert-butylphenyl)iodonium perfluoro-1-butanesulfonate (TBI–Nf) in poly(p-hydroxyxystrene) (PHOST) were found to be 0.046, 0.040, 0.055, and 0.056 cm²/mJ, respectively. These results are shown to compare well with values obtained for these same systems using our original IDE data analysis method (0.045 cm²/mJ for TPS–Tf/PHOST, 0.039 cm²/mJ for TPS–Nf/PHOST, 0.056 cm²/mJ for TBI–Tf/PHOST, and 0.054 cm²/mJ for TBI–Nf/PHOST). The normalization method has a significant advantage in that it permits the determination of a Dill C parameter for a particular polymer-photoacid generator system using a single resist film coated IDE and a single exposure experiment. © 2004 American Vacuum Society. [DOI: 10.1116/1.1755219]

I. INTRODUCTION

Chemically amplified photoresists have been the lithographic imaging material of choice for high resolution patterning in the semiconductor industry now for over a decade, and will likely see continued use for many years to come. With such widespread use, the ability to fully understand the lithographic behavior of chemically amplified photoresists is a critical tool for both enabling improvements in existing photolithography processes and materials and the development of materials and processes for the future generations of devices. One of the first issues that must be understood and quantified in characterizing chemically amplified photoresist behavior is the rate of photoacid generation from the photoacid generators (PAGs) used in such materials.

Positive-tone chemically amplified photoresists rely on a two-step mechanism to achieve imaging in the resist film. First, exposure to ultraviolet (UV) radiation causes a PAG to decompose and produce an acid within the film. Second, the photogenerated acid then catalyzes a thermal deprotection reaction that renders the resist matrix polymer soluble in an aqueous developer. Figure 1 illustrates a representative exposure and deprotection process for a triphenylsulfonium triflate PAG in a tetrahydropyranyl ether protected poly(p-hydroxyxystrene) (PHOST) matrix.

Photogenerated acid is directly responsible for activating the solubility switching mechanism in chemically amplified photoresists, and hence, the imaging capabilities of the resist depend strongly on the process of acid generation, diffusion, and reaction. Therefore, one of the first and most critical steps in understanding and potentially modeling the lithographic behavior of a chemically amplified photoresist is determining the amount and rate at which acid is generated within the resist film. Recently the development of a technique for measuring the kinetics of photoacid generation in resist films was reported. This technique utilizes capacitance measurements of resist coated interdigitated (IDE) electrodes to measure the kinetic rate constant for photoacid generation, often referred to as the Dill C parameter. In this method, a thin polymer film loaded with a PAG is spin coated onto an IDE and a base line capacitance measurement is recorded. The resist film is then exposed to a small dose of UV radiation which results in some photoreaction of the PAG and the production of a small amount of photoacid. Since the decomposition products of the PAG possess different dielectric properties than the initial PAG molecule, the net dielectric constant of the polymer film will change and result in a measurable change in IDE capacitance. By properly analyzing the changes measured in capacitance during exposure, it is possible to extract the Dill C parameter.

This article discusses a recent advancement in this Dill C measurement routine which involves a technique for normalizing the raw capacitance data that is collected from the IDE and performing the resulting kinetics analysis using this normalized data set. Performing subsequent analysis using this normalized data set offers a number of advantages over the original method which involved analysis of the raw capacitance data. First, the normalization technique allows for im-
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proved accuracy in the Dill C values calculated from the raw data of different IDE sensor experiments by eliminating sensor to sensor variations caused by factors such as slight variations in electrode geometry or baseline electrical properties and by eliminating the effects of changing laboratory conditions such as relative humidity. In addition, the normalization technique discussed makes it possible in theory to measure the Dill C parameter for a photoacid generator with the data collected from a single IDE, as opposed to the multiple IDE experiments discussed in our previous work.2,3 This ability to use a single IDE sensor measurement can substantially reduce the time required for experiments and reduce the use of potentially rare and expensive materials. Finally, the normalization technique proposed in this article could make it possible to determine the Dill C parameter for a photoacid generator in a resist whose composition and PAG loadings are completely unknown. This last advantage of permitting experiments on “unknown” samples could prove to be potentially very powerful for characterizing commercial photoresist materials where the composition of such materials tends to be a closely guarded secret.

II. EXPERIMENT

A. Materials and sample preparation

Electronic grade poly(p-hydroxy styrene) \((M_w = 11 \, 800)\) was obtained from Triquest Chemical Company and used as the matrix polymer for all experiments. Triphenylsulfonium triflate (TPS–Ti), triphenylsulfonium perfluoro-1-butanesulfonate (TPS–Nf), bis(4-tert-butylphenyl)iodonium triflate (TBI–Ti), and bis(4-tert-butylphenyl)iodonium perfluoro-1-butanesulfonate (TBI–Nf) were used as the photoacid generators (Sigma Aldrich) while ethyl lactate (Sigma Aldrich, 98%) was used as the casting solvent for all solutions used in this work. The polymer, PAGs, and solvent were all used as received. Figure 2 illustrates the structure of both the PHOST matrix and the PAGs used in this work.

The PHOST matrix and PAGs were mixed to create solutions ranging from 13 to 15 wt % solids, with PAG loadings ranging from 0 to 5 wt % by solids. All solutions were filtered through 0.2 \(\mu\)m Teflon filters and spin coated at 900 rpm for 30 s onto interdigitated electrode structures (described later) using a CEE model 100 CB spin coat and bake system (Cost Effective Equipment). These spin coat and bake conditions resulted in films approximately 1.5 \(\mu\)m in thickness. A contact hotplate soft bake at 115 °C for 1 min was performed after spin coating to remove residual casting solvent from the films.

B. Interdigitated electrode structures

In this work, IDE structures were used to characterize the dielectric response of polymer thin films to reactions occurring within the film. The geometry of the IDE structures used in this work is illustrated in Fig. 3. As shown in the figure, the interdigitated electrodes used in these experiments consisted of interdigitated aluminum electrode fingers and bond pads deposited on top of an insulating layer of silicon dioxide, all residing on a silicon substrate. The entire length of...
the sensor is only 3 cm from the end of one aluminum bond pad to the other, and the sensors measure 0.8 cm wide. The square region of electrode fingers located between the two large bond pads measures 0.8 cm by 0.8 cm. Based on the 0.7 μm finger pitch, this translates into 11 400 fingers, or approximately 92 m of finger length. This large amount of finger length provides a strong capacitance signal and excellent sensitivity to changes in the dielectric properties of the films deposited on top of the electrodes. A 0.8-μm-thick layer of silicon dioxide lies beneath the electrode fingers and serves to isolate the electric fringe fields generated by the fingers from the semiconducting silicon substrate.

C. Capacitance measurements and 248 nm exposures

The presence of photoacid in the PHOST film was monitored by recording the capacitance of the interdigitated electrodes as the exposure dose was slowly increased. All capacitance measurements were performed using a two-point probe station attached to an Agilent model 4284A LCR meter. The two probe tips were applied to the two bond pads located on opposite sides of the electrode finger region, as depicted in Fig. 3. Capacitance values reported in this work were measured at frequencies ranging from 20 Hz up to 100 kHz with an applied bias of 20–50 mV. All 248 nm wavelength exposures were performed using an Oriel Instruments flood exposure source (model No. 87530) equipped with a 248 nm bandpass filter (bandwidth is approximately 11 nm at full width at half max).

D. Resist film optical properties

A variable angle spectroscopic ellipsometer (V-VASE from J. A. Woollam Inc.) was used to measure the optical constants and film thicknesses of the different resist films used in these experiments. For ellipsometry measurements, the materials of interest were cast onto silicon (100) wafers (Nova Electronic Materials). The ellipsometry parameters, Ψ and Δ, were collected over the wavelength range from 200 to 1000 nm at angles of 65°, 70°, and 75°. The Ψ and Δ data were analyzed using the WVASE-32 analysis software (J. A. Woollam Inc.) to obtain film thickness and optical constants by fitting the ellipsometry data using a film stack model composed of a Cauchy layer model for the polymer film, an intervening 15-Å-thick SiO2 layer, and a semi-infinite silicon substrate layer. The optical constants, n and k, obtained from these measurements were subsequently used in calculations of the exposure intensity profile within the resist film.

III. RESULTS AND DISCUSSION

A. Overview of previous IDE data analysis method

Previously, it was demonstrated that it is possible to utilize capacitance measurements from resist coated interdigitated electrodes to determine the Dill C parameter for a photoacid generator.2,3 In order to understand the basis for the new normalization technique discussed in this article, a brief summary of the previously reported Dill C measurement technique is required. The full discussion of the various aspects of this measurement technique are presented in the previous publications.2,3

The previous technique discussed for measuring the Dill C rate constant based on IDE capacitance requires three basic steps. First, the raw capacitance as a function of exposure dose data is collected. Four to five interdigitated electrodes are spin coated with a thin polymer film loaded with different amounts of a photoacid generator. An initial base line capacitance measurement is taken prior to exposure for the resist film containing only PAG and zero photoproducts. Each of the sensors is then exposed to small increments of UV radiation to decompose a small amount of the PAG and generate photoproducts. A capacitance measurement is taken between each subsequent exposure. Because the dielectric properties of the PAGs photoproducts are somewhat different than the initial PAG molecules, a change in the IDEs measured capacitance occurs. The process of repeating exposures and capacitance measurements continues until no further change in capacitance is observed. This lack of change should indicate that essentially all of the PAG has decomposed into its photoproducts. Figure 4(a) illustrates a typical raw data set collected for a PAG. In this case, triphenylsulfonium triflate was loaded in different amounts into a PHOST matrix and capacitance measurements were recorded at 1 kHz frequency.

The photolysis of a PAG, particularly the onium salt PAGs typically employed in chemically amplified photore sist, is a complicated, yet well studied phenomenon.4–6 A photoacid generator can follow a variety of pathways to produce its photoproducts. For instance, a PAG molecule can receive its energy for excitation via two different mechanisms—direct absorption of a photon or matrix sensitization in which the matrix resin absorbs a photon and passes the energy on to the PAG via electron transfer or some other means. In addition, once the PAG molecule becomes excited it can then proceed down even more reaction pathways depending upon the type of bond cleavage that occurs and whether or not the initial decomposition products become trapped within a solvent cage or manage to escape.

To attempt to model and incorporate each of the various decomposition paths separately into an exposure model for a lithographic simulation would be time consuming and require an extensive amount of experimental work. Furthermore, from a practical point of view, the only piece of information that is typically required is the amount of photoacid produced for a given exposure dose, regardless of the reaction pathways that led to the photoacid generation. Therefore, a far simpler approach is commonly utilized for the purposes of lithography simulation, where a generic first order rate expression is assumed to properly describe the kinetics of PAG decomposition, as shown in Eq. (1):7–16

\[ \text{Photoproduct}(E) = [\text{PAG}_0](1 - e^{-C \cdot E}). \]  

(1)

Here \([\text{Photoproduct}(E)]\) refers to the concentration of photoacid, or photoproducts, within the resist film at any exposure dose \(E\), \([\text{PAG}_0]\) refers to the initial concentration of
PAG molecules, \( C \) is the Dill C first order photolysis rate constant, and \( E \) is the exposure dose received by the PAG molecules. It is important to remember at this point that the C parameter takes into account all forms of energy transfer to the PAG, and all potential pathways for PAG decomposition. As a result, the C parameter is not an intrinsic property for a PAG alone, but rather is dependent upon both the PAG and the matrix in which it is being studied.

It is apparent from Eq. (1) that if experimental data regarding the concentrations of PAG and photoproducts versus the exposure dose were available, all that is required to determine the Dill C for the PAG is to fit this equation by adjusting the C parameter to match the experimental data. Thus, the second step in our technique for obtaining the Dill C parameter from the raw capacitance versus exposure dose curves to compare to the experimentally obtained curves. First order kinetics, as described by Eq. (1), are used to calculate the concentrations of PAG and photoproducts within the resist film for a given exposure dose and a given value of the Dill C parameter. The capacitance relationship described in Eq. (2) is then used to predict the capacitance that would be measured at the given exposure dose based on the calculated concentrations of PAG and photoproducts within the resist film coated onto the IDE. The model predicted and experimental capacitance versus exposure dose curves are then compared through an appropriate measure of fit, such as the sum of the squared errors (SSE). The Dill C value utilized in Eq. (1) is then adjusted until the fit error between the two curves is minimized. The Dill C that generates the model predicted capacitance curve that best fits the experimental data is then assumed to be the

\[
C_{\text{IDE}}(E) = M \cdot \left[ \text{Photoproduct}(E) \right] + N \cdot \left[ \text{PAG}(E) \right] + C_0.
\]

(2)

In Eq. (2), \( C_{\text{IDE}}(E) \) refers to the capacitance measured for the resist coated IDE at any given exposure dose, \( M \) refers to the slope of the linear relationship between capacitance and photoproduct content, \( \text{[Photoproduct}(E)\text{]} \) refers to the concentration of photoproducts within the resist film at a given dose, \( N \) refers to the slope of the linear relationship between capacitance and PAG content, \( \text{[PAG}(E)\text{]} \) refers to the concentration of PAG molecules within the film at a given dose, and \( C_0 \) is a constant offset capacitance that corresponds to an IDE coated with a pure PHOST (or other relevant matrix polymer) film with zero PAG or photoproducts present.

Now that a relationship between capacitance and PAG and photoproducts within the resist film has been found, the third and final step is to generate model predicted capacitance versus exposure dose curves to compare to the experimentally obtained curves. First order kinetics, as described by Eq. (1), are used to calculate the concentrations of PAG and photoproducts within the resist film for a given exposure dose and a given value of the Dill C parameter. The capacitance relationship described in Eq. (2) is then used to predict the capacitance that would be measured at the given exposure dose based on the calculated concentrations of PAG and photoproducts within the resist film coated onto the IDE. The model predicted and experimental capacitance versus exposure dose curves are then compared through an appropriate measure of fit, such as the sum of the squared errors (SSE). The Dill C value utilized in Eq. (1) is then adjusted until the fit error between the two curves is minimized. The Dill C that generates the model predicted capacitance curve that best fits the experimental data is then assumed to be the

\[
C_{\text{IDE}}(E) = M \cdot \left[ \text{Photoproduct}(E) \right] + N \cdot \left[ \text{PAG}(E) \right] + C_0.
\]

(2)
appropriate Dill C rate constant for properly describing the photolysis kinetics for the PAG being studied.

Again, the previous description of the capacitance measurement technique is somewhat brief, and simplified. Calculations that take into account standing waves, absorbance, and other optical phenomena within the resist film must be performed when calculating the exposure doses that must be used in Eq. (1) for predicting PAG and photoproduct concentrations. In addition, when predicting the IDE capacitance value based on PAG and photoproduct concentrations, the resist film and electrodes must be divided into numerous thin layers in order to account for the various concentration gradients that are formed within the resist film as a result of the standing waves and other optical phenomena. The exposure intensity, concentrations, and resulting capacitance contribution for each slice are calculated and appropriately summed to determine the total measured IDE capacitance for the nominal exposure dose. The details of these calculations can be found in the previous publication on this technique.\(^2\)

**B. Advantages of normalization technique for analyzing IDE data**

As can be seen in the previous section, the ability to measure the Dill C parameter depends heavily upon the linear mixing relationship obtained between measured capacitance and the content of PAG and photoproducts within the resist film as described in Eq. (2). This relationship is essentially responsible for permitting generation of the model predicted capacitance versus exposure dose curves for comparison to the experimental data. The quality of this linear mixing relationship obtained for a particular PAG-polymer system has a significant impact upon the accuracy of the measured Dill C value. If the slopes and intercept calculated from the linear fit of the experimental data do not adequately describe all of the experimental data, it is likely that the best fit model capacitance versus dose curve will also fail to capture all of the experimental capacitance versus dose curve data points, resulting in potentially large errors in the calculated Dill C parameter.

Unfortunately, there are many external factors that can influence the base line capacitance of the IDEs and introduce error into the measured linear relationship, especially when measurements on multiple IDE sensors and data collected at different times are involved. For instance, the polymer films typically used for photoresists (such as PHOST) are known to absorb significant quantities of water, and the amount of water absorbed can change considerably as the relative humidity of the ambient environment of the polymer changes.\(^{17,18}\) This sorbed water can alter the net dielectric constant of the polymer film resulting in significant changes in the measured capacitance of the resist coated IDE as relative humidity changes.\(^{18}\) For example, the capacitance of an IDE coated with PHOST (which has been shown capable of absorbing nearly 10 wt% water at 100% relative humidity) has been observed to vary linearly from 9 nF at 0% relative humidity to nearly 16 nF at 100% relative humidity. Thus, the base line capacitance of a resist coated IDE measured at one time may be different from the base line capacitance measured at a different time for the same identical resist coated IDE simply due to differences in the ambient relative humidity. To combat the problem of shifting IDE base line capacitance with relative humidity, all IDE experiments can be performed in a very short time period on the same day in order to minimize such humidity variations. Nevertheless, the relative humidity in our laboratories has been observed to change by as much as 5% (resulting in a base line capacitance shift of around 0.3 nF for a PHOST coated IDE) during the course of a set of several consecutive Dill C measurement experiments in the worst cases.

In addition to environmental factors such as relative humidity, other factors such as small geometry variations from IDE to IDE can influence the base line capacitance. The IDE sensors utilized in this work were all fabricated at the same time using identical process recipes with the goal of producing sensors that would all be essentially identical. Nevertheless, wafer to wafer, as well as center to edge variations within a wafer can result in small geometric differences from one IDE to another, such as the width of the IDE fingers. At the dimensions at which the IDE sensors used in this work were fabricated, there are over 11,000 fingers used to sense the dielectric properties of the media coating them. Any small change in finger width or height will cause significant changes in the base line capacitance for that IDE sensor. For instance, through the use of conformal mapping equations it is possible to calculate the capacitance measured from an IDE sensor based upon the dimensions of the sensor and the dielectric constants of its materials.\(^{19}\) Using such equations as described by Hoffman and co-workers, it is possible to simulate the effects of changing the geometry of the finger width and height of the IDE sensors used in this work. The IDE sensors were fabricated using process tolerances of 10%. In other words, the finger height and width could vary ±10% from the target value. If such variations were in fact realized in the IDE sensors, the conformal mapping equations indicate that the base line capacitance of the uncoated IDE in air could vary from 3.89 up to 4.27 nF (actual values measured for the IDEs in this work typically range from near 4.05 up to approximately 4.25 nF). For some PAG/polymer systems, such as TBI–Tf, the magnitude of the capacitance change recorded during photolysis is only on the order of 1 nF using these sensors. Thus, if multiple IDEs with different base line values are utilized to obtain the linear capacitance mixing relationship, significant error could be introduced into the calculated slopes and intercept values for such systems with small capacitance changes.

Figures 5(a) and 5(b) illustrate the type of variation in the linear capacitance relationships that is believed to originate from differences in base line capacitance, either due to humidity changes, IDE geometry differences, or some other factors. The relationship in Fig. 5(a) was observed for data collected from IDEs coated with different loadings of TBI–Tf in PHOST at 1 kHz frequency. Due to the deviations of the experimental data from the best fit line, the slopes calculated from the best fit of the data points in Fig. 5(a) do
not allow for a perfect modeling of the capacitance versus exposure dose curve needed to obtain the Dill C. For example, at a loading of 1.95 wt % TBI–Tf, the experimental capacitance for the PAG loaded sample (dose zero) lies well below the best fit line, while the capacitance recorded for the exposed sample (dose final) was well described by the best fit. When the slopes and intercept calculated using the best fit lines of this data are used to create model capacitance curves [such as in Fig. 5(b)], the deviations observed in Fig. 5(a) are transferred into the model fit. The model curve deviates significantly from the experimental data at exposure dose zero and is described quite well at the final dose values. Because of the large deviation at dose zero, the Dill C that provides the best fit of the model to the experimental data will be inaccurate. For this reason, it would be desirable if a means of normalizing the capacitance data could be determined so that variations in baseline capacitance due to IDE geometry differences, or other external factors such as relative humidity changes, could be eliminated.

The third, and perhaps most important, reason for deriving a normalization technique for the capacitance data stems once again from the required linear capacitance versus resist film composition calibration curves described in Eq. (2) and shown in Figs. 4(b) and 5(a). In order to determine this relationship, it is necessary to load known quantities of a desired PAG into the resist matrix. In general, obtaining these calibration data sets is itself a time consuming and material intensive task, requiring the preparation and measurement of a number of different IDE samples. Additionally, if it became necessary to determine the Dill C of an unknown PAG in a resist solution of an unknown composition, there would not be enough information to generate the required linear capacitance versus film composition calibration relationship required by the previous IDE data analysis method. Therefore, a means of normalizing the capacitance data that can eliminate this need for such a capacitance versus composition calibration curve would prove to be invaluable in both saving time and material and by enabling the analysis of “unknown” samples such as commercial photoresist materials.

C. Derivation of a capacitance normalization technique

The normalization technique proposed in this work is based upon the linear relationships between capacitance and PAG and photoproduct content discussed earlier in Eq. (2). This type of relationship has been observed for all PAG-polymer systems studied thus far in our work, and it is assumed for the purposes of this derivation that a similar linear relationship will be observed for essentially all subsequent PAG systems studied. Thus, the derivation of our proposed normalization technique begins with Eq. (2).

As discussed earlier, the relationship shown in Eq. (2) was determined by examining the capacitance values measured on the IDE at the initial and final exposure doses, as depicted in Fig. 6(a). Figure 6(a) displays a typical capacitance versus exposure dose curve generated for a specific loading of PAG in a polymer coated IDE. The initial capacitance value, \( C_{\text{min}} \) corresponds to the capacitance measured for the polymer film at exposure dose zero with all of the PAG molecules initially loaded still present, and zero photoproducts present. The final capacitance value, \( C_{\text{max}} \), corresponds to the capacitance measured for the polymer film at the final exposure dose value once all of the PAG has been converted into its photoproducts. By plotting the \( C_{\text{min}} \) and \( C_{\text{max}} \) values for this particular loading of PAG, as well as for IDE sensors coated with films containing different amounts of PAG, linear relationships that can be used as capacitance versus concentration calibration curves such as those displayed in Fig. 6(b) are typically observed. In this particular case, it appears that as photoproduct content increases the measured capacitance of the IDE also increases. Likewise, as PAG content of the film increases, the measured capacitance of the IDE decreases. Both linear relationships converge upon a common y-intercept, \( C_0 \), that corresponds to the PHOST film with no added PAG or photoproducts. At this time, it is important to point out that these particular slope trends (i.e., PAG content increases, capacitance decreases, photoproduct content in-
toproducts for the data collected with any given IDE using the simple equation for the slope of a line as follows:

\[
\text{slope} = \frac{y_2 - y_1}{x_2 - x_1} = M = \frac{C_{\text{max}} - C_0}{[\text{Photoproduct}_{\text{max}}] - 0}.
\]

\[
N = \frac{C_{\text{min}} - C_0}{[\text{PAG}_0] - 0}.
\]

Here \(C_{\text{max}}\) and \(C_{\text{min}}\) are the capacitance values at the final exposure dose and exposure dose zero for a given loading of PAG and photoproducts as defined earlier, \(C_0\) is the common y intercept at a PAG/photoproduct loading of zero, \([\text{Photoproduct}_{\text{max}}]\) refers to the loading of photoproducts at the final exposure dose (i.e., where \(C_{\text{max}}\) is measured), and \([\text{PAG}_0]\) refers to the initial loading of PAG at exposure dose zero (i.e., where \(C_{\text{min}}\) is measured). The slopes \(M\) and \(N\) are calculated from the slope of a line running from the y intercept at \(C_0\) to the point \(C_{\text{max}}\) or \(C_{\text{min}}\). It is important to remember that every raw capacitance versus exposure dose curve collected contains a \(C_{\text{max}}\) and \(C_{\text{min}}\) value, as well as a \([\text{Photoproduct}_{\text{max}}]\) and \([\text{PAG}_0]\) value. This stems from the fact that each curve generated is for an IDE coated with a resist film with a different initial loading of PAG.

The term \([\text{Photoproduct}_{\text{max}}]\) can now be rewritten as \([\text{PAG}_0]\) for the slope \(M\) equation if it is assumed that at the final large exposure dose, where \(C_{\text{max}}\) is measured, all of the initial PAG molecules have been converted into their photoproducts. Thus, the value of \([\text{Photoproduct}_{\text{max}}]\) is equal to the value of \([\text{PAG}_0]\). Equation (2) can now be rewritten as the following:

\[
C_{\text{IDE}}(E) = \frac{C_{\text{max}} - C_0}{[\text{PAG}_0]} [\text{Photoproduct}(E)]
\]

\[ + \frac{C_{\text{min}} - C_0}{[\text{PAG}_0]} [\text{PAG}(E)] + C_0.\]

As was just mentioned, it is assumed that essentially all of the initial PAG molecules, or \([\text{PAG}_0]\), convert to photoproducts on a one to one molar basis. Thus, the concentration of photoproducts at any exposure dose can be described by the following equations:

\[
[\text{Photoproduct}(E)] = [\text{PAG}_0] - [\text{PAG}(E)],
\]

\[
[\text{PAG}(E)] = [\text{PAG}_0] - [\text{Photoproduct}(E)].
\]

Here \([\text{Photoproduct}(E)]\) is the concentration of photoproducts at a given exposure dose, \([\text{PAG}_0]\) is the initial concentration of PAG molecules, and \([\text{PAG}(E)]\) is the concentration of PAG molecules at a given exposure dose. After substituting Eq. (6) into Eq. (4) and performing some algebraic manipulations, it is possible to derive the following expression:

\[
\frac{C_{\text{IDE}}(E) - C_{\text{min}}}{C_{\text{max}} - C_{\text{min}}} = \frac{[\text{Photoproduct}(E)]}{[\text{PAG}_0]}.
\]

Thus, by inserting expressions for the slopes \(M\) and \(N\) in Eq. (2), it is possible to show that the raw capacitance data can be normalized into an expression equivalent to the con-

Fig. 6. (a) Typical capacitance vs exposure dose curve generated for a PAG in a polymer matrix. (b) Linear capacitance vs PAG/photoproduct loading in resist film based on raw capacitance data taken from capacitance vs exposure dose curves. The circled data points correspond to the circled data points in Fig. 6(a).
centration of photoproducts at any given exposure dose divided by the initial PAG loading. The raw capacitance values are essentially being normalized against the total change in capacitance that occurs between exposure dose zero and the final exposure dose, or from 100% PAG to 100% photoproducts within the resist film. Recall once again the first order kinetics expression for the decomposition of a PAG into its photoproducts shown earlier in Eq. (1). If the photoproduct concentration in Eq. (1) is normalized against the initial PAG loading, the following simple normalized relationships are obtained:

\[
\frac{[\text{Photoproduct}(E)]}{[\text{PAG}_0]} = (1 - e^{-C \cdot E}) = \frac{C_{\text{IDE}}(E) - C_{\text{min}}}{C_{\text{max}} - C_{\text{min}}}, \tag{8}
\]

\[
(1 - e^{-C \cdot E}) = \frac{C_{\text{IDE}}(E) - C_{\text{min}}}{C_{\text{max}} - C_{\text{min}}}. \tag{9}
\]

With Eq. (9), it is now possible to directly compare the raw capacitance data (in normalized form) to the first order kinetics equation. The Dill C parameter can be found by simply computing a curve of the normalized photoproduct value \((1 - e^{-C \cdot E})\) versus dose \(E\) and adjusting \(C\) until this curve best fits the experimentally obtained curve for normalized capacitance versus exposure dose. If a uniform dose of exposure energy were received throughout the resist film that coats the IDE, this calculation would be trivial. Unfortunately, the exposure intensity throughout the film is far from uniform. Optical phenomena such as standing waves and absorbance create complex intensity profiles within the resist film that change in the vertical \(z\) direction. Thus, the exposure dose \(E\) utilized in Eq. (9) changes from point to point in the \(z\) direction. This changing dose means that the normalized concentration of PAG and photoproducts predicted by the expression \((1 - e^{-C \cdot E})\) in Eq. (9) also changes in the \(z\) direction. To account for these changes, the resist film coating the IDE is divided into thin slices and the exposure intensity along with normalized concentration is then calculated for each thin slice. The normalized concentrations from each slice are then appropriately summed together to determine the overall normalized concentration that would reside within the film coating the IDE for comparison to the normalized capacitance data. The method for calculating the exposure intensities that result from polychromatic standing waves is performed in the same fashion as that described with the previous technique.\(^2\) In addition, the method used to sum the normalized concentration values from each individual slice is the same as that used to sum the individual slice capacitance values. Each slice’s normalized concentration value is multiplied by an appropriate weighting factor depending upon the region of the IDE electric fields from which it originates. Again, the details of this method are also described in the report of the un-normalized technique.\(^2\)

The advantages of the normalization method presented in this article are numerous. First, variations in sensor to sensor base line capacitance values caused by humidity fluctuations, or from differences in geometry or other electrical properties, are eliminated. The data from each sensor, regardless of base line capacitance, should always collapse into the normalized relationship described by Eq. (9). More importantly, this technique totally eliminates the need for determining the linear calibration relationship described earlier in Eq. (2) and shown in Figs. 5 and 6. Therefore, it is no longer necessary to coat several IDEs with different loadings of PAG and record capacitance versus exposure dose curves. In theory, it is now possible to coat a single IDE with a resist solution of unknown PAG content and composition and subsequently determine the Dill C parameter from a single capacitance versus exposure dose curve.

D. Application of the normalization technique to previously collected data

In order to test the validity of this normalization technique, the method was used to analyze capacitance data collected from a series of resist coated IDEs. First, the normalization method was used to analyze the capacitance data reported in the previous publication\(^2\) and the Dill C values obtained from both the original (referred to here as the “original IDE analysis method”) and normalization methods were compared. Additionally, several polymer-PAG systems were analyzed using both the original IDE analysis method and the new normalization technique.

Consider first the data previously collected for TPS–Tf in PHOST.\(^2\) Figure 7(a) illustrates both the model predicted capacitance versus exposure dose curves and the experimental capacitance versus exposure dose curves for loadings of 2.50 and 4.56 wt % TPS–Tf in PHOST. As can be seen, the original IDE data analysis method worked quite well for modeling the capacitance behavior of the TPS–Tf system, producing a Dill C value of 0.044 cm\(^2\)/mJ for the 4.56 wt % data, and a Dill C of 0.045 cm\(^2\)/mJ for the 2.50 wt % data, in excellent agreement with C values reported for a similar TPS–Tf/PHOST system by others.\(^{11,20,21}\) The model predicted curves and experimental data curves are in excellent agreement. The high quality of fits obtained using the original IDE data analysis method stems directly from the excellent linear relationship obtained for TPS–Tf capacitance versus film composition calibration plot displayed earlier in Fig. 4(b). There is essentially no deviation from the linear fit for any of the data points. Thus, the model predicted curve based upon these relationships should, and does, capture the true behavior very well. Now, consider the same data sets modeled using the normalization approach. Figure 7(b) illustrates the same two data sets analyzed after normalization. Once again, the model predicted curves fit the experimental data curves quite well, this time producing a Dill C value of 0.044 cm\(^2\)/mJ for the 4.56 wt % data and 0.046 cm\(^2\)/mJ for the 2.50 wt % data.

Two significant pieces of information are provided by the TPS-Tf data examined before. First, the Dill C values obtained by the original and new normalization methods are in good agreement with one another. This indicates that the normalization based model is predicting the same type of capacitance behavior predicted by the original data analysis method, and thus using the normalized capacitance data in place of the raw, un-normalized capacitance data is accept-
able. Second, it is obvious from examining the two figures comparing the model predicted data to the experimental data that there is no significant difference in the quality of the model fits based on the normalized versus the un-normalized model. This again is due to the high quality of the linear relationships obtained between the measured IDE capacitance and PAG and photoproduct content in the TPS–Tf/PHOST system, as illustrated in Fig. 4. As can be seen, the linear relationship measured for TPS–Tf predicts the capacitance for all IDEs loaded with different amounts of PAG. Because this relationship already captures the behavior of the IDEs well, with no significant deviations, there is no significant improvement in quality of fit for the model curves generated with the un-normalized method versus the normalized methods.

Now consider data collected for the TBI–Tf PAG in PHOST. The linear relationship between measured IDE capacitance and TBI–Tf/photoproducts concentration, as well as the resulting model fit to the experimental data for a 1.95 wt % loaded sample, were displayed previously in Figs. 5(a) and 5(b). As can be seen, there are small deviations at various points on the curve between the linear model and the experimental data. As a result, when the original IDE data analysis method is used to predict the capacitance versus exposure dose curves, significant deviations occur between the model predicted curve and the experimental curve, particularly at the starting and ending points (dose zero and dose final). Because of the deviations, determining a best fit of the model to the capacitance curve using a quality of fit parameter such as SSE results in less than satisfactory agreement between the model and the experimental data. This in turn results in very little confidence in the Dill C parameters extracted from this data. The use of SSE minimization and other similar fitting techniques result in a Dill C parameter that causes the least deviation from modeled data points to experimental points, regardless of what effect this may have upon the shape of the model predicted capacitance curve. This problem was also displayed earlier in Fig. 5(b). The rate of increase in capacitance versus exposure dose (i.e., the slope of the curve) is different from the experimental data, but this shape is the best fit through the SSE method because the deviations between model data and experimental data are minimized. The best fit Dill C parameter for this data set was found to be 0.041 cm²/mJ using the original IDE analysis method on the raw capacitance data set. Despite the deviations displayed for the data in Fig. 5(b), there were also model predicted curves generated for TBI–Tf in PHOST that did not exhibit such large deviations from the experimental curves. Two such curves are displayed in Fig. 8 for 3.19 and 4.18 wt % TBI–Tf in PHOST measured at 1 kHz. The average best fit Dill C value found for all of the acceptable model fit cases for TBI–Tf was 0.056 cm²/mJ using the original IDE analysis method.

Now, consider the same data set from Figs. 5(b) and 8 with the normalization technique applied. The best fit curves for this data are displayed in Fig. 9. From this figure, it is easy to see that the normalization approach has improved the quality of fit tremendously for the 1.95 wt % data, as indicated by the lack of deviation between model predicted curves and experimental curves. In addition, an average Dill
C of 0.055 cm²/mJ was found using the best fit results of the normalized technique to all of the TBI–Tf data curves collected, in excellent agreement with the average found using the original technique (0.056 cm²/mJ). These values are also in agreement with C values found for TBI–Tf in a PHOST-like matrix using other techniques.¹¹,²⁰,²¹ The ability of the normalization technique to create such excellent fitting curves stems from its derivation from the linear capacitance relationship. Unlike the original IDE analysis method, which relies on experimentally measured values of this relationship, the normalized approach automatically assumes such a relationship exists, without having to actually measure it experimentally. The slope values are automatically lumped into the normalized capacitance. Thus, deviations due to base line fluctuations, etc., are automatically accounted for in the normalized data set.

The specific capacitance curves for TPS–Tf and TBI–Tf discussed in the previous paragraphs were just a few representative examples of how error introduced into the linear mixing relationships can wreak havoc upon the quality of model fits obtained through the original IDE measurement technique. In reality, for each PAG studied, three to four IDEs are each coated with a PAG/polymer sample of different loadings, and then data are collected from each IDE at three to four different measurement frequencies. This means that there are 9–16 raw capacitance versus dose curves collected for each PAG studied. The average of the 9–16 best fit Dill C values is taken and reported as the PAGs Dill C value. The average Dill C values (along with 95% confidence intervals) calculated using the original IDE method and the normalized method on all TBI–Tf curves (not just those shown in the figures in this article), as well as for the TPS–Tf and two other PAGs (TBI–Nf and TPS–Nf) are reported in Table I. To calculate the average values for the “un-normalized data” in Table I, only data from curves demonstrating an acceptable model fit were used. Data from curves showing significant model deviation were omitted from these calculations. From Table I, it is apparent that both techniques predict the same Dill C value within statistical significance, and thus using the normalized capacitance expression to predict the Dill C parameter is an acceptable variation upon the original IDE technique.

### IV. CONCLUSIONS

A method has been presented for calculating the Dill C photoreaction rate constant for the generation of photoacid from a photoacid generator in solid polymer films. This method extracts the Dill C parameter using the following assumptions: (1) there is no mechanism for acid loss in the film, (2) first order overall kinetics can be used to describe the process of photoacid generation, (3) the photoacid generator is converted on a 1:1 molar basis to photoacid, and (4) the polymer matrix does not react either photochemically or in the presence of photoacid. Specifically, the method presented here is based on the analysis of normalized capacitance data for photoacid generator loaded polymer films as a function of exposure dose obtained from interdigitated electrode sensors. The normalized data analysis method is a natural extension of the previously demonstrated linear capacitance mixing rules that can be used for describing the dielectric constant of polymer films containing low loadings of photoacid generator.

The use of normalized IDE capacitance data to measure photoacid generator kinetics provides many advantages over the method previously presented for directly using the absolute capacitance data from IDEs to measure the Dill C parameter for PAGs. First, the normalized data eliminates the variations in base line capacitance that can occur due to differences in IDE geometry such as finger width, height, etc. Thus, data can now be collected on IDEs of varying sizes (i.e., without requiring exacting fabrication tolerances for the IDEs) and used universally for measuring photoacid generation kinetics. Second, the normalized approach to measuring the Dill C eliminates the influence of many of the fluctuations in base line capacitance caused by changing environmental conditions such as relative humidity. Thus, data collected from an IDE exposed to 50% relative humidity can

<table>
<thead>
<tr>
<th>PAG</th>
<th>Dill C via un-normalized data (cm²/mJ)</th>
<th>Dill C via normalized data (cm²/mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPS–Tf</td>
<td>0.045±0.0014</td>
<td>0.046±0.0026</td>
</tr>
<tr>
<td>TPS–Nf</td>
<td>0.039±0.0075</td>
<td>0.040±0.0021</td>
</tr>
<tr>
<td>TBI–Tf</td>
<td>0.056±0.0113</td>
<td>0.055±0.0068</td>
</tr>
<tr>
<td>TBI–Nf</td>
<td>0.054±0.0177</td>
<td>0.056±0.0088</td>
</tr>
</tbody>
</table>

Fig. 9. Normalized model predicted capacitance vs normalized experimental capacitance for 1.95, 3.19, and 4.18 wt % TBI–Tf at 1 kHz.
now be compared to data collected at 10% relative humidity without worrying about the changes in base line capacitance that such an environmental difference will cause. It was shown experimentally that the normalized IDE analysis method provides superior model fit quality, and thus in turn can extract more accurate and precise Dill C parameters, in the face of noise and error sources such as varying environmental conditions and natural variations in the size the IDEs used to make such measurements. Finally, and most importantly, the normalized data approach can in theory allow for the characterization of a Dill C parameter for a resist without any prior knowledge of the resist composition or PAG loading. A capacitance versus exposure dose curve generated for a single resist coated IDE, coupled with the resist’s optical properties, are now sufficient to enable determination of the Dill C parameter for the polymer-PAG system, significantly reducing the amount of time and effort needed to characterize the kinetics of a chemically amplified photoresist.

Additional work is underway to develop experimental methods and analysis techniques that can be used to determine the Dill C parameter for PAGs in solid polymer films under conditions that are less ideal than those specified in this work. For example, methods for addressing the complications induced by photoacid loss have not been reported in this work. In a true commercial chemically amplified photoresist, base quenchers present within the resist will neutralize photogenerated acid upon exposure and the effects of acid loss due to this phenomenon need to be studied and modeled in order to provide a method that can be robustly used on commercial resist formulations. Additionally, photoresist polymer matrices are designed to be reactive toward photoacid. The effect of such photoacid induced reactions on the ability to use the IDE capacitance methods presented in this work have not been studied in detail at this point. Efforts are underway to study and address both of these issues and the results of this work will be presented in the near future.
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