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SUMMARY

Flow of traffic on freeways and limited access highways can be represented as a series of kinematic waves. Solutions to these systems of equations become problematic under congested traffic flow conditions, and under complicated (real-world) networks. A simplified theory of kinematics waves was previously proposed. Simplifying elements includes translation of the problem to moving coordinate system, adoption of bi-linear speed-density relationships, and adoption of restrictive constraints at the on- and off-ramps. However, these simplifying assumptions preclude application of this technique to most practical situations.

This research explores the limitations of the simplified theory of kinematic waves. First this research documents a relaxation of several key constraints. In the original theory, priority was given to on-ramp merging vehicles so that they can bypass any queue at the merge. This research proposes to relax this constraint using a capacity-based weighted fair queuing (CBWFQ) merge model. In the original theory, downstream queue affects upstream traffic as a whole and exiting traffic can always be able to leave as long as it gets to the diverge. This research proposes that this diverge constraint be replaced with a contribution-based weighted splitting (CBWS) diverge model. This research proposes a revised notation system, permitting the solution techniques to be extended to freeway networks with multiple freeways and their ramps. This research proposes a generalization to permit application of the revised theory to general transportation networks. A generalized CBWFQ merge model and a generalized CBWS diverge model
are formulated to deal with merging and diverging traffic. Finally, this research presents computational procedure for solving the new system of equations.

Comparisons of model predictions with field observations are conducted on GA 400 in Atlanta. Investigations into the performance of the proposed CBWFQ and CBWS models are conducted. Results are quite encouraging, quantitative measures suggest satisfactory accuracy with narrow confidence interval.
CHAPTER 1
OVERVIEW OF THE RESEARCH

This chapter gives an overview of the research and issues discussed include the motivations of the research, major contributions of the research, and the organization of the dissertation.

1.1. RESEARCH MOTIVATIONS

A decade ago, Gordon F. Newell (1993a, 1993b, and 1993c) proposed a simple solution, referred to as the simplified theory thereafter, to a special case of a traffic model (Lighthill and Whitham 1955; Richards 1956) proposed nearly half a century ago. It was recognized, and will be demonstrated in Chapter 3, that the simplified theory addresses the traffic queuing problem on a freeway mainline, while it would make more sense to view such a problem at a system-wide perspective, e.g., a regional freeway network. Except for a few research efforts (Son 1996; Hurdle and Son 2000; Leonard 1997, 1998; Banks 2000) that supported or applied Newell’s work, the simplified theory has remained in its original form since its publishing. Much the same as what Newell mentioned in his historical nodes (Newell 1993a) “In retrospect, one can’t help wonder why something as simple as this has gone unnoticed for more than 35 years or, if it was noticed, that is was
not exploited.” We share the same feeling and are curious why a solution as simple and promising (Son 1996; Hurdle and Son 2000) as the simplified theory has remained restricted for yet another decade knowing that there is a direction to make the solution more practically appealing. This curiosity is, perhaps, the primary reason that motivates this research.

Just after Newell’s original work, Daganzo (1994, 1995a, 1995b, 1999) proposed a related model, called the Cell Transmission Model (CTM), which has been widely acknowledged and essentially solves the same type of problem as that of Newell’s except that the latter is able to address network traffic. In principle, a freeway network in the CTM is partitioned into a series of small segments, called cells, and the model keeps track of the contents (or vehicles) in these cells. However, a major drawback of the CTM is its strict requirement on the size of the cells which is recommended (Daganzo 1994) as the distance a vehicle traverses at the free flow speed during a time increment to achieve best accuracy (Daganzo 1995a). The implication of this requirement is that, as a freeway network gets large which is a situation that a macroscopic traffic model typically excels, modeling such a network will be cumbersome. In contrast, the simplified theory does not pose such a requirement on link length. As a result, modeling the same network with the simplified theory will consume much less computational resources provided that the simplified theory can be extended to deal with network traffic. With the assistance of properly proposed merging model and diverging model, we believe that the extension of the simplified theory is not impossible. This belief is, probably, another reason that motivates this research.
1.2. RESEARCH CONTRIBUTIONS

As mentioned above, the primary limitation of the simplified theory lies in its inability to model network traffic. This limitation is the result of Newell’s restrictive assumptions on merging and diverging behavior. A reasonable starting point of extending the simplified theory is to relax these restrictive assumptions by proposing a merge model and a diverge model to allow traffic queuing at any merging and diverging branch, respectively. Then we can extend the simplified theory by incorporating the proposed merge model and diverge model to address network traffic in a freeway system where multiple freeways with their on- and off-ramps are allowed. If the proposed merge model and diverge model are able to incorporate multiple (more than 2) merging and diverging branches, respectively, we can further generalize the simplified theory to address a general transportation network where a link in the network can have multiple upstream and/or downstream branches. More specifically, the contributions of this research include the following:

(1) A model for traffic merging behavior

The simplified theory assumes that ramp entering flow can always bypass a queue, if any, at a merge and experiences no delay. Therefore, there is virtually no queuing at the on-ramp because, whenever there is any demand, it is satisfied without delay. To relax this assumption, we developed a merge model, as well as its generalized form, that allows traffic queuing at all merging branches.

(2) A model for traffic diverging behavior

When dealing with diverging traffic, the simplified theory assumes that the travel time of all vehicles in a freeway section is independent of their destinations. On the other
hand, exiting vehicles can always exit without any delay as long as they have successfully arrived at the diverge, i.e., there is virtually no queuing at the off-ramp, either. To relax this assumption, we developed a diverge model, as well as its generalized form, that allows queuing at any diverging branch and queues from the diverging branches can back onto the upstream mainline, further constraining traffic there.

(3) Extension of the simplified theory to address a freeway system

As mentioned above, the major limitation of the simplified theory lies in its inability to address network traffic. With the assistance of the above merge and diverge models, we extended the simplified theory to address a freeway system where multiple freeways with their on- and off-ramps are allowed. We formulated the extension based on 5 basic building blocks, i.e., an entrance, an exit, a mainline, a merge, and a diverge, and we assume that a freeway system can be represented by certain combination of these basic building blocks.

(4) Generalization of the simplified theory to address a general transportation network

With the assistance of the generalized forms of the above merge and diverge models, we generalized the simplified theory to address a general transportation network where a link in the network can have multiple upstream and/or downstream branches. We formulated the generalization based on a generic building block which may incorporate multiple upstream and/or downstream branches and we assume that a general transportation network can be represented by certain combination of some special cases of the generic building block.
1.3. ORGANIZATION OF THIS DISSERTATION

This dissertation can be roughly divided into four major parts: introduction, theoretical development, model validation, and conclusion. The introduction includes this chapter and literature review (Chapter 2). The theoretical development consists of review of the simplified theory (Chapter 3), modeling merging and diverging behavior (Chapter 4), and the proposed extension and generalization (Chapter 5). The model validation includes methodology of model validation (Chapter 6), test sites and test data (Chapter 7), dynamic origin-destination estimation (Chapter 8), and results of model validation (Chapter 9). The conclusion is Chapter 10 which presents summary, conclusion, and future directions.

More specifically, Chapter 2 presents a literature review on macroscopic approaches of modeling traffic flow with a special interest in identifying the position of the simplified theory in this context. Chapters 3, 4, and 5 progressively develop the proposed theory. Chapter 3 briefly introduces the simplified theory and summarizes the theory in a computational procedure which serves as the major routine in the theoretical development of the proposed extension and generalization. Chapter 4 presents the proposed capacity-based weighted fair queuing (CBWFQ) merge model and the proposed contribution-based weighted splitting (CBWS) diverge model as well as their generalized forms. These two models will be incorporated in the proposed extension and generalization to help address network traffic. Chapter 5 presents the theoretical development of the proposed extension and generalization of the simplified theory. We formulated the extension based on 5 basic building blocks, i.e., an entrance, an exit, a mainline, a merge, and a diverge, and we assume that a freeway system can be
represented by certain combination of these basic building blocks. We further formulated the generalization based on a generic building block which may incorporate multiple upstream and/or downstream branches and we assume that a general transportation network can be represented by certain combination of some special cases of the generic building block. Chapters 6, 7, 8, and 9 present different aspects of model validation, a formal procedure to empirically test the model by comparing model output against field observations. Chapter 6 deals with methodology issues to guide subsequent steps to prepare and conduct the model validation. The main focuses of this chapter are data preparation and validation scheme. The data preparation part discusses data needs in the model validation and how to collection and process data to meet the data needs. The validation scheme part presents a systematic procedure to evaluate model performance. Chapter 7 presents the test sites and, for each of them, prepares two of the three pieces of information that are required as the model input. Chapter 8 prepares the last piece of information, i.e., the time-varying origin-destination (O-D) flows for one of the test sites (the other two sites do not require O-D estimation). With all the preparations, we conduct model validation by means of empirical tests and Chapter 9 presents test results of the comparing the model output against field observations. We evaluate the model performance based on the validation scheme developed in Chapter 6. Chapter 10 concludes the dissertation by summarizing this research, drawing conclusions, and identifying future research directions.
The purpose of this chapter is to provide a historical perspective on the evolution of macroscopic traffic models (in this dissertation, we do not make any difference between a macroscopic traffic model and a continuum flow model) with a special interest in identifying the position of this research as well as the simplified theory in this context.

2.1 AN OVERVIEW OF THE HISTORY

Before we present more details of the literature, it might be helpful to provide an overview of the history regarding the evolution of macroscopic traffic models and Figure 2-1 serves such a purpose. In this figure, we place traffic models (represented by bold boxes) and their solutions (represented by regular boxes) on the same page in relative chronological order. The vertical axis represents the time and the axis runs from top to bottom with a lower position meaning more recent in the history. The figure consists of three panes with the top pane representing the area of hydrodynamics, the left pane representing the area of first-order continuum flow models, and the right pane representing the area of high-order continuum flow models. A line connecting two boxes represents the relation between these boxes with the one that the arrow points to being
derived (or originated) from the one at the other end of the line. Interpretation of the figure can be as follows. Most of the models can be traced, directly or indirectly, back to a common origin – the conservation law, from which first-order models, such as LWR (Lighthill and Whitham 1955; Richards 1956), Bick and Newell (1960), and Munjal and Pipes (1971), and high-order models, such as Payne (1971) and Whitham (1974), Phillips (1979), Kühne (1984, 1989), Kerner and Konhäuser (1993), Michalopoulos, et al (1993), Zhang (1998), and Treiber, et al. (1999), are derived. An other origin of Payne (1971) and Whitham (1974) is Prigogine (1961) which does not seem to have a connection with the conservation law. As far as model solution is concerned, Shock Waves is given by the LWR model itself. KRONOS (Michalopoulos 1984), KWaves (i.e., the simplified theory, Newell 1993a, 1993b, and 1993c), and CTM (Daganzo 1994, 1995a, 1995b, 1999) are derived from the LWR model. FREFLO (Payne 1971) is derived from Payne (1971) and Whitham (1974). Leonard (1997, 1998), Son (1996) and Hurdle and Son (2000), Banks (2000), and Ni and Leonard (2004a, 2004b, 2004c) are derived from KWaves. FREQ (May, et al 1991; May 1998) and CORQ (Yagar 1975) do not seem to have any connection with other models or solutions, so they are just put somewhere in the middle of the figure. Note that we only differentiate the terms “model” and “solution” in this chapter with a “model” focusing more on analytical formulations and a “solution” focusing more on computational procedures. Beyond this chapter, we do not make such a differentiation and a solution such as KWaves is also referred to as a model.
FIGURE 2-1 Taxonomy of continuum flow models
2.2 CONTINUUM FLOW MODELS

Originated from hydrodynamics, continuum flow models are typically associated with the following two assumptions:

i. Traffic flow is conserved, and
ii. There is a functional relationship between flow (or speed) and density.

The first assumption is expressed by the conservation or continuity equation. The conservation equation implies that in any traffic system inflow is equal to outflow plus storage. This principle was generally accepted without any question as to its validity. However, there was a large controversy surrounding the second assumption, partly because it was not well-understood or partly because of contradicting measurements. Modifications to the second assumption have led to a variety of continuum flow models, as will be reviewed shortly.

2.2.1 The Mass (or Vehicle) Conservation Equation

Consider a generic problem where a section of highway consists of an on-ramp and an off-ramp, as shown in Figure 2-2. If detectors are placed at an upstream station, a downstream station, the entrance, and the exit so that cumulative vehicle counts, \( N_1(t) \), \( N_2(t) \), \( N_{on}(t) \), \( N_{off}(t) \), respectively, are obtained at these stations as functions of time \( t \). Let \( x_1 \) and \( x_2 \) denote the distances of the upstream and the downstream detectors, respectively, measured from some reference point; \( n(t) \) denote the content (number of vehicles) between the upstream and the downstream detectors.
The law of vehicle conservation says that inflow is equal to outflow plus any storage, i.e., from time $t_1$ to time $t_2$, the following equation holds:

$$n(t_2) = n(t_1) + (N_1(t_2) - N_1(t_1)) + (N_{on}(t_2) - N_{on}(t_1)) - (N_2(t_2) - N_2(t_1)) - (N_{off}(t_2) - N_{off}(t_1))$$

Let $q(x,t)$ and $k(x,t)$ denote the flow rate and traffic density, respectively, at location $x$ and time $t$; $l$ denote the number of lanes on the highway. Flows and densities can be determined as:

$$q(x_1,t_1,t_2) = \frac{N_1(t_2) - N_1(t_1)}{(t_2 - t_1) \times l}$$

$$q(x_2,t_1,t_2) = \frac{N_2(t_2) - N_2(t_1)}{(t_2 - t_1) \times l}$$

$$k(x_1,x_2,t) = \frac{n(t)}{(x_2 - x_1) \times l}$$
Then the equation of vehicle conservation can be re-written as:

\[
\frac{k(x_1, x_2, t_2) - k(x_1, x_2, t_1)}{t_2 - t_1} + \frac{q(x_2, t_2, t_1) - q(x_2, t_2, t_1)}{x_2 - x_1} = \frac{q_{on}(t_2, t_1) - q_{on}(t_2, t_1)}{(x_2 - x_1) \times l} - \frac{q_{off}(t_2, t_1) - q_{off}(t_2, t_1)}{(x_2 - x_1) \times l}
\]

After taking limits \( t_2 \to t_1 \) and \( x_2 \to x_1 \) successively, the following partial differential equation is resulted:

\[
\frac{\partial k(x, t)}{\partial t} + \frac{\partial q(x, t)}{\partial x} = g(x, t)
\]

If no traffic enters and exits from ramps, the above equation reduces to:

\[
\frac{\partial k(x, t)}{\partial t} + \frac{\partial q(x, t)}{\partial x} = 0
\]

This equation is the fundamental equation that appears in virtually all continuum flow models and it can be used to determine the flow at any section of the roadway. The attractiveness of this equation is that it relates two fundamental dependent variables, density and flow rate, with the two independent variables, time \( t \) and distance \( x \). However, Solution of this equation is impossible because it contains two unknowns. Therefore, additional equation or assumption has to be supplied and this has spawned a variety of continuum flow models. For example, the assumption of functional flow-density relationship leads to the first-order models, while the addition of momentum equations results in high-order continuum models. These models are reviewed below.
2.2.2 First-order Models

First-order models concern with mass conservation but not momentum conservation.

**LWR Model (1955)**

Probably the first continuum flow model appeared in literature was developed by Lighthill and Whitham (1955) and, independently, Richards (1956), the so-called LWR model. This model was based on a hyperbolic system of conservation laws (Daganzo 1995a; LeVeque 1992; Whitham 1974) and assumed that the speed (or flow) of traffic is a function of density only.

For a single one-way highway without entrances or exits, the LWR model can be completely defined, using three variables that vary in time $t$ and space $x$: flow, $q(x, t)$, density, $k(x, t)$, and speed, $v(x, t)$, by a first-order partial differential equation and the functional relationship between flow and density or speed and density:

$$
\frac{\partial k(x,t)}{\partial t} + \frac{\partial q(x,t)}{\partial x} = 0 \quad \text{or} \quad \frac{\partial k(x,t)}{\partial t} + \frac{\partial v(x,t)}{\partial x} = 0
$$

$$
q(x,t) = Q(k(x,t)) \quad \text{or} \quad v(x,t) = V_e(k(x,t))
$$

The most striking feature of this model is the existence of shock wave solution. However, this particular feature, in turn, is also one of the shortcomings that are mostly criticized because vehicles change speed abruptly when passing through shockwaves. This shortcoming was confirmed by the first attempt of applying this model to real world traffic operation (Newell 1962; Edie and Foote 1958; Edie and Baverez 1965)

**Bick and Newell’s model (1960)**

Bick and Newell (1960) extended the LWR model by investigating two lanes of traffic flowing in opposite directions. The proposed model uses two equations of
continuity and assumes that the average speeds are functions of the densities in both lanes. They found that, even if the speed in one lane depends only weekly on the density in the other lane, the equations are of elliptic rather than the expected hyperbolic type for a certain small range of densities. For densities outside the range, solutions of the equations can be found for various special types of initial conditions.

*Munjal and Pipes (1971)*

Instead of dealing with the propagation of disturbance of traffic along freeway mainlines, Munjal and Pipes (1971) investigated the propagation of perturbation introduced by on-ramp flow on unidirectional two and three-lane freeways. The perturbed traffic density on the freeway initiated by the on-ramp flow is defined as the difference in the actual instantaneous prevailing traffic density and the equilibrium traffic density which would prevail under steady-state traffic conditions. The basis of this model is the use of separate equations of continuity of an idealized traffic fluid under equilibrium conditions for each lane and a hypothesis for lane-interactions.

**2.2.3 High-order Models**

High-order models concern with both mass conservation and momentum conservation.

*Prigogine’s model (1961)*

To find meaningful refinement to overcome the apparent shortcomings of the LWR model, researchers began to consider connections between continuum models to the development of car-following models, and many high-order continuum flow models are developed. The first of such models was developed by Prigogine (1961). When modeling
the interactions among vehicles, Prigogine hypothesized that a faster vehicle is slowed down by a slower leader only if the faster one reaches the position of the slower one in the same lane and is meanwhile blocked from changing lanes by the presence of vehicles in adjacent lanes. It was also assumed that, whenever a chance comes, the trapped vehicle will free to pass and instantaneously resume its desired speed. In this model, vehicles are assumed zero length and zero reaction time.

**PW model (1971)**

Proposed by Payne (1971) and, independently, Whitham (1974), the PW model is a system of two equations, the first of which is the conservation of mass equation given in the LWR model. The second equation in the system is derived from the Navier-Stokes equation of motion for a one-dimensional compressible flow with a pressure and a relaxation term.

\[
\begin{aligned}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= 0 \\
\frac{\partial v}{\partial t} &= -v\frac{\partial v}{\partial x} - \lambda(v - V_c(k)) - \frac{1}{k} \frac{dP}{dk} \frac{\partial k}{\partial x}
\end{aligned}
\]

where \(P(k)\) is the traffic pressure.

Unfortunately, the PW model does not describe the well-known self-organization phenomenon of stop-and-go waves.

**Phillips’ model (1979)**

Considering that a faster vehicle has to reduce its speed before it reaches the position of the slower leader, Prigogine (1961) over simplified the situation. Phillips (1979) developed a statistical kinetic model for the flow on an \(n\) lane highway. The model is based on the assumption that each vehicle will maintain a minimum space between itself
and the leading vehicle proportional to its speed. Phillips' model consisted of a continuity equation, a momentum equation, and a specification of the traffic pressure as a function of density:

\[
\begin{align*}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= 0 \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} &= \lambda (V_e - v) - \frac{1}{k} \frac{dP}{dk} \frac{\partial k}{\partial x} \\
P &= P(k)
\end{align*}
\]

where symbols are defined as before and \( V_e \) is the equilibrium mean speed.

Kühne's model (1984)

Kühne (1984, 1989) also proposed a model by considering sound speed and viscosity:

\[
\begin{align*}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= 0 \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} &= -\frac{1}{\tau} (v - V_e(k)) - \frac{c_0^2}{k} \frac{\partial k}{\partial x} + \eta \frac{\partial^2 v}{\partial x^2}
\end{align*}
\]

where \( c_0 \) is the sound speed, and \( \eta \) is the viscosity constant.

Kerner and Konhäuser's model (1993)

Kerner and Konhäuser (1993) showed that given an initially homogeneous traffic flow, regions of high density and low average speed (clusters of cars) can spontaneously appear. These high-density regions can move either with or against the flow of traffic, and two clusters with different speeds, widths, and amplitudes merge when they meet, resulting in a single cluster. The continuum flow model adopted is in the following form:
\[
\begin{align*}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= 0 \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} &= \frac{1}{\tau} (V_f - v) - G \frac{\partial v}{\partial t} - \nu k^\beta \frac{\partial k}{\partial x}
\end{align*}
\]

where \( \eta \) is the viscosity.

**Michalopoulos’ model (1993)**

Michalopoulos, et al (1993) proposed a model which does not require the use of an equilibrium speed-density relationship. Traffic friction at interrupted flows and changing geometries is also addressed through the use of a viscosity term. Tests with field data and comparison with existing models suggested that the proposed mode is more accurate and computationally more efficient.

\[
\begin{align*}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= 0 \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} &= \frac{1}{\tau} (V_f - v) - G \frac{\partial v}{\partial t} - \nu k^\beta \frac{\partial k}{\partial x}
\end{align*}
\]

Zhang’s model (1998):

Zhang (1998) proposed a non-equilibrium traffic flow model which is based on both empirical evidence of traffic flow behavior and basic assumptions on drivers’ reaction to stimuli. By assuming an equilibrium speed-density relationship and introducing a disturbance propagation speed, the model includes the LWR model as a special case and removes some of its deficiencies. Unlike existing high-order continuum models, this model does eliminates “wrong-way travel” because in this model traffic disturbances are always propagated against the traffic stream.
\begin{align*}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= 0 \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} &= \frac{1}{\tau} (V_e(k) - v) - k(V_e'(k))^2 \frac{\partial k}{\partial x}
\end{align*}

Treiber's model (1999)

Treiber, et al. (1999) derived macroscopic traffic equations from specific gas-kinetic equations and the resulting partial differential equations for the vehicle density and average speed contain a non-local interaction term which is very favorable for a fast and robust numerical integration, so that several thousand freeway kilometers can be simulated in real time.

\begin{align*}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= 0 \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} &= \frac{1}{k} \frac{\partial (kA v^2)}{\partial x} + \frac{1}{\tau} (V_e - v) - \frac{V_e A(k)}{\tau A(k_j)} \left( \frac{k_j T v}{1 - k_a / k_j} \right)^2 B(\delta_v)
\end{align*}

where $A = A(k)$ is a density-dependent function, $k_a$ is the density at point $x_a$ ahead of $x$, $B(\delta_v)$ is a macroscopic interaction term, and $V_e(k)$ is the normal equilibrium relationship between $v$ and $k$.

2.2.4 Relation among the Continuum Flow Models

Starting from the vehicle conservation equation, a variety of continuum flow models are developed by supplying additional assumptions. Generally, these models can be summarized by the following model (Yi, et al 2003):

\begin{align*}
\frac{\partial k}{\partial t} + \frac{\partial q}{\partial x} &= g(x,t) \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} &= -\frac{1}{k} \frac{\partial P}{\partial x} + \frac{1}{\tau} (V_e - v)
\end{align*}
where \( V_e(k,v) \) is the generalized equilibrium speed, which is given by the steady-state relationship between highway speed \( v \) and density \( k \). \( P(k,v) \) is the traffic pressure, and \( \tau \) is the relaxation time, which is the time constant of the regulating traffic speed \( v \) to the equilibrium speed \( V_e \). For a highway without on- or off-ramps, \( g(x,t)=0 \).

Each of the above-mentioned continuum flow models can be viewed as a special case of the general model when applying different traffic pressure \( P \), relaxation time \( \tau \), and the generalized equilibrium speed \( V_e \). For example,

1) if \( \tau=0 \) and \( P=0 \), LWR model is resulted;

2) if \( P = -\frac{V_e(k)}{2\tau} \) with \( V_e(k,v) = V_e(k) \), PW model is resulted;

3) if \( P = k\Theta \) with \( \Theta = \Theta_0\left(1 - \frac{k}{k_j}\right) \) and \( k_j \) the jam density, Phillips’ model is resulted.

4) if \( P = k\Theta - \eta \frac{\partial V}{\partial x} \), Kerner and Konhäuser model is resulted

5) Michalopoulos’ model is resulted if \( P = \frac{v}{\beta + 2} k^{\beta+2} \), where \( v \) is an anticipation parameter and \( \beta \) a dimensionless constant; and \( V_e(k) = V_f \), where \( V_f \) is the free flow speed.

6) Zhang’s model is resulted if \( P = \frac{1}{3} k^3 V_e^{\tau^2}(k) \) with \( V_e^{\tau^2}(k) = \frac{dV_e(k)}{dk} \).

7) Treiber’s model is resulted if \( P = kA v^2 \) where \( A=A(k) \) is a density-dependent function, and \( V_e(k,v) = V_e(k) \left[ 1 - \frac{A}{A(k)} \left( \frac{k_a T v}{1 - k_a / k_j} \right)^2 B(\delta_v) \right] \).
2.2.5 Relative Advantages of the Continuum Flow Models

As a first-order continuum flow model, LWR model is proposed on dense traffic with equilibrium and it is flawed for light traffic. This is because, when passing is allowed, LWR model fails to recognize that the preferred speed for each vehicle varies over time and the desired speeds among a group of vehicles vary as well. These variations can cause a platoon to disperse in a way that is not predicted by LWR model. When passing is restricted, LWR model produces unsatisfactory results in the following three aspects (Daganzo 1995c). First, LWR model predicts abrupt speed change when a vehicle passes through a shockwave, an action that is unrealistic in real situation. Second, LWR model fails to predict instabilities of the stop-start traffic. Third, LWR model assumes zero reaction time which does not happen in real world.

Given these deficiencies, continuum flow models developed thereafter try to fix them and almost all these models follow a direction of incorporating a momentum conservation equation. An early attempt to fix the deficiencies in LWR model was made by Prigogine (1959) who proposed a kinetic model incorporating a speed distribution to address platoon dispersion. A decade later, Payne (1971) and Whitham (1974) proposed a dynamic model, the so-called PM model, trying to smooth out the discontinuity in speed change across shockwaves. A momentum equation was introduced in this model to describe the structure of a shockwave. This seminal work has inspired many thoughts in analytical explanation of shockwave behavior and, thus, has spawned several variants, among which are Phillips (1979), Kühne (1984, 1989), Kerner and Konhäuser (1993), Michalopoulos, et al (1993), Zhang’s model (1998), Treiber, et al. (1999), etc.
Several deficiencies (Daganzo 1995c) are found in PW model. First, it does not remove all the shockwaves. Second, as reported by del Castillo, et al. (1993), vehicles in PW model can adjust their speeds in response to disturbance from behind, while in real situation vehicles typically respond to their leaders. Third, PW model incorporates a momentum equation which is derived from a car-following model. This momentum equation neglects second- and higher-order terms of spacings and speeds which may not be negligible when spacings and speeds are not slowly varying. Fourth, PM model as well as other high-order model always produce wave speeds that are greater than traffic speeds. This is an unattractive feature to macroscopic models because it implies that the future conditions of a vehicle are partially decided by what happens behind it. Fifth, the strength that high-order models smooth out shocks turns out to be these models’ weakness. This is because any model that attempts to smooth all the discontinuities must sometimes predict negative speeds and such negative speeds observed in computer models cannot be removed by convergent numerical approximation methods. Sixth, but probably not the last, high-models involve more complex partial differential equations and more variables which increases computational complexity and are more difficult to calibrate and implement. Given these shortcomings, it is therefore recognized that, using well-established techniques, high-order models (despite their added complexity and additional parameters) do not improve the LWR model (Michalopoulos, et al., 1987; Leo and Pretty, 1992; Daganzo 1995c).

2.3 SOLUTIONS TO THE CONSERVATION EQUATION

In general, solutions to the conservation equation can be classified as analytical and numerical. If a solution is analytical, we mean it is continuous in either time or space or
both. If a solution is numerical, we mean is it discrete in both time and space. In the light of this, the solutions identified can be summarized in the following table:

**TABLE 2-1 Classification of solutions to the conservation equation**

<table>
<thead>
<tr>
<th>Analytical Solutions</th>
<th>Numerical Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shock Waves</td>
<td>FREFLOE</td>
</tr>
<tr>
<td>KWaves</td>
<td>FREQ</td>
</tr>
<tr>
<td></td>
<td>KRONOS</td>
</tr>
<tr>
<td></td>
<td>CORQ</td>
</tr>
<tr>
<td></td>
<td>CTM</td>
</tr>
<tr>
<td></td>
<td>Extension to the simplified theory</td>
</tr>
</tbody>
</table>

The table shows that Shock Waves (Lighthill and Whitham 1955; Richards 1956) and KWaves (Newell 1993a, 1993b, and 1993c) are analytical solutions. FREFLO (Payne 1971), FREQ (May, et al 1991; May 1998), KRONOS (Michalopoulos 1984), CORQ (Yagar 1975), CTM (Daganzo 1994, 1995a, 1995b, 1999), and this research, i.e., the extension to the simplified theory (Ni and Leonard 2004a, 2004b, 2004c) are numerical solutions.

### 2.3.1 Analytical Solutions

We discuss here the shock waves solution and Newell’s simplified theory of kinematic waves.

*Shock Waves (1955)*

Shock waves solution works with LWR model by means of characteristics, a family of curves along which density is constant. Starting from the boundaries of the time-space domain, the characteristics emanate at a slope equal to the tangent of the flow-density
curve at the point representing the flow conditions at the boundary from which the characteristic emanates. The density at any point \((x, t)\) of the time space domain is found by drawing proper characteristic passing through that point. When two characteristics intersect, density at this point is multi-valued, a shockwave is generated and the characteristics terminate. A shockwave represents the abrupt change in speed, flow, and density, and the speed of the shockwave can be found by connecting the two points on the flow-density curve representing the upstream and downstream conditions. A positive speed means that the shockwave moves along the direction of traffic, while a negative speed means the shockwave travels against traffic.

*The Simplified Theory / KWaves (1993)*

In contrast to shock waves solution, Newell’s simplified theory of kinematic waves (1993a, 1993b, and 1993c), is continuous in time but discrete in space. Newell has made some simplifying assumptions to achieve computational efficiency. The most striking one among these assumptions is the triangular (or trapezoidal) flow-density relationship, by which there are only two wave speeds, one traveling with the traffic at the free flow speed and the other moving against the traffic as a function of capacity and jam density. The nice feature of the simplified theory solution is that one does not worry about the movements of the finite elements of traffic in the time-space domain nor what happens in between two nodes (typically locations on the highway where physical conditions or traffic characteristics change). It only counts vehicles at a selection of nodes along the highway and traffic states (e.g., flow, speed, density) can be retrieved by analyzing these cumulative vehicle counts. At each node, the amount of vehicles that can pass is
determined by applying the minimum principle, i.e., the departure count is the minimum of upstream arrival and amounts allowed by local capacity and downstream congestion.

2.3.2 Numerical solutions

FREFLO (1971)

FREFLO is a discretized version of the continuum model that Payne (1971) developed in the early 1970s. FREFLO simulates traffic flow on freeways using a formulation of aggregate variables based on suitably modified analogies of fluid flow. Initial work with the FREFLO revealed that the model was limited in its ability to realistically simulate congested flow conditions (Rathi, et al 1987). Many efforts were made to address this problem, including the development of another freeway model, FRECON (Babcock, et al 1984), which adopted the heuristic scheme in FREFLO. FREFLO itself was modified to resolve the difficulties in representing congested conditions and was incorporated into TRAF. TRAF allows FREFLO to interface with other simulation models that can simulate the neighboring urban surface street systems. Within TRAF, an equilibrium traffic assignment model exists that may be used to provide volume and routing information to FREFLO. One of the shortcomings of FREFLO is that it has more difficulty dealing with the time/space nature of traffic flow because traffic flow must be dealt within aggregate time slices.

FREQ (early 1970s)

FREQ (May, et al 1991; May 1998) was developed at the University of California, Berkeley in the early 1970s. FREQ consists of a family of freeway simulation models and it can be described as quasi-static macroscopic: quasi-static because changes in demand
levels can only be input at specific times; macroscopic because the movement of individual vehicles is not modeled. Operating on the basis of speed/volume and demand/capacity relationships, FREQ calculates freeway and ramp capacities using the Highway Capacity Manual, and bottleneck capacities checked in the field. The FREQ model uses the standard shockwave theory to model the sudden drop of lane capacities that may be caused by traffic incidents. The macroscopic and deterministic nature of the FREQ model significantly simplifies the estimation of parameters.

Over the years, FREQ has gone through many upgrades and the most recent version is FREQ12 which includes an interactive graphical interface with comprehensive input checking, carefully selected default values, on-screen graphic representation of the simulation results, and user-selected output options including traffic performance contour maps. The two models contained within the FREQ12 system are: FREQ12PE, an entry control macroscopic model for analyzing ramp metering; and FREQ12PL, an on freeway priority macroscopic model for analyzing HOV facilities.

The primary weakness of FREQ is the over-simplification of arterial alternatives and lack of full diverting/rerouting techniques (Van Aerde, et al 1987). On the other hand, FREQ’s two programs (FREQPL and FREQPE) can not be run concurrently and there is no direct interaction between the two programs.

*KRONOS (early 1980s)*

KRONOS was developed in the early 1980s at the University of Minnesota by Michalopoulos (Michalopoulos 1984). This model has been under continuous refinement since its inception and several versions are described in the literature (Michalopoulos and Lin 1986; Michalopoulos, et al 1991; Kwon and Michalopoulos 1995). KRONOS uses a
simple continuum model based on the LWR model. A finite differencing scheme with
discretization over space ($\Delta x = 100$ ft.) and time ($\Delta t = 1$ sec.) enables it to solve 1-
dimensional, time-dependent, compressible flow containing shock waves. In KRONOS,
the flow-density relationship can be linear in light-to-moderate traffic conditions.
KRONOS explicitly models interrupted flow behaviors such as accelerating,
decelerating, lane changing, merging, diverging, weaving, and spillback, which were not
taken into account by other macroscopic freeway programs. Disadvantages include
unforgiving user-input overrides and the tendency to overestimate the benefit of freeway
lane addition, particularly for cases where the bottleneck is mostly attributable to heavy
weaving among neighboring on-and off-ramps (Prevedouros and Li 2000).

**CORQ (1975)**

CORQ (CORridor Queuing), developed by Yagar (Yager 1975), is a freeway
corridor simulation/assignment model. The corridor consists of a directional freeway, its
ramps, major cross streets, and any competing alternative surface streets. Traffic flows
are approximated as fluids, and travel times are calculated as simple step functions for
both free-flowing and congested conditions. A key element of CORQ is the dynamic
assignment technique for allocating time-slice O-D demands to a time-dependent traffic
network. However, the travel time relationship is expressed as a static step function of
link flows and intersection delays: this is a drawback of CORQ (Van Aerde, et al 1987).
The time relationship is insensitive to changes in signal timings on parallel arterials.
Because CORQ was perhaps the most detailed corridor-level model throughout the
1980s, parts of its modeling approach were modified and incorporated into the design of
the area-level integrated network simulation model INTEGRATION which was developed in the late 1980s by Van Aerde.

*CTM (1995)*

Developed by Daganzo (1994, 1995a, 1995b, 1999), CTM is a finite difference approximation of the LWR model. In the proposed approximation, the network is represented as a set of cells with the lengths usually set equal to the distance traveled in light traffic by a typical vehicle in one clock tick. In each cell in each time interval, it is assumed that there is a continuous flow of traffic and that the state is known in terms of a point in its speed-flow-density diagram. The flow between two neighboring lattice points is the minimum of the two values returned by: a "sending" function evaluated at the density prevailing at the upstream lattice point, and a "receiving" function evaluated at the downstream lattice point. The sending and receiving functions correspond to the increasing and decreasing branches of the freeway's flow-density curve. The CTM then updates the state of a cell based on a recursion where the cell occupancy at the next tick of time is equal to the number of vehicles that was in that cell before, plus the number of vehicles that entered, minus the number of vehicles that left.

*Extension to the Simplified Theory (2004)*

Newell’s simplified theory of kinematic waves was extended and generalized in this research to address network traffic (Ni and Leonard 2004a, 2004b, 2004c) and the resulting model is a numerical approximation in discrete time and space. Key features of this model include a computational procedure derived from the simplified theory and a capacity-based weighted fair queuing model and a contribution-based weighted splitting model to facilitate handling of merging and diverging traffic.
2.3.3 Comparison of CTM and the Extension to the Simplified Theory

This comparison highlights the similarities and differences between CTM and the extension to the simplified theory.

2.2.3.1 The similarities

Both are originated from the LRW model

Both CTM and the extension to the simplified theory are numerical approximations to LWR model based on some simplifying assumptions.

Both are pure macroscopic models

Both CTM and the extension to the simplified theory are pure macroscopic traffic simulation models. “Pure macroscopic” means traffic is treated as a continuous compressible fluid whose aggregate measures such as flow, speed, density are of primary interest. Driver personalities and individual vehicle characteristics are ignored in such a model.

Both solve the same type of problems

Both CTM and the extension to the simplified theory address the well-posed problem of traffic evolution in a highway network given time-dependent origin-destination flows.

Both yield similar results

As parallel models approximating the LWR model, CTM and the extension to the simplified theory theoretically guaranteed to generate similar results for the same problem.
2.2.3.2 The differences

Flow-density relation

Though the finite difference scheme of approximating LRW model is proposed on a general flow-density curve, the implementation of this scheme, the CTM, is based on a trapezoidal flow-density curve. The extension to the simplified theory deals with a triangular (or trapezoidal) flow-density curve as was the case in the simplified theory.

Working units

CTM works on finite elements of traffic, called cells, of size $\Delta x$ by $\Delta t$, where $\Delta x$ is the distance traveled at free flow speed during $\Delta t$. CTM keeps track of cell contents by means of vehicle conservation. The extension to the simplified theory works on links and nodes. Links are homogeneous sections of roadway and the geometric properties and traffic characteristics remain the same in a link. The extension to the simplified theory keeps track of the cumulative number of vehicles past every node by means of the minimum principle. There are several advantages of introducing cumulative vehicle counts in solving LWR problems, as can be seen in state update, vehicle conservation, and shock conditions.

State update

CTM advances system state in a recursive manner such that, at each clock tick, the flow in each cell is updated based on the ability to send at the current cell and the ability to receive at the next cell. Then the density of the cell is updated based on vehicle conservation. Finally, speed is updated based on the fundamental relationship among flow, speed, and density.
In the extension to the simplified theory, system state is stored in cumulative vehicle counts a selection of nodes. At each node and each clock tick, the departure count takes the minimum of upstream arrival, the count allowed by local capacity, and the count allowed by downstream congestion, if any, and all these counts are in cumulative terms.

Rather than working on flow, speed, density as in CTM, the extension to the simplified theory does nothing more than just counting vehicles at a selection of nodes and, therefore, is simpler in principle.

**Vehicle conservation**

To conserve vehicles, CTM has a specific equation to ensure the conservation based on the density, the inflow and the outflow at a cell, while, in the extension to the simplified theory, vehicle conservation is automatically guaranteed by the introduction of cumulative vehicle counts/curves. Intuitively, if each node is monitored by an observer who attaches numbers consecutively to vehicles passing by him, it is guaranteed that no vehicle will disappear and no vehicle will suddenly appear – vehicles are conserved. Theoretically, the second derivative of cumulative curve to space and then to time is equal to the second derivative of cumulative curve to time and then to space, if these second derivatives exist, and this relation is equivalent to the conservation equation.

**Shock conditions**

In CTM, shock waves are captured by discontinuity in flows, speeds, and densities of two consecutive cells and the shock can be made arbitrarily sharp by using finer meshes, while, in the extension to the simplified theory, one just counts vehicles at both ends of a link and does not have to worry about where and when a shock appears. To determine the
time at which a shock passes any location \( x^* \) or the location of a shock at any time \( t^* \), one needs not to follow the actual path of the shock. It suffices to construct the cumulative curve versus \( t \) for fixed \( x^* \) and see where the curve has discontinuity in the slope \( q(x^*, t) \), or construct the cumulative curve versus \( x \) for fixed time \( t^* \) and see where it has a discontinuity in slope \( k(x, t^*) \).

**Wave propagation**

In CTM, propagation of disturbances in traffic flow (i.e., waves) is not explicitly modeled, but can be retrieved from the traffic states (flow, speed, and density) of the cells. In the extension to the simplified theory, wave propagation is explicitly modeled by means of translation, i.e., a forward wave at an upstream node \( x_1 \) will arrive at a downstream node \( x_2 \) after a free trip time, while a backward wave at \( x_2 \) will be sensed by \( x_1 \) after a backward wave travel time and an adjustment of jam storage. The advantage of such the translation is that the impact of any wave on a location can be readily determined by examining the known conditions at its upstream and downstream nodes.

**Merge model**

The merge model proposed in CTM gives a complete solution in that it incorporates all the possibilities of merge queuing and allows analysts to adjust priority factors of the merging branches. However, this advantage happens to be a drawback of the model because not every possibility is equally likely and, to obtain the priority factors that make the most sense, analysts have to go through calibration process which can be time- and resource-consuming. Developed independently, the merge model in the extension to the simplified theory is a special case of Daganzo’s, but the former saves the costly
calibration process by assigning the most realistic values to the priority factors of the merging branches. On the other hand, the merge model is proposed on such a scheme that it is readily extensible at no additional cost.

**Diverge model**

Both the diverge models in CTM and the extension to the simplified theory recognize that queues can be developed from either of the diverging branches. However, their difference lies in how the queues affect the upstream common link. In CTM, it is assumed that a downstream queue will block the entire upstream link, while, in the extension to the simplified theory, a downstream queue blocks only part of the upstream link and an optional time-varying constraint on capacity can be applied on the upstream link to capture the possible friction between the congested and uncongested flows on the link. For example, if a queue spills back from an off-ramp, there is no blockage of the main line at the point of the off-ramp. As one moves upstream, the capacity constraint may move along a triangle from the diverge across the multiple mainline lanes until fully encompass these lanes. The slope of this triangle depends on the blockage of the off-ramp and the mainline flows. This model updates upstream capacities depending on the ratio of flows at the off-ramp, and, therefore, is more realistic.

**Memory consumption**

To achieve fine resolution, CTM needs to keep cell sizes small and this inevitably renders the model memory intensive. In the extension to the simplified theory, there is virtually no constraint on link lengths as long as the links remains homogeneous, so
traffic states can be stored in a selection of nodes and this makes the extension to the simplified theory more memory efficient.

**Computation efficiency**

Unlike CTM which keeps track of traffic states by going through a recursion and working on the finite difference equation of vehicle conservation, the extension to the simplified theory just counts vehicles past some nodes and, when a departure count is multi-valued, just takes the minimum of them. This is much simpler in concept and makes the model more computationally efficient.

**Origin-destination flows**

Both CTM and the extension to the simplified theory assume time-varying origin-destination (O-D) flows. CTM advances traffic to diverging branches based on some time-varying turning percentages derived from the time-varying O-D flows. In contrast, the extension to the simplified theory advances vehicles through the network according to their predetermined O-D path, i.e., a sequence of links that a vehicle travels along from it enters the network until it exits the network.

**Real-time application**

One of the promising features of the extension to the simplified theory is that this model is capable of applying in real time. This is because this model works faster than real time and, at each step, the model can be stopped to allow analysts to modify future demand and/or create incidents and the model is able to continue based on the updated
information. This is different than traditional simulation models which typically have to run to the very end before one can modify input data and/or view simulation results.

**Application to General Transportation Networks**

The extension to the simplified theory has been theoretically demonstrated that it also applies to general transportation networks because it is capable of dealing with general merges and diverges with multiple merging and diverging branches.

### 2.3 THE SIMPLIFIED THEORY AND ITS RELATED WORKS

There are several endeavors to further Newell’s work. Banks (2000) proposed an on-ramp queuing model by constraining ramp departure by arrival, capacity, and metering rate. This model implicitly assumes that ramp traffic is always dictated by forward waves and backward waves never back onto the ramp, an assumption that is always true for meter-controlled on-ramps. Hurdle and Son (Son 1996; Hurdle and Son 2000) conducted a validation of Newell’s theory and tested the accuracy of Newell's theory and the adequacy of its underlying assumption, the triangular flow-density relation, with real data collected from freeways in the San Francisco Bay Area. The test results supported the validity of Newell's theory, and showed that the theory works best under over-saturated conditions. Leonard (1997, 1998) coded Newell's theory into software GTWaves, which bridged the theory and its application.

For some reason, Newell confined the theoretical presentation of his theory to a freeway mainlines, i.e., no queuing on ramps, which greatly limits its practical appeal. The extension to the simplified theory attempts to remove the limitation by extending and generalizing the original theory so that the simple and elegant algorithm applies to a
freeway system and even a general transportation network. Figure 2-3 summarizes the above discussion and highlights the position of this research, i.e., the extension to the simplified theory.

2.4 SUMMARY

This chapter provided a historical perspective on the evolution of continuum flow models with a special interest in identifying the position of this research in the historical context. We identified the existing continuum models including both first-order and high-order models and discussed the relative strengths of the first-order models vs. the high-order models. Some studies showed that, though the LWR model as a first-order model
provides only a coarse description of traffic behavior, the gains of the high-order models such as the PW model do not seem to justify their complexity. This partly explains why the efforts of solving the traffic models are primarily attempted on the LWR model and the simplified theory is such an example. Being discrete approximations of the LWR model, the CTM and the extension to the simplified theory bear some similarities and differences, both of which are discussed in this chapter. In addition, this chapter identified some research efforts closely related to the simplified theory and positioned this research in a more specific context.
CHAPTER 3

REVIEW OF THE SIMPLIFIED THEORY

This section summarizes the key assumptions and modeling approaches of Newell’s simplified theory of kinematic waves. To be consistent with the original papers, this section follows Newell’s notation. To facilitate the development of the proposed extension and generalization, the simplified theory highlighted in this chapter is a discrete version in time-space domain.

3.1. ASSUMPTIONS

The following assumptions (or simplifications) are made (or implied) in the simplified theory:

Assumption 1: To facilitate handling of wave propagation, Newell postulated a triangular (or trapezoidal) flow-density relationship, as shown in Figure 3-1. Therefore, there are only two constant wave speeds: a forward wave speed, $v$, in under-saturated flow, which happens to be the free flow speed and is independent of flow, and a backward wave speed, $u$, in congested flow, which is a simple function of free flow speed, $v$, capacity, $Q$, and jam density, $k_j$. To be able to apply this simplification, the
freeway mainline is subdivided until each freeway section can be considered homogeneous.

![FIGURE 3-1 Triangular (or trapezoidal) flow-density relationship](image)

The only use of the triangular (or trapezoidal) flow-density relationship in the simplified theory is to cleanly propagate waves (disturbances in traffic) forward and backward so that one can relate the conditions at an upstream location and a downstream location to a location between them. However, this triangular (or trapezoidal) flow-density relationship does not necessarily imply that traffic stream characteristics are constrained to this curve, as can be seen in the comparison of observed and predicted flow-density relationship in Chapter 9.

Assumption 2: When dealing with on-ramps, Newell assumed that on-ramp traffic can always bypass a queue, if any, at the merge and experiences no delay, see Figure 3-2.

Therefore, there is actually no queuing at the on-ramp because, whenever there is any demand, it is satisfied without delay.
Assumption 3: Travel time of all vehicles in a freeway section is independent of their destinations. Therefore exiting vehicles experience the same travel time as through vehicles in this section. On the other hand, exiting vehicles can always be able to exit without delay as long as they have successfully arrived at the diverge, i.e., there is actually no queuing at the off-ramp, either, see Figure 3-3.

Assumption 4: To keep his theory focused, Newell assumed that the time-dependent origin-destination (O-D) flows are given and they are consistent with any system constraint.
3.2. WAVE PROPAGATION RULES

With the simplified flow-density relation, wave propagation is simple and can be accomplished by some translations.

3.2.1. Forward Wave Propagation Rule

If there is no congestion, i.e., traffic is dictated by forward waves, traffic demand at an upstream location \( x_0 \) will arrive at a downstream location \( x \) after a free trip time, i.e., the time to traverse this section at the free flow speed, \( (x-x_0)/v \). Therefore, the cumulative number of vehicles versus \( t \) curve at location \( x \), \( N(x,t) \), can be obtained by translating the cumulative curve \( N(x_0,t) \) versus \( t \) at the upstream location \( x_0 \) horizontally to the right by a time displacement \( (x-x_0)/v \), where \( v \) is the forward wave speed and \( x > x_0 \). The trip time of any vehicle from \( x_0 \) to \( x \) is \( (x-x_0)/v \), independent of \( t \). This rule is illustrated in Figure 3-4.
3.2.2. Backward Wave Propagation Rule

If there is congestion, i.e., traffic is dictated by backward waves, the disturbance at a downstream location \( x_1 \) will be sensed at an upstream location \( x \) after a backward wave travel time, i.e., the time for the backward wave to traverse this section at the backward wave speed \( u \), \( (x_1 - x)/u \). Therefore, the cumulative curve \( N(x,t) \) versus \( t \) at location \( x \) can be obtained by translating the cumulative curve \( N(x_1,t) \) at the downstream location \( x_1 \) horizontally to the right by a time displacement \( (x_1 - x)/u \) and vertically upward by a jam storage \( k_j(x_1 - x) \), where \( x_0 < x < x_1 \) and \( k_j \) is the jam density of the section. This rule is illustrated in Figure 3-5.
3.3. THE COMPUTATIONAL PROCEDURE

The computational procedure of the simplified theory works as follows. A freeway is divided into a series of homogeneous sections delineated by consecutively indexed points \((x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n)\) and the time-location diagram is partitioned into a lattice if the time increment is \(\tau\), see the top part of Figure 3-6. The algorithm works on the cumulative numbers of vehicles that arrive at and depart from point \(x_i\) by time \(t\), \(A(x_i, t)\) and \(D(x_i, t)\), respectively, where \(i = 1, 2, \ldots, n\). For easy reference, \(A(x_i, t)\) and \(D(x_i, t)\) will be called the cumulative arrival and departure counts (at a time instant) or curves (over the time), respectively, thereafter. At each time increment \(\tau\), the cumulative arrival and departure curves at all locations, from the upstream end to the downstream end, are evaluated one by one, and then the system time advances one step. The above process repeats until the whole simulation period is traversed. The following procedure summarizes how the algorithm works at a lattice point \((x_i, t)\) assuming that the
cumulative arrival and departure curves at all previous lattice points have been processed. The bottom part of Figure 3-6 sketches location $x_i$ with an optional on- or off-ramp.

Before we proceed, it is helpful to repeat Newell’s notation. As is revealed above, capital letters $A$ and $D$ denote cumulative arrival and departure curves, respectively, which are functions of time $t$ and space $x$. Superscript “$+$ (plus)” and “$-$ (minus)” mean “slightly downstream (or to the right) of $x_i$” and “slightly upstream (or to the left) of $x_i$,” respectively. $A_i(t)$ denotes the net ramp flow at $x_i$. $Q_i$ denotes the capacity at $x_i$.

![Figure 3-6: The computational procedure](image-url)
A. Departure to the right

Note that the following discussion focuses on location \( x_i \), so the references “to the right”, “to the left”, “upstream arrival”, “left capacity”, “right capacity”, and “downstream queue” are all relative to \( x_i \) unless specifically noted otherwise. The cumulative departure curve past point \( x_i \) by time \( t \), \( D(x_i^+, t) \), is constrained by the following 4 aspects:

a. Upstream arrival

\[
A(x_i^+, t) = A(x_i^-, t) + A_i(t) = D(x_{i-1}^+, t - (x_i - x_{i-1})/v_{i-1}) + A_i(t)
\]

Where \( A_i(t) \) is cumulative net ramp entering flow, if any, and \( v_{i-1} \) is the forward wave speed in section \((x_{i-1}, x_i)\). Here is the place where the forward wave propagation rule applies.

b. Left capacity

\[
D(x_i^+, t - \tau) + Q_i^- \tau + A_i(t) - A_i(t - \tau)
\]

Where \( \tau \) is time increment, and \( Q_i^- \) is the capacity to the left of \( x_i \).

c. Right capacity

\[
D(x_i^+, t - \tau) + Q_i^+ \tau
\]

Where \( Q_i^+ \) is the capacity to the right of \( x_i \).

d. Downstream Queue
\[ D(x_{i+1}^-, t - (x_{i+1} - x_i)/u_i) + k_i (x_{i+1} - x_i) \]

Where \( u_i \) is the backward wave speed in section \((x_i, x_{i+1})\), and \( k_i \) is the jam density of this section. Here is the place where backward wave propagation rule applies.

The cumulative departure at \( x_i \) by \( t \), \( D(x_i^+, t) \), is then determined as the minimum of the above four.

B. Departure to the left

The purpose of determining cumulative departure curve to the left of \( x_i \) at time \( t \), \( D(x_i^-, t) \), is to facilitate finding travel time in the upstream section \((x_{i-1}, x_i)\), which, in turn, is used to move flows of other destinations forward. The cumulative departure curve to the left of \( x_i \) by \( t \) is simply \( D(x_i^+, t) \) minus net ramp entering flow, if any, at this lattice point, i.e., \( D(x_i^-, t) = D(x_i^+, t) - A_i(t) \). If multiple destinations are considered, \( D(x_i^-, t) \) should be labeled as \( D_{i+1}(x_i^-, t) \), where subscription \( i + 1 \) means “destined for \( x_{i+1} \) and beyond.”

C. Section travel time

Suppose the cumulative departure curve past the right of the upstream point \( x_{i-1} \) by time \( t \) destined for \( x_{i+1} \) and beyond, \( D_{i+1}(x_{i-1}^+, t) \), is known (from earlier steps or boundary conditions). The travel time of vehicles destined for \( x_{i+1} \) and beyond in section \((x_{i-1}, x_i)\) can be determined as illustrated in Figure 3-7. In this figure, the bottom part sketches the highway and the cumulative departure curves with origins and destinations.
shown. The above part of the figure illustrates the procedure of determining section travel time. Starting from the current time \( t \), run a vertical line and find the intersections 1 and 2 with curves \( D_{i+1}(x_i^-,t) \) and \( D_{i+1}(x_{i-1}^+,t) \), respectively. Curve \( D_{i+1}(x_{i-1}^-,t) \) is then traced back to some prior time \( t' \) such that \( D_{i+1}(x_{i-1}^+,t') \) is equal to \( D_{i+1}(x_i^-,t) \) and this determines point 3. Then distance between point 1 and 3, \( T_i(t) = t - t' \), is the travel time for the vehicle bearing the “number” \( D_{i+1}(x_{i-1}^+,t) \) in this section.

**FIGURE 3-7 Section travel time and multi-destination flows**

D. Departure to the left – multi-destinations

Based on Newell’s assumption, all vehicles experience the same travel time in a section regardless of their destinations. Since vehicles destined for \( x_{i+1} \) and beyond traverse section \((x_{i-1},x_i)\) in time \( T_i(t) \), vehicles for other destinations, such as
$x_i, x_{i+1}, x_{i+2}, \ldots$, etc., also experience the same travel time. If the cumulative departure curves past the right of $x_{j-1}$ by $t$ destined for other destinations $D_j(x_{j-1}, t)$, $(j = i + 2, i + 3, \ldots)$, are known, then cumulative departure curves past the left of $x_i$ by $t$ destined for other destinations, $D_j(x_i^-, t)$, is simply a translation of $D_j(x_{i-1}^+, t)$ to the right by $T_i(t)$, i.e., $D_j(x_i^-, t) = D_j(x_{i-1}^+, t - T_i(t))$. This is also illustrated in Figure 3-7.

Continuing the procedure in Section Travel Time, now run a vertical line at point 3 and this line intersects curve $D_j(x_{i-1}^+, t)$ at point 4. Run a horizontal line at point 4 and this line intersects the line determined by points 1 and 2 at point 5. As time moves on, the trajectory of point 5 uniquely determines curve $D_j(x_i^-, t)$.

E. Departure to the right – multi-destinations

With $D_j(x_i^-, t)$, the cumulative departure curve past the right of $x_i$ by $t$ destined for other destinations, $D_j(x_i^+, t)$, is simply $D_j(x_i^-, t)$ plus net ramp entering flow, if any, at this lattice point, i.e., $D_j(x_i^+, t) = D_j(x_i^-, t) + A_j(t)$.

Now, the procedure is ready to go to the next lattice point, the order of which has been defined above.

3.4 SUMMARY

Newell formulated the simplified theory based on four major assumptions and two wave propagation rules. The first assumption postulates a triangular (or trapezoidal) flow-density relationship. The second assumption specifies merging behavior at on-ramps.
third assumption governs diverging behavior at off-ramps. The fourth assumption provides input flow to the model. Under uncongested conditions, traffic is dominated by the wave forward propagation rule, i.e., traffic will arrive at a downstream point of a highway after a free trip time. When traffic is congested, the wave backward propagation rule applies, i.e., a downstream disturbance will be sensed by an upstream point after some time. These two rules constitute the basis on which the simplified theory is formulated.

To facilitate subsequent theoretical development, this chapter presented a discrete version of the simplified theory, i.e., the computational procedure. The procedure keeps track of the cumulative number of vehicles that arrive at and depart from a set of pre-determined locations along a highway and the resulted arrival and departure curves are the final product of the simplified theory.

To facilitate the development of the propose extension and generalization of the simplified theory, we propose the CBWFQ merge model and the CBWS diverge model in the next chapter. By incorporating the two models, we formulate the proposed extension and generalization in Chapter 5.
CHAPTER 4

MODELING MERGING AND DIVERGING BEHAVIOR

One major limitation of the simplified theory is its restrictive assumptions on merging and diverging behavior. For merging, Newell assumed that ramp entering flow can always bypass any queue at the merge and experiences no delay. Therefore, there is actually no queuing at the on-ramp because, whenever there is any demand, it is satisfied without delay. For diverging, Newell assumed that exiting vehicles can always exit without delay as long as they have successfully arrived at the diverge, i.e., there is actually no queuing at the off-ramp, either. These assumptions are not realistic considering the facts that a queue may block traffic from both the upstream mainline and the on-ramp for the merge case and a queue may build up at an off-ramp and spill back onto the freeway mainline for the diverge case. Therefore, a good starting point to address the limitation is to establish models to deal with merging and diverging behavior of freeway traffic. In this chapter, we review literature focusing on the specific topics of merging and diverging models. We then propose a capacity-based weighted fair queuing (CBWFQ) merge model and a contribution-based weighted splitting (CBWS) diverge model, as well as their generalized forms.
4.1 THE CBWFQ MERGE MODEL

This sub-section reviews existing merge models and proposes the CBWFQ merge model. The model is then generalized to deal with a merge with multiple merging branches.

4.1.1. Review of Existing Merge Models

To facilitate future discussion, a merge is sketched below which has two upstream links and one downstream link. A merge can be a junction where an on-ramp joins a freeway, two freeways or highways come into one, or even a multi-legged intersection if properly defined. Suppose at time \( t \), link 1 can send \( S_1 \) vehicles, link 2 can send \( S_2 \) vehicles, and the downstream link can receive \( R \) vehicles. Note that when discussing merges and diverges, \( S \) means the number of vehicles that an upstream link is able to send and \( R \) means the number of vehicles that a downstream link is able to receive. Denote \( d_1 \) the outflow (i.e., departure count) of link 1, \( d_2 \) the outflow of link 2, and \( d \) the inflow of the downstream link, where \( d = d_1 + d_2 \). Denote also \( p_1 \) the priority factor or splitting coefficient of link 1 and \( p_2 \) the priority factor or splitting coefficient of link 2. See the sketch of a merge in Figure 4-1.
4.1.1.1 Lebacque's Lane-Based Merge Model

This model (Lebacque, 1996) is based on user optimal strategy, i.e., the model tries to maximize outflows at the merging branches and sum them up to obtain the downstream inflow. The model works as follows:

\[
\begin{align*}
    d_1 &= \min\{S_1, p_1R\} \\
    d_2 &= \min\{S_2, p_2R\} \\
    d &= d_1 + d_2
\end{align*}
\]

The splitting coefficients, defined as the ratios of maximum densities of the upstream links to that of the downstream link, often translate to the ratios of their respective number of lanes. There is no guarantee that the splitting coefficients sum up to 1.

Solution space of Lebacque's model is illustrated by the shaded area in Figure 4-2. Notice that, in addition to the upsloping solid line through the origin, the dashed lines indicate other possibilities of the splitting coefficients. If \( R \) is fixed and \( S_1 + S_2 \leq R \), the solution is the intersection of line 0-5 and bold line S2-2-S1. As one changes the splitting coefficients, line 0-5 rotates with point 0 fixed and points on bold line S2-2-S1 are all potential solutions. If \( S_1 + S_2 > R \), the solution is the intersection of line 0-5 and bold line
S₂-1-6-4-S₁. As one changes the splitting coefficients, potential solutions lie on bold line S₂-1-6-4-S₁. The above cases hold when \( p₁ + p₂ = 1 \). If, however, \( p₁ + p₂ > 1 \), a solution found may not be realistic because the sum of upstream outflows can be greater than downstream supply, and something has to be done to make it feasible. Nevertheless, this model is a comprehensive one and yields the largest solution space.

FIGURE 4-2 Lebacque's lane-based merge model

4.1.1.2 Daganzo's Priority-Based Merge Model

Unlike Lebacque’s model, this model (Daganzo, 1995b) is based on a system optimal strategy, i.e., the model tries to maximize the downstream inflow while keeping upstream outflows feasible. The model works as follows:
\[
\begin{cases}
    d_1 = S_1 & \text{if } R \geq S_1 + S_2 \\
    d_2 = S_2 & \text{if } 21 \{S_1, R - S_2, p_1 R \} \\
    d_2 = mid \{S_2, R - S_2, p_2 R \} & \text{if } R < S_1 + S_2
\end{cases}
\]

where the \textit{mid} operator takes the middle value of all the members.

Again, solution space of this model is shown by the shaded area in Figure 4-3 and the dashed lines indicate the many possibilities of the priority factors. The solution under certain supply and demand conditions can be multiple and all the points in the shaded area are feasible, though they might not be equally likely. To find a unique solution, some additional constraints must be provided. For example, the priority constraint assumes that flow on link 1, \( d_1 \), has higher priority than flow on link 2, \( d_2 \), i.e., \( p_1 > p_2 \). This eliminates virtually half of the solution space. If \( p_1 \) and \( p_2 \) are fixed, the solution space reduces to the bold line 1-2-3-4. Depending on the values of sending flows and receiving flow, unique solution can be found at point 1 if both merging branches are constrained by backward waves, or at point 3 if link 1 is constrained by forward wave and link 2 is constrained by backward wave, or at point 4 if both branches are dictated by forward waves.
In an attempt to develop a special and simplest case of Daganzo's priority constraint, Jin and Zhang (2003) proposed a distribution scheme based on contributions of upstream demands, i.e.,

\[
\begin{align*}
    d_1 &= S_1 \quad \text{if } S_1 + S_2 < R \\
    d_2 &= S_2
\end{align*}
\]

\[
\begin{align*}
    d_1 &= R \times \frac{S_1}{(S_1 + S_2)} \quad \text{if } S_1 + S_2 \geq R \\
    d_2 &= R \times \frac{S_2}{(S_1 + S_2)}
\end{align*}
\]

Based on this assumption the solution space of Daganzo's reduces to the bold line in Figure 4-4.
FIGURE 4-4 Jin and Zhang's demand-based merge model

Unfortunately, this model may yield unrealistic results under certain conditions. For example, if upstream mainline demand is $S_1 = 2000$, on-ramp demand is $S_2 = 200$, and downstream supply is $R = 2000$, this distribution scheme suggests a solution of $d_1 \approx 1818$ and $d_2 \approx 182$. This implies that the on-ramp can depart only 1 vehicle at the departure of every 10 vehicles at the upstream mainline, a situation that is very rare in real life.

4.1.1.4 Newell's Simplified Merge Model

As one of his underlying assumptions of the simplified theory, Newell (1993a, 1993b, 1993c) assumed that ramp-entering vehicles can always bypass a queue, if any, and experience no delay. Unlike Daganzo's model, here the full priority is given to on-ramp traffic, i.e., $p_2 = 1$ and $p_1 = 0$. The model works as follows:
\[
\begin{align*}
&d_2 = S_2 & \text{if } S_1 + S_2 \leq R \\
&d_1 = S_1 \\
&d_2 = S_2 & \text{if } S_1 + S_2 > R \\
&d_1 = R - S_2
\end{align*}
\]

With this, the solution space reduces to the bold line indicated in Figure 4-5. The solution is point 1 if link 1 is dictated by backward waves or point 2 if link 1 is dictated by forward waves. In either case, link 2 is always dictated by forward waves.

**FIGURE 4-5 Newell's simplified merge model**

4.1.1.5 Banks' Ramp-Metering Merge Model

As part of his effort to analyze the effect of ramp-metering in reducing traffic delay, Banks (2000) relaxed Newell's assumption on a merge such that ramp outflow is constrained by its demand \( S_2 \), capacity \( Q_2 \), and metering-rate \( M_2 \), i.e.,
\[ d_2 = \min\{S_2, Q_2, M_2\} \]. This model is essentially the same as Newell's, i.e., full priority is still given to link 2 and backward waves never reach this branch. If we combine constraints \( S_2, Q_2, \text{and } M_2 \) into a new demand \( S'_2 \), Bank's model yields exactly the same solution space as Newell's.

In summary, Lebacque's model yields larger solution space than Daganzo's due to the former's relaxation of constraint \( p_1 + p_2 = 1 \). Newell's model, Banks' model, and Jim's model can be considered as special cases of the first two models and the relation of these models is illustrated in Figure 4-6. As a point of interest, the CBWFQ model that is going to be proposed can also be viewed as a special case since its priority factor is based on capacity.
As can be seen from the analysis above, Lebacque's and Daganzo's models are comprehensive. It is informative to know the entire solution space, but not all solutions are feasible (for Lebacque's model), nor are feasible solutions equally likely (for both). The physically meaningful, and thus highly likely, solutions are only a small subset of the entire solution space. To define priority factors properly, additional effort of calibration, which may be costly, is required. The other three models are very simple and easy to implement and require no calibration. However, these models are subject to oversimplification and may yield unrealistic result under certain conditions. Therefore, a merge model that is realistic yet still simple to implement deserves further investigation and the CBWFQ merge model below serves such a purpose.

4.1.3. The CBWFQ Model and its Generalized Form

As part of the effort to extend and generalize the simplified theory, it is desirable for a model to deal with kinematic waves at a merge. This section proposes a CBWFQ merge model, as well as its generalized form, which preserves the advantages of the existing models while addressing their unattractive features. Figure 4-7 shows a general merge where there are $\alpha$ merging branches.
FIGURE 4-7 A general merge

Let:

\( a_i \) denotes upstream arrival of branch \( i \), i.e., the number of vehicles that are expected to arrive at branch \( i \) based on further upstream conditions. In this and the definitions below, \( i = 1, 2, \ldots, \alpha \).

\( Q_i \) denotes the capacity of the branch \( i \) and \( Q \) denotes the capacity of the downstream common link.

\( \Delta_i \) denotes the fair share of downstream supply by branches \( i \). \( \Delta_i = R \times \frac{Q_i}{\sum_{j=1}^{\alpha} Q_j} \).

\( S_i \) denotes the number of vehicles that branches \( i \) is able to send. \( S_i \) takes the minimum of upstream arrival and the amount allowed by local capacity, i.e., \( S_i = \min \{ a_i, Q_i \tau \} \) where \( \tau \) is time increment.

\( d_i \) denotes the outflow of branches \( i \), i.e., the number of vehicles that branch \( i \) can actually send based on local capacity and upstream and downstream conditions.

\( R \) denotes the downstream supply, i.e., number of vehicles that can be received by the downstream link.

\( B \) denotes the set of branches \( \{1,2,\ldots,\alpha\} \).
The proposed CBWFQ model works with a merge with two merging branches and the model determines their outflows as illustrated in the left part of Figure 4-8, i.e., the two-dimensional (2D) case:

The two axes represent the outflows of the two merging branches 1 and 2. After determining the fair shares of the branches, we then construct a fair share rectangle O-Δ₁-P-Δ₂ by running two lines based on Δ₁ and Δ₂. We also construct a supply line P₁-P₂ with the coordinates of every point on the line summing up to R.

If the demands on the two branches, S₁ and S₂ are greater than the corresponding fair shares, Δ₁ and Δ₂, the demand point must fall in the half space Δ₁'-P-Δ₂', as is the case of point 5. The solution is point P, i.e., \( d_1 = \Delta_1 \) and \( d_2 = \Delta_2 \).
Otherwise, there must be at least one branch, e.g., branch 2, whose demand $S_2$ is less than the corresponding fair share $\Delta_2$. We satisfy this demand and allocate the remaining supply to the other branch. For example, if the demand is point 6, the solution is point 6’, the intersection of the horizontal line through point 6 and the supply line. If the demand is point 3, the solution is this point itself. Similar treatment applies if branch 1 has more demand than its fair share, e.g., points 4 and 2.

If both branches have lower demands than their corresponding fair shares, we satisfy these demands immediately, as is the case of point 1.

The above CBWFQ model is readily extensible at no extra cost. Take the three-dimensional (3D) case for example, as shown in the right of Figure 4-8 where the three axes represent the outflows of the three branches, respectively. We construct a fair share box (a rectangular prism to be precise) $O-\Delta_2-P_{12}-\Delta_1-\Delta_3-P_{23}-P-P_{13}$, and then a supply plane $P_1P_2P_3$ with the coordinates of every point on it summing up to $R$. Obviously, the fair share box and the supply plane contact at point $P$. If all three branches have higher demands than their corresponding fair shares, the demand point must fall in the half space $PP'_{12}P'_{13}P'_{23}$ pointing outward and the solution is point $P$. Otherwise, there must be at least one branch, say branch 3, whose demand is less than its fair share. We satisfy this demand, subtract this amount from the downstream supply, and remove this branch from further consideration. This is equivalent to cutting the picture with a horizontal plane at height $S_3$, shown as the dotted triangle $T_1T_2T_3$. This essentially reduces the problem to a 2D case whose solution is not repeated.

Summing up, the algorithm for the generalized CBWFQ model works as follows:
Step 1: compute the fair share of the downstream supply for each of the merging branches proportional to its capacity.

Step 2: for each merging branch, if its demand is less than or equal to its fair share, set its outflow to its demand $S$, subtract this amount from the downstream supply, and remove this branch from the set. Repeat this step until all merging branches have been processed. i.e.:

$$\begin{align*}
\text{IF } a_i \leq \Delta_i & \text{ THEN } \\
& \begin{cases} 
  d_i = S_i \\
  R = R - d_i \\
  B = B - \{i\}
\end{cases}
\end{align*}$$

Step 3: for the remainder of the downstream supply and the remainder of the branches, repeat steps 1 and 2 until no new branch's demand is satisfied or $B$ is empty.

Step 4: based on the remainder of the downstream supply and the remainder of the branches, recalculate the fair share of the remaining supply for each of the remaining branches and set their outflows to their fair shares.

The CBWFQ model, as well as its generalized form, merits the following advantages: (1) It deals with both forward and backward waves, i.e., it considers both upstream and downstream conditions when determining outflows; (2) It yields unique solution, so it is well-formulated; (3) The solution is physically meaningful and highly likely, so the model eliminates many unnecessary possibilities that are both unlikely and costly; (4) The model is simple to understand and easy to implement, so it makes much sense to traffic engineers; (5) The model is able to account for many factors related to
traffic operation, such as demand, supply, road geometry, capacity, ramp-metering strategies, etc., at no extra cost. (6) The model is readily extensible at no extra cost.

4.2 THE CBWS DIVERGE MODEL

This sub-section reviews existing diverge models and proposes the CBWS diverge model. The model is then generalized to deal with a diverge with multiple diverging branches.

4.2.1. Review of Existing Diverge Models

A diverge comes into play because two or more of its downstream links can affect traffic on its upstream common link. Very often, one is faced with splitting traffic between the diverging branches and a demand-supply framework is typically used to explain queuing at a diverge.

In his simplified theory, Newell (1993a, 1993b, 1993c) assumed unlimited supply on exits, so there is essentially no congestion from off-ramps. If, however, vehicles are prevented from departing at a diverge either because of insufficient capacity at the diverge point or congestion from downstream mainline, Newell assumed that all vehicles upstream will be affected regardless of their destinations, i.e., traffic state (e.g., speed, flow, density, etc.) is uniform over all lanes at the upstream link. This diverge model serves as one of the underlying assumptions based on which the simplified theory is formulated.

In one of his later papers as an attempt to estimate delays caused by an off-ramp queue, Newell (1999) slightly relaxed the above assumption and tended to believe that queues from different diverging branches need to be treated separately. This implies that
traffic states can be different for traffic bound for different destinations. However, to be consistent with his original theory and avoid going into the detail of lane-by-lane difference, Newell limited the differences in the vicinity of the diverge by assuming vertical queues. If, however, one feels that a vertical queue might over-simplify things and a physical queue makes more sense, there will be issues of more than one queue and hence more than one traffic state on a link, which is typically not captured in most macroscopic traffic models.

Daganzo (1995b) proposes a diverge model similar to Newell's first model but with finite supply at an off-ramp. The model assumes that, if either diverging branch is blocked, all upstream traffic will be restricted regardless of destination. In another paper (Daganzo 1997), Daganzo proposes a second diverge model to deal with freeways with special lanes. This model assumes two vehicle types and three traffic regimes such that, upstream of a diverge, there are "two pipes" carrying two sets of fluids with different speeds and, further upstream, there is "one pipe" carrying the mixed fluid with uniform speed. This is a closer approximation of the reality at the cost of allowing more than one traffic state on a link concurrently.

Lebacque (1996) proposes two diverge models. The first one determines the upstream demand and then divides it among the diverging branches based on turning proportions. This mode is essentially the same as Daganzo's first model, i.e., if one of the diverging branches is unable to provide any supply, no vehicle can depart at the upstream link. The second model determines the supplies at the diverging branches and sums them up to get the upstream departure. This model implies that, if there is congestion from one of the diverging branches, a hypothetical storage is needed to store the vehicles that are
unable to depart while traffic on other lanes are not affected. It also implies that traffic state on different lanes may not be the same, though the lane-by-lane difference is not explicitly modeled.

In summary, there are generally two modeling strategies at a diverge: one that allows multiple concurrent traffic states on the upstream link and the other that does not. The former treats queues from different diverging branches separately and a queue only affects its corresponding part of upstream traffic. However, this strategy may involve lane-by-lane difference and is hard to capture at a macroscopic level. This is probably part of the reason why Newell assumes vertical queue and Lebacque assumes hypothetical storage. The latter spreads downstream congestion over all lanes of the upstream link and all traffic there will be affected regardless of destinations. This is relatively easy to model but at some cost of realism. The CBWS diverge model that is going to be proposed takes advantages of the above seemingly competing strategies such that the former is used to split flow and move traffic forward at a diverge and the latter is used to update traffic state for each link.

4.2.2. Analysis of Diverging Behavior and the CBWS model

This subsection develops the CBWS diverge model based on an analysis of traffic diverging behavior. Figure 4-9 shows a sketch of a diverge. There are two types of vehicles, type 1 vehicles which are destined for the left branch (branch 1) of the diverge and type 2 vehicles which are destined for the right branch (branch 2) of the diverge. Our discussion here addresses a generic case that incorporates or can be extended to off-ramps, diverging highways or freeways, as well as intersections.
Before any queue backs up from downstream of the diverge, let us assume that traffic upstream is operating in the free-flow regime and traffic state is uniform over all lanes. Though lane variation exists, this is neither the main focus of nor typically captured at a macroscopic level. Under this assumption, there are some 1-vehicles traveling on the right lanes and some 2-vehicles traveling on the left lanes and these drivers have the piece in mind that they are able to change to their desired lanes whenever needed. When a queue backs up from downstream, it may come from branch 1 or 2 or both. Let's assume it comes from branch 2 and base our following discussion on this assumption. The same discussion also applies if the queue comes from branch 1. Several pictures are proposed to model queuing at the diverge.

Figure 4-10 illustrates the 2-vehicle queue that dictates the overall traffic condition upstream. This is the diverge model assumed in Daganzo (1995b) and also the first diverge model proposed by Lebacque (1996). As the 2-vehicle queue backs up, all vehicles upstream will be affected and delay is experienced by all vehicles regardless of their destinations. This model is more appropriate if one is willing to model traffic at a

FIGURE 4-9 Sketch of a diverge
higher level and achieves efficiency at some cost of realism. This model also makes more sense if the upstream link has only one lane. However, this model might not be realistic when the upstream link has multiple lanes.

Newell (1996) proposed another model, shown in Figure 4-11, where the queue is assumed vertical and confined somewhere near the diverge at the side of branch 2. Upstream of the 2-vehicle queue, there could be another queue mainly formed by 1-vehicles if their arrival rate is higher than the capacity of the left lanes. Further upstream of the 1-vehicle queue, traffic states tend to be uniform over all lanes. This model is proposed primarily for evaluating delays caused by congestion at an off-ramp and the model applies to isolated exits without interaction with further upstream and downstream links, features that render the model unsuitable for extending the simplified theory to network application. Despite of this, Newell did imply that queues from different branches need to be treated differently, which is the idea adopted in the CBWS diverge model.
Figure 4-12 probably gives a more realistic representation of queuing at a diverge. As 2-vehicle queue backs onto the upstream mainline link, traffic at branch 2 is dictated by the queue and, hence, exhibits a high density. Slightly upstream of the queue, i.e., the area consisting of several right-most lanes on the mainline near the diverge, traffic state is almost the same as that of branch 2 because the former is a natural backward extension of the latter. Also the difference of traffic states between the right lanes and the left lanes becomes sharper as one gets closer to the diverge. This is especially true when origin-destination flow is predetermined and route choice is absent, as in most macroscopic models. Several reasons help to maintain the 2-vehicle queue on the right lanes. First, most 1-vehicles, noticing that the 2-vehicle queue is building up, tend to change to the left lanes not only because they are not intended to exit via branch 2 but also because traffic is able to move at higher speeds on the left lanes. Second, those who are bound to exit via branch 2 have to stay in the queue even though the adjacent lanes exhibit higher
speeds. Third, given the short distance and the high speed difference, queued vehicles that are close to the diverge may not be able to change to the left lanes even though they want to divert. However, considering that there are some 2-vehicles who bypass the queue and try to squeeze in at the head of the queue at the expense of others' delay, these vehicles can block some 1-vehicles behind and the blockage can gradually grow to encompass more lanes upstream, forming a triangular shape, as shown by the dotted lines, along which the capacity constraint moves. This “congestion diffusion” and other phenomena such as some 1-vehicles trapped in the queue who want to squeeze out can be modeled by applying a friction at the interface between the left and right lanes. This friction, in turn, acts as a time-varying constraint on the effective capacity based on the ratio of the flows destined for the two diverging branches.

As one goes further upstream, the difference in traffic states between the left lanes and the right lanes may diminish due to a transition from congested to uncongested condition on the right lanes if upstream arrival is light. Traffic density in the transition area, i.e., the middle part of the mainline link, is lower than that of the congested area,
i.e., the downstream part of the mainline link, but higher than the uncongested area, i.e., the upstream part of the mainline link. Still in the transition area, downstream congestion becomes foreseeable and vehicles bound for different destinations begin to consider changing lanes with 2-vehicles changing to or staying at the right lanes even though they can travel faster at adjacent lanes. Upstream of the transition area, traffic is free-flowing (or nearly so), and downstream congestion has not been perceived by travelers here, so traffic tends to be distributed uniformly over all lanes.

Considering that, technically, it is difficult to model the state transition and congestion diffusion effects at a macroscopic level, Figure 4-13 is an approximation of Figure 4-12. In Figure 4-13, there is a discrete change of traffic states between branch 2 and the right mainline lanes and this simulates the transition effect. Depending on where the congestion diffusion effect exists, there is also an optional friction, represented as the two arrows, between the left lanes and the right lanes on the mainline near the diverge and this friction is implemented as a time-varying capacity constraint based on the ratio of the flows destined for the two branches. If there is a concurrent queue from branch 1, similar treatment applies. It is interesting to note that the proposed diverge model agrees with Daganzo’s second diverge model, i.e., the one with two vehicle types and three traffic states.
Figure 4-13 is the proposed contribution-based weighted splitting (CBWS) diverge model. When splitting the number of vehicles, arrived at the diverge, between the two diverging branches, we distribute the number proportionally to the numbers of vehicles that the two branches can receive, i.e., downstream supplies or contributions. Once the cumulative departure curves, with branch 2 as their destinations, at both ends of the upstream mainline link are determined, the queue tail, i.e., where the discrete change of traffic states takes place, can be found by using the queue tail tracking procedure proposed in Son (1996). The next subsection will present the formulation of the CBWS diverge model in its generalized form.

As an interesting point, one might argue that treating queues from different branches separately violates the FIFO (first-in-first-out) assumption of a queuing system. This is not necessarily the case because FIFO still holds if the two queues from the two diverging branches are evaluated individually. On the other hand, vehicles for different destinations will operate independently once they have past the diverge and FIFO loses its meaning for them.
4.2.3 The Generalized Model

To facilitate future generalization of the simplified theory, a generalized CBWS model is formulated. Figure 4-14 sketches a general diverge with \( \beta \) diverging branches and one upstream common link. Let:

\( S \) denotes the upstream demand, i.e., the number of vehicles that can be sent to the diverging branches. \( S \) takes the minimum of the upstream arrival, the amount allowed by local capacity \( Q \), and the sum of downstream supplies.

\( R_i \) denotes the supply/contribution of diverging branch \( i \), i.e., the number of vehicles that branch \( i \) can receive, where \( i = 1,2,\ldots,\beta \)

\( d_i \) denotes the outflow at the upstream link to diverging branch \( i \), where, \( i = 1,2,\ldots,\beta \).

\[ \]

The generalized CBWS diverge model determines the outflows at the upstream link destined for the diverging branches based on the following algorithm.

---

**FIGURE 4-14 Generalized CBWS diverge model**
\[ d_i = S \times \frac{R_i}{\sum_{j=1}^{\beta} R_j}, \quad i = 1, 2, ..., \beta \]

### 4.3 SUMMARY

The simplified theory assumes that ramp entering flow can always bypass any queue at a merge and experiences no delay. Therefore, there is actually no queuing at the on-ramp because, whenever there is any demand, it is satisfied without delay. As a relaxation to this assumption, we proposed a CBWFQ model, as well as its generalized form, where queuing is allowed at any of the merging branches and vehicles on these merging branches compete for downstream supply. The basic idea of this model is that every merging branch is associated with a fair share of the downstream supply. Merging branches with less-demanding traffic are first satisfied. Downstream supply is then recalculated and the fair shares of the remaining merging branches are redistributed accordingly. If a merging branch depletes its fair share, it has to wait until other less-demanding merging branches have been satisfied and then it makes use of whatever downstream supply leftover.

When dealing with diverging behavior, the simplified theory assumes that travel time of all vehicles in a freeway section is independent of their destinations. On the other hand, exiting vehicles can always exit without delay as long as they have successfully arrived at the diverge, i.e., there is actually no queuing at the off-ramp, either. As a relaxation to this assumption, we proposed a CBWS model, as well as its generalized form, where queuing is allowed at all diverging branches and queues from any of the diverging branches can back onto the upstream mainline, further constraining traffic.
there. The CBWS model splits the number of vehicles that the upstream link can send among the diverging branches proportionally to the supplies/contributions of these branches.

The next chapter proposes the extension of the simplified theory, based on the CBWFQ merge model and the CBWS diverge model, and the generalization of the theory, based on the generalized CBWFQ and CBWS models.
CHAPTER 5

THE PROPOSED EXTENSION AND GENERALIZATION

As mentioned before, the major limitation of the simplified theory lies in its inability to address network traffic. With the assistance of the merge model and the diverge model proposed in the previous chapter, we extend the simplified theory to address a freeway system where multiple freeways with their on- and off-ramps are allowed. We formulate the extension based on 5 basic building blocks, i.e., an entrance, an exit, a mainline, a merge, and a diverge, and we assume that a freeway system can be represented by certain combination of these basic building blocks. With the assistance of the generalized forms of the proposed merge and diverge models, we generalize the simplified theory to address a general transportation network where a link in the network can have multiple upstream and/or downstream branches. We formulate the generalization based on a generic building block which may incorporate multiple upstream and/or downstream branches and we assume that a general transportation network can be represented by certain combination of some special cases of the generic building block.
5.1 EXPANSION OF K-WAVE DOMAIN

In addition to modeling merging and diverging behavior, several issues need to be addressed before extending and generalizing the simplified theory, among which representation of the more complicated space domain demands special attention. This section serves as a preparation for subsequent discussion.

5.1.1 K-Wave Domain

The solution space of a kinematic wave problem, here referred to as the K-Wave domain, consists of a time domain and a space domain. The original simplified theory essentially deals with a one-dimensional (1D) space domain where a freeway is typically represented by an array of nodes that are consecutively numbered/indexed. In particular, two consecutive nodes are physically adjacent and a node can have up to two adjacent nodes. On the other hand, the index also serves as the sequence based on which the nodes are processed by applying the computational procedure.

However, as we go from a freeway mainline situation to a freeway system or general transportation network, we are migrating from a 1D space domain to 2D space domain. Representation of roadway network becomes more complicated because a node may have multiple upstream nodes and/or multiple downstream nodes. In this case, the old way of representing nodes in an array is not sufficient and the concept of a set has to be used where the order of members in the set may or may not bear spatial relation. To establish a loose spatial relation among the nodes, nodes in a set are sorted such that all the upstream nodes of a node bear lower indices and all the downstream nodes of the node bear higher indices. This actually stipulates a spanning tree structure of roadway topology. On the
other hand, some mechanism has to be devised for each node to remember its adjacent nodes and potential destinations. By this way, it is guaranteed that, before processing a lattice point, all the necessary information has been ready been prepared.

5.1.2 O-D Flows

O-D flows in Newell’s theory are quite simple due to its simple 1D space domain. However, in a general transportation network, O-D flows can be increasingly complicated and difficult to obtain when the network size grows. However, it is still reasonable to assume that entrance-exit (E-E) flows can somehow be estimated based on traffic counts from traffic surveillance systems. With a well-defined network topology and some simple synthesis, it is possible to obtain flows from each entrance to its potential destinations (E-D flows), and this is the starting point of the proposed extension and generalization. The goal of our model is to determine the cumulative arrival and departure curves at every node destined for all its potential destinations.

5.1.3 Revised Notation

Due to the expansion from 1D to 2D space domain, Newell’s original notation is insufficient and the enhanced notation is presented below with the aid of a sketch of a generic building block in Figure 5-1.
FIGURE 5-1 A generic building block of transportation network

\( x \) denotes a node and its subscription indexes the node. For example, \( x_i \) denotes the current node, \( x_i, \ldots, x_k, \ldots, x_j \) denote its \( \alpha \) upstream nodes, \( x_n, \ldots, x_p, \ldots, x_m \) denote its \( \beta \) downstream nodes, \( x_s \) denotes any further downstream nodes of \( x_i \) via \( x_n \), and \( x_s \) denotes any further downstream nodes of \( x_i \) via \( x_m \). Nodes are sorted and indexed such that all potential origins of a node bear lower indices and all potential destinations of the node bear higher indices. On the other hand, a node remembers its adjacent nodes as well as its potential destinations. However, no implication is made on the relationship between \( x_i \) and \( x_j \), nor on \( x_n \) and \( x_m \).

\( A \) and \( D \) denote cumulative arrival and departure curves/counts, respectively. Considering that a node may have multiple upstream nodes and/or downstream nodes,
additional information, such as origin and destination, has to be supplied to clarify the A’s and D’s. For example, \( A_{i,n}(x_i^-, t) \) denotes the cumulative arrival curve past the left of node \( x_i \) at time \( t \) originated from node \( x_i \) and destined for node \( x_n \) and beyond, and \( D_{i,n}(x_i^+, t) \) denotes the cumulative departure curve past the right of node \( x_i \) at time \( t \) originated from node \( x_i \) and destined for node \( x_n \) and beyond.

\( Q \) denotes capacity. For example, \( Q_{il} \) denotes the capacity of link \((x_i, x_l)\).

\( k \) denotes jam density. For example, \( k_{il} \) denotes the capacity of link \((x_i, x_l)\).

\( v \) denotes forward wave propagation speed (i.e., free flow speed under the assumption of triangular or trapezoidal flow-density relationship). For example, \( v_{il} \) denotes the forward wave propagation speed of link \((x_i, x_l)\).

\( u \) denotes backward wave propagation speed (it is a constant under the assumption of triangular or trapezoidal flow-density relationship). For example, \( u_{il} \) denotes the backward wave propagation speed of link \((x_i, x_l)\).

\( n \) denotes number of lanes of a link. For example, \( n_{il} \) denotes the number of lanes of link \((x_i, x_l)\). Notice that, when \( n \) appears in subscription, it means the index of a node, as defined above.

\( l \) denotes the length of a link. For example, \( l_{il} \) denotes the length of link \((x_i, x_l)\). Again, when \( l \) appears in subscription, it means the index of a node, as defined above.
5.2 EXTENSION TO THE SIMPLIFIED THEORY

In this section, we extend the simplified theory to address a freeway system where multiple freeways and their on- and off-ramps are allowed. We formulate modeling procedures to each of the following basic building blocks: an entrance, an exit, a mainline, a merge, and a diverge. We assume that a freeway system can be represented by certain combination of these basic building blocks.

5.2.1 Entrance

In this case, we consider a node that is linked with only one downstream node and no upstream node. This case is often seen at the upstream end of a freeway or an on-ramp. Entrances serve as sources of freeway traffic such that they have infinite ability to generate traffic, but traffic is released into the freeway system at the rate specified by time-varying O-D tables.

FIGURE 5-2 The sketched of an entrance

An entrance is sketched in Figure 5-2, where \( x_i \) is the entrance node, \( x_a \) is the downstream node, and \( x_r \) represents any further downstream node. Though there is nothing upstream of \( x_i \), a dummy link \((x_i, x_f)\) with infinity capacity is added to facilitate
subsequent discussion. A computational procedure for the entrance is formulated as follows.

A. Departure to the right

Since the discussion that follows has \( x_i \) as the current node, the references “to the left/upstream” and “to the right/downstream” are all relative to \( x_i \) unless explicitly noted otherwise. The cumulative departure curve to the right of \( x_i \) originated from \( x_i \) destined for \( x_n \) and beyond, \( D_{t,n}(x_i^+, t) \) is constrained by the following:

a. Upstream arrival

Since there is no ramp flow, the cumulative arrival curve to the right of \( x_i \) originated from \( x_i \) destined for \( x_n \) and beyond, \( A_{t,n}(x_i^+, t) \) is the same as \( A_{t,i}(x_i^-, t) \) which is known from boundary conditions.

b. Right capacity

\[
D_{t,n}(x_i^+, t - \tau) + \tau Q_{in}
\]

c. Downstream queue

According to Newell’s backward wave propagation rule, the cumulative departure curve at \( x_i \), constrained by downstream condition can be obtained by translating its downstream cumulative departure curve to the right by a backward wave propagation time and upward by a jam storage, i.e.:

\[
D_{t,n}(x_n^-, t - l_{in}/u_{in}) + l_{in}k_{in}
\]
d. Left capacity

Since the capacity of the dummy link upstream of node $x_i$ is assumed to be infinity, this constraint actually does not exist.

Therefore, according to the minimum principle, $D_{l,n}(x_i^+, t)$ is the minimum of the amount determined in a, b, c, and d, i.e.:

$$D_{l,n}(x_i^+, t) = \min \left\{ D_{l,n}(x_i^+, t), D_{l,n}(x_i^+, t - \tau) + \tau Q_{in}, D_{l,n}(x_n^-, t - l_m / u_{in}) + l_m k_{in} \right\}$$

For a well-posed problem, congestion should not reach the upstream end of a freeway, i.e., $D_{l,n}(x_i^+, t)$ should not be dictated by downstream queue. Nor should a well-posed problem have input flow rates greater than capacity and causes delay for traffic waiting to enter the system. In this case, $D_{l,n}(x_i^+, t)$ is dictated by capacity constraint and the entrance itself is a possible bottleneck. Given these, a general procedure is still formulated here for completeness. In case of congestion at the entrance, only limited confidence can be given to the result and a warning should be registered to call for attention.

B. Departure to the left

Since there is no ramp traffic entering or exiting here, the cumulative departure curve to the left of $x_i$ originated from $x_i$ destined for $x_n$ and beyond, $D_{l,n}(x_i^-, t)$, is the same as $D_{l,n}(x_i^+, t)$, i.e.: $D_{l,n}(x_i^-, t) = D_{l,n}(x_i^+, t)$

C. Link travel time

There is no link upstream of node $x_i$, but we still define a link travel time here to be consistent with other building blocks. Actually, the purpose of computing link travel time
is to come up with a mechanism to move multiple-destination flow forward because we have assumed that vehicles on the same link experience the same travel time regardless of destinations. For the same reason, if a vehicle has to wait some time before entering the system, vehicles for other destinations will experience the same delay. The waiting time is obtained by comparing curve pair $A_{i,n}(x_i^-,t)$ and $D_{i,n}(x_i^-,t)$ such that curve $A_{i,n}(x_i^-,t)$ is traced back until some earlier time $t'$ when $A_{i,n}(x_i^-,t')$ is equal to $D_{i,n}(x_i^-,t)$, and the difference of $t$ and $t'$ is the waiting time experienced by the vehicle bearing "number" $D_{i,n}(x_i^-,t)$, i.e.,

$$T_{ij}(t) = t - t'$$

Graphical illustration of determining link travel time, $T_{ij}(t)$, is shown in Figure 5-3.
D. Departure to the left – multi-destinations

As assumed, the waiting time, \( T_{il}(t) \), determined above is experienced by all vehicle regardless of destinations, the cumulative departure curves to the left of \( x_i \) originated from \( x_i \) destined for other destinations \( x_r \) and beyond, \( D_{i,r}(x_i^-,t) \), can be obtained by simply translating \( A_{i,r}(x_i^-,t) \) to the right by a waiting time, \( T_{il}(t) \), i.e.:

\[
D_{i,r}(x_i^-,t) = A_{i,r}(x_i^-,t - T_{il}(t))
\]

This step is also illustrated in Figure 5-2.

E. Departure to the right – multi-destinations

Since there is no ramp flow entering or exiting here, the cumulative departure curve past the right of \( x_i \) originated from \( x_i \) destined for other destinations \( x_r \) and beyond, \( D_{i,r}(x_i^+,t) \), is simply \( D_{i,r}(x_i^-,t) \), i.e.:

\[
D_{i,r}(x_i^+,t) = D_{i,r}(x_i^-,t)
\]

This concludes the computational procedure for the entrance, and one can proceed to the next lattice point.

5.2.2 Exit

In this case, we consider a node that is linked with only one upstream node and no downstream node. This case is often seen at the downstream end of a freeway or an off-
ramp. Exits serve as sinks of freeway traffic such that they have infinite ability to absorb traffic and remove it out of the system.

An exit is sketched in Figure 5-4, where $x_i$ is the exit node, $x_j$ is the upstream node. Though there is nothing downstream of $x_j$, a dummy link $(x_j, x_n)$ with infinity capacity is added to facilitate discussion. A computational procedure for the exit is formulated as follows.

A. Departure to the right

The cumulative departure curve to the right of $x_i$ originated from $x_i$ destined for $x_n$ and beyond, $D_{l,n}(x_i^+, t)$ is constrained by the following:

a. Upstream arrival

Since there is no ramp flow, the cumulative arrival curve to the right of $x_i$ originated from $x_i$ destined for $x_n$ and beyond, $A_{l,n}(x_i^+, t)$ is the same as $A_{l,j}(x_i^-, t)$ which is obtained by translating $D_{l,j}(x_i^+, t)$ horizontally to the right by a free trip time $l_{il}/v_{il}$, i.e.:
\[ A_{i,n}(x_i^+, t) = A_{i,j}(x_i^-, t) = D_{i,j}(x_i^-, t - l_j / v_j) \]

b. Right capacity

Since the capacity of the dummy link downstream of node \( x_i \) is assumed to be infinity, this constraint actually does not exist.

c. Downstream queue

A queue never builds up here because of the infinite capacity of the dummy link, so this constraint does not exist either.

d. Left capacity

\[ D_{i,n}(x_i^+, t - \tau) + \tau \times Q_{ij} \]

Therefore, according to the minimum principle, \( D_{i,n}(x_i^+, t) \) is the minimum of the above, i.e.:

\[ D_{i,n}(x_i^+, t) = \min\{A_{i,n}(x_i^+, t), D_{i,n}(x_i^+, t - \tau) + \tau \times Q_{ij}\} \]

B. Departure to the left

Since there is no ramp traffic entering or exiting here, the cumulative departure curve to the left of \( x_i \) originated from \( x_i \) destined for \( x_i \) and beyond, \( D_{i,j}(x_i^-, t) \), is the same as \( D_{i,n}(x_i^-, t) \), i.e.:

\[ D_{i,j}(x_i^-, t) = D_{i,n}(x_i^-, t) \]

C. Link travel time

Now, we are working on a real link travel time, i.e., the time needed for the vehicle bearing "number" \( D_{i,j}(x_i^-, t) \) to traverse link \((x_i, x_j)\). This is obtained by comparing curve
pair $D_{i,j}(x_i^+, t)$ and $D_{i,j}(x_i^-, t)$ such that curve $D_{i,j}(x_i^+, t)$ is traced backwards until some prior time $t'$ when $D_{i,j}(x_i^+, t')$ is equal to $D_{i,j}(x_i^-, t)$, and the difference of $t$ and $t'$ is the desired link travel time, i.e.,

$$T_{ij}(t) = t - t'$$

Since $x_i$ has no downstream, all vehicles on link $(x_i, x_j)$ are destined for $x_i$. There is no need to deal with multiple-destination flows. However, it is still helpful to compute link travel time because it is useful for reporting measures of effectiveness (MOEs).

D. Departure to the left – multi-destinations

This does not apply to an exit.

E. Departure to the right – multi-destinations

This does not apply to an exit.

This concludes the computational procedure for the exit, and one can proceed to the next lattice point.

5.2.3 Mainline

In this case, we consider a node that is linked with one upstream node and one downstream node. This case is often seen at any ordinary point on freeway mainline.
A mainline is sketched in Figure 5-5, where $x_i$ is the mainline node, $x_j$ is the upstream node, $x_n$ is the downstream node, and $x_r$ represents any further downstream node via $x_n$. A computational procedure for the mainline is formulated as follows.

A. Departure to the right

The cumulative departure curve to the right of $x_i$ originated from $x_i$ destined for $x_r$ and beyond, $D_{l,n}(x_i^+,t)$ is constrained by the following:

a. Upstream arrival

Since there is no ramp flow here, upstream arrival is determined by applying forward wave propagation rule, i.e., traffic will arrive at a downstream location after a free trip time if there is no congestion:

$$A_{l,i}(x_i^+,t) = A_{l,i}(x_i^-,t) = D_{l,i}(x_i^+,t - l_i/u_i)$$

b. Right capacity

$$D_{l,n}(x_i^+,t - \tau) + \tau Q_{in}$$

c. Downstream queue

Applying backward wave propagation rule, we have:

$$D_{l,n}(x_i^-,t - l_n/u_n) + l_n k_n$$
d. Left capacity

\[ D_{i,n} (x_i^+, t - \tau) + \tau Q_{il} \]

Therefore, according to the minimum principle, \( D_{i,n} (x_i^+, t) \) is the minimum of the above, i.e.:

\[
D_{i,n} (x_i^+, t) = \min \left \{ A_{i,n} (x_i^+, t), D_{i,n} (x_i^+, t - \tau) + \tau Q_{in}, D_{i,n} (x_i^-, t - l_{in} / u_{in}) + l_{in} k_{in}, D_{i,n} (x_i^+, t - \tau) + \tau Q_{il} \right \}
\]

B. Departure to the left

Since there is no ramp traffic entering or exiting here, the cumulative departure curve to the left of \( x_i \) originated from \( x_i \) destined for \( x_i \) and beyond, \( D_{i,j} (x_i^-, t) \), is the same as \( D_{i,n} (x_i^+, t) \), i.e.:

\[
D_{i,j} (x_i^-, t) = D_{i,n} (x_i^+, t)
\]

C. Link travel time

Compare curve pair \( D_{i,j} (x_i^+, t) \) and \( D_{i,j} (x_i^-, t) \) in the same manner as before and get a prior time \( t' \) such that \( D_{i,j} (x_i^+, t') = D_{i,j} (x_i^-, t) \). The link travel time is:

\[
T_{ij} (t) = t - t'
\]

D. Departure to the left – multi-destinations

As assumed, the link travel time, \( T_{ij} (t) \), determined above is experienced by all vehicle regardless of destination, the cumulative departure curves to the left of \( x_i \) originated from \( x_i \) destined for other destinations \( x_r \) and beyond, \( D_{i,r} (x_i^-, t) \), can be obtained by simply translating \( A_{i,r} (x_i^-, t) \) to the right by a link travel time, \( T_{ij} (t) \), i.e.:
\[ D_{i,r}(x_i^-, t) = D_{i,r}(x_i^+, t - T_d(t)) \]

E. Departure to the right – multi-destinations

Since there is no ramp flow entering or exiting here, the cumulative departure curve past the right of \( x_i \) originated from \( x_i \) destined for other destinations \( x_i \) and beyond, \( D_{i,r}(x_i^+, t) \), is simply \( D_{i,r}(x_i^-, t) \), i.e.:

\[ D_{i,r}(x_i^+, t) = D_{i,r}(x_i^-, t) \]

This concludes the computational procedure for the mainline, and one can proceed to the next lattice point.

5.2.4 Merge

In this case, we consider a node that is linked with two upstream nodes and one downstream node. This case is often seen at a point on a freeway where an on-ramp or a merging freeway joins.
A merge is sketched in Figure 5-6, where $x_i$ is the merge node, $x_i$ and $x_j$ are two upstream nodes, $x_n$ is the downstream node, and $x_r$ represents any further downstream node via $x_n$. A computational procedure for the merge is formulated as follows.

A. Departure to the right

The cumulative departure curve to the right of $x_i$ originated from $x_i$ destined for $x_n$ and beyond, $D_{i,n}(x_i^+,t)$, is constrained by the following:

a. Upstream arrival

There are two upstream links and upstream arrival consists of two parts. According to the forward wave propagation rule, the cumulative arrival curve to the left of $x_i$ originated from $x_i$ destined for $x_n$ and beyond, $A_{i,n}(x_i^-,t)$, can be obtained by translating the cumulative departure curve to the right of $x_i$ originated from $x_i$ destined for $x_n$ and
beyond, $D_{l,n}(x_l^+,t)$, by a free trip time $T_{il} = l_{il} / v_{il}$, i.e., $A_{l,n}(x_l^+,t) = D_{l,n}(x_l^+,t - l_{il} / v_{il})$.

Similarly, $A_{j,n}(x_j^+,t)$ is obtained from $D_{j,n}(x_j^+,t)$, i.e., $A_{j,n}(x_j^+,t) = D_{j,n}(x_j^+,t - l_{jl} / v_{jl})$.

The cumulative arrival to the right of $x_i$, $A_{i,n}(x_i^+,t)$, is then the sum of $A_{i,n}(x_i^+,t)$ and $A_{j,n}(x_j^+,t)$, i.e.,

$$A_{i,n}(x_i^+,t) = A_{i,n}(x_i^+,t) + A_{j,n}(x_j^+,t) = D_{i,n}(x_i^+,t - l_{il} / v_{il}) + D_{j,n}(x_j^+,t - l_{jl} / v_{jl})$$

b. Right capacity

$$D_{l,n}(x_l^+,t - \tau) + \tau Q_{ln}$$

c. Downstream queue

$$D_{l,n}(x_n^-,t - l_{ln} / u_{ln}) + l_{ln} k_{ln}$$

d. Left capacity

The maximum number of vehicles that are allowed to depart from link $(x_i, x_j)$ at current time step is $\tau \times Q_{ji}$ and the maximum number that is allowed to depart from link $(x_j, x_i)$ is $\tau \times Q_{jl}$. So, the left capacity constraint can be: $D_{l,n}(x_j^-,t - \tau) + \tau Q_{ji} + \tau Q_{jl}$

Therefore, Cumulative departure to the right of $x_i$, $D_{l,n}(x_i^+,t)$, is the minimum of the above four, i.e.,

$$D_{l,n}(x_i^+,t) = \min\{A_{l,n}(x_i^+,t), D_{l,n}(x_i^+,t - \tau) + \tau Q_{ln}, D_{l,n}(x_n^-,t - l_{ln} / u_{ln}) + l_{ln} k_{ln}, D_{l,n}(x_j^-,t - \tau) + \tau Q_{ji} + \tau Q_{jl}\}$$

B. Departure to the left

Now, we are interested in knowing, of $D_{l,n}(x_i^+,t)$, how much is contributed by link $(x_i, x_j)$ and how much by $(x_j, x_i)$. To split $D_{l,n}(x_i^+,t)$, we apply the capacity-based weighted fair queuing (CBWFQ) merge model proposed in Chapter 4. Let:
$a_{i,n}(x^{-}_i,t)$ be the upstream arrival at current step to the left of $x_i$ originated from $x_i$ destined for $x_n$ and beyond. $a_{i,n}(x^{-}_i,t) = A_{i,n}(x^{-}_i,t) - D_{i,n}(x^{-}_i,t - \tau)$.

$a_{j,n}(x^{-}_i,t)$ be the upstream arrival at current step to the left of $x_i$ originated from $x_j$ destined for $x_n$ and beyond. $a_{j,n}(x^{-}_i,t) = A_{j,n}(x^{-}_i,t) - D_{j,n}(x^{-}_i,t - \tau)$.

$d_{i,n}(x^{-}_i,t)$ be the amount at current step that can actually depart to the left of $x_i$ originated from $x_i$ destined for $x_n$ and beyond. This is an unknown variable.

$d_{j,n}(x^{-}_i,t)$ be the amount at current step that can actually depart to the left of $x_i$ originated from $x_j$ destined for $x_n$ and beyond. This is the other unknown variable.

$S^n_{il}$ be the amount at current step that link $(x_i, x_l)$ can send. $S^n_{il} = \min\{a_{i,n}(x_i^{-},t), \pi Q \}$.

$S^n_{jl}$ be the amount at current step that link $(x_j, x_l)$ can send. $S^n_{jl} = \min\{a_{j,n}(x_l^{-},t), \pi Q \}$.

$R_{in}$ be the supply of link $(x_i, x_n)$ at current step. $R_{in} = D_{i,n}(x_i^{-},t) - D_{i,n}(x_n^{-},t - \tau)$.

$\Delta^i_{in}$ be link $(x_i, x_l)$'s fair share of downstream supply. $\Delta^i_{in} = R_{in} \times \frac{Q_{il}}{Q_{il} + Q_{jl}}$.

$\Delta^j_{in}$ be link $(x_j, x_l)$'s fair share downstream supply. $\Delta^j_{in} = R_{in} \times \frac{Q_{jl}}{Q_{il} + Q_{jl}}$.

We can determine $d_{i,n}(x^{-}_i,t)$ and $d_{j,n}(x^{-}_i,t)$ by applying the CBWFQ model. Therefore, the cumulative departure curve to the left of $x_i$ originated from $x_i$ destined
for $x_n$ and beyond, $D_{i,n}(x_i^-, t)$, and the cumulative departure curve to the left of $x_i$ originated from $x_j$ destined for $x_n$ and beyond, $D_{j,n}(x_i^-, t)$, are:

$$D_{i,n}(x_i^-, t) = D_{i,n}(x_i^-, t - \tau) + d_{i,n}(x_i^-, t)$$

$$D_{j,n}(x_i^-, t) = D_{j,n}(x_i^-, t - \tau) + d_{j,n}(x_i^-, t)$$

Since this is a merge, no traffic exits. The cumulative departure curve to the left of $x_i$ originated from $x_i$ destined for $x_i$ and beyond, $D_{i,i}(x_i^-, t)$, is the same as $D_{i,n}(x_i^-, t)$, and $D_{j,d}(x_i^-, t)$ is the same as $D_{j,n}(x_i^-, t)$, i.e.,

$$D_{i,i}(x_i^-, t) = D_{i,n}(x_i^-, t)$$

$$D_{j,d}(x_i^-, t) = D_{j,n}(x_i^-, t)$$

C. Link travel time

As before, link travel time is obtained by comparing the cumulative departure curves at both ends of a link. Therefore, travel time on link $(x_i, x_i)$, $T_{ii}(t)$, can be found by comparing curve pair $D_{i,i}(x_i^+, t)$ vs. $D_{i,i}(x_i^-, t)$ such that $D_{i,i}(x_i^+, t)$ is backwards until some prior time $t'$ when $D_{i,i}(x_i^+, t')$ is equal to $D_{i,i}(x_i^-, t)$. Then $T_{ii}(t) = t - t'$ is the link travel time for the vehicle bearing the "number" $D_{i,i}(x_i^+, t)$, and the link travel times for other vehicles at the same link are assumed to be the same regardless of their destinations.

In a similar fashion, travel time on link $(x_j, x_i)$, $T_{ji}(t)$, can be found by comparing curve pair $D_{j,i}(x_j^+, t)$ vs. $D_{j,i}(x_i^-, t)$. 
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D. Departure to the left – multi-destinations

Based on Newell’s assumption that vehicles on the same link experience the same link travel time regardless of their destinations, the cumulative departure curves to the left of \( x_i \) originated from \( x_i \) destined for other destinations \( x_r \), \( D_{i,r}(x^+_i,t) \), can be obtained by simply translating \( D_{i,r}(x^-_i,t) \) to the right by a link travel time, \( T_{il}(t) \), and the same applies to other multi-destination cumulative departure curves \( D_{j,s}(x^-_i,t) \), i.e.,

\[
D_{i,r}(x^+_i,t) = D_{i,r}(x^-_i,t - T_{il}(t))
\]

\[
D_{j,s}(x^+_i,t) = D_{j,s}(x^-_j,t - T_{jl}(t))
\]

E. Departure to the right – multi-destinations

The cumulative departure curve past the right of \( x_i \) originated from \( x_i \) destined for other destination \( x_r \), \( D_{i,r}(x^+_i,t) \), is simply:

\[
D_{i,r}(x^+_i,t) = D_{i,r}(x^-_i,t) + D_{j,s}(x^-_j,t)
\]

This concludes the computational procedure for the merge, and one can proceed to the next lattice point.

5.2.5 Diverge

In this case, we consider a node that is linked with one upstream node and two downstream nodes. This case is often seen at a point on a freeway where an off-ramp or a diverging freeway leaves.
A diverge is sketched in Figure 5-7, where $x_i$ is the diverge node, $x_j$ is the upstream node, $x_n$ and $x_m$ are two downstream nodes, and $x_r$ and $x_s$ represent any further downstream nodes via $x_n$ and $x_m$, respectively. A computational procedure for the diverge is formulated as follows.

A. Departure to the right

There are two links to the right of $x_i$, $(x_i, x_n)$ and $(x_i, x_m)$, so cumulative departure curves $D_{i,n}(x_i^+, t)$ and $D_{i,m}(x_i^+, t)$ are evaluated individually. According to Newell, the cumulative departure curve to the right of $x_i$ originated from $x_i$ destined for $x_n$ and beyond, $D_{i,n}(x_i^+, t)$, is constrained by the following:
a. Upstream arrival

\[ A_{i,n}(x_i^+, t) = A_{i,n}(x_i^-, t) = D_{i,n}(x_i^+, t - l_{il} / v_{il}) \]

b. Right capacity

\[ D_{i,n}(x_i^+, t - \tau) + \tau \times Q_{ln} \]

c. Downstream queue

\[ D_{i,n}(x_n^-, t - l_{ln} / u_{ln}) + l_{ln} \times k_{ln} \]

d. Left capacity

There is a problem here. Usually the capacity to the left of \( x_i \) is enough to handle traffic destined for \( x_n \) and beyond. However, this capacity is, at the same time, shared by traffic destined for \( x_m \) and beyond. The question is, how much of the capacity can be utilized by the former? It is hard to answer at this point and let us leave it for a second.

For now, \( D_{i,n}(x_i^+, t) \) is simply the minimum of a, b, and c, i.e.,

\[ D_{i,n}(x_i^+, t) = \min \left\{ A_{i,n}(x_i^+, t), D_{i,n}(x_i^+, t - \tau) + \tau \times Q_{ln}, D_{i,n}(x_n^-, t - l_{ln} / u_{ln}) + l_{ln} \times k_{ln} \right\} \]

Similarly, we can obtain the cumulative departure curve to the right of \( x_i \) originated from \( x_i \) destined for \( x_m \) and beyond, \( D_{i,m}(x_i^+, t) \):

\[ D_{i,m}(x_i^+, t) = \min \left\{ A_{i,m}(x_i^+, t), D_{i,m}(x_i^+, t - \tau) + \tau \times Q_{lm}, D_{i,m}(x_m^-, t - l_{lm} / u_{lm}) + l_{lm} \times k_{lm} \right\} \]

B. Departure to the left

The cumulative departure curve to the left of \( x_i \) originated from \( x_i \) destined for \( x_i \) and beyond, \( D_{i,l}(x_i^-, t) \), is simply the minimum of:
a. Upstream arrival

\[ A_{i,j}(x_i^-, t) = D_{i,j}(x_i^+, t - l/v_d) \]

b. Left capacity

\[ D_{i,j}(x_i^-, t - \tau) + \tau \times Q_{il} \]

Recall that, in Chapter 4, we proposed a CBWS model and suggested an optional friction to address the congestion diffusion effect, i.e., some drivers may want to squeeze in at the head of a queue and this behavior can make the congestion gradually spread to the entire mainline lanes. We also suggested that the friction is a function of the ratio of the flows destined for the diverging branches. Let \( f_{il}(\phi(t)) \) denote the friction coefficient and \( \phi(t) \) denote the time-varying flow ratio. \( f_{il}(\phi(t)) \) is typically unknown and has to be treated as a design parameter. The effect of a friction on traffic operation is the reduction of effective capacity and the effective capacity is computed as \( Q_{il}' = Q_{il}(1 - f_{il}(\phi(t))) \).

Now the capacity constraint becomes \( D_{i,l}(x_i^-, t - \tau) + \tau \times Q_{il}' \).

c. Downstream departure

\[ D_{i,n}(x_i^+, t) + D_{i,m}(x_i^+, t) \]

Notice that the destination of \( D_{i,l}(x_i^-, t) \) is \( x_i \), not \( x_n \) or \( x_m \). We are considering the aggregate flow at link \((x_i, x_i)\).

Sum up, \( D_{i,l}(x_i^-, t) \) is the minimum of a, b, and c, i.e.,

\[ D_{i,l}(x_i^-, t) = \min \{ A_{i,j}(x_i^-, t), D_{i,l}(x_i^-, t - \tau) + \tau \times Q_{il}' + D_{i,n}(x_i^+, t) + D_{i,m}(x_i^+, t) \} \]
In response to the problem of left capacity in A, this step guarantees that the cumulative departure destined for $x_i$ (i.e., the sum of those destined for $x_n$ and $x_m$) will not exceed the capacity to the left of $x_i$.

Now, a new question arises. Of the amount $D_{l,i}(x_i^-, t)$ determined above, how much is destined for $x_n$, i.e. $D_{l,n}(x_i^-, t)$, and how much is destined for $x_m$, i.e., $D_{l,m}(x_i^-, t)$? This involves splitting $D_{l,i}(x_i^-, t)$ among the two diverging branches and the CBWS model solves the problem. Let:

S denote the upstream supply. $S = D_{l,i}(x_i^-, t) - D_{l,i}(x_i^-, t - \tau)$.

Downstream supplies: $R_1 = D_{l,n}(x_i^+, t) - D_{l,n}(x_i^+, t - \tau)$ and $R_2 = D_{l,m}(x_i^+, t) - D_{l,m}(x_i^+, t - \tau)$

The CBWS model computes outflows $d_1$ and $d_2$, so

$$D_{l,n}(x_i^-, t) = D_{l,n}(x_i^-, t - \tau) + d_1$$

$$D_{l,m}(x_i^-, t) = D_{l,m}(x_i^-, t - \tau) + d_2$$

C. Link travel time

At previous step, we determined the cumulative departure curves based on aggregate flow for the upstream link. At this step, we evaluate the queues for the two diverging branches individually. This is done by computing link travel time for vehicles destined for each diverging branch.

Travel time for 1-vehicles at link $(x_i, x_j)$ can be obtained by comparing curve pair $D_{l,n}(x_i^+, t)$ and $D_{l,n}(x_i^-, t)$ to find some prior time $t'$ such that $D_{l,n}(x_i^+, t')$ is equal
to \( D_{i,n}(x_i^-, t) \). Then the link travel time for 1-vehicles is \( T_{ii}^n(t) = t - t' \), where the superscript \( n \) means "destined for \( x_n \) and beyond".

Similarly, travel time for 2-vehicles at link \((x_i, x_i)\), \( T_{ii}^m(t) \), can be obtained by curve pair \( D_{i,m}(x_i^+, t) \) and \( D_{i,m}(x_i^-, t) \).

D. Departure to the left – multi-destinations

With link travel time \( T_{ii}^n(t) \) obtained above, the cumulative departure curve to the left of \( x_i \) originated from \( x_i \) destined for \( x_n \) and beyond, \( D_{i,r}(x_i^-, t) \), is determined as

\[
D_{i,r}(x_i^-, t) = D_{i,r}(x_i^+, t - T_{ii}^n(t))
\]

Similarly, the cumulative departure curve to the left of \( x_i \) originated from \( x_i \) destined for \( x_s \) and beyond, \( D_{i,s}(x_i^-, t) \) is determined as

\[
D_{i,s}(x_i^-, t) = D_{i,s}(x_i^+, t - T_{ii}^m(t))
\]

E. Departure to the right – multi-destinations

Since this is a diverge, no traffic enters from any on-ramp. The cumulative departure curve to the right of \( x_i \) originated from \( x_i \) destined for \( x_n \) and beyond, \( D_{i,n}(x_i^+, t) \) is the same as \( D_{i,n}(x_i^-, t) \), and the cumulative departure curve to the right of \( x_i \) originated from \( x_i \) destined for \( x_m \) and beyond, \( D_{i,m}(x_i^+, t) \) is the same as \( D_{i,m}(x_i^-, t) \), i.e.,

\[
D_{i,n}(x_i^+, t) = D_{i,n}(x_i^-, t)
\]

\[
D_{i,m}(x_i^+, t) = D_{i,m}(x_i^-, t)
\]
Notice that, at step A, we have preliminarily determined \( D_{i,n}(x_i^+, t) \) and \( D_{i,m}(x_i^+, t) \), which are the equivalent of \( D_{i,n}(x_i^+, t) \) and \( D_{i,m}(x_i^+, t) \), respectively. As the procedure goes on, those preliminary values are fine-tuned and updated.

Similarly, for other destinations \( x_r \) and \( x_s \), we have:

\[
D_{i,r}(x_i^+, t) = D_{i,r}(x_i^-, t)
\]

\[
D_{i,s}(x_i^+, t) = D_{i,s}(x_i^-, t)
\]

This concludes the computational procedure for the diverge, and one can proceed to the next lattice point.

### 5.3 Generalization of the Simplified Theory

In this section, we generalize the simplified theory to address a general transportation network where a link in the network can have multiple upstream and/or downstream branches. We formulate the generalization based on a generic building block which may incorporate multiple upstream and/or downstream branches and we assume that a general transportation network can be represented by certain combination of some special cases of the generic building block.

The generic building block is sketched in Figure 5-1, where \( x_i \) denotes the current node, \( x_1, \ldots, x_k, \ldots, x_f \) denote its \( \alpha \) upstream nodes, \( x_n, \ldots, x_p, \ldots, x_m \) denote its \( \beta \) downstream nodes, \( x_r \) denotes any further downstream nodes of \( x_i \) via \( x_n \), and \( x_s \) denotes any further downstream nodes of \( x_i \) via \( x_m \). Nodes are sorted and indexed such that all potential origins of a node bear lower indices and all potential destinations of the node bear higher indices.
indices. On the other hand, a node remembers its adjacent nodes as well as its potential destinations. However, no implication is made on the relationship between \( x_i \) and \( x_j \), nor on \( x_n \) and \( x_m \). A computational procedure for the general case is formulated as follows.

A. Departure to the right

Goal: determining the \( \beta \) downstream cumulative departure curves:

\[
D_{l,n}(x_i^+, t), \ldots, D_{l,m}(x_i^+, t)
\]

Since there are \( \beta \) links to the right of \( x_i \), \( \{(x_i, x_n), \ldots, (x_i, x_m)\} \), cumulative departure curves \( D_{l,n}(x_i^+, t), \ldots, D_{l,m}(x_i^+, t) \) are evaluated individually. Take one of them for example, the cumulative departure curve to the right of \( x_i \) originated from \( x_j \) destined for \( x_n \) and beyond, \( D_{l,n}(x_i^+, t) \), is constrained by the following:

a. Upstream arrival

According to the forward wave propagation rule, the cumulative arrival curve to the left of \( x_i \) originated from \( x_i \) destined for \( x_n \) and beyond, \( A_{l,n}(x_i^-, t) \), can be obtained by translating the cumulative departure curve to the right of \( x_i \) originated from \( x_i \) destined for \( x_n \) and beyond, \( D_{l,n}(x_i^+, t) \), by a free link travel time \( T_n = l_{il} / v_{il} \). The same applies to the remaining \((\alpha - 1)\) upstream links, and the cumulative arrival to the right of \( x_i \) originated from \( x_i \) destined for \( x_n \) and beyond, \( A_{l,n}(x_i^+, t) \), is the sum of those of the \( \alpha \) upstream links, i.e.,
\[ A_{i,n}(x_i^+, t) = A_{i,n}(x_i^-, t) + \ldots + A_{j,n}(x_j^-, t) = D_{i,n}(x_i^+, t - l_{ji} / v_{ji}) + \ldots + D_{j,n}(x_j^+, t - l_{ji} / v_{ji}) \]

b. Right capacity

\[ D_{i,n}(x_i^+, t - \tau) + \tau Q \]

c. Downstream queue

\[ D_{i,n}(x_i^-, t - l_{in} / u_{in}) + l_{in}k_{in} \]

d. Left capacity

The existence of multiple upstream links makes the left capacity constraint complicated, but it will be easier to take care of this constraint later on when we determine cumulative departures to the left of \( x_j \). For now, \( D_{i,n}(x_i^+, t) \) is simply the minimum of I, II, and III, i.e.,

\[ D_{i,n}(x_i^+, t) = \min\{ A_{i,n}(x_i^+, t), D_{i,n}(x_i^+, t - \tau) + \tau Q_{in}, D_{i,n}(x_i^-, t - l_{in} / u_{in}) + l_{in}k_{in} \} \]

Similarly, the cumulative departure curves to the right of \( x_i \) originated from \( x_j \) destined for the remaining \( \beta - 1 \) nodes and beyond can be determined, i.e.,

\[ \ldots \]

\[ D_{i,m}(x_i^+, t) = \min\{ A_{i,m}(x_i^+, t), D_{i,m}(x_i^+, t - \tau) + \tau Q_{im}, D_{i,m}(x_i^-, t - l_{im} / u_{im}) + l_{im}k_{im} \} \]

B. Departure to the Left

Goal: determining the \( \alpha \) upstream cumulative departure curves:

\[ D_{i,l}(x_i^-, t), \ldots, D_{j,l}(x_j^-, t) \]
Since there are $\alpha$ links to the left of $x_i$, $\{(x_j,x_i)\,\ldots\,,\,(x_j,x_i)\}$, cumulative departure curves $D_{i,j}(x_j^-,t),\ldots,\,D_{j,j}(x_j^-,t)$ are evaluated individually. Take one of them for example, the cumulative departure curve to the left of $x_j$ originated from $x_i$ destined for $x_i$ and beyond, $D_{i,j}(x_j^-,t)$, is simply the minimum of:

a. Upstream arrival

$$A_{i,j}(x_j^-,t) = D_{i,j}(x_j^+,t - l_{ij}/v_{ij})$$

b. Left capacity

$$D_{i,j}(x_j^-,t - \tau) + \tau \times Q_{il}$$

c. Downstream departure

$$D_{i,n}(x_i^+,t) + \ldots + D_{j,n}(x_j^+,t)$$

There are $\beta$ terms in the downstream departure constraint and each of them represents the contribution of a downstream link to the cumulative departure curve originated from $x_i$. Notice that none of the $\beta$ terms is known in advance, so they have to be computed from the known.

Up to now, the cumulative departure curve to the right of $x_i$ originated from $x_i$ destined for $x_n$ and beyond, $D_{i,n}(x_i^+,t)$, is known and it is the sum of cumulative departure curves to the right of $x_i$ originated from all $\alpha$ upstream nodes, i.e.,

$$D_{i,n}(x_i^+,t) = D_{i,n}(x_i^+,t) + \ldots + D_{j,n}(x_j^+,t)$$

None of the $\alpha$ terms on the right hand side is known in advance either, so they have to be computed first. This is equivalent to distributing a downstream departure/supply
among its $\alpha$ upstream merging branches, which can be accomplished by applying the generalized capacity-based weighted fair queuing (CBWFQ) merge model with the following relations in mind:

<table>
<thead>
<tr>
<th>Notation in CBWFQ</th>
<th>Corresponds to</th>
<th>Notation in K-Waves</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>$\rightarrow$</td>
<td>$R_{ln} = D_{i,n}(x_i^+, t) - D_{i,n}(x_i^+, t - \tau)$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$\rightarrow$</td>
<td>$a_{i,n}(x_i^-, t) = A_{i,n}(x_i^-, t) - D_{i,n}(x_i^-, t - \tau)$</td>
</tr>
<tr>
<td>[\ldots]</td>
<td></td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$a_\alpha$</td>
<td>$\rightarrow$</td>
<td>$a_{j,n}(x_j^-, t) = A_{j,n}(x_j^-, t) - D_{j,n}(x_j^-, t - \tau)$</td>
</tr>
<tr>
<td>$\Delta_1$</td>
<td>$\rightarrow$</td>
<td>$\Delta_{ln} = R_{ln} \times \frac{Q_i}{Q_i + Q_{jl}}$</td>
</tr>
<tr>
<td>[\ldots]</td>
<td></td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$\Delta_\alpha$</td>
<td>$\rightarrow$</td>
<td>$\Delta_{ln} = R_{ln} \times \frac{Q_j}{Q_i + Q_{jl}}$</td>
</tr>
<tr>
<td>$d_1$</td>
<td>$\rightarrow$</td>
<td>$d_{i,n}(x_i^+, t)$</td>
</tr>
<tr>
<td>[\ldots]</td>
<td></td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$d_\alpha$</td>
<td>$\rightarrow$</td>
<td>$d_{j,n}(x_j^+, t)$</td>
</tr>
</tbody>
</table>

Continue applying the generalized CBWFQ model to the remaining $\beta - 1$ downstream links $\{\ldots, (x_1, x_p), \ldots, (x_i, x_m)\}$, and we eventually obtain the following $\alpha \times \beta$ matrix whose elements are current departure counts to the right of $x_i$:

\[
\begin{align*}
&d_{i,n}(x_i^+, t), \ldots, d_{k,n}(x_i^+, t), \ldots d_{j,n}(x_i^+, t) \\
&\quad \ldots \\
&d_{i,p}(x_i^+, t), \ldots, d_{k,p}(x_i^+, t), \ldots d_{j,p}(x_i^+, t) \\
&\quad \ldots \\
&d_{i,m}(x_i^+, t), \ldots, d_{k,m}(x_i^+, t), \ldots d_{j,m}(x_i^+, t)
\end{align*}
\]
Adding the cumulative departure counts of the last step to the corresponding elements in the above matrix, we get a new $\alpha \times \beta$ matrix whose elements are cumulative departure counts to the right of $x_j$:

$$D_{i,n}(x_i^+, t), ... , D_{k,n}(x_k^+, t), ... D_{j,n}(x_j^+, t)$$

$$...$$

$$D_{i,p}(x_i^+, t), ... , D_{k,p}(x_k^+, t), ... D_{j,p}(x_j^+, t)$$  \hspace{1cm} (ii)

$$...$$

$$D_{i,m}(x_i^+, t), ... , D_{k,m}(x_k^+, t), ... D_{j,m}(x_j^+, t)$$

Notice that the first row of the matrix sums up to $D_{i,n}(x_i^+, t)$ and the first column sums up to constraint III (Downstream departure). Therefore, back to our question before, $D_{i,j}(x_i^-, t)$ is determined as:

$$D_{i,j}(x_i^-, t) = \min\{A_{i,j}(x_i^-, t), D_{i,j}(x_j^-, t - \tau) + \tau \times Q_{ii}, D_{j,n}(x_j^+, t) + ... + D_{i,m}(x_i^+, t)\}$$

In a similar way, departures to the left of $x_j$ for other upstream links are:

$$...$$

$$D_{j,i}(x_j^-, t) = \min\{A_{j,i}(x_j^-, t), D_{j,i}(x_j^-, t - \tau) + \tau \times Q_{jj}, D_{j,n}(x_j^+, t) + ... + D_{j,m}(x_j^+, t)\}$$

If we have a matrix of current departure to the left of $x_j$ stratified by origins and destinations, as shown in matrix (iii), it is interesting to know whether it is equal to matrix (i).

$$d_{i,n}(x_i^-, t), ... , d_{k,n}(x_k^-, t), ... d_{j,n}(x_j^-, t)$$

$$...$$
When all the departures to the left are dictated by downstream departure (constraint B.III), the two matrices might be equal. Otherwise, there should be some differences between them and this is especially true when some departures to the left are dictated by their respective capacities. So, something has to be done to update matrix (i) based on the latest information we get, i.e., the departures to the left. This is equivalent to splitting an upstream departure among several diverging branches, which can be accomplished by applying a generalized contribution-based weighted splitting (CBWS) diverge model to determine the first column of matrix III using $D_{i,j}(x_i^-, t)$ with the following relations in mind:

\[
d_{i,p}(x_i^-, t), \ldots, d_{k,p}(x_i^-, t), \ldots d_{j,p}(x_i^-, t) \quad (\text{iii})
\]

\[
\ldots
\]

\[
d_{i,m}(x_i^-, t), \ldots, d_{k,m}(x_i^-, t), \ldots d_{j,m}(x_i^-, t)
\]

Similarly, other columns of matrix (iii) can be determined and the whole matrix is known. Matrix (i) is then set equal to matrix (iii) and matrix (ii) can be updated accordingly.

C. Link travel time

Goal: determining link travel times at each of the $\alpha$ upstream links:
On link \((x_j, x_i)\), travel times for vehicles destined for different destinations may not be the same, so link travel times for different destinations are computed separately. For example, link travel time for traffic destined for \(x_n\) and beyond is determined by comparing curve pair \(D_{i,n}(x_i^+, t)\) vs. \(D_{i,n}(x_i^-, t)\) such that \(D_{i,n}(x_i^+, t)\) is traced back to an earlier time \(t'\) when \(D_{i,n}(x_i^+, t') = D_{i,n}(x_i^-, t)\). Then, link travel time for the above traffic is \(T_{ji}^n(t) = t - t'\). Similarly, we get the link travel times on link \((x_i, x_j)\) for other destinations:

\[ ..., T_{ji}^m(t) . \]

In the same fashion, travel times on other links can be determined:

\[ ...... \]

\[ T_{ji}^n(t), ..., T_{ji}^m(t) \]

D. Departure to the left – multi-destinations

Goal: determining the \(\alpha\) sets of upstream cumulative departure curves for further destinations:

\[ D_{i,\alpha}(x_i^+, t), \ldots, D_{i,\alpha}(x_i^-, t) \]

\[ ...... \]

\[ D_{j,\alpha}(x_i^+, t), \ldots, D_{j,\alpha}(x_i^-, t) \]
The cumulative departure curves to the left of \( x_i \) originated from \( x_i \) destined for \( x_r \) and beyond, \( D_{i,r}(x_i^-, t) \), can be obtained by simply translating \( D_{i,r}(x_i^+, t) \) to the right by a link travel time, \( T_{li}^n(t) \), and similar processing applies to other multi-destinations cumulative departure curves, i.e.,

\[
D_{i,r}(x_i^-, t) = D_{i,s}(x_i^+, t - T_{li}^n(t)), \ldots, D_{i,s}(x_i^-, t) = D_{i,s}(x_i^+, t - T_{il}^n(t))
\]

\[
\cdots \]

\[
D_{j,r}(x_j^-, t) = D_{j,r}(x_j^+, t - T_{ji}^n(t)), \ldots, D_{j,s}(x_j^-, t) = D_{j,s}(x_j^+, t - T_{ji}^n(t))
\]

E. Departure to the right – multi-destinations

Goal: determining the \( \beta \) downstream cumulative departure curves for further destinations:

\[
D_{i,r}(x_i^+, t), \ldots, D_{i,r}(x_i^+, t)
\]

The cumulative departure curve past the right of \( x_i \) originated from \( x_i \) destined for \( x_r \) and beyond, \( D_{i,r}(x_i^+, t) \), is simply the sum of cumulative departure curves past the left of \( x_i \) originated from all upstream nodes destined for \( x_r \) and beyond. Similarly, we obtain other downstream cumulative departure curves, i.e.,

\[
D_{i,r}(x_i^+, t) = D_{i,s}(x_i^-, t) + \ldots + D_{j,r}(x_i^-, t)
\]

\[
\cdots \]

\[
D_{i,r}(x_i^+, t) = D_{i,s}(x_i^-, t) + \ldots + D_{j,r}(x_i^-, t)
\]
This concludes processing a lattice point of a general network, and the algorithm is ready to proceed.

### 5.4 SUMMARY

Based on the computational procedure of the simplified theory and the proposed models for merging and diverging behavior, this chapter extends and generalizes the simplified theory so that it is capable of dealing with a freeway system and a general transportation network, respectively.

Before we propose the extension and generalization of the simplified theory, we discussed some general issues regarding the expansion of K-Wave domain. This includes how to represent the expanded 2D space domain, the assumption on O-D flows, and the revised notation.

We proposed the extension to the simplified theory based on 5 basic building blocks of a freeway system, i.e., an entrance, an exit, a mainline, a merge, and a diverge, and we assumed that a freeway system can be represented by certain combination of these basic building blocks. We proposed the generalization of the simplified theory based on a generic building block where multiple upstream and/or downstream branches are allowed and we assumed that a general transportation network can be represented by certain combination of some basic building blocks which are special cases of the generic building block.

The rest part of this dissertation deals with empirical tests of the extension to the simplified theory (referred to as the “proposed model” thereafter), a formal process known as model validation.
CHAPTER 6
METHODOLOGY OF MODEL VALIDATION

The previous chapters have completed the theoretical development which includes an extension case that applies to freeway networks and a generalization case which applies to general transportation networks. In this chapter and the chapters that follow, we discuss the validation of the extension case (referred to as the proposed model thereafter). The purpose of this chapter is to present a methodology to guide subsequent steps to validate the model. We focus on data preparation and validation scheme in this chapter.

6.1 DATA REQUIREMENTS AND PREPARATION

Model validation involves empirical tests that compare the model output against field observations. Therefore, we need to determine a study site, collect data at this site (i.e., field observations), choose some data of acceptable quality from the data collected, prepare the information that is needed to run the model, implement and run the model, and compare the model output with the field observations.
6.1.1 Information Flow in Model Validation

It is helpful to understand how information flows in the process of model validation and Figure 6-1 serves such a purpose and we explain it in the paragraphs that follow.

The model we are trying to validate is the extension to the simplified theory and the model applies to a freeway system. Three pieces of data are required as the input to the model, i.e.,

i. **Geometry data** of the freeway system including location of entrances and exits, and length and number of lanes of each link.
ii. **Traffic characteristics data** including capacity, free-flow speed (FFS), and jam density of each link. These data uniquely define the triangular or trapezoidal flow-density curve assumed in the simplified theory.

iii. **Time-varying origin-destination (O-D) flows** of the freeway system, which is represented as the traffic demands at one of a set of entrances destined for one of a set of exits.

Data collection efforts for the above data are carried out in two parts: one is field measurements and the other is field observations. Field measurements can be obtained by some trips to the study site and the measurements provide the source of information to the geometry data. Field observations involve systematic traffic data collection at the study site over time and space. It is desirable to have the study site covered by traffic surveillance systems because such systems typically provide automated surveillance data. Field observations, including observed flow, speed, and density, are the source of information to the traffic characteristics data. The observed flow is also the source of information to the time-varying O-D flows. With the necessary input information, we are able to code the freeway into computer and run our model. As a result, we obtain the predicted traffic density as part of the model output. The model validation is a formal process that compares the predicted and the observed densities and the evaluation of the model performance is made on the modeling error, i.e., the difference between the two densities.

In subsection 6.1.2, we discuss the methodology of preparing the input information to the model, and, in subsection 6.1.3, we discuss our considerations in choosing density as the measure of evaluating model performance.
6.1.2 Methodology of Preparing the Input Data

In this subsection, we mainly discuss the methodology of determining the traffic characteristics data and briefly mention the methodology of preparing the geometry data and the time-varying O-D flows.

6.1.2.1 Methodology of Determining Geometry Data
The geometry data of a freeway system include

- Representation of the freeway system by a link-node structure,
- The locations of nodes
- The locations of entrances,
- The locations of exits,
- The lengths of links
- The numbers of lanes of links,
- Whether a link is a mainline section or a ramp.

These data can be determined by a few trips to the freeway system. First, one needs to get an overview of the freeway system and identify its homogeneous sections which are important in representing the freeway system by the link-node structure. When determining the locations of nodes, entrances, and exits, one needs to be consistent in choosing delineating points. The numbers of lanes can be spotted by the observer or obtained from aerial photos, if any. Link lengths can be measured by in-vehicle distance measurement devices.
6.1.2.2 Methodology of Determining Traffic Characteristics Data

Traffic characteristics data can be summarized by the relation among flow, speed, and density. In simplified theory, a triangular (or trapezoidal) flow-density relation is assumed and three parameters determine such a relation. One option is to use capacity, critical density, and jam density. It seems that this option is not practically attractive because critical density is typically difficult to obtain. An alternative, but more practically appealing, is to use capacity, FFS, and jam density and the methodology of determining these data is presented as follows.

Determining FFS

In the simplified theory, FFS coincides with the wave forward speed. HCM 2000 states that "FFS is the mean speed of passenger cars measured during low to moderate flows. For a specific segment of freeway, speeds are virtually constant in this range of flow rates. Two methods can be used to determine the FFS of a basic freeway segment: field measurement and estimation. … If field-measured data are used, no adjustments are made to the free-flow speed". In this study, the FFS is determined as the mean speed in the uncongested region. Figure 6-2 shows an example, based on field observations (We will discuss the field observations in the next chapter, but some examples are borrowed in advanced here). Part A of the figure plots speed against flow. It shows that the FFS starts somewhere around 60 mi/hr at low volume, and then gradually decreases to somewhere around 55 mi/hr when approaching capacity. Part B plots flow against density. The plot shows almost a straight line starting from the origin up to the capacity, and the slope is roughly 58 mi/hr, consistent with the result of Part A.
FIGURE 6-2A Plot of observed speed vs. observed flow

FIGURE 6-2B Plot of observed flow vs. observed density
Determining capacity

By definition, capacity is the maximum sustainable flow rate at which a segment of roadway can reasonably accommodate. HCM 2000 provides a procedure to estimate capacity based on various factors including FFS. Our discussion on model development reveals that the proposed model is sensitive to link capacity, especially at bottleneck(s). On the other hand, field measure suggests that traffic breaks down well before "theoretical" capacity, i.e., the capacity estimated from HCM procedure. Hurdle and Son (2000) also reported a similar finding. Therefore, an effective capacity that reflects the real traffic operation is more appropriate. HCM procedure, however, does not give an answer to this, so field measurement is used to determine such capacity. For each link, observed data points are carefully studied and observations during incidents are removed. The data are then merged into 5-minute intervals to reduce data variation, a common practice in capacity analysis. The resulting observation points are then plotted in a speed-flow diagram. A time series analysis (by means of a time series scatter plot) is also performed to analyze the pattern of the points. Link capacities are then read directly from the speed-flow diagram.

Determining jam density

Jam density, by definition, is the density measured when all vehicles are stopped because of congestion. Jam density is best measured from aerial photograph which is unfortunately unavailable in this study. An alternative way is to determine the density from observed flow-density diagram as the maximum density observed when flow drops to zero. However, an observed flow-density diagram typically fails to reveal such
information, as can be seen in Figure 6-2B. As a last resort, engineering judgment has to be exercised. Fortunately, the model is not very sensitive to jam density as reported in Hurdle and Son (2000) and this gives us the liberty to choose a jam density based on our best knowledge. From the findings reported for North American freeways (Ross 1988; Payne 1971; Michalopoulos, et al 1984, 1993), jam density generally falls in the range of 160 ~ 200 veh/mi/ln. As a reasonable starting point, we choose a jam density of 180 veh/mi/ln for every link.

Once FFS, capacity, and jam density are determined, a triangular (or trapezoidal) flow-density curve can be constructed. It should be noted that, in real traffic operation, there is so much random variation in these parameters that the simplified theory, as a deterministic macroscopic simulation model, is incapable of capturing all of them with a single setting. Therefore, these parameters, especially bottleneck capacities, are treated as "design parameters" which are subject to calibration and fine tuning.

6.1.2.3 Methodology of Determining Time-Varying O-D Flows

If the configuration of a site is simple, such as a merge or a diverge, it is easy to determine the time-varying O-D flows for the site. For example, the O-D flows for a merge can be synthesized from the observed link flows at the merging branches and the O-D flows for a diverge can be synthesized from the observed link flows at the diverging branches. However, the O-D flows for a freeway network is complicated and a suitable O-D estimator has to be employed to estimate the time-varying O-D flows from the observed link flows. This topic will be discussed in detail in Chapter 8.
6.1.3 Choosing Density as the Measure of Model Performance

In subsection 6.1.1, we propose using density as the measure of model performance i.e., we compare the predicted density against the observed density and draw conclusions based on the result of the comparison. Several reasons drive the use of density. First, density is a direct output of the model and density is not involved in model input. This means that the predicted density and the observed density come from different sources and thus are independent. This is important because the existence of correlation between the two variables that one tries compare will undermine the comparison result. In the light of this, flow and speed are not good candidates because they are part of the model input, i.e., the predicted flow or speed is partly determined by the observed flow or speed. Second, density is a continuous variable and it is sensitive to changes in model input, i.e., the density is able to reflect the full range within which the model behaves. In contrast, model outputs such delay and queue length are not good candidates because they vary only under congested conditions, i.e., one loses the opportunity to evaluate model performance in uncongested conditions. Third, the observed density is typically provided in the field observations and thus is readily available.

6.2 MODEL VALIDATION SCHEME

Before performing model validation, we need to determine a procedure to guide the evaluation of model performance. This section develops a formal scheme (Ni, et al 2004) by compiling a list of qualitative evaluation measures that are typically employed in traffic model validation and proposing a quantitative evaluation measure called
simultaneous statistical inference technique which performs statistical tests on both the mean and variance of the modeling error.

### 6.2.1 Qualitative Evaluation

Qualitative evaluation is mainly based on visual comparison of the predicted and observed data by means of graphs and plots. This is a commonly accepted practice to evaluate model performance and identify problems. However, there are some drawbacks with this approach, the most prominent of which is that the result it gives is also qualitative and fuzzy. Therefore, a formal test needs to incorporate quantitative evaluation to provide complementary information.

The means of qualitative evaluation include the following:

- **Time series plot.** It compares the observed and the predicted density in time series. This plot can be used to visually examine the difference between observed and predicted density over time.

- **Contour plot.** It compares the observed and the predicted density in terms of congestion (congestion is defined at a specific level of density). While a time series plot gives temporal information, a contour provides both temporal and spatial information. For example, if a density of 45 veh/mi/ln is assumed to delineate the congested and uncongested regions, evolution of congestion in time-space domain can be visualized by a density contour at this level.

- **Surface plot.** While a contour provides 2 dimensional (2D) information in time-space domain, a surface plot provides a 3D visualization by incorporating depth information in addition to temporal and spatial information. For example, an
analyst is able to visually compare the difference of the predicted and observed density at all levels over time and space.

- **Diagonal plot.** This plots the predicted density against the observed density. An ideal fit would be a 45 degree line. This plot provides an opportunity to evaluate the goodness of fit of a target variable.

- **Histogram.** This plot the frequency of modeling error and the plot helps to check whether modeling error is balanced at both sides of 0 and gives a general idea of the distribution of modeling error.

- **Plot of the predicted and the observed flow-density relationship.** This plot reveals whether the traffic in a simulated environment behaves in a similar way that the traffic in a real system does. The plot is also helpful to explain that the triangular (or trapezoidal) flow-density relationship assumed in the simplified theory is only a convenient way of propagating waves (disturbances in traffic) and it does not necessarily imply that one can use the relation as a lookup table to solely determine traffic density given a flow.

### 6.2.2 Quantitative Evaluation

This subsection develops a simultaneous statistical inference technique to quantitatively evaluate model performance.

#### 6.2.2.1 Issues in traffic model validation

Traffic simulation model validation is not about selecting the best among several alternatives, nor about testing the goodness of fit between two random samples. It is about comparing two processes, the simulated and the observed, and checking how one
approximates the other. In quantitative traffic model validation, there are at least three salient problems. First, in some cases the timing, or ordering, of the samples is very important. For example, traffic density of an urban freeway is typically high around 8:00AM, but a peak in the night is rarely seen. This implies that we are very often concerned with testing the goodness of fit (GOF) between two time series processes, i.e., the simulation and the observation over time. Second, in some cases the samples are correlated. For example, the traffic density at the next step is a result, at least in part, of the traffic density at previous steps. Correlation is usually a problem in performing statistical tests which typically require random samples. Third, a traffic model can be a deterministic one in which no randomness is involved. Unlike stochastic models where statistical analysis is often employed to study the average behavior of the model, our interest here is to check whether the model makes proper responses at the right time.

The above problems show that regular statistical tests may not be sufficient and a quantitative evaluation procedure has to be carefully devised to deal with these problems. The first problem pertains to the ordering of data points, which means the sequence of simulated results has to match the observed results. This problem can be solved by pairing the two groups of data. For example, rather than working on the raw data as two groups, we work on the residuals after pairing the simulated and the observed. By this way, the ordering of data has been automatically accounted for. The second problem is the correlation/autocorrelation in the raw data as well as the residuals. Correlation/autocorrelation is usually a problem in performing statistical tests because they typically require random/independent samples. To circumvent the problem of autocorrelation, the effective sample size has to be reduced (Dawdy and Matalas 1964)
and the reduction in number of independent observations has implications for hypothesis tests. Fortunately, the batch means technique (Goldsman, 2000) discussed below can decently address autocorrelation while still making full use of the raw data. The last problem pertains to the meaning of goodness-of-fit (GOF). GOF may have different meanings in different contexts and the nuance may not be easily captured. For example, in model validation, GOF often means how close the model output approximates the observation, while, in statistics, GOF typically means whether two sets of observations could reasonably have come from the same distribution. What makes things even more complicated is that model validation often involves statistical tests and the two meanings of GOF are easily mixed. In traffic simulation model validation, one is frequently working with the former meaning of GOF and the simultaneous statistical inference technique discussed below is developed with this in mind.

6.2.2.2 The Batch Means Technique

Generally, the objectives of quantitative model validation are the following:

A. Test whether the model is capable of replicating the real system with sufficient accuracy, i.e., the simulation is unbiased. This translates to testing whether the mean of modeling error is statistically different from zero.

B. It should be kept in mind that the passing of the test in A is only a necessary condition for a good model because large positive and negative errors can cancel each other and still yield a zero mean. Hence, it is important to check whether the variance of the modeling error is reasonably small, i.e., whether the model is capable of replicating the real system with sufficient precision.
C. With test (1) and (2) combined, we are confident about drawing a conclusion. However, something has to be done to address the problem of correlation/autocorrelation before performing the above tests. Otherwise their validity can be undermined substantially.

With these considerations in mind, simultaneous statistical tests are devised based on the following two hypotheses:

*Hypothesis 1: the prediction is unbiased. This is intended to address objective A.*

*Hypothesis 2: modeling error is reasonably small. This is intended to address objective B.*

To address objective C, the above tests are going to be performed based on the batch means technique (Goldsman, 2000) which is particularly designed to handle correlation/autocorrelation in samples. To facilitate subsequent discussion, the batch means technique is presented below.

Suppose we have two processes as above where $X$ is the steady-state simulation output and $Y$ is the observation in the field. Their residuals are computed as $Z_i = X_i - Y_i$, $i = 1, 2, \ldots, n$. Notice that $Z$ might be a non-identically independently distributed (non-IID) process. For example, it can be correlated so that the samples are not independent, or it can be non-stationary because its variability increases as $X$ and $Y$ get large. Generally, there is no uniform treatment to turn a non-stationary process stationary. However, if the process exhibits some special pattern, a log transformation might be helpful to serve our purpose. Considering that traffic flow measurements such as density, flow, speed, queue
length, etc., often take positive values and a log transformation happens to lead to a nice feature of percentage error measurement at predetermined confidence level, this transformation deserves special note and hence serves as the basis of the following discussion. If, luckily, process $Z$ is already stationary before transformation, general idea about the following procedure still applies, except that no transformation is needed and the measurement of error is in absolute terms rather than percentage.

Let $Z_i = \ln X_i - \ln Y_i, \ i = 1, 2, \ldots, n$, and assume this makes process $Z$ stationary. Next, let us address the problem of non-independence by batching the data:

$$Z_1, Z_2, \ldots, Z_m \mid Z_{m+1}, Z_{m+2}, \ldots, Z_{2m} \mid \ldots \mid Z_{(b-1)m+1}, Z_{(b-1)m+2}, \ldots, Z_{bm}$$

where $m$ is the batch size, $b$ is the number of batches. Obviously, $n = m \times b$.

For each batch, we use its batch mean as the "representative" of the batch:

$$\bar{Z}_{1,m} = \frac{1}{m} \sum_{j=1}^{m} Z_j$$

$$\bar{Z}_{2,m} = \frac{1}{m} \sum_{j=1}^{m} Z_{m+j}$$

$$\ldots$$

$$\bar{Z}_{b,m} = \frac{1}{m} \sum_{j=1}^{m} Z_{(b-1)m+j}$$

If $m$ is large enough, batch means are approximately normally distributed, i.e.,

$$\bar{Z}_{1,m}, \bar{Z}_{2,m}, \ldots, \bar{Z}_{b,m} \approx N(E[\bar{Z}_{1,m}], Var(\bar{Z}_{1,m}))$$

Here, independence is roughly achieved because most $Z_i$'s in one batch are nearly independent of most $Z_i$'s in another batch for large $m$.
Identical distribution is also achieved by Central Limit Theorem considering that we are in steady state by assumption and $Z_i$’s are stationary after transformation.

Next, let us estimate the mean of process $Z$, $\mu = E[Z]$, and construct a batch means confidence interval for it. The batch means estimator for $\mu$ is the grand mean $\overline{Z}_n$:

$$\overline{Z}_n = \frac{1}{b} \sum_{i=1}^{b} Z_{im}$$

The batch means estimator for variance $\sigma^2$ is $\hat{V}_B$:

$$\hat{V}_B = \frac{m}{b-1} \sum_{i=1}^{b} (Z_{im} - \overline{Z}_n)^2$$

As we can see that

$$\frac{\overline{Z}_n - \mu}{\sqrt{\sigma^2/n}} \approx N(0,1)$$

$$\hat{V}_B \approx \frac{\sigma^2 \chi^2(b-1)}{b-1}$$

and they are nearly independent. Therefore,

$$\frac{\overline{Z}_n - \mu}{\sqrt{\sigma^2/n}} = \frac{\overline{Z}_n - \mu}{\sqrt{\hat{V}_B/\sigma^2}} \approx t(b-1)$$

The batch means confidence interval is constructed as:

$$\mu \in \overline{Z}_n \pm t_{\frac{\alpha}{2},b-1} \sqrt{\hat{V}_B/n}$$

It can be shown that, as $m \to \infty$ while $b$ is held constant, the coverage of the confidence interval $\to 1 - \alpha$. On the other hand, to minimize the mean squared error of $\hat{V}_B$ as an estimator of $\sigma^2$, $b \gg m$ is desirable. Therefore, when choosing $m$ and $b$, there
are two competing criteria and one has to properly trade off between the two based on his/her goals.

6.2.2.3 Simultaneous Statistical Inference Technique

Based on the two hypotheses presented above, the simultaneous hypotheses are formally made below:

\[ H_0^1 : \mu_Z = 0 \]
\[ H_0^2 : \sigma_Z^2 \leq \varepsilon \]

where \( \mu \) and \( \sigma_Z^2 \) are the mean and variance of process \( Z \) and \( \varepsilon \) is a pre-selected number that is reasonably small based on the specific problem. Since \( Z \) might be a non-IID process, the batch means technique is applied and a new process \( \bar{Z} = \{\bar{Z}_{1m}, \bar{Z}_{2m}, \ldots, \bar{Z}_{bm}\} \) with batch size \( m \) and number of batches \( b \) is resulted. After applying the batch means technique, we are assumed to have obtained a (nearly) IID stationary process \( \bar{Z} \) and the simultaneous hypotheses are redefined as follows:

\[ H_0^1 : \mu_{\bar{Z}} = 0 \]
\[ H_0^2 : \sigma_{\bar{Z}}^2 \leq \varepsilon \]

To test Hypothesis 1, a regular Student's t-Test suffices the need. The test statistic \( t_0 \) is computed as:
where $\bar{Z}_n$ is the grand mean of the batch means and $\hat{V}_B$ is the batch means estimator for variance $\text{Var}(\text{im}_Z)$ as defined above. If $|t_0| > t_{\alpha/2, b-1}$, we reject the null hypothesis $H^1_o$. Otherwise, there is a lack of evidence that $E[\text{im}_Z]$ is statistically different from 0.

For hypothesis 2, since $\hat{V}_B \sim \frac{\chi^2(b-1)}{b-1}$ under null hypothesis $H^2_o$, a Chi-squared test serves our need. The test statistic $\chi^2_0$ is computed as:

$$\chi^2_0 = \frac{(b-1)\hat{V}_B}{\varepsilon}$$

which is $\chi^2(b-1)$ distributed. If $\chi^2_0 > \chi^2_{\alpha, b-1}$, we reject $H^2_o$. Otherwise, there is a lack of evidence that $\text{Var}(\text{im}_Z)$ is statistically greater than $\varepsilon$.

In order to interpret the above tests, let us plug $X_i$'s and $Y_i$'s in the above test statistics. Suppose we have made a log transformation on $X_i$'s and $Y_i$'s, i.e., $Z_i = \ln X_i - \ln Y_i$. From the definition of batch means, we have:

$$\text{im}_Z = \frac{1}{m} \sum_{j=1}^{m} (\ln X_{(i-1)m+j} - \ln Y_{(i-1)m+j}) = \ln \left( \prod_{j=1}^{m} \frac{X_{(i-1)m+j}}{Y_{(i-1)m+j}} \right)^{1/m} = \ln \left( \frac{\text{im}_X}{\text{im}_Y} \right)$$

where $\text{im}_X$ denotes the geometric mean of the i-th batch of the simulation output, and $\text{im}_Y$ denotes the geometric mean of the i-th batch of the field observation.
Notice that the above equations are derived based on geometric means of the simulated and observed batches, so interpretation of the simultaneous statistical test has to be based on batches. The t-test implies that, if \(|t_0| > t_{\alpha, b-1}\), there is strong evidence that \(E[\tilde{Z}_{im}]\) is statistically different than 0, i.e., the expected value of the geometric mean of the simulated is statistically different than that of the observed. Otherwise, we accept the opposite. The Chi-squared test can be translated to a confidence interval. Since we can reasonably assume that \(Z_{im}\)'s are normally distributed, the confidence interval for the ratio of the geometric mean of the simulated and the observed can be constructed as 

\[
E \left[ \frac{\bar{X}_{im}}{\bar{Y}_{im}} \right] = e^{E[Z_{im}]}
\]

The last question left is how to choose \(m\) and \(b\) which are competing parameters if the sample size is fixed. There is no fixed answer and the decision largely depends on the actual situation and the goal one tries to achieve. For example, if the goal is to minimize the mean squared error of \(\hat{V}_B\) as an estimator of \(Var(W_i)\), it may be better to have \(b >> m\). If, on the other hand, the goal is to increase the change for the confidence interval to cover the true mean, choosing an \(m\) with \(m \to \infty\) might be more appropriate.
6.3 SUMMARY

In this chapter, we discussed the methodology that guides the subsequent model validation effort. More specifically, we focused on two issues: one is data preparation and the other is validation scheme.

For the first issue, we gave a general framework showing how information flows in a model validation process. From this framework, we identify the data requirements and data collection efforts. Based on the data requirements, we discuss the methodology in preparing the required data as well as considerations on using density as the measure of model performance.

For the second issue, we developed a formal scheme for model validation which involves means of qualitative evaluation and quantitative evaluation. For the qualitative means, we proposed using time series plots, contour plots, surface plots, diagonal plots, histograms, and the plot of predicted and observed flow-density relationships to evaluate model performance. For the quantitative means, we formulated a simultaneous statistical inference technique to evaluate both the accuracy and the precision of the model.

Each of the subsequent chapters deals with a piece of the tasks in model validation. Chapter 7 presents the test sites and prepares two of the three pieces of input information to the model: the geometry data and the traffic characteristics data of these sites. Chapter 8 prepares the last piece of input information to the model: the time-varying O-D flows of one of the test sites (the other two do not require O-D estimation). Chapter 9 presents the results of model validation.
CHAPTER 7

TEST SITES AND TEST DATA

Model validation involves empirical tests which compare the model output against field observations. We select three test sites, each of which is used to test a scenario of the proposed model. We will test a merge scenario, a diverge scenario, and a network scenario. The first two scenarios do not require O-D estimation but the last scenario does. For each test site/scenario, the proposed model requires three pieces of information as its input, i.e., geometry data, traffic characteristics data, and time-varying O-D flows. This chapter prepares the first two pieces.

7.1 SITE SELECTION

Before preparing the two pieces of data, we need to select a study site. During site selection, we have the following considerations:

1) The site needs to be a freeway with on- and off-ramps because we are testing the extension case which applies to freeways.

2) It is better to have a freeway that is covered by automated traffic surveillance systems because such systems are likely to execute mass data collection over time and space.
3) The data collected need to include both mainline and ramp observations because the proposed model involves both of them.

4) It is helpful to have both sites that require and do not require O-D estimation because O-D estimation error is exogenous to our model and we want to get some insights in our model performance with and without the presence the O-D estimation error.

In this study we choose a section of GA400 as our study site because it satisfies the first three considerations as will be discussed in the next section. We further select three smaller portions from the study site as our test sites to satisfy the fourth consideration and we use the three test sites to test three scenarios, respectively, of the model: a merging scenario and a diverging scenario which do not require O-D estimation and a network scenario which does. The three test sites will be presented in detail in section 7.4.

7.2 THE STUDY SITE AND THE DATA SOURCE

7.2.1 The Location

GA 400 is a long highway that runs between I-85 to the south and S Chestatee St., Dahlonega GA, to the north. Currently, automated traffic surveillance systems cover the section between I-285 and Old Milton Parkway, a stretch of road of approximately 12.56 miles long, and this serves as our study site, as circled in Figure 7-1. Though GA 400 is not a freeway, our study site is considered a “freeway by design.” First, there is neither access to abutting lands nor driveway or intersection at grade. Second, all access and egress are via ramps that are intended to allow merging and diverging to take place at reasonable speeds. These are in response to the first two considerations mentioned above.
7.2.2 The Sources of Data

Two sources of data are available for this study. One is the data collected by the automated traffic surveillance systems and these data provide traffic observations over time and space at the study site, from which we prepare the traffic characteristics data mentioned in the beginning of this chapter. The other is the data we collected during our
field trips to the study site and these data provide mainly the geometry information of the study site, from which we prepare the geometry data mentioned in the beginning of this chapter.

### 7.2.3 Automated Data Collection Stations

Automated data collection stations are deployed along the study site approximately every one third mile in each direction, and ramps are also monitored. This amounts to 100 observation stations in total. All stations are numbered with a leading "400". Mainline stations bear numbers between 4000025 and 4001139, in which 4000025 - 4000063 are for northbound direction and 4001101 - 4001139 are for southbound direction. Each on-ramp bears a number of 5000 level, e.g., 4005005, 4005102, etc., and each off-ramp bears a 6000 level number, e.g., 4006006, 4006103, etc. Mapping of observation stations is sketched in Figure 7-2. In addition to the stations, this figure also shows the numbers of lanes and locations of ramps and observation stations. The annotation of a station typically contains the following information: station number, milepost, and nearby street or freeway exit.

Traffic is monitored by video cameras at the observation stations. Video images are then processed by a Belgium-based Traficon detection system. For each station, traffic data flow in every 20 seconds and items collected include sample start time, station status, data confidence, vehicle counts (auto, van, truck, and other), time occupancy, time mean speed, density, etc. Five month worth of data, i.e., from September 1st, 2002 to January 25th, 2003, are available for the study.
FIGURE 7-2 Observation stations and geometry of the study Site
7.2.4 Description of the Automated Data

The data collected by the automated surveillance systems are archived every day in the form of a single compressed file. This archived file contains observations at each station during the day. The starting and ending times of observations vary from day to day, and from station to station even on the same day. An example of the data at station 4000025 is displayed (after a transpose) in Table 7-1 in which reported data items include the following:

<table>
<thead>
<tr>
<th>Station ID</th>
<th>4000025</th>
<th>4000025</th>
<th>4000025</th>
<th>…</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
<td>NO ACT</td>
</tr>
<tr>
<td>Confidence</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>…</td>
</tr>
<tr>
<td>Volume Auto</td>
<td>7</td>
<td>9</td>
<td>5</td>
<td>…</td>
</tr>
<tr>
<td>Volume Van</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>…</td>
</tr>
<tr>
<td>Volume Truck</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>…</td>
</tr>
<tr>
<td>Volume Other</td>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Occupancy</td>
<td>0.0127</td>
<td>0.0227</td>
<td>0.0267</td>
<td>…</td>
</tr>
<tr>
<td>Space Occupancy</td>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Speed</td>
<td>56.379</td>
<td>56.9966</td>
<td>57.7874</td>
<td>…</td>
</tr>
<tr>
<td>Space Speed</td>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>8.4646</td>
<td>8.2021</td>
<td>8.2021</td>
<td>…</td>
</tr>
<tr>
<td>Level of Service</td>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow</td>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>8.9333</td>
<td>33.8182</td>
<td>8.8889</td>
<td>…</td>
</tr>
<tr>
<td>Gap</td>
<td>2469.5333</td>
<td>2016</td>
<td>1194.1111</td>
<td>…</td>
</tr>
<tr>
<td>Headway</td>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alarms</td>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Station ID:* The ID of the observation station, e.g., 4000055. A station consists of one or several detectors.
Sample Start: Start time of the sample, e.g., 2002/08/31 23:50:40 EDT

Status: Lane by lane status of detectors, e.g., for a 3 lane section, status

|OK|NO_ACT|SENSOR_FAILURE means that the detector of left lane is
good, there is no activation at the detector of the middle lane, and there is
failure with the detector of the right lane.

Confidence: The confidence of the current sample, taking a value between 0 and
10 with 0 for no confidence and 10 for full confidence.

Volume Auto: Count of passenger cars detected in current 20-second interval.

Volume Van: Count of vans detected in current 20-second interval.

Volume Truck: Count of trucks detected in current 20-second interval.

Volume Other: Count of other vehicles detected in current 20-second interval.

Time Occupancy: Percent of time in an hour that the detector is calling

Space Occupancy: Unknown

Time Speed: Time mean speed (TMS), in mi/h

Space Speed: Space mean speed (SMS), in mi/h

Length: Unknown

Level of Service: LOS

Flow: traffic flow converted from the 20-second sample, in vehicle/hr.

Density: traffic density measured in vehicle/mi.

Gap: Unknown

Headway: Average headway of the current sample.

Alarms: Unknown

Note: Unknown means the definition of this item is not clear.
7.2.5 Sources of Error

Generally, we identified the following sources of error in the automated data:

Data not Available
This includes the types of data that are desirable but not collected by the automated surveillance systems, such as space occupancy, space mean speed, level of service, flow, and headway.

Machine or communication failure
This is indicated as “NO_ACT” or “SENSOR_FAILURE” in the Status. If these indicators appear in a data entry, this entry is generally useless and a gap is resulted.

Sensor error
This is indicated in the Confidence as a number between 0 and 10 with 10 being the best data quality. Such an error can take the forms of gaps (missing data) or erroneous data due to bad sensor or bad conditions to collect data. Gaps and erroneous data are big issues because they may render a set of data useless. For example, one has a site consisting 20 stations and have collected a day worth of data at the site. If gaps and erroneous data account for 5% of the data at a station, the worst case will be no usable data because one will have difficult to find a common time period during which the data are good throughout all the stations.

Conversion error
This happens when converting the field observations to some measures based on flawed equations. For example, during a sampling interval at a station, 5 vehicles are observed and their speeds are recorded. One can compute the time mean speed as the arithmetic mean of these speeds or the space mean speed as the harmonic mean of
these speeds. The conversion error is resulted when one uses the time mean speed (which is provided by the surveillance system) in place of the space mean speed.

The purpose that we discuss the potential sources of error here is to remind their existence. Our strategies to the error are the following: we try to avoid data with missing or erroneous values and data that are flawed in other forms; however, if we decide to use a set of data, we have to assume they are accurate.

7.3 THE TEST SITES AND THE DATA OF THE TEST SITES

This section presents the test sites and their geometry data and traffic characteristics data which are part of the input to the proposed model.

7.3.1 The Test Sites

In response to Section 7.1, we need three test sites to test the three scenarios of the proposed model, respectively. Considering the data availability and the data quality issues, we determine the test sites as follows:

- Test site 1, for testing the merge scenario, lies on the northbound direction between stations 4000051 and 4000056 with an on-ramp station 4005008.
- Test site 2, for testing the diverge scenario, lies between stations 4000041 and 4000048 with an off-ramp station 4006006.
- Test site 3, for testing the network scenario, lies between stations 4001104 and 4001128 with 4 on-ramp stations and 4 off-ramp stations. Maps and data about these sites will be presented in the next section.

These test sites are labeled with dashed circles in Figure 7-2.
### 7.3.2 Data of Test Site 1

Figure 7-3 illustrates the map of test site 1 which is part of northbound GA 400. The site begins at station 4000051 near the south of Mansell Road, and runs through stations 4000052 at Mansell Road, 4000053 near the north of Mansell Road, 4000054 near the south of Maxwell Road, 4000055 near the north of Maxwell Road, and ends at station 4000056 near 1/2 mile to the north of Maxwell Road. An on-ramp with station 4005008 joins the freeway near the north of Mansell Road at node 5008 which is not a real station and is so numbered for only coding purpose. Note that, in future simulation model, coding of the test site may not literally follow this map and some links may be skipped or merged depending on actual needs.

Geometry data of this site are summarized in Table 7-2 and traffic characteristics data are listed in Table 7-3.

![Map of test site 1](image)

**FIGURE 7-3 Test Site 1 – merging scenario (GA 400 northbound)**

**TABLE 7-2 Geometry data of test site 1**

<table>
<thead>
<tr>
<th>Station Number</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000051</td>
<td>South of Mansell Road</td>
</tr>
<tr>
<td>4000052</td>
<td>Mansell Road</td>
</tr>
<tr>
<td>4000053</td>
<td>North of Mansell Road</td>
</tr>
<tr>
<td>4000054</td>
<td>South of Maxwell Road</td>
</tr>
<tr>
<td>4000055</td>
<td>North of Maxwell Road</td>
</tr>
<tr>
<td>4000056</td>
<td>1/2 mile to the north of Maxwell Road</td>
</tr>
<tr>
<td>4005008</td>
<td>Node 5008 (not a real station)</td>
</tr>
</tbody>
</table>

Map not to scale
<table>
<thead>
<tr>
<th>Link</th>
<th>Up Node</th>
<th>Down Node</th>
<th>Length (mi)</th>
<th># of Lanes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4000051</td>
<td>4000052</td>
<td>0.37</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>2</td>
<td>4000052</td>
<td>4000053</td>
<td>0.28</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>3</td>
<td>4000053</td>
<td>5008</td>
<td>0.16</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>4</td>
<td>5008</td>
<td>4000054</td>
<td>0.17</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>5</td>
<td>4000054</td>
<td>4000055</td>
<td>0.28</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>6</td>
<td>4000055</td>
<td>4000056</td>
<td>0.31</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>7</td>
<td>4005008</td>
<td>5008</td>
<td>0.50</td>
<td>1</td>
<td>On-ramp</td>
</tr>
</tbody>
</table>

TABLE 7-3 Traffic characteristics data of test site 1

<table>
<thead>
<tr>
<th>Link</th>
<th>Up Node</th>
<th>Down Node</th>
<th>FFS (mi/h)</th>
<th>Capacity (veh/h/ln)</th>
<th>Jam Density (veh/mi/ln)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4000051</td>
<td>4000052</td>
<td>65</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>2</td>
<td>4000052</td>
<td>4000053</td>
<td>65</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>3</td>
<td>4000053</td>
<td>5008</td>
<td>65</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>4</td>
<td>5008</td>
<td>4000054</td>
<td>60</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>5</td>
<td>4000054</td>
<td>4000055</td>
<td>60</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>6</td>
<td>4000055</td>
<td>4000056</td>
<td>61</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>7</td>
<td>4005008</td>
<td>5008</td>
<td>20</td>
<td>1800</td>
<td>180</td>
</tr>
</tbody>
</table>

In this site, section between stations 4000054 and 4000056 is a possible bottleneck, especially considering that an on-ramp joins before station 4000054. In addition, queues can also originate from further downstream of station 4000056.

7.3.3 Data of Test Site 2

Figure 7-4 illustrates the map of test site 2 which is part of northbound GA 400. The site begins at station 4000041 at Roberts Drive, and runs through stations 4000042 near the north of Roberts Drive, 4000043 near half mile to the north of Roberts Drive, 4000044 near one mile to the north of Roberts Drive, 4000045 near the south of
Riverside Road, 4000046 near 3/4 mile to the south of Holcomb Bridger Road, 4000047 near the south of Holcomb Bridger Road, and ends at station 4000048 at Holcomb Bridger Road. An off-ramp with station 4006006 leaves the freeway at node 6006 near the south of Holcomb Bridger Road. Again, this node is not an actual station.

Geometry data of this site are summarized in Table 7-4 and traffic characteristics data are listed in Table 7-5.

**TABLE 7-4 Geometry data of test site 2**

<table>
<thead>
<tr>
<th>Link</th>
<th>Up Node</th>
<th>Down Node</th>
<th>Length (mi)</th>
<th># of Lanes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4000041</td>
<td>4000042</td>
<td>0.28</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>2</td>
<td>4000042</td>
<td>4000043</td>
<td>0.33</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>3</td>
<td>4000043</td>
<td>4000044</td>
<td>0.32</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>4</td>
<td>4000044</td>
<td>4000045</td>
<td>0.27</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>5</td>
<td>4000045</td>
<td>4000046</td>
<td>0.35</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>6</td>
<td>4000046</td>
<td>6006</td>
<td>0.23</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>7</td>
<td>6006</td>
<td>4000047</td>
<td>0.24</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>8</td>
<td>4000047</td>
<td>4000048</td>
<td>0.28</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>9</td>
<td>6006</td>
<td>4006006</td>
<td>0.50</td>
<td>1</td>
<td>Off-ramp</td>
</tr>
</tbody>
</table>
TABLE 7-5 Traffic characteristics data of test site 2

<table>
<thead>
<tr>
<th>Link</th>
<th>Up Node</th>
<th>Down Node</th>
<th>FFS (mi/h)</th>
<th>Capacity (veh/h/ln)</th>
<th>Jam Density (veh/mi/ln)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4000041</td>
<td>4000042</td>
<td>68</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>2</td>
<td>4000042</td>
<td>4000043</td>
<td>68</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>3</td>
<td>4000043</td>
<td>4000044</td>
<td>68</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>4</td>
<td>4000044</td>
<td>4000045</td>
<td>68</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>5</td>
<td>4000045</td>
<td>4000046</td>
<td>68</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>6</td>
<td>4000046</td>
<td>6006</td>
<td>68</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>7</td>
<td>6006</td>
<td>4000047</td>
<td>60</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>8</td>
<td>4000047</td>
<td>4000048</td>
<td>65</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>9</td>
<td>6006</td>
<td>4006006</td>
<td>60</td>
<td>2000</td>
<td>180</td>
</tr>
</tbody>
</table>

Notice that mainline links in this site have the same capacity, so it is unlikely that a queue is developed and dissipated within this site. However, queues can possibly originate from further downstream of the off-ramp or the mainline where there might be insufficient capacity.

7.3.4 Data of Test Site 3

Figure 7-5 illustrates the map of test site 3 which is more complicated and is part of southbound GA 400. The site begins at station 4001104 at Kimball Bridge Road, and passes station 4001105 near the north of Haynes Bridge Road all the way to station 4001128 at Pitts Road. Four on-ramps join and four off-ramps leave the freeway. The off-ramp with station 4006102 leaves the freeway at Haynes Bridge Road, the off-ramp with station 4006103 leaves the freeway near the south of Maxwell Road, the off-ramp with station 4006104 leaves the freeway near the north of Holcomb Bridge Road, and the off-
ramp with station 4006105 leaves the freeway at Northridge Road. The on-ramp with station 4005102 joins the freeway near the south of Haynes Bridge Road, the on-ramp with station 4005103 joins the freeway near the south of Mansell Road, the on-ramp with station 4005104 joins the freeway near the south of Holcomb Bridge Road, and the on-ramp with station 4005105 joins the freeway near the south of Northridge Road.

FIGURE 7-5 Test Site 3 – network scenario (GA 400 southbound)

Geometry data of this site are summarized in Table 7-6 and traffic characteristics data are listed in Table 7-7.
## TABLE 7-6 Geometry data of test site 3

<table>
<thead>
<tr>
<th>Link</th>
<th>Up Node</th>
<th>Down Node</th>
<th>Length (mi)</th>
<th># of Lanes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4001104</td>
<td>6102</td>
<td>1</td>
<td>2</td>
<td>Mainline</td>
</tr>
<tr>
<td>2</td>
<td>6102</td>
<td>5102</td>
<td>0.4</td>
<td>2</td>
<td>Mainline</td>
</tr>
<tr>
<td>3</td>
<td>5102</td>
<td>6103</td>
<td>1.1</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>4</td>
<td>6103</td>
<td>5103</td>
<td>0.9</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>5</td>
<td>5103</td>
<td>6104</td>
<td>0.88</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>6</td>
<td>6104</td>
<td>5104</td>
<td>0.5</td>
<td>3</td>
<td>Mainline</td>
</tr>
<tr>
<td>7</td>
<td>5104</td>
<td>6105</td>
<td>2.9</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>8</td>
<td>6105</td>
<td>5105</td>
<td>0.5</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>9</td>
<td>5105</td>
<td>4001128</td>
<td>0.5</td>
<td>4</td>
<td>Mainline</td>
</tr>
<tr>
<td>10</td>
<td>6102</td>
<td>4006102</td>
<td>0.5</td>
<td>1</td>
<td>Off-ramp</td>
</tr>
<tr>
<td>11</td>
<td>4005102</td>
<td>5102</td>
<td>0.5</td>
<td>1</td>
<td>On-ramp</td>
</tr>
<tr>
<td>12</td>
<td>6103</td>
<td>4006103</td>
<td>0.5</td>
<td>1</td>
<td>Off-ramp</td>
</tr>
<tr>
<td>13</td>
<td>4005103</td>
<td>5103</td>
<td>0.5</td>
<td>1</td>
<td>On-ramp</td>
</tr>
<tr>
<td>14</td>
<td>6104</td>
<td>4006104</td>
<td>0.5</td>
<td>1</td>
<td>Off-ramp</td>
</tr>
<tr>
<td>15</td>
<td>4005104</td>
<td>5104</td>
<td>0.5</td>
<td>2</td>
<td>Off-ramp</td>
</tr>
<tr>
<td>16</td>
<td>6105</td>
<td>4006105</td>
<td>0.5</td>
<td>1</td>
<td>Off-ramp</td>
</tr>
<tr>
<td>17</td>
<td>4005105</td>
<td>5105</td>
<td>0.5</td>
<td>1</td>
<td>On-ramp</td>
</tr>
</tbody>
</table>

## TABLE 7-7 Traffic characteristics data of test site 3

<table>
<thead>
<tr>
<th>Link</th>
<th>Up Node</th>
<th>Down Node</th>
<th>FFS (mi/h)</th>
<th>Capacity (veh/h/ln)</th>
<th>Jam Density (veh/mi/ln)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4001104</td>
<td>6102</td>
<td>56</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>2</td>
<td>6102</td>
<td>5102</td>
<td>57</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>3</td>
<td>5102</td>
<td>6103</td>
<td>61</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>4</td>
<td>6103</td>
<td>5103</td>
<td>65</td>
<td>2100</td>
<td>180</td>
</tr>
<tr>
<td>5</td>
<td>5103</td>
<td>6104</td>
<td>61</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>6</td>
<td>6104</td>
<td>5104</td>
<td>60</td>
<td>1900</td>
<td>180</td>
</tr>
<tr>
<td>7</td>
<td>5104</td>
<td>6105</td>
<td>64</td>
<td>2100</td>
<td>180</td>
</tr>
<tr>
<td>8</td>
<td>6105</td>
<td>5105</td>
<td>60</td>
<td>2100</td>
<td>180</td>
</tr>
<tr>
<td>9</td>
<td>5105</td>
<td>4001128</td>
<td>56</td>
<td>2200</td>
<td>180</td>
</tr>
<tr>
<td>10</td>
<td>6102</td>
<td>4006102</td>
<td>22</td>
<td>1000</td>
<td>180</td>
</tr>
<tr>
<td>11</td>
<td>4005102</td>
<td>5102</td>
<td>32</td>
<td>2000</td>
<td>180</td>
</tr>
<tr>
<td>12</td>
<td>6103</td>
<td>4006103</td>
<td>20</td>
<td>1000</td>
<td>180</td>
</tr>
<tr>
<td>13</td>
<td>4005103</td>
<td>5103</td>
<td>22</td>
<td>1250</td>
<td>180</td>
</tr>
<tr>
<td>14</td>
<td>6104</td>
<td>4006104</td>
<td>40</td>
<td>1200</td>
<td>180</td>
</tr>
<tr>
<td>15</td>
<td>4005104</td>
<td>5104</td>
<td>40</td>
<td>2000</td>
<td>180</td>
</tr>
<tr>
<td>16</td>
<td>6105</td>
<td>4006105</td>
<td>20</td>
<td>1500</td>
<td>180</td>
</tr>
<tr>
<td>17</td>
<td>4005105</td>
<td>5105</td>
<td>20</td>
<td>1700</td>
<td>180</td>
</tr>
</tbody>
</table>
Mainline link 6104 – 5104 is a possible bottleneck which may initiate a queue. In addition, other factors, such as sudden inflow from on-ramps and insufficient capacity at further downstream of off-ramps or mainline, may also cause congestion.

7.4 EXPERIMENT DESIGN

So far, we have determined the test sites for the model validation and have prepared geometry data and traffic characteristics data for the test sites. We need one more piece of data, i.e., the time-varying O-D flows, for the test sites, and this requires some specific days’ data of acceptable quality to: (1) synthesize the O-D flows and (2) to provide the field measurement against which the model output is compared. We then associate these days’ data to the test sites and call this process experiment design. When selecting which day’s data to use, we have the following considerations:

- It is desirable to include congestions in the selected data because whether the model is able to replicate congestion with reasonable accuracy is the major concern of our model.

- Avoid data with congestions on entry links because we use the observed link flows synthesize O-D flows. If a queue reaches an entry link, the observed link flow at this time no longer represents the true demand at the link. As a result, the synthesized O-D flows are not accurate.

- Avoid data with machine/communication failure and gaps in the selected data because they represent missing values in the raw data.
- Avoid data with incidents or road work because they result in non-recurrent congestions which are not the major interest of the model. In fact, the model is intended to capture recurrent and sustained congestions.

Based on the above considerations, 2 days’ data are selected for each test site. For easy reference, Table 7-8 summarizes the experiment design.

### TABLE 7-8 Summary of the experiment design

<table>
<thead>
<tr>
<th>Test Site</th>
<th>Testing Scenario</th>
<th>Day of Week</th>
<th>Date</th>
<th>Duration</th>
<th>O-D estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Merging</td>
<td>Monday</td>
<td>10/14/2002</td>
<td>00:01:00 – 23:51:00</td>
<td>Not Required</td>
</tr>
<tr>
<td>1</td>
<td>Merging</td>
<td>Friday</td>
<td>9/6/2002</td>
<td>00:00:40 – 23:50:40</td>
<td>Not Required</td>
</tr>
<tr>
<td>2</td>
<td>Diverging</td>
<td>Thursday</td>
<td>9/12/2002</td>
<td>00:01:00 – 23:51:00</td>
<td>Not Required</td>
</tr>
<tr>
<td>2</td>
<td>Diverging</td>
<td>Monday</td>
<td>12/9/2002</td>
<td>00:00:00 – 23:45:00</td>
<td>Not Required</td>
</tr>
<tr>
<td>3</td>
<td>Network</td>
<td>Friday</td>
<td>10/11/2002</td>
<td>05:50:00 – 19:20:00</td>
<td>Required</td>
</tr>
<tr>
<td>3</td>
<td>Network</td>
<td>Monday</td>
<td>10/14/2002</td>
<td>05:51:40 – 19:56:40</td>
<td>Required</td>
</tr>
</tbody>
</table>

The table shows that test site 1 is for testing the merging scenario and we use the data collected on Monday, October 14, 2002 from 00:01:00 to 23:51:00 and the data collected on Friday, September 6, 2002 from 00:00:40 to 23:50:40 for this test site. No O-D estimation is required at this site because O-D flows can be synthesized from entry link flows. Test site 2 is for testing the diverging scenario and we use the data collected on Thursday, September 12, 2002 from 00:01:00 to 23:51:00 and the data collected on Monday, December 9, 2002 from 00:00:00 to 23:45:00 for this test site. Also, no O-D estimation is required at this site because O-D flows can be synthesized from exit link flows. Test site 3 is for testing the network scenario and we use the data collected on
Friday, October 11, 2002 from 05:50:00 to 19:20:00 and the data collected on Monday, October 14, 2002 from 05:51:40 to 19:56:40 for this test site. This test site requires O-D estimation and, in the next chapter, we will estimate O-D flows for this test site based on each of the two days’ data.

We recognize that the data in the selected days may not account for the daily variation in a week. This is partly because we have been unable to find data of acceptable quality on Tuesdays and Wednesdays. Fortunately, this is not an important issue for model validation purpose, as oppose to traffic design purpose. More specifically, traffic design considers a “representative” condition where daily variation plays an important role. For example, traffic pattern and driver behavior may vary from day to day, but the design result applies to all situations. In contrast, the daily variation is not important issue in model validation because the goal now is to evaluate the model’s ability to replicate a given a condition with reasonable accuracy. Whether the model is able to successfully replicate congestions on Tuesdays or Wednesdays is of minor interest.

7.5 SUMMARY

In this chapter, we prepared for model validation by selecting tests sites and the data for each of the test sites. We used a section of GA 400 as our study site because it meets the considerations we set forth in site selection. We discussed the possible sources of error in the data collected at the study site and further selected three portions of the study site as our test sites, each of which is intended to test a scenario of the model.

For each of the test sites, we need three pieces of data, i.e., geometry data, traffic characteristics data, and time-varying O-D flows. The first two pieces are prepared in this
chapter. For the third piece, we only need to estimate the O-D flows for the test site intended to test the network scenario because the O-D flows of the other two tests sites can be synthesized easily from the observed link flows. The above-mentioned O-D estimation will be the topic of the next chapter.

To facilitate the preparation of time-varying O-D flows, we selected two days’ data for each of the test sites and developed an experiment design, based on which we perform the model validation.
CHAPTER 8

DYNAMIC ORIGIN-DESTINATION (O-D) ESTIMATION

The proposed model requires three pieces of information as its input: (1) geometry data; (2) traffic characteristics data; (3) time-varying O-D flows. This chapter deals with the third piece. The model assumes accurate O-D flows. However, such information is rarely readily available and we have to estimate it somehow. Considering that O-D estimation is prone to estimation error which is exogenous to our model. This error will eventually be explained by our modeling error since it is difficult to separate the two sources of errors. Therefore, it is helpful to evaluate the performance of the model with and without the presence of O-D estimation and this motivates the idea of empirical tests on three scenarios: a merging scenario and a diverging scenario which do not require O-D estimation and a network scenario which does.

In the previous chapter, we have chosen three test sites (one for each of the scenarios mentioned above) as well as two sets of test data for each of the test sites. The purpose of this chapter is to estimate the time-varying O-D flows for the last test site (i.e., the one for testing the network scenario) using the selected data sets. The estimated O-D flows will be used as part of the input to the proposed model to test the network scenario in the next chapter.
8.1 REVIEW AND SELECTION OF EXISTING O-D ESTIMATORS

To prepare O-D flows, we need an O-D estimator. Since O-D estimation is not part of our model development but a necessary step to provide input data to the model, we do not develop a new O-D estimator. With a limited goal, we examine the existing O-D estimators and select one that fits our need and implement the selected estimator to prepare the O-D flows.

8.1.1 Early O-D Estimation Approaches

There are many approaches to estimate O-D flows. Early approaches include household and/or roadside survey, license plate survey, aerial photographs, etc. These direct approaches are typically time- and resource-consuming and have generally given their way to indirect methods which estimate O-D flows from link traffic counts. Since the number of possible O-D pairs is typically much more than available constraints, the O-D estimation problem is usually under-determined and additional information or assumption has to be employed to find unique solution to the problem and this partly explains why there exists a rich literature in this field. O-D estimators can be roughly classified as in 8.1.2 – 8.1.8 based on their estimation approaches:

8.1.2 Least Squares

In least squares (LS) estimation, the unknown values of the split parameters (the proportions, in percent, of flow from each of a set of origins to each of a set of destinations) are estimated by finding numerical values for the parameters that minimize the sum of the squared deviations between the observed responses and the functional

**8.1.3 Kalman Filtering**


**8.1.4 Bayesian Estimation**

The Bayesian estimation seeks to optimally combine information from information contained in the data in the form of a likelihood function and knowledge that is known at the beginning of the research in the form of a prior. Geva, et al (1982), Lo, et al (1996), and Zijpp (1997) are examples of this approach.

**8.1.5 Maximum Likelihood Estimation**

In maximum likelihood estimation, the desired probability distribution is the one that makes the observed data most likely, which is obtained by seeking the value of the split parameters that maximizes the likelihood function. Geva, et al (1982), Nihan and Davis (1989), Davis and Nihan (1991), Lo, et al (1996), and Zhang and Maher (1998) are examples of this approach.
8.1.6 Programming and Optimization

O-D estimation problem can be expressed as an optimization problem where one tries to minimize an objective function subject to a set of constraints.


8.1.7 Neural Networks

This approach uses the learning capability of neural networks to associate origin flows with destination flows and learn the split parameters by means of the weights of the neurons. Chin, et al (1994), Fusco and Recchia (1997), and Yang, et al (1998) are examples of this approach.

8.1.8 Statistical Modeling

Examples of this approach include Zijpp and Hamerslag (1994), Lo, et al (1996), and Hazelton (2000), etc.

8.1.9 Selection of an O-D Estimator

With a limited goal, we select an O-D estimator from the available ones. Several considerations drive the selection process. First, the estimator needs to have reasonable accuracy to reproduce O-D pattern from link traffic counts. Second, the estimator needs to be relatively easy to implement because O-D estimation is not the main objective of
this study. Third, the estimator needs to be suited for real-time operation since our proposed model is expected to migrate to real-time application in the future.

Among the many options, we choose the recursive predictions error (RPE) estimator proposed by Nihan and Davis (1987). The estimator, combining features of recursive method and Kalman filtering method, has many advantages and fits our needs well. First, it is reasonably accurate. Second, it is computationally efficient and easy to implement. Third, it is suited for real-time application because it is self-updated and poses almost no requirement on sampling period which translates to the level of aggregation of sampling data.

8.2 THE RPE O-D ESTIMATOR

For easy reference, the algorithm of the RPE estimator is briefly repeated here. For detailed information, please refer to the original paper (Nihan and Davis 1987).

![FIGURE 8-1 The sketch of a freeway](image-url)
Figure 8-1 shows a freeway having $m$ origins (labeled as $O_1, O_2, \ldots, O_m$) and $n$ destinations (labeled as $D_1, D_2, \ldots, D_n$). Let $\vec{y}(t) = (y_1(t), y_2(t), \ldots, y_n(t))$ is a vector of traffic counts at each of the destinations during time interval $t$. $\vec{q}(t) = (q_1(t), q_2(t), \ldots, q_m(t))$ is a vector of traffic counts at each of the origins during time interval $t$. $B(t) = \{b_{i,j}(t)\}_{mn}$ is an $m \times n$ matrix of proportions of trip from origin $i$ to destination $j$, where $i=1,2,\ldots,m$ and $j=1,2,\ldots,n$. Let $\tilde{b}_j(t)$ denote the $j$th column of $B(t)$.

Under ideal conditions, i.e., time interval is sufficiently long and no measurement errors exist, we have:

$$\vec{y}(t) = \vec{q}'(t)B(t)$$

However, ideal conditions are rarely attained in real world, so an error term, $\vec{e}(t) = (e_1(t), e_{12}(t), \ldots, e_n(t))$, is added:

$$\vec{y}(t) = \vec{q}'(t)B(t) + \vec{e}'(t)$$

This can be viewed as a set of $n$ linear regression equations if we assume $\tilde{B}(t)$ constant but unknown. A set of $N$ observations $(\vec{y}(t), \vec{q}(t)), t=1,2,\ldots,N$ enable least square estimate for $B(t)$, $\hat{B}(t) = (\hat{b}_1(t), \hat{b}_2(t), \ldots, \hat{b}_n(t))$:

$$\hat{b}_j(t) = \frac{\sum_{k=1}^{t} \hat{q}(k)y_j(k)}{\sum_{k=1}^{t} \hat{q}(k)\hat{q}'(k)}, \quad j=1,2,\ldots,n$$
Since the above estimator involves matrix inversion, which is typically computationally inefficient, the estimate can be replaced by a recursive one if we denote $A(t) = \frac{1}{t} \sum_{k=1}^{t} \tilde{q}(t)\tilde{q}'(t)$:

\[
\hat{b}_j(t) = \hat{b}_j(t-1) + \frac{1}{t} A^{-1}(t) \tilde{q}(t)[y_j(t) - \tilde{q}'(t)\hat{b}_j(t-1)]
\]

\[
A(t) = A(t-1) + \frac{1}{t}[\tilde{q}(t)\tilde{q}'(t) - A(t-1)]
\]

Let $P(t) = \frac{1}{t} A^{-1}(t)$, the above equations are transformed to be:

\[
\hat{b}_j(t) = \hat{b}_j(t-1) + K_j(t)[y_j(t) - \tilde{q}'(t)\hat{b}_j(t-1)]
\]

\[
K_j(t) = \frac{P_j(t-1)\tilde{q}(t)}{1 + \tilde{q}'(t)P_j(t-1)\tilde{q}(t)}
\]

\[
P_j(t) = P_j(t-1) - \frac{P_j(t-1)\tilde{q}(t)\tilde{q}'(t)P_j(t-1)}{1 + \tilde{q}'(t)P_j(t-1)\tilde{q}(t)}
\]

Estimate of this form is sometimes called recursive least-squares, or RPE. It is also related to Kalman filter approach if one defines state equations as:

\[
\tilde{b}_j(t) = \tilde{b}_j(t-1)
\]

\[
y_j(t) = \tilde{q}'(t)\tilde{b}_j(t) + e_j(t)
\]

where $e_j(t)$ are independent random variables with 0 mean and variances $r_j(t)$. The least-square estimator can be transformed to a Kalman filter estimator:

\[
\hat{b}_j(t) = \hat{b}_j(t-1) + K_j(t)[y_j(t) - \tilde{q}'(t)\hat{b}_j(t-1)]
\]

\[
K_j(t) = \frac{P_j(t-1)\tilde{q}(t)}{r_j(t) + \tilde{q}'(t)P_j(t-1)\tilde{q}(t)}
\]

\[
P_j(t) = P_j(t-1) - \frac{P_j(t-1)\tilde{q}(t)\tilde{q}'(t)P_j(t-1)}{r_j(t) + \tilde{q}'(t)P_j(t-1)\tilde{q}(t)}
\]
So far, the estimators discussed dealt with constant proportion matrix $B(t)$, which is not realistic in real world. A slight modification enables the above estimators to track time variations. The extension to Kalman filter estimator starts with generalizing state equations:

\[
\tilde{b}_j(t) = \tilde{b}_j(t-1) + \tilde{s}_j(t) \\
y_j(t) = \bar{q}'(t)\tilde{b}_j(t) + e_j(t) \quad j = 1, 2, \ldots, n
\]

where $\tilde{s}_j(t)$ is a vector of random variables with 0 mean and covariance matrices $R_j(t)$. Then the above static Kalman filter estimator can be turned into a time-varying one:

\[
\hat{b}_j(t) = \hat{b}_j(t-1) + K_j(t)[y_j(t) - \bar{q}'(t)\hat{b}_j(t-1)] \\
K_j(t) = \frac{P_j(t-1)\bar{q}(t)}{r_j(t) + \bar{q}'(t)P_j(t-1)\bar{q}(t)} \\
P_j(t) = P_j(t-1) + R_j(t) - \frac{P_j(t-1)\bar{q}(t)\bar{q}'(t)P_j(t-1)}{r_j(t) + \bar{q}'(t)P_j(t-1)\bar{q}(t)}
\]

Note that, to initialize and run the recursive estimator, this estimator requires a priori information about $\hat{b}_j(0), P(0), \text{and } R_j(t)$ which is typically unavailable. A common practice is to treat them as design parameters and choose their values empirically.

As a last point, there are some natural constraints that the O-D proportions of $B(t)$ must satisfy:

\[
\sum_{j=1}^{n} b_{ij}(t) = 1 \quad i = 1, 2, \ldots, m \\
b_{ij}(t) \geq 0 \quad i = 1, 2, \ldots, m; \ j = 1, 2, \ldots, n \\
b_{ij}(t) = 0 \quad (i, j) \in Z
\]
The first natural constraint requires that proportions from all origins to a destination sum up to 1. The second natural constraint eliminates negative flow from any origin to any destination. The third natural constraint removes infeasible O-D flows by enforcing 0 to those proportions which represent flows that can never happen, such as flow from a downstream entrance to an upstream exit.

8.3 APPLICATION TO TEST CASES

In this section, we implement the RPE estimator and perform O-D estimation based on the two data sets for testing the network scenario.

8.3.1 The Test Site

As discussed in Chapter 7, there are three test sites in this study. Only test site 3 requires O-D estimation. To facilitate discussion that follows, the geometry of the test site is repeated in Figure 8-2.

FIGURE 8-2 Origins and destinations of test site 3 (GA 400 southbound)
There are 5 origins/entrances and 5 destinations/exits at this test site. The origins are: Station 4001104 at Kimball Br. Rd, Station 4005102 at S. Haynes Br. Rd., Station 4005103 at S. Mansell Rd, Station 4005104 at S. Holcomb Br. Rd., and Station 4005105 at S. Northridge Rd. The destinations are: Station 4006102 at Haynes Br. Rd, Station 4006103 at S. Maxwell Rd, Station 6006104 at N. Holcomb Br. Rd., Station 4006105 at Northridge Rd., and Station 4001128 at Pitts Rd..

As one of the natural constraints, the possible O-D flows are indicated in Table 8-1 where a check mark represents feasible O-D pair and a cross represents infeasible O-D pair. The estimation result is discussed as follows.

<table>
<thead>
<tr>
<th>Origin \ Destin.</th>
<th>4006102</th>
<th>4006103</th>
<th>4006104</th>
<th>4006105</th>
<th>4001128</th>
</tr>
</thead>
<tbody>
<tr>
<td>4001104</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>4005102</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>4005103</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>4005104</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>4005105</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
</tbody>
</table>

### 8.3.2 Initial Estimation Results

In Chapter 7, two data sets are identified for this test site, i.e., the data collected on Friday, Oct. 11, 2002 from 05:50:00 to 19:20:00 and the data collected on Monday, Oct. 14, 2002 from 5:52 to 19:57. The original data were in 20-second intervals. We merged the data into 5-minute intervals primarily for smoothing out local variations. We perform O-D estimation based on the merged data sets.
The estimation result is a time-varying matrix of proportions, in percent, of flow from each of a set of origins to each of a set of destinations. Based on the flows at the entrances as well as this matrix, the flows at the exits can be synthesized. The performance of the estimator is assessed by comparing the estimated and observed exit flows. Table 8-2 lists a segment of sample comparison of observed and estimated exit flows at exit 4006104. In this table, each time step represents 5 minutes. The percent error is the result of dividing the absolute error (the predicted minus the observed) by the observed flows.

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Predicted (veh/hr)</th>
<th>Observed (veh/hr)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>…</td>
<td>…</td>
<td>…</td>
<td>…</td>
</tr>
<tr>
<td>52</td>
<td>395</td>
<td>528</td>
<td>-0.25</td>
</tr>
<tr>
<td>53</td>
<td>484</td>
<td>684</td>
<td>-0.29</td>
</tr>
<tr>
<td>54</td>
<td>586</td>
<td>780</td>
<td>-0.25</td>
</tr>
<tr>
<td>55</td>
<td>533</td>
<td>756</td>
<td>-0.29</td>
</tr>
<tr>
<td>56</td>
<td>561</td>
<td>744</td>
<td>-0.25</td>
</tr>
<tr>
<td>57</td>
<td>494</td>
<td>624</td>
<td>-0.21</td>
</tr>
<tr>
<td>58</td>
<td>539</td>
<td>684</td>
<td>-0.21</td>
</tr>
<tr>
<td>59</td>
<td>509</td>
<td>888</td>
<td>-0.43</td>
</tr>
<tr>
<td>60</td>
<td>398</td>
<td>672</td>
<td>-0.41</td>
</tr>
<tr>
<td>61</td>
<td>656</td>
<td>768</td>
<td>-0.15</td>
</tr>
<tr>
<td>62</td>
<td>607</td>
<td>696</td>
<td>-0.13</td>
</tr>
<tr>
<td>63</td>
<td>652</td>
<td>792</td>
<td>-0.18</td>
</tr>
<tr>
<td>64</td>
<td>583</td>
<td>780</td>
<td>-0.25</td>
</tr>
<tr>
<td>65</td>
<td>410</td>
<td>696</td>
<td>-0.41</td>
</tr>
<tr>
<td>66</td>
<td>766</td>
<td>816</td>
<td>-0.06</td>
</tr>
<tr>
<td>67</td>
<td>700</td>
<td>912</td>
<td>-0.23</td>
</tr>
<tr>
<td>68</td>
<td>609</td>
<td>852</td>
<td>-0.29</td>
</tr>
<tr>
<td>…</td>
<td>…</td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>

TABLE 8-2 Sample comparison of observed and estimated exit flows

Data are for exit 4006104 and each time step represents 5 minutes
Figure 8-3 shows the full picture at the station where the X axis is time step and the Y axis is flow in veh/hr. The solid line is the observed flow and the dashed line is the estimated flow.

FIGURE 8-3 Sample comparison of observed and estimated exit flows

Both the table and the figure show that the estimated curve captures the variation of the observed curve well. We also find that the predicted curve is lower than the observed curve and this is consistent at other stations. Therefore, we must correct this systematic error before applying the estimation results to model validation.
8.4 SYSTEMATIC ERROR CORRECTION STRATEGY

This section presents our proposed strategy and the results of applying the strategy to the initially estimated O-D flows.

8.4.1 The Proposed Strategy

To deal with the O-D estimation error, we propose a post-processing calibration-based strategy, as shown in Figure 8-4. The observed link flows, including the entry flows and the exit flows, are used to estimate the time-varying O-D matrix. The O-D flows, which are the input to our model, can be computed based on the observed entry flows and the O-D matrix. After a synthesis, we obtain the predicted exit flows. Then the difference between the observed and the predicted exit flows is used as a feedback to adjust the O-D matrix. The O-D flows are then updated based on the adjusted O-D matrix and the resulted O-D flows are what we actually used to input to our model in model validation. Though the O-D estimation error may not be totally eliminated, this adjustment helps minimize the impact of the O-D estimation error on subsequent model validation.
8.4.2 Adjustment Results

The comparison of the observed and the predicted (after adjustment) exit flows are presented as follows. Figure 8-5 shows the result for data collected on Friday, Oct. 11, 2002 from 05:50:00 to 19:20:00 and Figure 8-6 shows the result for data collected on Monday, Oct. 14, 2002 from 5:52 to 19:57.
FIGURE 8-5 O-D estimation result (Oct. 11, 2002)
Flow at exit 4006104

Flow at exit 4006105

FIGURE 8-5 Continued
FIGURE 8-5 Continued
FIGURE 8-6 O-D estimation result (Oct. 14, 2002)
FIGURE 8-6 Continued
Statistical analysis shows that, in all cases, the observed and the predicted exit flows are not statistically different and the 95% confidence interval falls within ±4.0%. This result is quite satisfactory and makes the adjusted O-D flows suitable for feeding into the model validation process. As a reminder, the above O-D flows are calibrated/adjusted based on field observations and this calibration is not part of the selected O-D estimator.

### 8.5 SUMMARY

With a limited goal in this chapter, we selected an existing O-D estimator, implemented it, and used it to estimate the O-D flows of the test site for the network scenario. The estimated O-D flows are part of the input information to our proposed model.
Based on the estimation results, we found that estimation error is considerable and systematic. We proposed a strategy to minimize the impact of the O-D estimation error by making adjustments on the initial estimation results using the difference between the observed and the predicted exit flows. The adjusted O-D flows will be used to perform model validation in the next chapter.
CHAPTER 9

RESULTS OF MODEL VALIDATION

The purpose of this chapter is to validate the proposed model by performing the empirical tests described in Chapter 6 to the test sites and test data prepared in Chapter 7 and 8. These empirical tests compare the model output against field observations and this chapter presents the results obtained for each of the testing scenarios, i.e., the merging scenario, the diverging scenario, and the network scenario. The first two scenarios do not involve O-D estimation, but the last scenario does. The last scenario will offer insight in model performance with O-D estimation.

9.1 INTRODUCTION

To highlight the structure of our presentation of the empirical test results, the experiment design of the empirical tests is partly repeated here (please refer to Section 7.5 in Chapter 7 for complete information).
<table>
<thead>
<tr>
<th>Test Site</th>
<th>Testing Scenario</th>
<th>Date</th>
<th>O-D estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Merging</td>
<td>10/14/2002, 9/6/2002</td>
<td>Not Required</td>
</tr>
<tr>
<td>2</td>
<td>Diverging</td>
<td>9/12/2002, 12/9/2002</td>
<td>Not Required</td>
</tr>
<tr>
<td>3</td>
<td>Network</td>
<td>10/11/2002, 10/14/2002</td>
<td>Required</td>
</tr>
</tbody>
</table>

We have three test sites, i.e., test sites 1, 2 and 3. We also have three scenarios to test, i.e., the merging, the diverging, and the network scenarios. We use the three test sites to test the three scenarios, respectively. For each scenario, we perform two tests based on the two days’ data, respectively. There is no O-D estimation involved in the tests for merging and diverging scenarios, but O-D estimation is involved in the tests for the network scenario.

When presenting the test results, we follow the following sequence: For each test site/scenario, we first briefly repeat the topological structure of the test site. For each test day of the scenario, we present qualitative results and quantitative results. For qualitative results, we present the following items:

- Comparison of prediction and observation in time series
- Comparison of prediction and observation in terms of congestion
- Comparison of prediction and observation in 3D space
- Plot of prediction against observation
- Frequency of modeling error
- Comparison of Predicted and Observed Flow-Density Relationships

For quantitative results, we present the results of the simultaneous statistical test.

To keep this chapter concise and focused, we only discuss the results of the first empirical test in detail and we generally highlight the results of other empirical tests since the latter follow the same pattern of presentation as the former.
9.2 **EMPIRICAL TEST - MERGING SCENARIO**

Information regarding test site 1 (for testing the merging scenario) has been detailed in Section 7.3.2 of Chapter 7 and is not repeated here. The link-node structure of the test site illustrated in Figure 7-3 is based on the locations of surveillance stations. In simulation runs, this structure is not literally followed because some of the adjacent links are similar in roadway geometry and traffic characteristics and hence can be merged.

![Map not to scale](image)

**FIGURE 9-1 Structure of test site 1 - merging scenario (GA 400 northbound)**

Figure 9-1 shows the structure of the test site that is actually used in the tests. It consists of two upstream mainline links (4000051-4000053 and 4000053-5008), one downstream mainline link (5008-4000055), and an on-ramp link (4005008-5008). All mainline links have 3 lanes with approximately the same capacity. The merging point, node 5008, might be a bottleneck because the capacity of its downstream link (5008-4000055) is less than the sum of its upstream links (4000053-5008 and 4005008-5008).
Another potential bottleneck is the downstream of node 4000055 because queues might build up from further downstream and back up into our test site which is allowed in the simplified theory as long as they do not exceed the upstream end of the site.

9.2.1 Test Day 1

The data for test day 1 was collected on Monday, October 14, 2002 from 5:52 to 19:57. Comparison of model prediction and field observation, based on qualitative as well as quantitative measures, are presented in the following subsections.

9.2.1.1 Qualitative evaluation

Qualitative assessment of the performance of the model can be made based on visual comparison of the observed and predicted densities. This section presents a series of plots to graphically illustrate the observed and predicted densities from various perspectives. Again, our goal here is to check whether the model is able to predict traffic density in time-space domain with acceptable accuracy, especially the ability to capture major peaks, if any.

Comparison of prediction and observation in time series

Figure 9-2 shows the density vs. time curves at each link in test 1. The solid line is observed density and the dashed line is predicted density. The X axis is time of day and the Y axis is density in veh/mi/ln. Each part of the figure consists of two subplots with the density plot being the upper one and the schematic test site map the lower one. The schematic map shows the current link with circles at both ends of the link.
The simulation starts at 5:52 and ends at 19:57. There were two peaks on this day, one in the morning and the other in the afternoon. Both originated from the downstream of node 4000055, probably due to insufficient capacity there. Since the real bottleneck was located outside of our test site, a dummy link is added at the downstream of node 4000055 and a time varying capacity was applied at the dummy link to simulate the effect of the real bottleneck. If one views the plot in a reverse order from Part C to Part A, the impact of the peaks decreases and eventually disappears. Notice that there was no peak at the on-ramp link 4005008-5008 because its share of downstream capacity sufficed its demand, which is exactly what the merging scenario predicts.
FIGURE 9-2 Time series comparison of density (merging scenario, day 1)
Comparison of prediction and observation in terms of congestion

Figure 9-3 shows the density contour of the day based on a density level of 45 veh/mi/ln. This density level is used in this study to delineate the boundary of congestion primarily due to the following three reasons. First, HCM 2000 uses a density level of 45 pc/mi/ln as the upper bound of level of service (LOS) F, and this density level typically signifies the breakdown of traffic operation. Second, Son (1996) suggest that the actual boundary of the congested region is most likely to be somewhere between 40 and 50 veh/mi/ln and 45 veh/mi/ln is the middle of this range. Third, the contour lines of 40 and 50 veh/mi/ln are very close to each other in most of the cases, and plotting contours of both levels does not make too much sense.

In Figure 9-3, the X axis represents location (nodes along the freeway mainline) and the Y axis represents time of day. There are two congested regions backing up from downstream node 4000055 towards upstream node 4000051. The solid line is the observed contour and the dashed line is the predicted contour. In this figure, we know the exact information at observation stations (e.g., 4000051, 4000052, 4000053, etc.) Information regarding queue development and queue tail, i.e., the portion of the lines between stations, is an approximation. In general, the figure shows a very good fit between the prediction and the observation.
FIGURE 9-3 Comparison of congestion (merging scenario, day 1)

Generally, it is preferable to have the congested regions contained by the bounding box of a time-space diagram, i.e., no congestion appears at the upstream end and downstream end and no congestion occurs at the beginning and the end of the test. Such examples, however, are difficult to find in real world because it generally requires observation of a larger area over longer period so that congestion is unlikely to reach the boundaries. This is particularly difficult for merging and diverging scenarios since these scenarios deal only with a ramp junction. Fortunately, the simplified theory does not prohibit congestion backing up from downstream end as long as it does not exceed upstream end. Otherwise, there is a problem because traffic is now operating at the congested side of the underlying flow-density curve and the arrival flow no longer
represents the true demand. If this is the case, one generally goes further upstream, trying to find a node where congestion never reaches, so that the congestion is still contained in the new bounding box.

**Comparison of prediction and observation in 3D space**

If a time series plot gives one-dimensional information of density in time domain and a contour gives two-dimensional information of density in time-space domain, density surface presents three-dimensional information of density in time-space-depth domain. In Figure 9-4, the X axis represents location, the Y axis represents time of day, and the Z axis represents depth (density levels) in veh/hr/ln. The first plot shows the predicted density surface and the second shows the observed. The Figure generally confirms our findings in previous steps – the timing, the location, and the shape of the peaks agree well.
FIGURE 9-4 Comparison of density in 3D space (merging scenario, day 1)
Plot of prediction against observation

In a diagonal plot, all samples are put together and the predicted density values are plotted against the observed density values. An ideal fit in the diagonal plot would be a 45 degree line running from the origin to the upper right corner. Figure 9-5 generally shows such a trend. There are 676 samples in total, most of which densely distribute along the line and a linear relationship is quite apparent. At higher density values, the trend still exists but the points are a little bit dispersed. However, this does not necessarily imply that the model performs inferior at high density. First, there are only a few samples at high density and they might not be enough to make their statistical property pronounced. Second, it is likely to get larger modeling error at higher density level given that the accuracy of the model does not deteriorate as density increases.

FIGURE 9-5 Plot of prediction against observation (merging scenario, day 1)
**Frequency of modeling error**

Figure 9-6 illustrates the frequency of modeling error, i.e., the residuals resulted after subtracting the observed values from the predicted values. As expected, residuals are densely concentrated around zero with the rest balanced at both sides – a bell-shaped distribution. There are 676 samples in total. The highest bar represents 466 samples, accounting for 69% of the total. The number between ±10 makes up approximately 90% of the total samples.

![Histogram of residuals](image)

FIGURE 9-6 Frequency of modeling error (merging scenario, day 1)
Comparison of Predicted and Observed Flow-Density Relationships

Figure 9-7 plots the predicted and the observed flow-density relationships on the same figure. It reveals that the traffic in a simulated environment behaves in a similar way that the traffic in a real system does and it confirms that, though the input flow-density relationship is a triangular (or trapezoidal) type, the output relationship is not.

![Flow-Density relationship (link 4000053-5008, 5-min bins)](image)

FIGURE 9-7 Comparison of flow-density relationships (merging scenario, day 1)

9.2.1.2 Quantitative evaluation

The simultaneous statistical inference technique discussed above is applied. To conduct the test, values of number of batches and batch sizes needs to be determined.
Here, our major goal is to have a good coverage of confidence interval, so a large batch size is desirable. On the other hand, minimizing the estimation error of batch means variance generally requires large number of batches. After many experiments and comparison, we choose to have 8 batches with each batch having 84 samples, and this setting seems to take care of both of the competing criteria well. Table 9-1 summarizes the result of the simultaneous statistical test.

### TABLE 9-1 Simultaneous statistical test result of test day 1 (merging scenario)

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size ((m))</td>
<td>84</td>
</tr>
<tr>
<td>Batches ((b))</td>
<td>8</td>
</tr>
<tr>
<td>Total samples ((n))</td>
<td>676</td>
</tr>
<tr>
<td>Significance level ((\alpha))</td>
<td>0.05</td>
</tr>
<tr>
<td>Grand mean ((\bar{W}))</td>
<td>-0.025097</td>
</tr>
<tr>
<td>Variance ((\hat{V}_b))</td>
<td>0.001954</td>
</tr>
<tr>
<td>T-test Statistic ((t_0))</td>
<td>-1.605861</td>
</tr>
<tr>
<td>Critical Value ((t_{0.025,\gamma}))</td>
<td>2.36462</td>
</tr>
<tr>
<td>T-test result</td>
<td>Fail to reject (H_0), i.e., (E[\bar{W}] = 0)</td>
</tr>
<tr>
<td>Small number ((\varepsilon))</td>
<td>0.00097</td>
</tr>
<tr>
<td>Critical (\chi^2) value ((\chi^2_{0.05,\gamma}))</td>
<td>14.07</td>
</tr>
<tr>
<td>95 % confidence interval for percentage modeling error</td>
<td>((-0.084, 0.038) \times 100%)</td>
</tr>
</tbody>
</table>

Interpreting of the result can be as follows. If we compare the predicted density with the observed density based on batches of the specified size, the difference of the two will be zero approximately 95 out of every 100 trials, i.e., the mean of the modeling errors is not statistically different than 0. On the other hand, if we accept that \(\varepsilon\) is a reasonably
small number, the variance of the ratio of the prediction and observation will be less than or equal to this number approximately 95 out of every 100 trials. This also translates to a 95% confidence interval of \((-0.084, 0.038) \times 100\%\) for percentage modeling error.

9.2.2 Test Day 2

The data for test day 2 of the merging scenario was collected on Friday, September 6, 2002 from 00:01 to 23:51, almost a whole day. Description of the tests thereafter generally follows the format of the test presented above. To be concise, we only highlight the results of the tests that follow and skip much of their discussion.

9.2.2.1 Qualitative evaluation

Comparison of prediction and observation in time series

Figure 9-8 shows two major peaks, one in the morning and the other in the afternoon, both originated from the downstream of node 400055.
FIGURE 9-8 Time series comparison of density (merging scenario, day 2)
Comparison of prediction and observation in terms of congestion

Figure 9-9 indicates that the prediction matches the observation well in queue formation and dissipation, but less satisfactory in transition area between queued and unqueued traffic.

FIGURE 9-9 Comparison of congestion (merging scenario, day 2)

Comparison of prediction and observation in 3D space

Figure 9-10 generally confirms that the two peaks are very similar in terms of timing, location and shape.
FIGURE 9-10 Comparison of density in 3D space (merging scenario, day 2)
Plot of prediction against observation

Figure 9-11 shows a linear relation between predicted and observed density as indicated by the diagonal line which is a sign of good fit.

![Predicted vs. Observed density](image)

**FIGURE 9-11** Plot of prediction against observation (merging scenario, day 2)

Frequency of modeling error

Figure 9-12 also confirms a good fit between the prediction and the observation.
Comparison of Predicted and Observed Flow-Density Relationships

Figure 9-13 shows the predicted and the observed flow-density relationships on the same figure.
FIGURE 9-13 Comparison of flow-density relationships (merging scenario, day 2)

9.2.2.2 Quantitative evaluation

Simulation of this day spans almost a whole day, starting from 00:01 and ending at 23:51. The result of statistical tests is listed in Table 9-2.
TABLE 9-2 Simultaneous statistical test result of test day 2 (merging scenario)

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size ($m$)</td>
<td>143</td>
</tr>
<tr>
<td>Batches ($b$)</td>
<td>8</td>
</tr>
<tr>
<td>Total samples ($n$)</td>
<td>1144</td>
</tr>
<tr>
<td>Significance level ($\alpha$)</td>
<td>0.05</td>
</tr>
<tr>
<td>Grand mean ($\bar{W}$)</td>
<td>0.010975</td>
</tr>
<tr>
<td>Variance ($\hat{V}_b$)</td>
<td>0.001116</td>
</tr>
<tr>
<td>T-test Statistic ($t_0$)</td>
<td>0.929335</td>
</tr>
<tr>
<td>Critical Value ($t_{0.025,7}$)</td>
<td>2.36462</td>
</tr>
<tr>
<td>T-test result</td>
<td>Fail to reject $H_0$, i.e., $E[\bar{W}_i]=0$.</td>
</tr>
<tr>
<td>Small number ($\varepsilon$)</td>
<td>0.00056</td>
</tr>
<tr>
<td>Critical $\chi^2$ value ($\chi^2_{0.05,7}$)</td>
<td>14.07</td>
</tr>
<tr>
<td>95% confidence interval for percentage modeling error</td>
<td>(-0.035, 0.060) $\times 100%$</td>
</tr>
</tbody>
</table>

Interpreting the results is as before. Briefly, the result suggests that the mean of the modeling error is not statistically different than 0 and the 95% confidence interval for percentage modeling error is (-0.035, 0.060) $\times 100\%$.

9.3 EMPIRICAL TEST - DIVERGING SCENARIO

Information regarding test site 2 (for testing the diverging scenario) has been detailed in Section 7.3.3 of Chapter 7 and is not repeated here. Figure 9-14 shows the structure of the test site that is actually used in the tests. All the mainline links have 4 lanes with approximately the same capacity. Queues can back up from either of the downstream links. The optional friction mentioned in section 4.2.2 of Chapter 4 is not implemented in this scenario.
9.3.1 Test Day 1

Data for test day 1 of diverging scenario was collected on Thursday, September 12, 2002 from 00:01 to 23:51, almost a whole day.

9.3.1.1 Qualitative evaluation

Comparison of prediction and observation in time series

Figure 9-15 shows two peaks during this day: a morning peak originated from the downstream of node 4000048 probably caused by insufficient capacity and an afternoon peak backed up from the downstream of node 4006006 due primarily to high exit volume.
FIGURE 9-15 Time series comparison of density (diverging scenario, day 1)
Comparison of prediction and observation in terms of congestion

Figure 9-16 shows a good fit between the prediction and the observation.

FIGURE 9-16 Comparison of congestion (diverging scenario, day 1)

Comparison of prediction and observation in 3D space

Figure 9-17 generally confirms our findings above.
FIGURE 9-17 Comparison of density in 3D space (diverging scenario, day 1)
Plot of prediction against observation

Figure 9-18 shows a good fit between the prediction and the observation. There are 1144 samples in total.

![Plot of prediction against observation](image)

**FIGURE 9-18** Plot of prediction against observation (diverging scenario, day 1)

Frequency of modeling error

In Figure 9-19, the highest bar represents 846 samples and the second highest represents 249 samples. Therefore, modeling error within ±10 makes up 96% of the total.
Comparison of Predicted and Observed Flow-Density Relationships

Figure 9-20 shows the predicted and the observed flow-density relationships on the same figure.

FIGURE 9-19 Frequency of modeling error (diverging scenario, day 1)
9.3.1.2 Quantitative evaluation

The result of simultaneous statistical test is listed in Table 9-3.
TABLE 9-3 Simultaneous statistical test result of test day 1 (diverging scenario)

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size ((m))</td>
<td>143</td>
</tr>
<tr>
<td>Batches ((b))</td>
<td>8</td>
</tr>
<tr>
<td>Total samples ((n))</td>
<td>1144</td>
</tr>
<tr>
<td>Significance level ((\alpha))</td>
<td>0.05</td>
</tr>
<tr>
<td>Grand mean ((\bar{W}))</td>
<td>0.004786</td>
</tr>
<tr>
<td>Variance ((\hat{V}_B))</td>
<td>0.000787</td>
</tr>
<tr>
<td>T-test Statistic ((t_0))</td>
<td>0.482557</td>
</tr>
<tr>
<td>Critical Value ((t_{0.025,7}))</td>
<td>2.36462</td>
</tr>
<tr>
<td>T-test result</td>
<td>Fail to reject (H_0), i.e., (E[\bar{W}] = 0).</td>
</tr>
<tr>
<td>Small number ((\varepsilon))</td>
<td>0.000391</td>
</tr>
<tr>
<td>Critical (\chi^2) value ((\chi^2_{0.05,7}))</td>
<td>14.07</td>
</tr>
<tr>
<td>95 % confidence interval for percentage modeling error</td>
<td>((-0.034, 0.045) \times 100%)</td>
</tr>
</tbody>
</table>

Interpreting the results is as before. Briefly, the result suggests that the mean of the modeling error is not statistically different than 0 and the 95% confidence interval for percentage modeling error is \((-0.034, 0.045) \times 100\%\).

9.3.2 Test Day 2

Data for empirical test day 2 of diverging scenario came from Monday, December 9, 2002 from 00:00 to 23:45, almost a full day.

9.3.2.1 Qualitative evaluation

Comparison of prediction and observation in time series

Figure 9-21 generally shows a good fit between the prediction and the observation.
FIGURE 9-21 Time series comparison of density (diverging scenario, day 2)
Comparison of prediction and observation in terms of congestion

Figure 9-22 shows a good agreement between the prediction and the observation as far as congested region is concerned.

 FIGURE 9-22 Comparison of congestion (diverging scenario, day 2)

Comparison of prediction and observation in 3D space

Figure 9-23 generally confirms our findings above.
FIGURE 9-23 Comparison of density in 3D space (diverging scenario, day 2)
Plot of prediction against observation

Figure 9-24 has 1144 samples in total, most of which were distributed along the diagonal line where density was under 45 veh/mi/ln. At higher density, more data points are above the diagonal line than under, which confirm the finds above regarding the over-prediction.

![Plot of prediction against observation (diverging scenario, day 2)](image)

Frequency of modeling error

The highest bar in Figure 9-25 represents 722 samples, and the second highest 335 points, so, roughly, modeling error within ±10 veh/mi/ln accounts for more than 92% of the total samples.
FIGURE 9-25 Frequency of modeling error (diverging scenario, day 2)

Comparison of Predicted and Observed Flow-Density Relationships

Figure 9-26 shows the predicted and the observed flow-density relationships on the same figure.
FIGURE 9-26 Comparison of flow-density relationships (diverging scenario, day 2)

9.3.2.2 Quantitative evaluation

The result of simultaneous statistical tests is listed in Table 9-4.
TABLE 9-4 Simultaneous statistical test result of test day 2 (diverging scenario)

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size ($m$)</td>
<td>142</td>
</tr>
<tr>
<td>Batches ($b$)</td>
<td>8</td>
</tr>
<tr>
<td>Total samples ($n$)</td>
<td>1140</td>
</tr>
<tr>
<td>Significance level ($\alpha$)</td>
<td>0.05</td>
</tr>
<tr>
<td>Grand mean ($\bar{W}$)</td>
<td>0.011845</td>
</tr>
<tr>
<td>Variance ($\hat{V}_\theta$)</td>
<td>0.001255</td>
</tr>
<tr>
<td>T-test Statistic ($t_0$)</td>
<td>0.945795</td>
</tr>
<tr>
<td>Critical Value ($t_{0.025,7}$)</td>
<td>2.36462</td>
</tr>
<tr>
<td>T-test result</td>
<td>Fail to reject $H_0$, i.e., $E[\bar{W}_i] = 0$.</td>
</tr>
<tr>
<td>Small number ($\varepsilon$)</td>
<td>0.00062</td>
</tr>
<tr>
<td>Critical $\chi^2$ value ($\chi^2_{0.05,7}$)</td>
<td>14.07</td>
</tr>
</tbody>
</table>

95 % confidence interval for percentage modeling error

(-0.037, 0.064) × 100%

Interpreting the results is as before. Briefly, the result suggests that the mean of the modeling error is not statistically different than 0 and the 95% confidence interval for percentage modeling error is (-0.037, 0.064) × 100%.

9.4 EMPIRICAL TEST - NETWORK SCENARIO

Empirical test on network scenario requires O-D flows which may introduce exogenous error, and this differs from empirical tests on the previous two scenarios. Information regarding test site 3 (for testing the network scenario) has been detailed in Section 7.3.4 of Chapter 7 and is not repeated here. Figure 9-27 shows the structure of the test site that is actually used in the tests.
9.4.1 Test Day 1

Data for test day 1 of network scenario was collected on Friday, Oct. 11, 2002 from 05:50:00 to 19:20:00.

9.4.1.1 Qualitative evaluation

Comparison of prediction and observation in time series

Figure 9-28 shows density vs. time curves of some of the links of the test site. In Part A, the predicted and observed density curves match perfectly except some minor discrepancies. Part B and C follow a similar pattern to Part A but with relatively higher observed density at the beginning and the end. The most noticeable discrepancy in Part B arises from 5:40 to 8:00 where the observed density is around 40 veh/mi/ln, while the predicted is around 25 veh/mi/ln. A close look at the observed data reveals that the
observed flow during this period was unrealistically high. The observed flow level at link 4001104-6102 during this period was approximately 1800 veh/hr/ln. The exit flow during the same period was roughly 200 veh/hr/ln, so the observed flow level at link 6102-5102 should be about 1600 veh/hr/ln. However, the observed flow here remained 1800 veh/hr/ln, and this explains most of the discrepancy of the two density curves. Part C is the extension of the pattern in Part B. Part D shows both the morning peak and the afternoon peak. The origin of the morning peak can be traced to the downstream end in Part I where a queue built up from further downstream and backed up to this link. The queue continued to propagate backwards and diminished at link 6103-5103.

The afternoon peak originated from link 6104-4006104 (Part N) where traffic is somewhat constrained between 17:00-18:00, due primarily to high exit volume during this time and, probably, limited discharging capability at downstream intersection. The constrained flow grew backwards passing the diverging point and onto the upstream mainline, i.e., link 5103-6104. Notice that traffic density at links 5103-6104 and 6104-4006104 stayed, in most of the time, under 45 veh/mi/ln. This means that, though traffic was constrained, a queue might not have been formed. However, this was no longer the case at link 6103-5103 (Part D) where traffic density skyrocketed and a queue has certainly formed here. One can also suspect that the queue might have been caused by a sudden inflow from on-ramp link 4005103-5105 (Part M). It should be pointed out that, though there was a local peak of flow at this link during this time, it was not high enough to be a major contributing factor to the queue. This queue eventually diminished somewhere at link 5102-6103 (Part C). This confirms our intuition that a minor disturbance downstream can develop a huge queue upstream. It also confirms our assumption that congestion
(though a queue has not formed yet here) at exit links can grow backwards passing diverging point and further constrain upstream traffic.

FIGURE 9-28 Time series plots of density (network scenario, day 1)
FIGURE 9-28 Continued
Comparison of prediction and observation in terms of congestion

Figure 9-29 shows the morning congestion appeared approximately between 7:00 and 8:30 and the afternoon congestion was much smaller in scale. The figure shows a good agreement between the prediction and the observation.

FIGURE 9-29 Comparison of congestion (network scenario, day 1)

Comparison of prediction and observation in 3D space

Figure 9-30 shows a sharp spike in the observation and this is the major difference comparing with the prediction. Fortunately, the model predicts congestions during the same period of time and to the same extent as what are observed, and this is what traffic engineers are most likely to concern.
FIGURE 9-30 Comparison of density in 3D space (network scenario, day 1)
Plot of prediction against observation

Figure 9-31 confirms good agreement between the prediction and the observation. Although there are several outliers at high density level, they account for less than 2% of the total samples.

![Plot of prediction against observation](image)

FIGURE 9-31 Plot of prediction against observation (network scenario, day 1)

Frequency of modeling error

In Figure 9-32, the highest bar accounts for 86% of the total samples, the second highest bar makes up 12% of the total samples, and the other bars take the remainder 2%. Notice that high modeling errors account for a negligible portion of the total samples.
Comparison of Predicted and Observed Flow-Density Relationships

Figure 9-33 shows the predicted and the observed flow-density relationships on the same figure.
FIGURE 9-33 Comparison of flow-density relationships (network scenario, day 1)

9.4.1.2 Quantitative evaluation

Table 9-5 summarizes the result of the simultaneous statistical test.
TABLE 9-5 Simultaneous statistical test result of test day 1 (network scenario)

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size ( (m) )</td>
<td>81</td>
</tr>
<tr>
<td>Batches ( (b) )</td>
<td>32</td>
</tr>
<tr>
<td>Total samples ( (n) )</td>
<td>2592</td>
</tr>
<tr>
<td>Significance level ( (\alpha) )</td>
<td>0.05</td>
</tr>
<tr>
<td>Grand mean ( (\bar{W}) )</td>
<td>-0.000937</td>
</tr>
<tr>
<td>Variance ( (\hat{V}_b) )</td>
<td>0.003034</td>
</tr>
<tr>
<td>T-test Statistic ( (t_o) )</td>
<td>-0.096263</td>
</tr>
<tr>
<td>Critical Value ( (t_{0.025,31}) )</td>
<td>2.04227</td>
</tr>
<tr>
<td>T-test result</td>
<td>Fail to reject ( H_0 ), i.e., ( E[\bar{W}] = 0 ).</td>
</tr>
<tr>
<td>Small number ( (\varepsilon) )</td>
<td>0.0021</td>
</tr>
<tr>
<td>Critical ( \chi^2 ) value ( (\chi_{0.05,31}^2) )</td>
<td>45.0</td>
</tr>
<tr>
<td>95% confidence interval for percentage modeling error</td>
<td>((-0.088, 0.095) \times 100% )</td>
</tr>
</tbody>
</table>

Interpreting the results is as before. Briefly, the result suggests that the mean of the modeling error is not statistically different than 0 and the 95% confidence interval for percentage modeling error is \((-0.088, 0.095) \times 100\% \).

Compared with the previous empirical tests, the confidence interval in this test is larger than the previous tests. This is probably because this test involves O-D estimation, a process that is prone to estimation error, while the previous tests do not. Given the existence of O-D estimation error, the above test result is still satisfactory.

9.4.2 Test Day 2

Data for test day 2 of network scenario was collected on Monday, Oct. 14, 2002 from 5:52 to 19:57, a duration of approximately 14 hours.
9.4.2.1 Qualitative evaluation

Comparison of prediction and observation in time series

Figure 9-34 shows part of the links to highlight the two peaks on the day. The figure indicates that the prediction agrees the observation well.

FIGURE 9-34 Time series comparison of density (network scenario, day 2)
FIGURE 9-34 Continued
Comparison of prediction and observation in terms of congestion

Figure 9-35 confirms the findings above.

FIGURE 9-35 Comparison of congestion (network scenario, day 2)

Comparison of prediction and observation in 3D space

Figure 9-36 shows that the morning peak grew from node 4001128 all the way back to node 5102, while the afternoon peak was confined in a limited area.
FIGURE 9-36 Comparison of density in 3D space (network scenario, day 2)
Plot of prediction against observation

Figure 9-37 plots the predicted density against the observed density.

![Predicted vs. Observed density](image)

**FIGURE 9-37 Plot of prediction against observation (network scenario, day 2)**

**Frequency of modeling error**

Figure 9-38 shows that 81.4% of the total residuals are distributed within interval\((-4, 14)\) and 14.1% within interval\((-22, -4)\). Notice that the figure is a little bit skewed with a longer but skinny tail in the left which suggests that the model might have more occasions of under-prediction than those of over-prediction.
Comparison of Predicted and Observed Flow-Density Relationships

Figure 9-39 shows the predicted and the observed flow-density relationships on the same figure.
9.4.2.2 Quantitative evaluation

Table 9-6 summarizes the result of simultaneous statistical test for test day 2.
TABLE 9-6 Simultaneous statistical test result of test day 2 (network scenario)

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size ((m))</td>
<td>84</td>
</tr>
<tr>
<td>Batches ((b))</td>
<td>32</td>
</tr>
<tr>
<td>Total samples ((n))</td>
<td>2704</td>
</tr>
<tr>
<td>Significance level ((\alpha))</td>
<td>0.05</td>
</tr>
<tr>
<td>Grand mean ((\bar{W}))</td>
<td>0.000231</td>
</tr>
<tr>
<td>Variance ((\hat{V}_b))</td>
<td>0.004821</td>
</tr>
<tr>
<td>T-test Statistic ((t_0))</td>
<td>0.018796</td>
</tr>
<tr>
<td>Critical (t) value (t_{0.025,31})</td>
<td>2.04227</td>
</tr>
<tr>
<td>T-test result</td>
<td>Fail to reject (H_0), i.e., (E[\bar{W}] = 0).</td>
</tr>
<tr>
<td>Small number ((\varepsilon))</td>
<td>0.0033</td>
</tr>
<tr>
<td>Critical (\chi^2) value (\chi^2_{0.05,31})</td>
<td>45.0</td>
</tr>
<tr>
<td>95 % confidence interval for percentage modeling error</td>
<td>((-0.109, 0.122) \times 100%)</td>
</tr>
</tbody>
</table>

Interpreting the results is as before. Briefly, the result suggests that the mean of the modeling error is not statistically different than 0 and the 95% confidence interval for percentage modeling error is \((-0.109, 0.122) \times 100\%\). Similar to test day 1 of network scenario, the result of this test is also satisfactory given the existence of O-D estimation error.

9.5 SUMMARY

This chapter presents the results of empirical tests on the merging scenario, the diverging scenario, and the network scenario. The former two scenarios do not require O-D estimation while the last one does. O-D estimation may introduce extra error into model validation and the tests on these scenarios enable us to gain some insights in the model performance with and without O-D estimation.
We conducted the empirical tests by means of comparing the model output against field observations and we made the comparison based on the validation scheme proposed in Chapter 6.

In this chapter, we presented the results of six empirical tests with two tests for each scenario. Test results are promising – the model performs well in every test. Visual comparison generally shows a good agreement between the prediction and the observation, and statistical tests shows that the model is able to predict with reasonable accuracy and precision. The mean of modeling error is not statistically different than 0 and the percentage modeling error falls within the range of approximately ±8.4% at 95% confidence level when O-D estimation is absent and within the range of approximately ±12.3% at 95% confidence level with the presence of O-D estimation.

As assumed in the model, merging vehicles do compete for downstream capacity and queues may back up from any diverging branch and block traffic on the upstream mainline. The good agreement between the prediction and the observation in the empirical tests supports the validity of the proposed model.
CHAPTER 10

SUMMARY, CONCLUSION, AND FUTURE DIRECTIONS

This chapter summarizes this research, draws conclusions, and suggests future research directions.

10.1 SUMMARY

This research proposed an extension and a generalization to Newell’s simplified theory of kinematic waves which was intended to help evaluate queue development and dissipation on freeway mainlines. The extension applies the simplified theory to a freeway system where multiple freeways and their on- and off-ramps are allowed and the generalization applies the simplified theory to a general transportation network where a link in the network can have multiple upstream and/or downstream branches.

We began the research with a literature review with a special interest in macroscopic/continuum flow models and their solutions. We constructed a picture of research in this area at a historical perspective and position our research in this context.

We summarized the simplified theory by reviewing its underlying assumptions, the wave propagation rules, and the computation procedure of modeling traffic evolution on a freeway mainline.
We made the proposed extension and generalization by relaxing some of the restrictive assumptions in the simplified theory. We proposed a CBWFQ merge model and a CBWS diverge model, together with their generalized forms, to replace the restrictive assumptions regarding ramp traffic behavior in the simplified theory. The proposed CBWFQ merge model, as well as its generalized form, allows queuing on any of the merging branches and vehicles on these merging branches compete for downstream supply. The basic idea of this model is that every merging branch is associated with a fair share of the downstream supply. We then satisfy merging branches with less-demanding traffic first. After this, we recalculate the fair shares of the remaining merging branches and redistribute the remaining downstream supply among these branches accordingly. If a merging branch depletes its fair share, the branch has to wait until other less-demanding merging branches have been satisfied and then make use of whatever downstream supply leftover. The proposed CBWS diverge model, as well as its generalized form, allows queuing on any of the diverging branches and the queue from any diverging branch can back onto the upstream mainline, further constraining traffic there. When splitting the outflow of the upstream mainline among the diverging branches, we distribute the outflow proportionally to the amounts that these branches can receive.

Next, we discussed some general issues such as the expansion of the K-Wave domain as well as the revised notation to accommodate more complicated roadway structure. With these, we formulated the proposed extension to the simplified theory based on 5 basic building blocks, i.e., an entrance, an exit, a mainline, a merge, and a diverge, and we assumed that a freeway system can be represented by certain
combination of these basic building blocks. We formulated the generalization of the simplified theory based on a generic building block where multiple upstream and downstream links are allowed, and we assumed that a general transportation network can be represented by certain combination of the basic building blocks which are special cases of the generic building block.

This research proposed an extension, which applies to freeway networks, and a generalization, which applies to general transportation networks, to the simplified theory. We only validated the extension to the simplified theory in the research. We discussed the methodology of model validation focusing on issues of data preparation and model validation scheme. In data preparation, we identified the data needs of the model validation and discuss sources of data to meet the needs. We also discussed how to prepare model input data which include three pieces, i.e., geometry data, traffic characteristics data, and time-varying O-D flows. In model validation scheme, we proposed using both qualitative and quantitative means to evaluate model performance. For the latter, we developed a simultaneous statistical inference technique which evaluates both the accuracy and precision of model performance. Considering the impact of O-D estimation error on the model validation, we proposed testing on three scenarios of the model, i.e., a merging scenario, a diverging scenario, and a network scenario, with the first two do not require O-D estimation and the last does. By this way, we obtained some insights in how our model performs with and without O-D estimation.

The field observations used in the model validation came from GA 400. Automated traffic surveillance systems cover the portion that serves as our study site and provide automated data over time and space. We discussed the study site and from it we choose
three smaller portions – the test sites – with each of which corresponds to a scenario we plan to test. Geometry data and traffic characteristics data of these sites were prepared.

We also prepared O-D flows of these sites. The test sites corresponding to the merging and the diverging scenarios do not require O-D estimation. O-D flows of these test sites can be synthesized directly from observed entrance or exit link flows. The test site corresponding to the network scenario requires O-D estimation. We selected an O-D estimator from the existing ones based on our needs and prepare the time-varying O-D flows of the test site using the selected estimator.

Based on the test sites and the data prepared, we conducted model validation by empirically comparing model output against field observations following the model validation methodology developed before. We found that traffic from merging branches do compete for downstream capacity and queues can back up from any diverging branch and block traffic on the upstream mainline. Both qualitative and quantitative means of evaluation showed that the model output agrees well with the field observations. The comparison results are satisfactory even with the existence of O-D estimation error. The good agreement between the prediction and the observation in the empirical tests supports the validity of our model.

10.2 CONCLUSIONS

Our experiences gained from empirical studies at GA 400 suggest the following:

The proposed model works properly under a wide range, including congested and uncongested conditions, and replicates the real system with reasonable accuracy. However, care must be taken to the conditions with extremely light traffic (e.g., density is
less than 10 veh/mi/ln) and extremely dense traffic (e.g., density is greater than 100 veh/mi/ln) because these conditions might be where the proposed model fails to work properly, as generally suggested by the empirical results in Chapter 9.

O-D estimation is a challenge to applications of the proposed model, especially when the network under study becomes complicated. This is because the O-D flows generated from O-D estimators might not be satisfactory enough to feed in subsequent applications. This research proposed a post-processing strategy to calibrate the initial O-D estimation results so as to minimize the impact of O-D estimation error on model validation. Since this calibration strategy is not part of the selected O-D estimator and a calibration strategy may vary from study to study, we are unable to make recommendations on the suitability of the proposed strategy to other studies at this point.

Though we proposed both the extension and the generalization of the simplified theory, only the extension (i.e., the portion of the model that deals with a freeway system) has been empirically tested. The generalization provides the theoretical potential of modeling general transportation networks. However, formal validation is recommended before use.

Because the proposed model relies on the conditions of upstream nodes to determine the condition at a downstream node, users are cautioned again including loops in their applications without any special treatment because a loop may create an inter-dependent situation where, when processing a node, one needs to know another node which, in turn, depends on the former.

Conceptually, the proposed model merits some advantages that are better than the CTM model. For example, the less restrictive requirement on link length (corresponding
to cell size in CTM) and the use of full O-D paths (corresponding to turn percentages in CTM) to move vehicles through a traffic network.

10.3 FUTURE DIRECTIONS

In conclusion of this research, we identify several future research directions:

**Real-time Application:** We have implemented the proposed model using JAVA and XML technologies and the resulted software can be used as a stand-alone program to perform various traffic studies. However, the more attractive side of the model is its ability to work real-time and such an application should be investigated as soon as possible.

**Validation of the generalization:** In this study, we developed the extension and the generalization to the simplified theory. We tested the extension only, and the validation of the generalization is expected as soon as possible.

**Triangular (or trapezoidal) flow-density relationship:** The simplified theory consists of four underlying assumptions. In this study, we relaxed two of them, i.e., the merge model, the diverge model, and extended the O-D flows from 1D to 2D domain. It would be interesting to go one step further by relaxing the triangular (or trapezoidal) flow-density relationship and see what happens.

**Improving O-D estimation:** In this study, we noted the existence of O-D estimation error and we developed a strategy to minimize its impact. However, better O-D estimation results make more sense and deserve further investigation.

**Improving field observations:** In this research, we also recognize the existence of observation error and we either try to avoid bad data or use it as if it were accurate. However, we may have more choices if we can improve the quality of the field
observations by means of data imputation which is a method that fills the gaps and correct erroneous data with statistically sound values.

**Comparison of this research and CTM:** This research and CTM share something in common and exhibit some differences. More importantly, both models address the same type of problem. It is quite natural to ask “how do they compare to each other?” Though we have shown some conceptual comparison results, empirical comparison is more desirable and such a study is expected to be carried out as soon as possible.
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