A MULTISCALE STUDY OF NITI SHAPE MEMORY ALLOYS

A Thesis
Presented to
The Academic Faculty

by

Reza Mirzaeifar

In Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy in the
George W. Woodruff School of Mechanical Engineering

Georgia Institute of Technology
August 2013

Copyright © 2013 by Reza Mirzaeifar
A MULTISCALE STUDY OF NITI SHAPE MEMORY ALLOYS

Approved by:

Prof. Reginald DesRoches, Advisor
School of Civil and Environmental Engineering
Georgia Institute of Technology

Prof. Ken Gall, Advisor
George W. Woodruff School of Mechanical Engineering and School of Materials Science and Engineering
Georgia Institute of Technology

Prof. Arash Yavari, Advisor
George W. Woodruff School of Mechanical Engineering and School of Civil and Environmental Engineering
Georgia Institute of Technology

Prof. Ting Zhu
George W. Woodruff School of Mechanical Engineering
Georgia Institute of Technology

Prof. Hamid Garmestani
School of Materials Science and Engineering
Georgia Institute of Technology

Date Approved: 17 July 2013
To My Wife, Shima,

&

My parents, Maryam and Ahmad.
ACKNOWLEDGEMENTS

I would like to express my deepest gratitude to my advisors, Dr. Reginald DesRoches, Dr. Arash Yavari, and Dr. Ken Gall. I cannot find words to express my gratitude to Dr. DesRoches for his continuous invaluable help and immense support in all stages of this thesis. My sincere appreciation goes to Dr. Yavari for his precious guidance, motivation and support during various stages of my research. I express my appreciation to Dr. Gall for all I have learned from him and for his valuable comments. I would like to thank my advisors for being open to ideas and creating an environment where I could develop my independent thinking and research skills.

I would also like to thank my committee members Dr. Ting Zhu and Dr. Hamid Garmestani for all their valuable insight and comments. In addition I would like to thank Dr. Darel Hodgson from Nitinol Technology Inc. for kindly providing the NiTi samples, and also Dr. Shane Johnson for his help and support in the lab. I also want to extend my gratitude to my fellow labmates and friends who made my life more enjoyable during my PhD studies.

Above all I would like to give my special appreciation to my parents for their endless love, support and encouragement throughout my life and for all sacrifices they have made to give me the opportunity of chasing my dreams. I would also like to thank my brothers and sister for supporting me spiritually throughout my life.

Last but not the least, I would like to thank my beloved wife Shima, whose role in my life was and remains immense, for her sacrifices, emotional support, encouragement, and patience throughout the long journey of my PhD studies.
# TABLE OF CONTENTS

**DEDICATION** ................................................................. iii

**ACKNOWLEDGEMENTS** ....................................................... iv

**LIST OF TABLES** ............................................................ ix

**LIST OF FIGURES** ........................................................... x

**SUMMARY** ........................................................................ xx

## I  INTRODUCTION

1.1 Phenomenological macroscale modeling ........................................ 2

1.1.1 Pure torsion of SMA circular bars ........................................ 4

1.1.2 Helical SMA springs and pure torsion of SMA curved bars ....... 6

1.1.3 SMA thick-walled cylinders subjected to internal pressure ...... 8

1.1.4 Superelastic bending of shape memory alloy beams ............... 11

1.2 Analysis of the coupled thermomechanical response of SMAs ....... 14

1.3 Micromechanical modeling .................................................. 18

1.4 Nanoscale study .................................................................. 22

## II  PHENOMENOLOGICAL MACROSCALE MODELING ............ 26

2.1 Introduction ........................................................................ 26

2.2 Pure Torsion of SMA Circular Bars ....................................... 27

2.2.1 General constitutive model ............................................... 27

2.2.2 Reduction of the constitutive equations for pure torsion ....... 30

2.2.3 Torsion of a SMA bar with circular cross section ............... 34

2.2.4 Thin-walled SMA tube ................................................... 34

2.2.5 SMA solid bars ............................................................ 36

2.3 Shape Memory Alloy Helical Springs .................................... 45

2.3.1 Analysis based on exact solution for pure torsion of SMA bars . 46

2.3.2 Curvature correction ..................................................... 48

2.3.3 Helical SMA spring test ............................................... 51

2.3.4 Finite element simulation of SMA helical springs ............... 53

2.3.5 Numerical results for studying SMA helical springs .......... 55
2.4 Shape Memory Alloy Thick-Walled Cylinders Subjected to Internal Pressure

2.4.1 Martensitic volume fraction for plane strain and plane stress conditions 69

2.4.2 Transformation strains and their derivatives with respect to stress components ................................. 77

2.4.3 Semi-analytic solutions when the inner radius is not completely transformed to martensite .................. 80

2.4.4 Closed-form solutions when the inner radius is completely transformed to martensite ....................... 86

2.4.5 Solution procedure ........................................ 89

2.4.6 Numerical results .......................................... 91

2.5 Superelastic Bending of Shape Memory Alloy Beams .............. 100

2.5.1 Three-dimensional constitutive equations and one-dimensional reduction for bending .................... 101

2.5.2 Stress-strain relationship for SMAs in pure bending .......... 105

2.5.3 Bending moment-curvature relationship for SMAs in bending ... 107

2.5.4 Numerical results .......................................... 113

III THERMOMECHANICAL COUPLING IN THE RESPONSE OF SMAS 137

3.1 Introduction ......................................................... 137

3.2 The Rate-Dependent Coupled Thermomechanical Response of SMA Bars and Wires in Tension .................. 138

3.2.1 Coupled thermomechanical governing equations for SMAs .... 138

3.2.2 Coupled thermomechanical relations in uniaxial tension .......... 141

3.2.3 Finite difference discretization of the thermomechanical governing equations ............................. 144

3.2.4 Convection boundary conditions .............................. 146

3.2.5 Verification using experimental results .................. .................. 148

3.2.6 SMA wires with convection boundary condition ............ 154

3.2.7 SMA bars with convection boundary condition ............... 157

3.2.8 Non-uniform stress distribution in uniaxial tension of an SMA bar .......................... 159

3.2.9 SMA bars operating in water ................................ 162

3.2.10 Size, boundary condition, and loading rate effects on the temperature and stress gradients ............. 163
3.3 Coupled Thermomechanical Analysis of SMA Circular Bars in Pure Torsion 167
3.3.1 Coupled thermomechanical governing equations for SMAs in pure torsion 168
3.3.2 Finite difference discretization of the governing equations 170
3.3.3 Verification using experimental results 171
3.3.4 Thermomechanical analysis of solid SMA bars subjected to pure torsion 173
3.3.5 Effect of Size, boundary conditions, and loading rate on the temperature distributions in the cross section 185

IV MICROMECHANICAL ANALYSIS OF TEXTURED AND UNTEX-TURED POLYCRYSTALLINE NITI SHAPE MEMORY ALLOYS 188
4.1 Introduction 188
4.2 Micromechanical-Based Constitutive Modeling 189
4.2.1 The Micromechanical Framework 189
4.2.2 The Mechanical and Thermal Jacobians 192
4.3 Thermomechanical Coupling 195
4.4 Finite Element Modeling 197
4.4.1 Grain-Scale Modeling Based on Voronoi Tessellations 197
4.4.2 FE Modeling of Textured and Untextured Samples 199
4.5 Numerical Results 200
4.5.1 The Role of Texture 200
4.5.2 The Size Effect 204
4.5.3 Bending Analysis of Microscaled Beams 209
4.5.4 Thermomechanical Coupling in Polycrystalline SMAs 211
4.5.5 Texture Development in Polycrystalline NiTi 216

V NANOSCALE STUDY OF NITI SHAPE MEMORY ALLOYS 220
5.1 Introduction 220
5.2 Methods 221
5.2.1 EAM Potential 221
5.2.2 Analysis Framework 222
5.3 B2↔B19 Phase Transformation 225
5.4 Martensite Reorientation and Austenite to Martensite Phase Transformation 229
5.4.1 NiTi Nanowires 229
5.4.2 Temperature Effect on the Reorientation Stress-Strain Curves of NiTi Nanowires ........................................ 232
5.4.3 Bulk NiTi ......................................................................................................................... 235
5.5 Twinning in NiTi nanowires Subjected to High Tensile Strains ................................. 242
5.6 Size and Temperature Effects on the Response at High Strains ............................. 245

VI CONCLUSIONS AND RECOMMENDED FUTURE RESEARCH ........................................ 249

6.1 Summary and Conclusions .......................................................................................... 249
6.2 Recommended Future Research ................................................................................ 252
## LIST OF TABLES

2.1 SMA material parameters ........................................... 34
3.1 SMA material parameters for studying thermomechanical coupling .... 149
# LIST OF FIGURES

2.1 Torsion of a SMA thin walled tube in loading. .......................... 35

2.2 Schematic of stress distribution in a circular bar. Regions I, II, and III are the austenite core, transition region, and the martensite outer layer, respectively. 37

2.3 Shear stress for various twist angles in loading. .......................... 38

2.4 Martensitic volume fraction for various twist angles in loading. ........ 38

2.5 Shear stress for various twist angles in unloading. .......................... 40

2.6 Martensitic volume fraction for various twist angles in unloading. ........ 40

2.7 Shear stress distribution for three different temperatures. ............... 41

2.8 Shear stress for two different material properties in loading and unloading. 42

2.9 Torque versus twist angle in a loading-unloading cycle for Material I at different temperatures. ................................. 43

2.10 Torque versus twist angle for T=305K at different maximum loading twist angles. .................................................. 44

2.11 Residual stress distribution for T=305K for identical bars loaded to different maximum twist angles. .................................................. 44

2.12 Torque versus twist angle in loading-unloading cycle for two different material properties. .................................................. 45

2.13 Torsion of a curved bar. .................................................. 49

2.14 The SMA helical spring used in the experimental study. ...................... 52

2.15 The calibrated material properties versus experiments in simple tension test for the material used in (a) Speicher et al. [173] and (b) Toi et al. [185] tests on SMA helical springs. ............................................... 53

2.16 Finite element model of the SMA spring in the initial (left) and compressed (right) configurations. ............................................... 54

2.17 (a) Finite element model for simulating torsion of an SMA curved bar, and (b) the non-axisymmetric distribution of martensitic volume fraction for the torsion of a curved bar. ............................................... 56

2.18 Distribution of $\tau_n$ in an SMA curved bar subjected to torsion along diameter ab in Figure 2.13 ($\tilde{X} = X/R$, and $\tau_y = 88.1$MPa is the shear stress at the start of phase transformation obtained by solving (2.15) for $\xi^+ = 0$). ............................................... 57

2.19 Distribution of the martensitic volume fraction in an SMA curved bar subjected to torsion along diameter ab in Figure 2.13 ($\tilde{X} = X/R$). ............................................... 57
2.20 Axial force versus axial displacement for an SMA helical spring calculated by the analytic solutions (CBTM: curved bar torsion model, STBM: straight bar torsion model) and the finite element simulation. .......................... 59

2.21 Distribution of $\tau_a$ in the cross section of an SMA spring subjected to axial compression (along a diameter like ab in Figure 2.13). CBTM: curved bar torsion model, STBM: straight bar torsion model, $\tilde{X} = X/R$ and $\tau_0 = 138.2$MPa is the shear stress at the start of phase transformation obtained by solving (2.15) for $\xi^+ = 0$. .................................. 60

2.22 Distribution of martensitic volume fraction in the cross section of an SMA spring subjected to axial compression (along a diameter like ab in Figure 2.13). CBTM: curved bar torsion model, STBM: straight bar torsion model, $\tilde{X} = X/R$. ...................................... 61

2.23 The location of torsion centroid ($\theta'$) in the cross section of the SMA helical spring during loading and unloading phases. .......................... 61

2.24 Axial force versus axial displacement (considering the pre-compression) for an SMA helical spring calculated by the analytic solutions (CBTM: curved bar torsion model, STBM: straight bar torsion model), finite element simulations, and experimental tests. ........................................... 62

2.25 Axial force versus axial displacement. .......................... 64

2.26 The effect of change of austenite and martensite elastic moduli on the loading-unloading response of a shape memory alloy helical spring. .......................... 65

2.27 The effect of change of the parameter $d\sigma /dT$ on the loading-unloading response of a shape memory alloy helical spring. .......................... 66

2.28 The effect of temperature change on the loading-unloading response of shape memory alloy helical spring. .......................... 67

2.29 Comparison between the STBM and CBTM results for various helix indices for (a) ...................................... 68

2.30 Cross section of a thick-walled SMA cylinder subjected to uniform internal pressure. .......................................................... 70

2.31 Transformation function in $\sigma_r - \sigma_\theta$ space at $T = 315K$ for both plane stress and plane strain cases. .......................... 73

2.32 $\sigma_z$ in plane strain as a function of $\sigma_r$ and $\sigma_\theta$. ................................ 74

2.33 Exact value for the minimum pressure required for phase transformation initiation in SMA thick-walled cylinders in both plane stress (PS) and plane strain (PE). ........................................... 75

2.34 An approximate value for the spread of phase transformation boundary in SMA thick-walled cylinders in both plane stress (PS) and plane strain (PE). 76

2.35 Partitioning the cylinder’s cross section into a finite number of narrow annular regions. ........................................... 81
2.36 Method of calculating the circumferential transformation strain for the special increments in which phase transformation starts and completes in the plane stress case. ......................................................... 83

2.37 The effect of the number of annular regions in the semi-analytic solution on (a) martensitic volume fraction, and (b) circumferential stress in the plane strain case \( (p = 200MPa \text{ and } 20 \text{ load increments}) \). ........................................ 92

2.38 The effect of the number of load increments in the semi-analytic solution on (a) martensitic volume fraction, and (b) circumferential stress in the plane strain case \( (p = 200MPa \text{ and } 100 \text{ annular regions}) \). .......................... 93

2.39 The effect of the number of elements in the finite element simulation on (a) martensitic volume fraction, and (b) circumferential stress in the plane stress case for Mesh 1: \( 10 \times 1 \times 1 \) elements (in \( r, \theta \) and \( z \) directions), Mesh 2: \( 30 \times 1 \times 1 \) elements, and Mesh 3: \( 60 \times 2 \times 1 \) elements \( (p = 200MPa \text{ and } 100 \text{ load increments}) \). ........................................ 94

2.40 The effect of the number of the load increments in the finite element simulations on (a) martensitic volume fraction, and (b) circumferential stress in plane stress \( (p = 200MPa \text{ and } 30 \times 1 \times 1 \text{ elements in } r, \theta \text{ and } z \text{ directions}) \). 94

2.41 Distribution of (a) radial stress, (b) circumferential stress, (c) axial stress, and (d) martensitic volume fraction for a SMA thick-walled cylinder under internal pressure in plane strain with \( 0 < \xi < 1 \) at the inner radius. .................. 96

2.42 Distribution of (a) radial stress, (b) circumferential stress, and (c) martensitic volume fraction for an SMA thick-walled cylinder subjected to internal pressure in plane stress with \( 0 < \xi < 1 \) at the inner radius. .................. 97

2.43 Distribution of (a) radial stress, (b) circumferential stress, (c) axial stress, and (d) martensitic volume fraction for an SMA thick-walled cylinder under internal pressure in plane strain with \( \xi = 1 \) at the inner radius. .................. 98

2.44 Distribution of (a) radial stress, (b) circumferential stress, (c) martensitic volume fraction, and (d) transformation strain components for an SMA thick-walled cylinder under internal pressure in plane stress with \( \xi = 1 \) at the inner radius. .......................... 99

2.45 A schematic of the rectangular cross section. ........................................ 110

2.46 The bending moment-curvature relationship calculated by the exact stress distribution with trapezoidal integration, and three different approximate explicit integrals (2.109), (2.111), and (2.112) of §2.5.3. .................. 115

2.47 Force versus tip deflection for an SMA beam with rectangular cross section \( (b=1.5 \text{ mm}, h=1 \text{ cm}, \text{ and } L=10 \text{ cm}) \). .............................................. 116

2.48 Comparison of the finite element and analytical results for (a) normal stress and (b) martensitic volume fraction distribution at the clamped edge of an SMA beam with rectangular cross section subjected to bending. The results correspond to the end of the loading phase (see Figure 2.47). ............. 118
2.49 Contour plots of the normal stress (a and c) and the martensitic volume fraction distributions (b and d) obtained by the analytical solution (a and b), and the finite element solution (c and d) for a beam with rectangular cross section subjected to bending. The results correspond to the end of loading phase (see Figure 2.47).

2.50 Force versus tip deflection for an SMA beam with circular cross section (R=5 mm, and L=10 cm).

2.51 Comparison of the finite element and analytical results for (a) normal stress and (b) martensitic volume fraction distribution at the clamped edge of an SMA beam with circular cross section subjected to bending. The results correspond to the end of loading phase (see Figure 2.50).

2.52 Contour plots of the normal stress (a and c) and the martensitic volume fraction distributions (b and d) obtained by the analytical solution (a and b), and the finite element solution (c and d) for a beam with circular cross section subjected to bending. The results correspond to the end of loading phase (see Figure 2.50).

2.53 Axial stress versus axial strain for \( J_2 \) and \( J_2 - I_1 \) transformation functions under uniaxial compression loading-unloading.

2.54 Comparison of the force-tip deflection response for an SMA beam calculated by the \( J_2 \) and \( J_2 - I_1 \) based models. Two different cases of equal tip deflection and equal applied force are presented (the cross section is rectangular with b=1.5 mm, h=1 cm, and L=10 cm).

2.55 Comparison of the \( J_2 \) and \( J_2 - I_1 \)-based model results for (a) normal stress and (b) martensitic volume fraction distribution at the clamped edge of an SMA beam with rectangular cross section subjected to bending. Two different cases of equal tip deflection and equal applied force are presented. The results correspond to the end of loading phase (see Figure 2.54).

2.56 The location of neutral axis with respect to the cross section centroid along the length of an SMA beam subjected to bending.

2.57 Contour plots of the martensitic volume fraction distribution near the clamped edge obtained by (a) \( J_2 - I_1 \) and (b) \( J_2 \) models for a beam with rectangular cross section subjected to bending. The results are for the equal tip deflection at the end of loading phase (see Figure 2.54).

2.58 The stress-strain response in uniaxial loading for a cast, hot rolled, then cold drawn polycrystalline NiTi with a large tension-compression asymmetry [56].

2.59 Contour plots of (a) the martensitic volume fraction distribution, and (b) the stress distribution near the clamped edge for a material with large tension compression asymmetry (see Figure 2.58).

2.60 The experimental setup for the three-point bending test of an SMA beam.

2.61 Comparison of the non-dimensional load-deflection response obtained from three-point bending test and theoretical solutions.
2.62 SEM images showing (a) the initial configuration and the inclined flat-tip punch, and (b) in situ bending of the pillar. Copyright (2010) Wiley. Used with publisher permission from (Clark et. al., 2010. Size Independent Shape Memory Behavior of NiTi, Adv. Engng. Mat. 12: 808-815. Wiley). ........................................ 132

2.63 The compressive stress-strain response of [111] NiTi micro pillars obtained from experiments [40], and the compressive and tensile response obtained from the present model. .................................................. 133

2.64 Comparison of the force-deflection response for micropillars obtained from experiments [40] and the present formulation. ...................................................... 134

2.65 Distributions of (a) phase transformation intensity, and (b) stress at the surface of a micropillar subjected to bending obtained from the present closed-form solution. ................................................. 136

3.1 Internal and boundary nodes in the cross section for the finite difference discretization. The dashed lines are the boundaries of the control volumes attached to the central and boundary nodes used for deriving the finite difference form of the boundary conditions. ..................................................... 145

3.2 The free convection coefficient as a function of temperature difference calculated for a vertical SMA cylinder with (Case I): $d = 1mm$, $L = 20cm$ in still air with $T = 293K$, (Case II): $d = 2mm$, $L = 10cm$ in still air with $T = 328K$, and (Case III): $d = 5cm$, $L = 10cm$ in still air with $T = 328K$. ........................................ 150

3.3 Comparison of the experimental and analytical results for the stress-strain response of an SMA wire (Material I) with $d = 1mm$ in quasi-static and dynamic loadings ($\tau$ is the total loading-unloading time). ..................... 151

3.4 Comparison of the experimental and analytical results for (a) stress-temperature at the surface, and (b) the stress-strain response of an SMA bar (Material II) with $d = 12.7mm$ in quasi-static loading-unloading ($\tau = 114$ sec). ........ 152

3.5 Comparison of the experimental and analytical results for (a) the stress-strain response, and (b) temperature-time at the surface of an SMA bar (Material III) with $d = 7.1mm$ in dynamic cyclic loading. ...................... 153

3.6 The effect of total loading-unloading time $\tau$ on (a) stress-temperature, and (b) stress-strain response of an SMA wire with $d = 2mm$ in free convection (still air with $h_\infty = 14.04W/m^2K$). .................................................. 155

3.7 The effect of airflow speed $U_\infty$ on (a) stress-temperature, and (b) stress-strain response of an SMA wire with $d = 2mm$ in free and forced convection (the total loading-unloading time is $\tau = 60sec$). .................. 156

3.8 The effect of total loading-unloading time $\tau$ on (a) stress-temperature, and (b) stress-strain response at the center of an SMA bar with $d = 5cm$ in free convection (still air with $h_\infty = 5.86W/m^2K$). ................................................ 157

3.9 The effect of airflow speed $U_\infty$ on (a) stress-temperature, and (b) stress-strain response in the center of an SMA bar with $d = 5cm$ in free and forced convection (the total loading-unloading time is $\tau = 300sec$). .................. 159
3.10 The effect of airflow speed $U_\infty$ on the temperature distribution in the cross section of an SMA bar with $d = 5cm$ in forced convection. The total loading-unloading time is $\tau = 300sec$ and the distribution is shown at the end of loading phase.

3.11 Non-uniform stress distribution in the cross section of an SMA bar subjected to uniform tensile strain at (a) $\epsilon = 0.0680$, $\sigma_c = 959.0MPa$, (b) $\epsilon = 0.0768$, $\sigma_c = 994.5MPa$, (c) $\epsilon = 0.0770$, $\sigma_c = 995.6MPa$, (d) $\epsilon = 0.0773$, $\sigma_c = 996.6MPa$, (e) $\epsilon = 0.0775$, $\sigma_c = 997.5MPa$, and (f) $\epsilon = 0.085$, $\sigma_c = 1296.0MPa$.

3.12 (a) Temperature distribution in the cross section, and (b) stress distribution in the loading phase for an SMA bar with $d = 5cm$ operating in water. The stress at the center point for strain values $\epsilon = 0.04$, 0.05, 0.06, 0.07, 0.075, and 0.078 are $\sigma_c = 582.2$, 631.6, 676.2, 722.5, 864.1, and 958.2MPa, respectively.

3.13 (a) The maximum temperature gradient, and (b) the maximum stress gradient versus the convection coefficient for four different loading rates. The subscripts s and c denote the value measured at the surface and center of the bar, respectively. The diameter of the bar is $d = 5cm$.

3.14 (a) The maximum temperature gradient and (b) the maximum stress gradient versus the loading rate for three various convection coefficients. The subscripts s and c represent the value measured at the surface and center of bar respectively. The diameter of bar is $d=5cm$.

3.15 (a) The maximum temperature gradient and (b) the maximum stress gradient versus the bar diameter for three various ambient conditions. The subscripts s and c represent the value measured at the surface and center of bar, respectively. The total loadig-unloading time is $\tau =10sec$.

3.16 Comparison of the experimental and analytical results for (a) equivalent shear stress versus equivalent shear strain, and (b) temperature versus equivalent shear strain at the outer surface of a thin-walled SMA tube subjected to pure torsion.

3.17 Distributions of (a) shear stress during loading, (b) shear stress during unloading, (c) temperature during loading, and (d) temperature during unloading in the cross section of an SMA bar in free convection. The total loading-unloading time is $\tilde{\tau} = 10sec$.

3.18 The effect of loading rate on (a) shear stress distribution at the end of loading, (b) applied torque versus twist angle, (c) temperature distribution at the end of loading, and (d) temperature distribution at the end of unloading in the cross section of an SMA bar in free convection ($h_\infty = 4.5$ W/m$^2$K).

3.19 The history of temperature at the center of an SMA bar subjected to pure torsion with free convection boundary condition for different loading rates.
3.20 The effect of ambient condition on (a) shear stress distribution at the end of loading, (b) applied torque versus twist angle, (c) temperature distribution at the end of loading, and (d) temperature distribution at the end of loading in the cross section of an SMA bar. The total loading-unloading time is $\tilde{\tau} = 600$ sec.

3.21 Temperature versus shear stress at the surface of an SMA bar subjected to pure torsion for different ambient conditions. The total loading-unloading time is $\tilde{\tau} = 600$ sec.

3.22 The normalized maximum temperature difference between the surface and center (a), and the normalized maximum temperature increase with respect to the initial temperature (b) versus the convection coefficient and diameter ($T_0 = 27^\circ$C). The subscripts $s$ and $c$ represent the values measured at the surface and center of the bar, respectively.

3.23 The normalized maximum temperature difference between the surface and center (a), and the normalized maximum temperature increase with respect to the initial temperature (b) versus the loading rate and diameter ($T_0 = 27^\circ$C). The subscripts $s$ and $c$ represent the values measured at the surface and center of the bar, respectively.

3.24 The normalized maximum temperature difference between the surface and center (a), and the normalized maximum temperature increase with respect to the initial temperature (b) versus the loading rate and convection coefficient ($T_0 = 27^\circ$C). The subscripts $s$ and $c$ represent the values measured at the surface and center of the bar, respectively.

4.1 The finite element mesh of polycrystalline SMAs with (a) 100 grains, (b) 26 grains, (c) 357 grains, and (d) 172 grains.

4.2 The $\{111\}$, $\{110\}$, and $\{100\}$ pole figures obtained from the crystal orientations in the grains of the sample shown in Figure 4.1(c).

4.3 Comparison of the stress-strain response in tension and compression for (a) untextured and (b) textured NiTi polycrystal model with 100 grains as shown in Figure 4.1(a).

4.4 The effect of size on the stress-strain response in tension and compression for (a) untextured and (b) textured NiTi polycrystal models with 26 and 357 grains as shown in Figures 4.1(c) and (d).

4.5 The initiation and propagation of martensite in textured and untextured NiTi polycrystalline model with 357 grains subjected to 5% tensile and compressive strain. The three-letter labels stand for texture (U for untextured and T for textured), size (L for large and S for small model), and loading (T for tension and C for compression), respectively.
4.6 The initiation and propagation of martensite in textured and untextured NiTi polycrystalline model with 26 grains subjected to 5% tensile and compressive strain. The three-letter labels stand for texture (U for untextured and T for textured), size (L for large and S for small model), and loading (T for tension and C for compression), respectively. 208

4.7 In-plane and transverse tip deflection for a polycrystal beam subjected to bending. The response of textured and untextured beams are compared for polycrystal structures with (a) 26 grains, and (b) 357 grains. 210

4.8 Martensitic volume fraction distribution in a polycrystal beam with 357 grains subjected to bending with (a) textured and (b) untextured crystal orientations. 211

4.9 Normal stress distribution in a polycrystal beam with 357 grains subjected to bending with (a) textured and (b) untextured crystal orientations. 212

4.10 The effect of loading rate by considering the thermomechanical coupling on the stress-strain response of (a) untextured and (b) textured polycrystalline NiTi samples (the micromechanical model is shown in Figure 4.1(d)). 213

4.11 Average temperature of untextured and textured polycrystalline NiTi samples subjected to slow and fast loadings. 214

4.12 The martensitic volume fraction distributions at the end of the loading phase in the textured polycrystalline SMA samples subjected to (a) fast and (b) slow loadings (the stress-strain curves are shown in Figure 4.10(b)). 215

4.13 Evolution of the texture for the austenite (left column) and martensite (right column) phases during tensile loading of a polycrystalline NiTi sample. 218

4.14 Evolution of the texture for the austenite (left column) and martensite (right column) phases during compressive loading of a polycrystalline NiTi sample. 219

5.1 Martensitic phase transformation in NiTi (blue atoms are Ti). (a) the austenite phase with B2 cubic structure (shaded box) and the undistorted tetragonal B19 cell. (b) The orthorhombic B19 structure. (c) The distortion to the stress-stabilized monoclinic B19’ structure. (d) The Base-centered orthorhombic (BCO) structure shown as the shaded box. 223

5.2 Some of the initial configurations in the ordered B2 phase considered in this paper: (a) \(8.5\text{nm} \times 8.5\text{nm} \times 9\text{nm}\) periodic supercell, (b) \(12.8\text{nm} \times 12.8\text{nm} \times 13.5\text{nm}\) periodic supercell, and (c) \(34\text{nm} \times 12.8\text{nm} \times 13.5\text{nm}\) nanowire (the dimensions correspond the unrelaxed structure). 224

5.3 Schematic of the parent B2 (left), and two variants of B19 unit cells (right) viewed form [001] direction (The unit cell deformation is exaggerated for increasing the geometric contrast between the two B19 variants). 226

5.4 MD simulation of temperature induced B2\(\leftrightarrow\)B19 phase transformation for (a) periodic supercells and (b) nanowires with different sizes. The order parameter \(\xi\) changes between 1 for B19 structure and 0 for B2 structure. 228
5.5 Martensite reorientation in a 34nm × 12.8nm × 13.5nm nanowire subjected to axial tensile load at T=275K. Blue and red represent two different martensite variants as shown in Figure 5.3. .......................... 231

5.6 Martensite reorientation in a 34nm × 12.8nm × 13.5nm nanowire subjected to axial tensile load at T=300K. Blue and red represent two different martensite variants as shown in Figure 5.3. .......................... 232

5.7 Martensite reorientation in a 34nm × 8.5nm × 9nm nanowire subjected to axial tensile load at T=300K. Blue and red represent two different martensite variants as shown in Figure 5.3. .......................... 233

5.8 The stress-strain curves corresponding to martensitic reorientation at three different temperatures for a 34nm × 12.8nm × 13.5nm nanowire subjected to axial tensile loading-unloading. .......................... 233

5.9 Change of the order parameter ξ during the initial cooling of nanowires. The stress-strain response of the wires subjected to axial loading after the initial cooling is shown in Figure 5.8. .......................... 234

5.10 [110] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 300K. The supercell is cooled from initial B2 structure at 500K to 300K, equilibrated at 300K (first row), and then loaded in [110] direction (second row). All the pressure components are relaxed during cooling and equilibration stages. .......................... 236

5.11 [001] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 300K. The supercell is cooled from initial B2 structure at 500K to 300K, equilibrated at 300K (first row), and then loaded in [110] direction (second and third rows). Only the normal pressure components are relaxed during cooling and equilibration stages. .......................... 237

5.12 [110] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 250K. The supercell is cooled from initial B2 structure at 500K to 250K (first row), equilibrated at 250K, and then loaded in [110] direction (second row). All the pressure components are relaxed during cooling and equilibration stages. .......................... 239

5.13 [001] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 250K. The supercell is cooled from initial B2 structure at 500K to 250K (first row), equilibrated at 250K, and then loaded in [110] direction (second and third rows). Only the normal pressure components are relaxed during cooling and equilibration stages. .......................... 240

5.14 [001] view of a 17nm × 17nm × 18nm supercell with periodic boundary conditions subjected to tensile loading at 275K. The supercell is cooled from initial B2 structure at 500K to 275K (first row), equilibrated at 300K, and then loaded in [110] direction (second and third rows). “Only the normal pressure components are relaxed during cooling and equilibration stages”. .......................... 241
5.15 [001] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 275K. The supercell is cooled from initial B2 structure at 500K to 275K (first row), equilibrated at 300K, and then loaded in [110] direction (second and third rows). “Only the normal pressure components are relaxed during cooling and equilibration stages”.

5.16 The stress-strain curves for a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to axial tensile loading-unloading when (a) all the pressure components are relaxed during cooling and equilibration stages, and (b) only the normal pressure components are relaxed during cooling and equilibration stages.

5.17 Formation of nanotwins in a 34nm × 12.8nm × 13.5nm nanowire subjected to 20% axial strain at 300K. The nanowire is viewed from [110] direction.

5.18 Formation of nanotwins in a 34nm × 8.5nm × 9nm nanowire subjected to 20% axial strain at 275K. The nanowire is viewed from [110] direction.

5.19 [001] view of 34nm × 8.5nm × 9nm nanowire subjected to 20% axial strain at 275K. Figures 5.7 and 5.18 show the reorientation of martensite at 10% strain and the formation of nanotwins at 20% strain for this wire, respectively. Blue and red atoms are Ni and Ti, respectively.

5.20 The effect of (a) temperature and (b) size on the stress-strain response of NiTi nanowires subjected to 20% axial strain.

5.21 Phase transformation mechanism in a 34nm × 3nm × 3.1nm nanowire subjected to 18% axial strain at 275K. The nanowire is viewed from [110] direction.
SUMMARY

Shape memory alloys (SMAs) are widely used in a broad variety of applications in multiscale devices ranging from nano-actuators used in nano-electrical-mechanical systems (NEMS) to large energy absorbing elements in civil engineering applications. This research introduces a multiscale analysis for SMAs, particularly Nickel-Titanium alloys (NiTi). SMAs are studied in a variety of length scales ranging from macroscale to nanoscale. In macroscale, a phenomenological constitutive framework is adopted and developed by adding the effect of phase transformation latent heat. Analytical closed-form solutions are obtained for modeling the coupled thermomechanical behavior of various large polycrystalline SMA devices subjected to different loadings, including uniaxial loads, torsion, and bending. Thermomechanical responses of several SMA devices are analyzed using the introduced solutions and the results are validated by performing various experiments on some large SMA elements. In order to study some important properties of polycrystalline SMAs that the macroscopic phenomenological frameworks cannot capture, including the texture and intergranular effects in polycrystalline SMAs, a micromechanical framework with a realistic modeling of the grains based on Voronoi tessellations is used. The local form of the first law of thermodynamics is used and the energy balance relations for the polycrystalline SMAs are obtained. Generalized coupled thermomechanical governing equations considering the phase transformation latent heat are derived for polycrystalline SMAs. A three-dimensional finite element framework is used and different polycrystalline samples are modeled. By considering appropriate distributions of crystallographic orientations in the grains obtained from experimental texture measurements of NiTi samples the effects of texture and the tension-compression asymmetry on the thermomechanical response of polycrystalline SMAs are studied. The interaction between the stress state (tensile or compressive), number of grains, and the texture on the thermomechanical response of polycrystalline SMAs is also
studied. For studying some aspects of the thermomechanical properties of SMAs that cannot be studied neither by the phenomenological constitutive models nor by the micromechanical models, molecular dynamics simulations are used to explore the martensitic phase transformation in NiTi alloys at the atomistic level. The martensite reorientation, austenite to martensite phase transformation, and twinning mechanisms in NiTi nanostructures are analyzed and the effect of various parameters including the temperature and size on the phase transformation at the atomistic level is studied. Results of this research provide insight into studying pseudoelasticity and shape memory response of NiTi alloys at different length scales and are useful for better understanding the solid-to-solid phase transformation at the atomistic level, and the effects of this transformation on the microstructure of polycrystal SMAs and the macroscopic response of these alloys.
CHAPTER I

INTRODUCTION

Since the first observation of the shape memory effect (SME) in some alloys [35, 36], studying shape memory alloys (SMAs) has been an active field of research. The unique ability of shape memory alloys in recovering large inelastic strains and also generating high stresses caused a considerable increase in manufacturing devices made of these materials in recent years. The SMAs are now used in applications in a wide variety of devices ranging from simple parts like cell phone antennas or eyeglass frames to complicated devices in mechanical [30, 80, 191], biomechanical [154], aerospace [70], and civil engineering [44].

The unique macroscopic properties of SMAs are based on the solid-solid phase transition of the underlying lattice between a high symmetry cubic lattice (austenite) and a low symmetry lattice (martensite). It is shown that when the SMA atoms are arranged in the cubic austenite lattice form, the entropy and internal energy are higher compare to the martensite lattice. The competition between the entropy and internal energy is reflected in the free energy $F = U - TS$, where $U$ is the internal energy, $S$ is the entropy and $T$ is temperature. It is known that at higher temperatures the entropy overcomes the competition and the austenite phase is preferred while at lower temperatures the internal energy determines the stability and the martensite phase is preferred [83, 84]. For a comprehensive discussion on general properties of SMAs and the phase transformation phenomenon, readers are referred to Müller and Seelecke [133], Müller and Xu [134].

As a result of the solid-solid phase transformation (usually called martensitic phase transformation), and according to the specific way the transformation occurs, SMAs exhibit two significant macroscopic phenomena: the shape memory effect and pseudoelasticity. Each of these two macroscopic responses to mechanical and/or thermal loading is the origin of a vast range of applications for SMAs. In this thesis we mostly focus on the pseudoelasticity of SMAs. This phenomenon occurs when the austenite phase is loaded isothermally to
full transformation to detwinned martensite and then unloaded to the stress free state. During loading, after an initial elastic response, a large amount of inelastic deformation strain is produced. By unloading strain is completely recovered during transformation of martensite back to the austenite. Note that the load-deflection response during a pseudoelastic loading-unloading is temperature dependent.

Shape memory alloys have been used in a broad range of applications in multiscale devices ranging from nano-actuators used in nano-electrical-mechanical systems (NEMS) to large devices used in civil engineering applications. The objective of this thesis is introducing a multiscale analysis for SMAs, particularly Nickel-Titanium alloys (NiTi). Appropriate experiments are also performed for studying the mechanical and thermomechanical response of NiTi shape memory alloys at different length scales. The research covers three different scales, and an appropriate strategy is used for studying the thermomechanical response of the material in each scale.

1.1 Phenomenological macroscale modeling

Considerable increase in the use of active (multifunctional) materials in recent years has led to an excessive interest in analysis of different types of active materials in various shapes. Among several types of active materials, SMAs have been extensively studied and have also been used in a wide variety of applications ranging from biomechanics [154] to aerospace [70], and civil engineering [44].

While searching for new shape memory alloys for improving their pseudoelastic response is still an active field of research [181, 188], a large effort has been made by many researchers to introduce more precise analytical and numerical methods for analyzing pseudoelastic and SME response of SMA structures. The transformation between the two stable phases, called martensitic phase transformation, results in significant challenges in introducing realistic constitutive relations for shape memory alloys. The response of an SMA single crystal is distinctly different from polycrystalline SMAs. There are micromechanical approaches for developing SMA constitutive relations for modeling the behavior of single
crystals [60, 64, 68]. Using micromechanics for capturing the polycrystalline SMAs response can be seen in Patoor et al. [152] and Lagoudas et al. [95]. A polycrystalline SMA consists of many grains with different crystallographic orientations. The phase transformation strongly depends on the crystallographic orientation and modeling the macroscopic response of SMAs by considering different phase transformation conditions in grains is extremely difficult. Considering the complexity of microstructure in polycrystalline SMAs one is forced to use macroscopic phenomenological constitutive equations for modeling the martensitic transformation in large SMA devices. These models are based on continuum thermomechanics and construct a macroscopic free energy potential (Helmholtz or Gibbs free energy) depending on the state and internal variables used to describe the measure of phase transformation. Consequently, evolution equations are postulated for the internal variables and the second law of thermodynamics is used in order to find thermodynamic constraints on the material constitutive equations. In recent years, different constitutive models have been introduced by different choices of thermodynamic potentials, internal state variables, and their evolution equations. For a comprehensive list of one-dimensional and three-dimensional phenomenological SMA constitutive equations with different choices of thermodynamic potentials and internal state variables the reader is referred to Birman [23], Lagoudas et al. [95], and Lagoudas [92]. Besides different choices of potential energy and internal state variables, by considering the experimental results for the response of SMAs, various choices have been made for the hardening function. Among the most widely accepted models, we can mention the cosine model [103], the exponential model [180], and the polynomial model [28]. Lagoudas et al. [96] unified these models using a thermodynamic framework. In this thesis, we use a phenomenological constitutive equation using the Gibbs free energy as the thermodynamic potential, the martensitic volume fraction and transformation strains as the internal state variables, and the hardening function in polynomial form.

Large polycrystalline SMAs are studied in this thesis using a phenomenological macroscopic framework. Micromechanical properties are used for obtaining the macroscopic free energy potential, and the phenomenological constitutive equations are derived using this
energy potential. The macroscopic phenomenological constitutive models are usually implemented in a numerical framework, particularly the finite element method, for simulating the mechanical response of SMA polycrystallines. Along with the recent increase in the use of SMA devices in a wide variety of applications, various numerical methods have been developed for analyzing these devices [107, 116, 161]. Due to the complexity of the nonlinear numerical algorithms that are currently used for modeling shape memory alloys, there are numerous parameters that can affect the accuracy of these methods in analyzing even a simple SMA structure. Also, numerical simulations have many drawbacks in modeling SMAs, including the convergence issues and the time consuming iterative simulations. The necessity of validating the outputs of numerical simulations along with the difficulty of performing experimental tests on SMAs, is the main motivation for seeking analytical or semi-analytical solutions for some SMA devices. In this research, closed-form solutions are presented for studying various SMA devices subjected to different types of loading including uniaxial tension-compression, torsion, bending, and also thick walled SMA cylinders subjected to internal pressure.

1.1.1 Pure torsion of SMA circular bars

Recent studies have shown that SMAs can be efficiently used in improving the response of structures, e.g. buildings and bridges subjected to earthquake loads [9, 10, 44]. The unique ability of SMAs in recovering large scale strains (pseudoelasticity) makes them a desirable option for energy dissipating devices in multiple-frame structures like bridges. Recently, Speicher et al. [173] introduced a new device with shape memory alloy helical springs that can be used as bracing elements in buildings. SMA helical springs were subjected to cyclic loads and it was shown that Nitinol helical springs are efficient devices for recentering and damping in a vast range of structures besides their ability in minimizing the residual deformations in structures after an earthquake. In addition of being potential energy dissipating devices, SMA helical springs have a vast range of industrial applications as active actuators [48, 100].

The simplest method for analyzing helical springs is to assume that each portion of a
spring acts as a straight bar under torsion. It can be shown that when the spring index (the ratio of mean coil radius to the cross section radius) is large and the helix angle is small, this assumption leads to fairly accurate results [190]. In a series of studies Ancker and Goodier [6–8] investigated the accuracy of this assumption in some detail and modified it to obtain a more accurate solution for helical springs considering the curvature effects. In one of the first studies on SMA helical springs, Tobushi and Tanaka [184] considered the pure torsion assumption for analyzing a helical spring under axial load. They used Tanaka’s constitutive model [177] but in the stress-strain relation the hardening during phase transformation is ignored and the material is treated as perfectly plastic. Although this assumption simplifies the solution remarkably, experimental results show that the hardening response in stress-strain relations for polycrystalline SMAs can not be ignored. In another effort for analyzing SMA helical springs, Toi et al. [185] modified the Brinson’s one-dimensional constitutive model [29] for SMAs and implemented it in an incremental finite element formulation using Timoshenko beam elements. In their study, helical SMA springs are modeled numerically and simulation outputs are compared with experimental results.

In the present study, pure torsion of SMA bars with circular cross sections is considered. This is the first step in analysis of SMA helical springs with large spring index and small helix angle. We should mention that torsion of SMA bars have been studied by several researchers in recent years. Lim and McDowell [108] reported the behavior of SMA thin-walled tubes subjected to axial-torsional proportional and nonproportional loading by conducting several experiments. Chung et al. [39] presented a numerical simulation for pseudoelastic behavior of shape memory alloy circular rods under tension/torsion combined loadings. Brinson’s phase transformation formulation and an analogy with traditional plasticity were used.

Clearly pure torsion is an important benchmark problem that can be used in validating various numerical simualtions of SMAs. Pure torsion is also important as a first step in analysis of SMA springs. A general three-dimensional constitutive relation for shape memory alloys is first reduced to an appropriate one-dimensional form suitable for implementation in pure torsion. An explicit expression is derived for shear stress as a function of geometric specifications, material constants and shear strain. Response of circular bars in torsion is
carefully analyzed by considering different possibilities that may happen for various loading levels and some case studies are presented for investigating the effect of material properties and temperature on the behavior of circular bars in loading and unloading conditions.

1.1.2 Helical SMA springs and pure torsion of SMA curved bars

The pseudoelastic response of SMAs is hysteretic. This phenomenon provides ideal energy dissipating and damping capabilities for SMAs and enables them to be used in passive control of structures under earthquake loads. DesRoches and Delemont [43] investigated the effectiveness of shape memory alloy restrainer bars to reduce the seismic vulnerability of bridges. DesRoches and Smith [44] provided a critical review of the state-of-the-art in the use of shape memory alloys for applications in seismic resistant design. McCormick et al. [123] studied seismic vibration control using superelastic shape memory alloys by considering NiTi wires and bars. Auricchio et al. [15] studied the damping properties of SMAs numerically and experimentally by considering uniaxial loading of SMA bars and wires of different size and chemical composition. Recently, Speicher et al. [173] proposed a new device with an SMA helical spring as a potential bracing element in buildings. It is shown that this device can be used as an efficient recentering system to improve the performance of structures during seismic events.

During an earthquake event, the helical spring device will likely see 20-25 cycles into the transformation stress range, depending on the properties of the structure in which it is being used, and the magnitude of the ground shaking. It is well known that SMAs experience changes in behavior (typically referred to as the fatigue effect) with increased cycling resulting in an accumulation of irreversible strain and a slight decrease in forward transformation stress. Previous studies by the second author have shown that these changes have minimal effect on the resulting behavior of the system in which the SMA is used [10]. Moreover, this effect can be minimized by mechanical training of the SMA material prior to implementation in the device [122]. In this thesis, we will not consider the fatigue effect in analyzing the SMA springs. The necessity of having an accurate analytical and numerical modeling of the proposed SMA device besides its vast applications [48, 100, 104] motivated
the authors to seek analytical and numerical solutions for these springs.

In one of the first studies of SMA helical springs, Tobushi and Tanaka [184] analyzed a helical spring under axial load assuming that each small segment is in pure torsion. They used Tanaka’s constitutive model [177] but in the stress-strain relation the hardening during phase transformation is ignored and the material is treated as perfectly plastic. Although this assumption simplifies the solution remarkably, experimental results show that the hardening response in stress-strain relations for polycrystalline SMAs can not be ignored. In another effort Toi et al. [185] modified the Brinson’s one-dimensional constitutive model [29] and implemented it in an incremental finite element formulation using Timoshenko beam elements. In their study, SMA helical springs are modeled numerically and simulation outputs are compared with experimental results. Using beam elements for analysis of helical springs decreases the computational time remarkably but an accurate stress analysis cannot be done and as we will see in the sequel, the stress and martensitic volume fraction distributions in the cross section of SMA helical springs cannot be captured using beam elements.

In this thesis, we propose three different analysis strategies besides the experimental results for studying SMA helical springs subjected to axial load. The simplest method for analyzing helical springs is to assume that each portion of the spring acts as a straight bar under torsion. It can be shown that when the spring index (the ratio of mean coil radius to the cross section radius) is large and the helix angle is small, this assumption leads to fairly accurate results [190]. Readers are referred to Ancker and Goodier [6, 7, 8] for a detailed discussion on the accuracy of this assumption and modifications to obtain a more accurate solution for elastic helical springs considering the curvature and pitch effects. In the present study, as the first approximation we introduce an exact solution for analysis of SMA helical springs by ignoring the curvature and pitch effects. Although the analysis of helical springs based on the straight bar torsion model (SBTM) is of enough accuracy for most practical helical elastic springs, it will be shown that in the case of an SMA spring, curvature plays a significant rule and an accurate stress analysis in the cress section cannot be obtained based on SBTM. On the other hand, nearly all the practical helical springs have small to
large spring indices but small pitch angles [190]. In order to capture a more accurate stress analysis and covering a wider range of practical springs, the curvature correction is added to SBTM and a curved bar torsion model (CBTM) is presented. In addition to these two analytical models, a three-dimensional finite element simulation method is developed for analysis of SMA helical springs. Experimental test data on a Nitinol spring subjected to axial compression are compared with the analytical, and numerical results, the accuracy of each method in predicting the global force-displacement and stress analysis is investigated. It is shown that the SBTM calculates the global force-displacement response with good accuracy but for a precise stress and martensitic volume fraction distribution, the curvature correction should be used. Both analytical methods are remarkably fast compared to the finite element simulations and can be used for studying the effect of changing any of the material or geometrical parameters on the spring response even for an optimization process that needs a large number of simulations. In the numerical results, in addition to the comparisons that are presented for studying the accuracy of different proposed methods, many case studies are presented for studying the effect of changing material parameters and the ambient temperature on the spring hysteretic response. Some recommendations are also made for improving SMA springs as dampers and energy absorbing devices.

### 1.1.3 SMA thick-walled cylinders subjected to internal pressure

Highly non-linear coupled material response of SMAs – a consequence of the solid-to-solid phase transformation – restricts the applicability of the available solution methods for analysis of many SMA structures among which finite element method is the most common. There are rare attempts for analyzing even simple SMA structures using analytical or semi-analytical methods. The availability of closed-form solutions for SMA structures is primarily affected by the constitutive relations in use. In addition to the constitutive relations, the complexity of the structure can play a key role in finding closed-form solutions. Lagoudas et al. [94] presented a one-dimensional reduction of the unified SMA constitutive relations of Lagoudas et al. [96] and using this model proposed closed form expressions for the martensitic volume fraction and transformation strains in uniaxial loading of an SMA prismatic
bar. However, an explicit constitutive relation for the axial stress component as a function of axial displacement was not introduced; a numerical method was necessary for solving the loading/unloading response of bars (see Lagoudas [92]). They used this solution technique in conjunction with finite element method for dynamic analysis of polycrystalline SMA rods. Feng and Sun [51] presented an algorithm for analyzing shakedown of SMA structures subjected to cyclic or varying loads. They used a plasticity framework and calculated a lower bound of loads for transformational shakedown of SMAs without the necessity of a step-by-step analysis along the loading history.

In another attempt for finding semi closed-form solutions for two-dimensional SMA structures, Birman [24] considered an infinite shape memory alloy plate with a circular hole subjected to biaxial tensile stresses applied at infinity. The solution was obtained by the plane stress assumption based on the two-dimensional form of Tanaka’s constitutive relations [178]. He presented two different solutions for stress analysis that are called by him “closed-form-solution” and “exact solution”. In the latter, it is assumed that for the SMA with phase transformation, the ratio of the radial to circumferential stress is identical to that in the elastic case. As it will be shown in this thesis, this assumption cannot be justified. In the “closed-form” solution, there are some unrealistic simplifying assumptions; the elastic stress distribution in the region in which phase transformation has started is considered for calculating the inner boundary of pure austenite region. As we will show shortly, this assumption can be used only for some specific loading conditions and by spread of the transformed region, this assumption becomes less and less accurate. Additionally, in Birman’s closed-form solution, for obtaining the stress-strain relations, the transformation strains are related to the martensitic volume fraction by constant multipliers. Although this assumption remarkably simplifies the solution, it can be replaced by a more realistic formulation that will be presented in this thesis. One of the main challenges in obtaining closed-form solutions for structures made of phase transforming materials is introducing an accurate solution for the regions that are completely transformed to martensite. Although the response of the structure is elastic for the fully martensite regions, it is necessary to consider the history of loading and the final values of transformation strain components to
obtain the solution in these regions. In the present semi-analytic analysis we will explain how to obtain the solution for these regions.

In a recent attempt, Mirzaeifar et al. [127] developed an exact solution for pure torsion of shape memory alloy circular bars. A general three-dimensional constitutive relation for shape memory alloys was first reduced to an appropriate one-dimensional form suitable for pure torsion. An explicit expression was derived for shear stress as a function of geometric specifications, material constants, and shear strain that enabled the solution to be obtained analytically. Response of circular bars in torsion was then analyzed by considering different possibilities that may happen in various loading levels.

Among various shapes in which SMAs are used, cylindrical shells are of particular interest in applications including spinal vertebrae spacers [115], special cardiovascular stents [91], and active catheters [98], which are in the form of thin shells. Li and Sun [102] studied the superelastic response of nano-grained SMA micro tubes under uniaxial tension. Their experimental results show that the nucleated macroscopic martensite band in a micro tube under uniaxial loading takes the shape of a spiral that surrounds the tube axis for several circles. Feng and Sun [52] studied the response of SMA micro tubes subjected to a combined tensile and torsional loading experimentally. He and Sun [72] studied the effect of tube geometry on the helix-shaped deformation domains that are observed in SMA tubes during the stress-induced martensitic phase transformation of the material under uniaxial stretching.

In this thesis, SMA thick-walled cylinders are considered. Two extreme cases of long and short cylinders can be reduced to plane strain and plane stress, respectively. SMA short cylinders or rings have many engineering applications, e.g. the SMA pipe couplings [30, 80], tube wall joints [191], and active stiffener strips [86]. Shape memory alloys have suitable mechanical characteristics that make them desirable in pressure vessels and pipes as active layers, which are in the form of long thick cylinders [143, 144].

In the present study, SMA short and long thick-walled cylinders are considered. For short cylinders in the form of a ring or stiffener strip, in the absence of axial forces, plane stress condition is a good approximation. Long cylinders can be reduced to a plane
strain problem. Using these assumptions the three-dimensional problem is reduced to a two-dimensional one. Constitutive equations are reduced to appropriate two-dimensional relations and an explicit expression is obtained for the martensitic volume fraction and transformation strains in both cases. The cylinder is partitioned into a finite number of annular regions and simplifying assumptions are made in each annular region in order to obtain an explicit expression for the stress components as functions of displacements. These stress-displacement expressions are then used to write the equilibrium equations in terms of radial displacements in each annular region. The global solution for the cylinder is finally obtained by putting the solutions of annular regions together and by enforcing the continuity conditions at the interfaces and at the inner and outer boundary regions. Our semi-analytic approach can be used to validate numerical methods like the finite element method.

1.1.4 superelastic bending of shape memory alloy beams

In many SMA devices, the SMA instrument is subjected to local or global bending. This is the main motivation for several reported works on bending analysis of SMAs in the literature. The bending of beams made of single crystal SMAs and the propagation of phase boundaries was studied by Purohit and Bhattacharya [160]. They used additional kinetic relations in conjunction with the constitutive assumptions and balance laws to determine the propagation of phase boundaries. The solutions for single crystalline beams consider a jump in the material properties before and after the phase transformation, and there is no intermediate condition between these two cases. In polycrystalline materials, which are used in the majority of SMA engineering applications, the phase transformation does not occur simultaneously in all the grains. This causes a considerable difference between the material properties in single crystals and polycrystalline samples. While the material in a beam made of a single crystal SMA is austenite or martensite with some phase boundaries, the continuous change of material properties in polycrystalline SMAs makes modeling the bending of beams made of these materials a challenging problem (see [5, 182, 183] for studying polycrystalline SMAs using a constitutive model based on the response of single
Among the solutions presented for modeling bending in polycrystalline SMAs a large number are purely numerical [13, 118]. In an early work, Atanackovic and Achenbach [12] used a simplified multi-linear constitutive equation for obtaining the moment-curvature relation of a pseudoelastic beam. Plietsch et al. [157] presented a closed-form solution for bending of SMA beams by considering a multi-linear stress-strain response. Auricchio and Sacco [18] studied the SMA wires subjected to cyclic stretching-bending loads using a one-dimensional constitutive model. In their work the thermomechanical coupling was also considered and the finite element method was used for solving the governing equations. Auricchio et al. [19] implemented one-dimensional constitutive equations into a finite element model for studying the shape memory effect for SMA beams in bending. The material response in tension and compression was assumed asymmetric and the numerical results were compared with experiments. Recently, Flor et al. [54] presented some numerical simulation and experimental analysis of SMA wires in bending. They considered tension-compression asymmetry in their model and a numerical scheme was used for calculating the bending response. Their model is developed only for the loading phase; unloading was not studied in either their experiments or numerical simulations.

The existing numerical methods of modeling SMAs suffer from the high computational cost, and convergence difficulties particularly for modeling the unloading process or considering the geometric nonlinearities. The results obtained by these numerical methods are highly sensitive to a large number of secondary parameters, e.g. the mesh size, tolerance criteria, number of loading steps. The numerical simulations may give erroneous results due to an improper choice for any of these parameters. On the other hand, the semi-analytic solutions in the literature are based on oversimplified constitutive relations or use unrealistic simplifying assumptions. In this thesis, we introduce a closed-form solution for analyzing the superelastic bending of shape memory alloys. A three-dimensional constitutive model is reduced to an appropriate one-dimensional constitutive equation. Closed-form expressions are obtained for the martensitic volume fraction and stress distributions in the cross section.
of SMA beams in bending. The Euler-Bernoulli beam theory (assuming the plane cross sections remain plane and perpendicular to the centerline after deformation) is used and the bending moment-curvature relation is obtained analytically. A method is presented for solving the bending of superelastic SMAs analytically. In addition to the $J_2$-based model that predicts a symmetric response in tension and compression, a more accurate solution based on $J_2 - I_1$ transformation function is also presented and the effect of considering the tension-compression asymmetry (which is a well-known response for most SMAs [5, 59]) in the bending response is studied.

It is worth noting that for modeling the tension-compression asymmetry, the $J_2 - J_3$ model gives more accurate results because of its capability in modeling the negative volume change during martensitic transformation [162]. However, The $J_2 - J_3$-based model cannot be used for developing a closed-form solution in this thesis. Experiments have shown that the $J_2 - I_1$-based model can predict the superelastic response of SMAs with a good accuracy for all the parameters except the volumetric transformation strain (see Section 4 in Qidwai and Lagoudas [162]). Also, the material parameters in the $J_2 - I_1$-based model can be calibrated for modeling a realistic volumetric transformation strain, but in this case the tension-compression asymmetry is not modeled correctly, and we will not use this calibration method in our solution.

An important capability of our model is its applicability in extracting the tensile properties of materials when the compression and bending test results are available but the tension properties are practically difficult to be measured experimentally, e.g. in the micro scale applications of SMAs.

SMAs have recently attracted considerable interest for applications as actuators in micro-electro-mechanical systems (MEMS) [22, 82, 168] due to their relatively high work output per unit volume [90]. One of the traditional methods for studying the mechanical properties of a material in the micro and nano scales is testing pillars. These pillars are produced by focused ion beam (FIB) micromachining [189]. Recently, the pseudoelasticity, crystal orientation effect, and size dependency have been extensively studied experimentally
for nickel-titanium and Cu-Al-Ni micropillars [40, 57, 81, 117, 165]. In order to have a precise description of the micropillars response in MEMS applications, it is ideal to extract the material response in tension, compression, and bending experimentally. However, among the reported works on studying the shape memory micropillars response the majority of experiments are performed for compressive loading [57, 81, 117, 165], and there are a few experimental works on bending [40]. While performing bending tests on micropillars one faces some technical difficulties [40]. Tensile tests in nano and micro scales are considerably more difficult because a special geometric shape should be created at the pillar head for attaching the tensile tool to the pillar [87, 88]. As we explain in §4.6, our analytical solution for bending can be used for extracting the tensile properties when the bending and compressive responses are known.

The material properties in compression are calibrated from the available experimental data. The material-independent properties in tension are assumed, and bending is simulated using these properties in tension and compression. The predicted bending response is compared with the experimental data, and a trial and error approach is used for improving the assumed tensile material properties for finding the best match between the experimental and analytical results in bending. It is worth noting that the iterations for improving the initial guess are performed without a considerable computational cost; the closed-form solutions are obtained in a few seconds. Such a method is extremely time consuming if the available numerical solutions are used for modeling the bending response. We will implement this method for analyzing bending of a nickel-titanium micropillar using the available experimental data.

1.2 Analysis of the coupled thermomechanical response of SMAs

In the next step, the effect of phase transformation induced latent heat is added to the solutions obtained based on the phenomenological constitutive framework and the coupled thermomechanical response of SMAs is also studied.

The martensitic phase transformation in SMAs is associated with generation or absorption of latent heat in forward (austenite to martensite) and reverse (martensite to austenite)
transformations. This has been shown in many experiments and the heat of transformation and the associate temperatures for the start and end of forward/reverse martensitic transformation can be determined by differential scanning calorimeter or DSC \[3, 71, 112\]. In the majority of the previous works in which loading is assumed quasi-static, it is assumed that material is exchanging the phase transformation-induced latent heat with the ambient such that the SMA device is always isothermal and in a temperature identical with the ambient during loading and unloading. We will show in this thesis that the definition of quasi-static loading that guarantees an isothermal process is not absolute; it is affected by a number of parameters, e.g. the ambient condition and size of the structure. In other words, it will be shown that a very slow loading rate that can be considered a quasi-static loading for an SMA wire with a small diameter may be far from being quasi-static and isothermal for a bar with larger diameters. This size effect phenomenon has been reported previously in some experiments \[44, 124\], but we are not aware of any analytical or numerical analysis of this phenomenon in the literature. In some of the previously reported works in the literature, the effect of this latent heat and its coupling with mechanical response of SMAs was considered along with some simplifying assumptions.

In the literature, two extreme cases of isothermal and adiabatic processes are considered for quasi-static and dynamic loading conditions, respectively. Chen and Lagoudas \[38\] considered impact-induced phase transformation and assumed adiabatic conditions for solving the problem of SMA rods subjected to an impact load. Lagoudas et al. \[94\] considered the dynamic loading of polycrystalline shape memory alloy rods. They compared the effect of considering adiabatic and isothermal assumptions on the response of SMA bars subjected to axial loading. In some other works, more realistic heat transfer boundary conditions capable of modeling a heat exchange greater than zero (corresponding to the adiabatic process) and less than the maximum possible value (corresponding to an isothermal process) are considered. In these works, to simplify the coupled thermomechanical relations, it is assumed that the nonuniformity of temperature distribution is negligible. Auricchio et al. \[16\] studied the rate-dependent response of SMA rods by taking the latent heat effect and the heat exchange with ambient into consideration. The authors used the fact that for a wire
with a small diameter temperature in the cross section is distributed uniformly during loading and unloading. A simplified one-dimensional constitutive relation and an approximate heat convection coefficient were considered for obtaining the thermomechanical governing equations. In a similar work, Vitiello et al. [187] used the one-dimensional Tanaka’s model [177, 179] in conjunction with the energy balance equation to take into account the latent heat effect. The solution was restricted to very slender cylinders with small Biot numbers. In this special case, temperature nonuniformity in the cross section is neglected and the governing equations are simplified by assuming a uniform temperature distribution at each time increment. Messner and Werner [125] studied the local increase of temperature near a moving phase transformation front due to the latent heat of phase transformation in one-dimensional SMAs subjected to tensile loading. They modeled the effect of phase transformation latent heat by a moving heat source. A constant value is considered for the latent heat generated by phase transformation. This assumption is unrealistic for polycrystalline SMAs because the amount of generated heat is specified by a set of coupled equations and depends on many variables, e.g. stress and martensitic volume fraction. Iadicola and Shaw [77] used a special plasticity-based constitutive model with an up-down-up flow rule within a finite element framework and investigated the trends of localized nucleation and propagation phenomena for a wide range of loading rates and ambient thermal conditions. The local self-heating due to latent heat of phase transformation and its effect on the number of nucleations and the number of transformation fronts were studied. The effect of ambient condition was also considered by assuming various convection coefficients.

Bernardini and Vestroni [20] studied the non-linear dynamic response of a pseudoelastic oscillator embedded in a convective environment. In this work, a simplified one-dimensional equation is considered by assuming the whole pseudoelastic device in a uniform temperature at each time step and the dynamic response of pseudoelastic oscillator is studied. Chang et al. [34] presented a thermomechanical model for a shape memory alloy (SMA) wire under uniaxial loading implemented in a finite element framework. They assumed the temperature distribution in the cross section of wire to be uniform but a nonuniform distribution is assumed along the SMA wire. It is assumed that the phase transformation initiates in
a favorable point of the wire (this point is defined by a geometric imperfection or stress concentration). The phase transformation front moves along the wire with a specific finite velocity. They studied the movement of phase transformation front and the temperature change along the wire analytically and experimentally. In this thesis, we will consider a three-dimensional phenomenological macroscopic constitutive relation in conjunction with the energy balance equation for deriving the coupled thermomechanical equations governing the SMAs considering the effect of latent heat and the heat flux in the material due to temperature nonuniformity caused by the generated heat during forward phase transformation and the absorbed heat during the reverse phase transformation. The constitutive relations can be used for calculating the continuum tangent moduli tensors for developing numerical formulations [126, 161], but coupling these equations with the energy relation in the rate form is extremely difficult in numerical methods. An alternative method for analysis of SMAs is using analytic and semi-analytic solutions with an explicit form of the constitutive relations for a specific geometry and loading [127, 129, 131]. In this thesis, for the special one-dimensional cases of pure torsion and uniaxial tension-compression, an explicit expression is given for the stress-strain relation and the coupled energy equation is given in a rate form. For deriving the one-dimensional governing equations, a nonuniform distribution is considered in the cross section for all the variables including the stress, temperature, transformation strain and martensitic volume fraction. In the uniaxial loading case it is assumed that the material does not contain a favorable point for the initiation of phase transformation along the length (all the parameters are independent of axial location). These equations are discretized for wires and bars with circular cross sections using an explicit finite difference method. The discretized form of convection boundary conditions is also derived. For modeling SMA wires and bars operating in still air and exposed to air or fluid flow with a known speed, free and forced convection coefficients are calculated for slender wires and thick cylindrical bars in air and fluid using the experimental and analytical formulas in the literature. The results of the present formulation are compared with some experiments to verify the capability of our approach in modeling the rate dependency and calculating accurate temperature changes during loading-unloading. Several case studies
are presented for studying the loading rate and ambient effects on the coupled thermomechanical response of SMA wires and bars in uniaxial loading and also SMA bars subjected to pure torsion.

The thermomechanical response is studied experimentally as well. An infrared camera is used in the experiments to measure the temperature changes due to the phase transformation latent heat at the surface of SMA specimens subjected to various loadings. The theoretical coupled thermomechanical models can be calibrated using the experimentally measured temperatures at the surface. The calibrated model is then used for calculating the temperature distribution inside the device (which is practically difficult to be measured in tests). The obtained full temperature distribution is the basis for studying the complex effects of size, loading rate, and ambient condition on the response of SMA devices.

1.3 Micromechanical modeling

Shape memory alloys, particularly the near-equiaxed TiNi alloys, are currently used in applications in a wide variety of devices. SMA materials used in most applications are polycrystalline in nature. The cast SMA materials contain a random distribution of crystal orientations in the grains. However, in most applications, SMAs are processed by casting, followed by hot-working (i.e. drawing or rolling) and suitable heat treatments [182]. It is known that the deformation processing has a significant effect on the response of polycrystalline SMAs. For example, while the material response for a cast NiTi sample is almost symmetric in tension and compression, a cast, hot rolled, then cold drawn material exhibits a very large asymmetry in tension-compression response [56]. In some special samples, the maximum transformation strain in tension is reported more than two times the maximum transformation strain in compression for the hot rolled, then cold drawn material with a significant difference between the stress levels in the stress-strain plateau [56]. This significant tension-compression stress-strain asymmetry in processed SMAs is due to the strong crystallographic texture. Gall and Sehitoglu [59] studied the role of texture on tension-compression asymmetry in polycrystalline NiTi. The crystallographic texture of some NiTi samples was determined by X-ray diffraction. The samples they studied were cold drawn,
annealed, straightened, centerless ground, aged 0.25 h at 550°C, and machined into dog-bone specimens with the loading axis parallel to the drawing direction. It was shown that for these samples the majority of the grains are oriented along the [111] crystallographic direction, which is soft under tensile loading and hard under compression. As a result of this textured orientation, a significant tension-compression asymmetry is observed in the stress-strain response of NiTi samples.

Macroscopic phenomenological constitutive frameworks are efficient tools for modeling the mechanical or thermomechanical response of polycrystalline SMAs in engineering applications [99, 129, 146, 162, 180]. However, these models are not appropriate for modeling the response of SMAs at the microscale, and consequently are not able to model some important aspects of the response of SMAs such as the phase transformation initiation and propagation among the grains. As mentioned earlier, the crystallographic texture is a key property in studying polycrystalline SMAs. A simplified method for studying the role of texture on the mechanical response of polycrystalline SMAs is using phenomenological constitutive equations and selecting appropriate transformation functions for modeling the asymmetry in SMAs [14, 162]. However, a more precise analysis of the crystallographic texture and its effects on the thermomechanical response can only be achieved by using constitutive models based on the micro-mechanics of single crystals for studying polycrystal structures [62, 183]. In these models, a polycrystalline material can be modeled by assigning a separate crystal orientation to each grain. Using this method, a preferred orientation of the crystallographic texture can be modeled, which leads to the actual thermomechanical response of polycrystalline SMAs without using an approximate phenomenological framework.

In the micromechanical models, the overall transformation strain is related to the stress-free transformation strains of all the correspondence martensite variant pairs (CVPs) obtained from the crystallographic data by using a volume fraction coefficient for each variant. Some studies based on these micromechanical models ignore the microstructure of grains and the intergranular interactions by using different averaging schemes [49, 59, 114, 151, 175]. Although these models are appropriate for studying the global response of the material, and
are capable of analyzing important properties such as the role of texture on the tension-compression asymmetry [59], the grain boundary interactions, and the intergranular effects are not considered in these models. To further understand the behavior of polycrystalline shape memory alloys, it is necessary to use the micromechanical constitutive frameworks in conjunction with an accurate model of microstructure by simulating the polycrystal as a cluster of grains. The finite element method is an efficient tool for studying polycrystalline SMAs using the micromechanical framework. Gall et al. [62] and Lim and McDowell [110] employed a three-dimensional finite element modeling to examine the thermomechanical behavior of a polycrystalline NiTi shape memory alloy in the pseudoelastic regime. In these works, a simplified geometric model was used in which all the grains are assumed as identical hexagonal prisms. Thamburaja and Anand [182] used a crystal-mechanics-based constitutive framework and the finite element modeling for studying the effect of crystallographic texture on the response of polycrystalline SMAs. They modeled the microstructure in the polycrystal by assuming all the grains as cubes stacked adjacent to each other forming a larger cube representing the polycrystal structure. A similar microstructure was used for studying the superelastic behavior of textured NiTi polycrystalline materials in tension-torsion [183] and the thermal effects in the superelasticity of crystalline SMAs [5]. To further understand the intergranular interactions in polycrystalline SMAs, we use a more realistic polycrystal structure by implementing Voronoi tessellations to generate the polycrystalline grain structure of micro-scaled NiTi shape memory alloys.

Another significant contribution of the present work is in presenting an accurate thermomechanical framework for studying the effect of phase transformation latent heat in polycrystalline SMAs. There are several attempts in the literature for coupling the latent heat effect to the mechanical response of polycrystalline SMAs. A group of these works use the averaging schemes in studying the polycrystal, and because the physical shape of grains is not modeled, the temperature should also be studied as an averaged parameter in the whole material [49]. In another attempt to better understand the thermomechanical response of polycrystalline SMAs, Anand and Gurtin [5] coupled the energy balance equation with the mechanical constitutive relations for the simplified microstructure model with
cubic grains. In this work the strain rate effect on the response of NiTi shape memory alloys was studied. Lim and McDowell [110] introduced a simplified expression for the volumetric heat generation due to phase transformation and studied the coupled thermomechanical response of textured polycrystal samples in which the microstructure was constructed by identical grains as hexagonal prisms. In this work, it was assumed that the volumetric heat generation is proportional to the rate of change of overall martensitic volume fraction by using a constant relating the heat generation to the sum of the rate of martensitic volume fraction changes in all the active variants. In this thesis, we use a comprehensive description of the energy balance equation in SMAs for calculating the latent heat during phase transformation. It will be shown that the volumetric heat generation/absorption is related to the rate of change of martensitic volume fractions and stress. Derivatives of the latent heat with respect to temperature and strain are also calculated for implementation in an incremental finite element framework.

Several case studies are considered in this thesis for further understanding some important phenomena in the thermomechanical response of polycrystalline SMAs. The role of texture on tension-compression asymmetry is studied and it is shown that adding more grains with a favorable crystal orientation changes the semi-symmetric response of an untextured sample toward an asymmetric response observed in single crystals. The effect of crystallographic texture on the phase transformation initiation and propagation is studied and it is shown that while the phase transformation propagates almost equally in tension and compression for an untextured material, the spatial distribution of the martensite phase is remarkably more rapid in compression when the grains have a favorable [111] crystallographic orientation.1 The effects of size and the number of grains on the mechanical response of polycrystalline SMAs subjected to both tensile and compressive loads are studied and it is shown that the number of grains has a strong effect on the initiation of phase transformation at the grain boundaries and the propagation of martensite region inside the polycrystal. Some case studies are presented for micro-scaled polycrystalline beams subjected to bending.

---

1It is worth noting that the spatial spread of phase transformation initiation is more rapid in tension as reported by Gall et al. [62]. However, we study the propagation of martensitic volume fraction as a function of average strain as discussed in §4.5.2.
and it is shown how the stress and martensitic volume fraction distributions are affected by the texture in the beam. The load-deflection response of textured and untextured beams in bending are also compared. The thermomechanical response of polycrystalline SMAs is studied by implementing the coupled energy balance and constitutive equations. It is shown that the latent heat is the origin of rate dependency in the response of SMAs at the microscale. Also it is shown that the effect of loading rate on changing the slope of stress-strain plateau and changing the hysteresis area is consistent with the results previously observed at the macroscale. The effect of latent heat on the propagation of phase transformation between the grains is also studied and it is shown that the phase transformation is slightly suppressed in fast loadings due to the temperature changes. The temperature changes at the microscale are compared with those obtained previously at the macroscale based on experimental observations and phenomenological modelings. It is shown that the temperature changes at different scales have similarities.

1.4 Nanoscale study

The shape memory effect (SME) and the pseudoelastic (PE) response of SMAs are both due to the ability of changing the crystallographic structure by a displacive phase transformation between the cubic austenite parent phase (the high symmetry B2 phase preferred at high temperatures) and the low symmetry martensite phase (monoclinic B19' crystal structure preferred at low temperatures) in response to mechanical and/or thermal loadings. There are two major motivations for studying the microscopic behavior of SMAs: better understanding of the macroscopic behavior of SMAs, and analyzing the nanoscale actuators made of these materials. SMAs have recently attracted considerable interest for applications as actuators in micro-electro-mechanical systems (MEMS) [22, 82, 168] due to their relatively high work output per unit volume [90].

In recent years, several works have been reported on studying PE and SME in various metals and alloys. Sato et al. [166] used the embedded atom method (EAM) in molecular dynamics (MD) simulation to study the microscopic mechanism for phase transformation of NiTi alloy. Stress-induced martensitic transformation was studied for tensile simulation
using four different strain rates and it was shown that the relationship between stress and martensite ratio does not depend on the strain rate. The phase transformation between the B2 and B19’ structures was studied in Ni-Ti and it was shown that there are multiple pathways between the parent phase and the martensite phase regardless of the strain rate. In this work a simulation box with free surfaces was considered and the initial temperature was kept constant at 0K by thermal control using the velocity scaling method for structural relaxation from the initial state. Park [149] studied the martensitic phase transformation in Ni-Al nanowires. In this work, atomistic simulation was used to demonstrate the stress-induced martensitic phase transformation in intermetallic nickel aluminum (NiAl) nanowires. It was shown that the martensitic phase transformation occurs by the propagation and annihilation of \{101\} twinning planes and transforms the initially B2 NiAl nanowires to a body-centered tetragonal (BCT) phase. PE was studied for these nanowires and it was shown that the instability of the resulting BCT phase allows pseudoelastic recovery of inelastic strains on the order of 40% at all deformation temperatures. The MD simulations in this work were performed using the the Sandia developed code, Warp [158].

The thermomechanical behavior of NiAl nanowires was studied by Sutrakar and Mahapatra [176]. In this work, The asymmetric stress-strain behavior under tension/compression in an initial \(<100\)> B2-NiAl nanowire was investigated considering two different surface configurations. It was shown that under tensile loading, the nanowire undergoes a stress-induced martensitic phase transformation from an initial B2 phase to body centered tetragonal (BCT) phase via twinning along \{110\} plane with failure strain of \(\sim 0.30\). On the other hand, a compressive loading causes failure of these nanowires via brittle fracture after compressive yielding, with a maximum failure strain of \(\sim 0.12\). It was observed that the brittle fracture in compression occurs via slip along \{110\} plane without any phase transformations. In addition to the alloys, similar PE and SME responses are discovered recently in single crystalline Cu [106], Ni [105], Au [46], and some other fcc metallic nanowires [150] through atomistic simulations.

In this work, we focus on the MD simulation of NiTi alloys. Zhong et al. [195] studied the structure and geometrical limit of nanoscale twins in NiTi shape memory alloys using
atomistic simulations. In this work, the crystallographic theory of twinned martensite was combined with atomistic simulations, and the nanoscale twins and martensitic phase transformations in NiTi with the multilattice structure was studied. Molecular dynamics simulations was used to predict the phase transformation temperatures, which obtained consistent with experimental measurements. The shape memory behavior of a NiTi nanoparticle was analyzed using molecular dynamics simulations by Mutter and Nielaba [136]. By considering a nano particle with different Ni contents, it was shown that heating the particle leads to a shape memory effect without a phase transition to the austenite, but by variant reorientation and twin boundary formation at a certain temperature. Recently [196] performed MD simulations to study the atomistic mechanisms governing the pseudoelasticity and shape memory in NiTi nanostructures. For a $<110>$ oriented nanopillar subjected to compressive loading-unloading, they observed either a pseudoelastic or shape memory response, depending on the applied strain and temperature that control the reversibility of phase transformation and deformation twinning.

In this thesis, we study the stress induced phase transformation in NiTi alloys with a focus on tensile loading-unloading. In addition to the temperature and stress induced austenite to martensite phase transformation, the reorientation in martensite at lower temperatures is also studied. The alloyed NiTi system is created by generating atomic positions as in the bulk corresponding to the B2 crystal structure which is equivalent to a body centered cubic (BCC) lattice with the Ni atoms at the corners of the unit cell and a single Ti atom at the body center. Different crystal orientations are considered and the effect of orientation on the stress-strain response and hysteretic behavior is studied. Also, by considering different simulation boxes and various temperatures, the size and temperature effects on the pseudoelastic response of NiTi alloys are studied. Several new aspects of the austenite-martensite phase transformation and reorientation of martensite variants are introduced in Chapter 5.

In summary, this thesis has the following major objectives:

- Introducing fast and accurate analyzing strategies for large SMA tools with engineering applications by developing analytical solutions for modeling various shapes of
SMA devices subjected to different loading conditions.

- Studying the thermomechanical coupling in SMAs by adding the phase transformation latent heat to the closed-form solutions and making these models more accurate in studying various SMA devices.

- Better understanding the phase transformation and thermomechanical coupling in SMAs by studying the microstructure and analyzing size, texture and loading rate effects at microscale.

- Fundamental study of martensitic phase transformation in NiTi at the atomistic level by analyzing temperature driven phase transformation, martensite reorientation, stress induced phase transformation and twinning in NiTi systems at nanoscale.

This thesis is organized as follows. The macroscopic phenomenological models, developing closed-form solutions based on these models, the thermomechanical theoretical studies in macroscale, and the experiments for studying the thermomechanical response of large polycrystalline SMAs are given in Chapter 2. The thermomechanical coupling in SMAs due to the phase transformation latent heat is studied in Chapter 3. The micromechanical model is explained in Chapter 4. Chapter 5 contains various studies on NiTi shape memory alloys at nanoscale.
CHAPTER II

PHENOMENOLOGICAL MACROSCALE MODELING

2.1 Introduction

In this chapter various large polycrystalline SMA devices are studied using a phenomenological macroscopic framework. The macroscopic phenomenological constitutive models for studying the martensitic phase transformation are derived based on continuum thermo-mechanics framework in which a macroscopic free energy potential (Helmholtz or Gibbs free energy) is postulated depending on the state and internal variables used to describe the measure of phase transformation. Evolution equations are constructed for calculating the change of internal variables and the second law of thermodynamics is used in order to find thermodynamic constraints on the material constitutive equations. In recent years, different constitutive models have been introduced by different choices of thermodynamic potentials, internal state variables, and their evolution equations (a brief review of these models is presented in Chapter 1). In this chapter, we develop a phenomenological constitutive framework using the Gibbs free energy as the thermodynamic potential, the martensitic volume fraction and transformation strains as the internal state variables, and the hardening function in polynomial form. Two different transformation functions are considered: a $J_2$-based model with symmetric tension-compression response, and a $J_2 - I_1$-based model for considering the tension-compression asymmetry that is observed in experiments. Closed-form solutions are presented for studying various SMA devices subjected to different types of loading including uniaxial tension-compression, torsion, bending, and also thick walled SMA cylinders subjected to internal pressure. In each case, the constitutive equations are reduced to an appropriate one or two dimensional form for studying the pseudoelastic response of SMAs. Closed-form expressions are given for the stress and martensitic volume fraction distributions and the governing equations are obtained analytically.
2.2 Pure Torsion of SMA Circular Bars

In this section, an analytical solution is presented for the pure torsion of SMA bars with circular cross sections. We reduced a general phenomenological macroscopic constitutive model for polycrystalline SMAs and obtained an explicit expression for the shear stress in circular SMAs bars in pure torsion. It is shown that in the most general case, the cross section in loading and unloading may be divided into three regions with different responses. The stress-strain relation in these regions is derived and the shear stress distribution is calculated for different twist angles both in loading and unloading. Several case studies are presented for analyzing the response of SMA bars with different material properties at various temperatures. The twist angle is obtained as a function of the applied torque in loading-unloading cycles. The presented solution can be used as a benchmark problem for validating numerical simulations of SMAs. This method will also be exploited to analyze SMA helical springs in the next section.

2.2.1 General constitutive model

In the present study, we consider the transformation strain $\epsilon^t$ and the martensitic volume fraction $\xi$ as the internal state variables.\(^1\) The Gibbs free energy $G$ for polycrystalline SMAs is given by [28, 162]:

\[
G(\sigma, T, \epsilon^t, \xi) = -\frac{1}{2\rho} \sigma : \mathbb{S} - \frac{1}{\rho} \sigma : \left[ \alpha (T - T_0) + \epsilon^t \right] + \\
\frac{c}{\rho} \left( (T - T_0) - T \ln \left( \frac{T}{T_0} \right) \right) - s_0 T + u_0 + \frac{1}{\rho} f(\xi),
\]

(2.1)

where, $\mathbb{S}$, $\alpha$, $c$, $\rho$, $s_0$ and $u_0$ are the effective compliance tensor, effective thermal expansion coefficient tensor, effective specific heat, mass density, effective specific entropy, and effective specific internal energy at the reference state, respectively. The symbols $\sigma$, $T$, $T_0$, $\epsilon^t$ and $\xi$ represent the Cauchy stress tensor, temperature, reference temperature, transformation strain and martensitic volume fraction, respectively. All the effective material properties

\(^1\)The portion of strain that is recovered due to reverse phase transformation from detwinned martensite to austenite is considered as the transformation strain. See Patoor et al. [152] for a detailed description of the transformation strain and martensitic volume fraction.
are assumed to vary with the martensitic volume fraction \((\xi)\) as follows

\[
\mathbf{S} = \mathbf{S}^{A} + \xi \Delta \mathbf{S}, \quad \alpha = \alpha^{A} + \xi \Delta \alpha, \quad c = c^{A} + \xi \Delta c, \quad s_{0} = s_{0}^{A} + \xi \Delta s, \quad u_{0} = u_{0}^{A} + \xi \Delta u_{0},
\]

(2.2)

where the superscripts \(A\) and \(M\) represent the austenite and martensite phases, respectively. The symbol \(\Delta(.)\) denotes the difference of a quality (.) between the martensitic and austenitic phases, i.e. \(\Delta(.) = (.)^{M} - (.)^{A}\). In (2.1), \(f(\xi)\) is a hardening function that models the transformation strain hardening in the SMA material. In the Boyd-Lagoudas’ polynomial hardening model, this function is given by

\[
f(\xi) = \begin{cases} 
\frac{1}{2} \rho_{b}^{M} \xi^{2} + (\mu_{1} + \mu_{2}) \xi, & \dot{\xi} > 0, \\
\frac{1}{2} \rho_{b}^{A} \xi^{2} + (\mu_{1} - \mu_{2}) \xi, & \dot{\xi} < 0,
\end{cases}
\]

(2.3)

where, \(\rho_{b}^{A}, \rho_{b}^{M}, \mu_{1}\) and \(\mu_{2}\) are material constants for transformation strain hardening. The first condition in (2.3) represents the forward phase transformation \((A \rightarrow M)\) and the second condition represents the reverse phase transformation \((M \rightarrow A)\). The constitutive relation of a shape memory material can be obtained by using the total Gibbs free energy as

\[
\epsilon = -\rho \frac{\partial G}{\partial \sigma} = \mathbf{S} : \sigma + \alpha (T - T_{0}) + \epsilon^{t}.
\]

(2.4)

Considering the fact that any change in the state of the system is only possible by a change in the internal state variable \(\xi\) [25], the evolution of the transformation strain tensor is related to the evolution of the martensitic volume fraction as

\[
\dot{\epsilon}^{t} = \Gamma \dot{\xi},
\]

(2.5)

where \(\Gamma\) represents a transformation tensor related to the deviatoric stress tensor and determines the flow direction as

\[
\Gamma = \begin{cases} 
\frac{3}{2} \frac{H}{\epsilon} \sigma', & \dot{\xi} > 0, \\
\frac{H}{\epsilon} \epsilon^{tr}, & \dot{\xi} < 0.
\end{cases}
\]

(2.6)

In (2.6), \(H\) is the maximum uniaxial transformation strain and \(\epsilon^{tr}\) represents the transformation strain at the reverse phase transformation. The terms \(\sigma', \sigma\) and \(\epsilon^{tr}\) are the
deviatoric stress tensor, the second deviatoric stress invariant and the second deviatoric transformation strain invariant, respectively, and are expressed as

$$\sigma' = \sigma - \frac{1}{3}(\text{tr}\sigma)I, \quad \sigma = \sqrt{\frac{3}{2}\sigma' : \sigma'}, \quad \epsilon^{tr} = \sqrt{\frac{3}{2}\epsilon^{tr} : \epsilon^{tr}}, \quad (2.7)$$

where, $I$ is the identity tensor.

An additional constraint on the material behavior is obtained by using the Second Law of Thermodynamics in the form of positivity of the rate of entropy production density [162]:

$$\sigma : \dot{\epsilon} - \rho \frac{\partial G}{\partial \xi} \dot{\xi} = \pi \dot{\xi} \geq 0, \quad (2.8)$$

where, $\pi$ is a thermodynamic force and can be obtained by substituting (2.1) and (2.5) into (2.8) as

$$\pi = \sigma : \Gamma + \frac{1}{2} \sigma : \Delta \mathbf{S} : \sigma + \Delta \alpha : \sigma (T - T_0 ) + \rho \Delta c \left[ (T - T_0 ) - T \ln \left( \frac{T}{T_0 } \right) \right] + \rho \Delta s_0 T - \rho \frac{\partial f}{\partial \xi} - \rho \Delta u_0. \quad (2.9)$$

Now, the transformation function that controls the onset of direct and reverse phase transformation is defined as

$$\Phi = \begin{cases} 
\pi - Y, & \dot{\xi} > 0, \\
-\pi - Y, & \dot{\xi} < 0,
\end{cases} \quad (2.10)$$

where, $Y$ is a measure of internal dissipation due to microstructural changes during phase transformation. The transformation function represents the elastic domain in the stress-temperature state. In other words, when $\Phi < 0$ the material response is elastic and the martensitic volume fraction does not change ($\dot{\xi} = 0$). During the forward phase transformation from austenite to martensite ($\dot{\xi} > 0$) and the reverse phase transformation from martensite to austenite ($\dot{\xi} < 0$), the state of stress, temperature and martensitic volume fraction should remain on the transformation surface, which is characterized by $\Phi = 0$. It can be seen that transformation surface in the stress-temperature space is represented by two separate faces that are defined by $\xi = 0$ and $\xi = 1$. Any state of stress-temperature inside the inner surface ($\xi = 0$) represents the austenite state with an elastic response. Outside the surface $\xi = 1$, the material is fully martensite and behaves elastically. For any
state of stress-temperature on or in between these two surfaces the material behavior is inelastic and a forward transformation occurs. A similar transformation surface exists for the reverse phase transformation.

2.2.2 Reduction of the constitutive equations for pure torsion

Analysis of solid members with a uniform cross section of general shape in torsion is a classical problem in elasticity and is commonly referred to as the Saint-Venant’s problem after the French mathematician Barré de Saint-Venant. In 1784, Coulomb [41] presented a solution for prismatic bars with circular cross sections in torsion. For many years, this formulation was used for torsional analysis of bars with arbitrary cross sections. Later it was shown that the Coulomb’s formulation, which ignores the cross section warpage\(^2\) is not valid, in general. There were many unsuccessful attempts for formulating the torsion of a bar with a general cross section consistent with elasticity equations (for a historical review see [73]). Finally, In 1874, Saint-Venant published the correct formulation of torsion problem in a series of three papers [73]. Based on the general solution of Saint-Venant, it can be shown that the no warpage assumption is valid for bars with circular cross section [172] and some other special cross sections [37]. According to Saint-Venant’s solution the state of stress and strain is one dimensional and shear strain varies linearly from the central axis toward the outer radius.\(^3\)

In the case of circular bars, the general three-dimensional constitutive relations introduced in the previous section can be reduced to a one-dimensional constitutive equation. The stress, strain, and transformation strain tensors have the following forms:

\[
\sigma = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & \tau_{\theta z} \\ 0 & \tau_{\theta z} & 0 \end{bmatrix}, \quad \epsilon = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & \epsilon_{\theta z} \\ 0 & \epsilon_{\theta z} & 0 \end{bmatrix}, \quad \epsilon^t = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & \epsilon^t_{\theta z} \\ 0 & \epsilon^t_{\theta z} & 0 \end{bmatrix},
\]  \hspace{1cm} \text{(2.11)}

\(^2\)In a cross section with warpage, the planar cross sections perpendicular to the axis of the bar before deformation will not remain planar after deformation.

\(^3\)Considering a cross section in the \(xy\) plane (\(z\) is along the bar axis), the state of shear strain at a point in the cross section is, \(\gamma_{xz} = 2\epsilon_{xz} = \theta \left( \frac{\partial \psi}{\partial x} - y \right)\) and \(\gamma_{xy} = 2\epsilon_{xy} = \theta \left( \frac{\partial \psi}{\partial y} + x \right)\), where \(\theta\) is the twist angle per unit length and \(\psi\) represents the warping function that represents the cross section deformation along the \(z\) axis. Clearly, zero warpage is identical with the linear distribution of shear strains through the thickness [172].
where $\tau_{\theta z}$, $\epsilon_{\theta z}$ and $\epsilon_{\theta z}^t$ are the shear stress, shear strain and transformation shear strains, respectively. Using $\text{tr}\sigma = 0$ in (2.7) the deviatoric stress tensor will be the same as the stress tensor, $\sigma' = \sigma$. The second deviatoric stress and transformation strain invariants are reduced to read:

$$\sigma = \sqrt{3}|\tau_{\theta z}|, \quad \epsilon_{\text{tr}}^t = \frac{2}{\sqrt{3}}|\epsilon_{\theta z}^t|.$$  \hfill (2.12)

The transformation tensor for the pure torsion is expressed as:

$$\Gamma^+ = \frac{\sqrt{3}}{2}H \text{sgn}(\tau_{\theta z}) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad \Gamma^- = \frac{\sqrt{3}}{2}H \text{sgn}(\epsilon_{\theta z}^t) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix},$$ \hfill (2.13)

where $\text{sgn}(.)$ is the sign function and the superscripts + and - for $\Gamma$ represent the forward and inverse phase transformations, respectively. Substituting (2.13) into (2.9) and (2.10) and using the following relation between the constitutive model parameters:

$$\rho \Delta u_0 + \mu_1 = \frac{1}{2} \rho \Delta s_0 (M_s + A_f), \quad \rho b^A = -\rho \Delta s_0 (A_f - A_s),$$

$$\rho b^M = -\rho \Delta s_0 (M_s - M_f), \quad Y = -\frac{1}{2} \rho \Delta s_0 (A_f - M_s) - \mu_2,$$ \hfill (2.14)

$$\mu_2 = \frac{1}{4}(\rho b^A - \rho b^M),$$

explicit expressions for the martensitic volume fraction in direct and inverse phase transformation are obtained as

$$\xi^+ = \frac{1}{\rho b^M} \left\{ \sqrt{3}H|\tau_{\theta z}| + 2\tau_{\theta z}^2 \Delta S_{44} + f^+(T) \right\},$$ \hfill (2.15)

$$\xi^- = \frac{1}{\rho b^A} \left\{ \sqrt{3}H\tau_{\theta z} \text{sgn}(\epsilon_{\theta z}^t) + 2\tau_{\theta z}^2 \Delta S_{44} + f^-(T) \right\},$$ \hfill (2.16)

where

$$f^+(T) = \rho \Delta c \left[ (T - T_0) - T \ln \left( \frac{T}{T_0} \right) \right] + \rho \Delta s_0 (T - M_s),$$ \hfill (2.17)

$$f^-(T) = \rho \Delta c \left[ (T - T_0) - T \ln \left( \frac{T}{T_0} \right) \right] + \rho \Delta s_0 (T - A_f).$$ \hfill (2.18)

The parameters $M_s$ and $A_f$ are the martensitic start and austenite finish temperatures, respectively. By substituting the explicit expression of the martensitic volume fraction in
(2.5) and after integrating from zero to an arbitrary time, the transformation shear strain can be calculated. The constitutive relation (2.4) is now reduced to read:

\[
\epsilon_{\theta z} = \frac{1 + \nu}{E_A + \xi^\pm (E_M - E_A)} \tau_{\theta z}^\pm \\
+ \frac{1}{\rho b^\pm} \left\{ \frac{3}{2} H^2 \tau_{\theta z}^2 + \sqrt{3} H \tau_{\theta z}^2 \, \mathbb{N}^\pm \Delta S_{44} + \frac{\sqrt{3}}{2} H \, \mathbb{N}^\pm \, f^\pm(T) \right\}
\]

(2.19)

where \( \nu \) is Poisson’s ratio that is assumed to be the same for both phases. The + and - symbols are used for the direct and reverse phase transformations, respectively, and the other parameters are:

- \( \mathbb{N}^+ = \text{sgn}(\tau_{\theta z}) \), \( \mathbb{N}^- = \text{sgn}(\epsilon_{\theta z}^t) \), \( \rho b^+ = \rho b^M \) and \( \rho b^- = \rho b^A \). For a bar with a circular cross section, the shear strain in (2.19) can be related to twist angle per unit length as \( \epsilon_{\theta z} = \frac{1}{r} \theta_z \), where \( r \) is the distance from the axis of the bar. Substituting (2.15) into (2.19) and considering the special case in which both the shear stress and the shear transformation strains are positive, (2.19) can be rewritten as:

\[
\tau_{\theta z}^2 + F_1 \tau_{\theta z}^3 + (F_2 + F_3^r \theta) \tau_{\theta z}^2 + (F_3 + F_4^r \theta) \tau_{\theta z} + (F_4 + F_4^r \theta) = 0,
\]

(2.20)

where,

\[
F_1 = -\frac{\sqrt{3} H}{\Delta S_{44}},
F_2 = \frac{1}{4} \frac{3 \Delta E \, H^2 + 4 \Delta E \, \Delta S_{44} f^\pm(T) + 2 \rho b^\pm E_A \Delta S_{44}}{\Delta E \Delta S_{44}^2},
F_3 = \frac{\sqrt{3}}{12} \frac{6 \Delta E \, H^2 f^\pm(T) + 3 \rho b^\pm E_A H^2 + 2(1 + \nu) (\rho b^\pm)^2}{H \Delta E \Delta S_{44}^2},
F_4 = \frac{1}{4} \frac{f^\pm(T) (\Delta E f^\pm(T) + \rho b^\pm E_A)}{\Delta E \Delta S_{44}^2},
F_2^r = -\frac{1}{6} \frac{\rho b^\pm \sqrt{3}}{\Delta S_{44} H},
F_3^r = -\frac{1}{4} \frac{\rho b^\pm}{\Delta S_{44}^2},
F_4^r = -\frac{\sqrt{3}}{12} \frac{\rho b^\pm (\Delta E f^\pm(T) + \rho b^\pm E_A)}{H \Delta E \Delta S_{44}^2},
\]

(2.21)

in which \( \Delta E = (E_M - E_A) \). The relation (2.20) is a quartic equation that can be solved analytically using Ferrari’s method\(^4\) for finding the shear stress \( \tau_{\theta z} \) as a function of twist.

\(^4\)In 1540, Lodovico Ferrari found the solution of quartic equation by reducing it to a cubic equation. However, because the solution for cubic equations was not available at the time, his solution was not published. Four years later Ferrari’s teacher, Gerolamo Cardano, published the solution of both quartic and cubic equations in his book *Ars Magna* [32].
angle in an arbitrary radius as:

\[ \tau_{\theta z} = \varphi^\pm(r, \theta). \quad (2.22) \]

The explicit expression for the shear stress (2.22) is given by using the constants in (2.21) and introducing the following parameters:

\[
G_1 = -\frac{3}{8} (F_1)^2 + F_2, \quad G_1^* = F_2^*, \quad G_2 = \frac{1}{8} (F_1)^3 - \frac{1}{2} F_1 F_2 + F_3, \quad G_2^* = -\frac{1}{2} F_1 F_2^* + F_3^*, \\
G_3 = -\frac{3}{256} (F_1)^4 + \frac{1}{16} (F_1)^2 F_2 - \frac{1}{4} F_1 F_3 + F_4, \quad G_3^* = \frac{1}{16} (F_1)^2 F_2^* - \frac{1}{4} F_1 F_3^* + F_4^*, \\
K_1 = -\frac{1}{12} (G_1)^2 - G_3, \quad K_1^* = -\frac{1}{6} G_1 G_1^* - G_3^*, \quad K_1^* = -\frac{1}{12} (G_1^*)^2, \\
K_2 = -\frac{1}{108} (G_1)^3 + \frac{1}{3} G_1 G_3 - \frac{1}{8} (G_2)^2, \quad K_2^* = -\frac{1}{36} (G_1)^2 G_1^* + \frac{1}{3} G_1 G_3^* + \frac{1}{3} G_3 G_1^* - \frac{1}{4} G_2 G_2^*, \\
K_2^* = -\frac{1}{36} G_1 G_1^* + \frac{1}{3} G_1 G_3^* - \frac{1}{8} (G_2)^2, \quad K_2^* = -\frac{1}{108} (G_1^*)^3, \quad (2.23)
\]

and,

\[
\mathcal{R} = -\frac{1}{2} K_2 - \frac{1}{2} K_2^* r \theta - \frac{1}{2} K_2^* r^2 \theta^2 - \frac{1}{2} K_2^* r^3 \theta^3 + \left[ \frac{1}{4} (K_2)^2 + \frac{1}{2} K_2 K_2^* r \theta + \frac{1}{2} K_2 K_2^* r^2 \theta^2 + \frac{1}{2} K_2 K_2^* r^3 \theta^3 + \frac{1}{4} (K_2^*)^2 r^2 \theta^2 + \frac{1}{2} K_2^* r^3 \theta^4 \right] \\
\mathcal{Q} = K_2 + K_2^* r \theta + K_2^* r^2 \theta^2 + K_2^* r^3 \theta^3, \quad \alpha = G_1 + G_1^* r \theta, \quad \beta = G_2 + G_2^* r \theta, \\
\mathcal{P} = K_1 + K_1^* r \theta + K_1^* r^2 \theta^2, \quad \mathcal{Y} = \frac{5}{6} \alpha + \mathcal{U} - \frac{1}{3} \mathcal{U}, \quad \mathcal{W} = \sqrt{\alpha + 2 \mathcal{Y}}. \quad (2.24)
\]

The quartic equation (2.20) has four roots. Among these, only one satisfies the continuity condition for the shear stress distribution at \( r_1 \) (see (2.26)). This admissible solution is expressed as:

\[
\tau_{\theta z} = \varphi^\pm(r, \theta) = -\frac{1}{4} F_1 + \frac{1}{2} \mathcal{W} - \frac{1}{2} \sqrt{-3 \alpha - 2 \mathcal{Y} - 2 \frac{\beta}{\mathcal{W}}}, \quad (2.25)
\]

where \( \varphi^+ \) and \( \varphi^- \) are solutions for loading and unloading, respectively. In loading, \( \varphi^+(r, \theta) \) is calculated by considering the parameters with (+) sign in (2.21) and in unloading \( \varphi^-(r, \theta) \) is calculated by considering the parameters with (-) sign in (2.21).
Table 2.1: SMA material parameters

<table>
<thead>
<tr>
<th>Material constants</th>
<th>A generic SMA (Material I) [161]</th>
<th>Ni$<em>{50.8}$Ti$</em>{49.2}$ (Material II) [173]</th>
<th>Material III [185]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^A$</td>
<td>$7.0 \times 10^7$ Pa</td>
<td>$4.85 \times 10^7$ Pa</td>
<td>$3.4 \times 10^7$ Pa</td>
</tr>
<tr>
<td>$E^M$</td>
<td>$3.0 \times 10^7$ Pa</td>
<td>$3.82 \times 10^7$ Pa</td>
<td>$2.85 \times 10^7$ Pa</td>
</tr>
<tr>
<td>$\nu^A = \nu^M$</td>
<td>0.3</td>
<td>0.42</td>
<td>0.33</td>
</tr>
<tr>
<td>$\alpha^A$</td>
<td>$22.0 \times 10^{-6}$/K</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha^M$</td>
<td>$10.0 \times 10^{-6}$/K</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\rho \Delta c = c^M - c^A$</td>
<td>0.0 J/(m$^3$K)</td>
<td>0.0 J/(m$^3$K)</td>
<td>0.0 J/(m$^3$K)</td>
</tr>
<tr>
<td>$H$</td>
<td>0.05</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>$\frac{d\sigma}{dT}$</td>
<td>$7.0 \times 10^6$ Pa/K</td>
<td>$6.0 \times 10^6$ Pa/K</td>
<td>$9.8 \times 10^6$ Pa/K</td>
</tr>
<tr>
<td>$A_f$</td>
<td>315.0 K</td>
<td>288.15 K</td>
<td>292.6 K</td>
</tr>
<tr>
<td>$A_s$</td>
<td>295.0 K</td>
<td>258.15 K</td>
<td>273.7 K</td>
</tr>
<tr>
<td>$M_s$</td>
<td>291.0 K</td>
<td>258.15 K</td>
<td>252.9 K</td>
</tr>
<tr>
<td>$M_f$</td>
<td>271.0 K</td>
<td>218.15 K</td>
<td>220.8 K</td>
</tr>
</tbody>
</table>

2.2.3 Torsion of a SMA bar with circular cross section

In this section several case studies are presented for torsion of circular SMA bars. In these numerical examples, two different sets of material parameters are used as shown in Table 2.1. The first set of properties are some generic values given in [161] and later used by many researchers in reporting numerical simulations of SMAs. The second set of parameters are based on an experimental work by Jacobus et al. [79] on Ni$_{50}$Ti$_{50}$ alloy. The required material constants for the reduced constitutive model are extracted from the experimental data by Qidwai and Lagoudas [162].

2.2.4 Thin-walled SMA tube

As the first case study, a thin-walled SMA tube with radius $R = 3$ mm and length $L = 4$ cm is considered. The tube is fixed at one end and the other end is twisted. The material properties (Material I) in Table 2.1 are used. The temperature is assumed to be $T = 315$ K. We compare the results of the present analytic solution with a finite element simulation. The details of implementing the reduced constitutive equation in a displacement based finite element formulation is given in [126]. The three-dimensional constitutive relations of §2.5.1 are used and an appropriate user subroutine (UMAT) is written by FORTRAN in the commercially available finite element program ABAQUS that enables this code to model SMA structures using solid elements and some two-dimensional elements. The developed
finite element code was validated by previously reported works for SMA structures using some case studies like uniaxial tension, bending of beams and deflection analysis of cylindrical panels [126]. In modeling torsion problems, quadratic axisymmetric elements with additional twist degree of freedom are used.\textsuperscript{5}

As the thickness of the tube is very small\textsuperscript{6} the radial change of martensitic volume fraction and stress is negligible. As a result, only one element is used in the radial direction. Although the stress distribution is constant along the axial direction, for avoiding high aspect ratio in the elements, 40 elements are used in the axial direction. The torsional loading is divided into 200 steps and the tolerance of $1 \times 10^{-6}$ is considered for the convergence of transformation function (see Qidwai and Lagoudas [161]).

Figure 2.30 compares the results of the present formulation with those of the finite element simulations. Note that in the finite element results, the average stress value in the middle of thickness is shown. As it is seen, the numerical simulation predicts the completion of phase transformation in a larger twist angle compared to the exact solution. This difference can be reduced by increasing the number of finite elements, load steps

\textsuperscript{5}Element CGAX8 in ABAQUS.

\textsuperscript{6}In the finite element model, a tube with inner and outer radii, $r_i = 2.9\text{mm}$ and $r_o = 3.1\text{mm}$ is modeled.
and iterations for achieving the equilibrium in the finite element simulation. It is worth mentioning that the results of the present closed-form solution are obtained without a massive computation in contrast with the finite element (or other numerical simulations) that require a massive iterative computational process. In the present case study, due to the small thickness of the tube, only one element through the thickness and a small number of elements (even one element) along the length is adequate. However, in more complicated problems such as solid bars, with the increase of the element numbers in the model, the problem becomes challenging from the computational point of view and the present analytical solution would be much more efficient.

2.2.5 SMA solid bars

In this section the loading and unloading of SMA solid prismatic bars with circular cross sections is considered. All the cases are presented for a bar with radius $R = 25\text{mm}$ with different material properties and different temperatures. In the first case we consider the loading of a bar, which is in the fully austenite phase at rest. In torsion of such a bar, in general, a cross section may be divided into three regions as shown in Figure 2.2. In the inner region (Region I), the material is in the austenite phase and the relation $\tau_{\theta z} = G_A r \theta$ with $G_A = \frac{E_A}{2(1 + \nu)}$ is valid. In Region II, the phase transformation has started ($0 < \xi < 1$) and the relation $\tau_{\theta z} = \phi^+(r, \theta)$ expressed in (2.22) is valid. In the outer region (Region III) the phase transformation is completed and the material is in the martensite phase. In this region stress is calculated as $\tau_{\theta z} = \tau_{\theta z}^f + G_M r (\theta - \theta^f)$, where $\tau_{\theta z}^f$ and $\theta^f$ are the shear stress and the twist angle at which the phase transformation is completed ($\xi = 1$). For a bar in the austenite phase with $\theta = 0$, increasing the twist angle the phase transformation starts from the outer radius and spreads toward the center. With more increase of the twist angle, the third region with fully transformed martensite spreads from the outer radius toward the center. For any value of the twist angle, as the material response in the austenite core is elastic, $r_1$ can be calculated by setting $\xi = 0$ in (2.15) and replacing $\tau_{\theta z}$ with $G_A r \theta$. The radius of the inner elastic region $r$ is calculated as:

$$r_1 = \frac{-\frac{1}{4} \sqrt{3} H - \sqrt{3} H^2 - 8 \Delta S_{44} f^+(T)}{\Delta S_{44} G_A \theta}. \quad (2.26)$$
This equation can also be used for calculating the value of twist angle required for the start of phase transformation, which will obviously happen in the outermost layer \( r = R \).

\[ \text{Figure 2.2:} \text{ Schematic of stress distribution in a circular bar. Regions I, II, and III are the austenite core, transition region, and the martensite outer layer, respectively.} \]

Consider an SMA solid bar with radius \( R = 25\text{mm} \) and the material properties (Material I) in Table 2.1. All the results are presented for different twist angles per unit length. Temperature is assumed to be \( T = 315\text{K} \). The shear stress distribution for various twist angles is shown in Figure 2.3. Distribution of the martensitic volume fraction for these twist angles is depicted in Figure 2.4. As it is shown in Figures 2.3 and 2.4 for the twist angle \( \theta = 4 \text{rad/m} \), the cross section is divided into three regions. For the inner region with \( 0 < r < 0.84\text{mm} \), the material is in the austenite phase. The annulus \( 0.84\text{mm} < r < 23.7\text{mm} \) is the phase transformation region and for \( r > 23.7\text{mm} \) the phase transformation is completed and the material is in the martensite phase.

In the unloading of the SMA bar, all the points inside the elastic region will unload elastically in the stress-strain space with the rate of \( G_A \) (\( \Delta \tau_{\theta z} = G_A r \Delta \theta \)). For any point outside the elastic core with a martensitic volume fraction of \( 0 < \xi^* \leq 1 \) an elastic unloading with the rate of \( G_{\text{eff}} = G_A + \xi (G_M - G_A) \) occurs until the stress level at the point reaches
Figure 2.3: Shear stress for various twist angles in loading.

Figure 2.4: Martensitic volume fraction for various twist angels in loading.
the value of $\tau$:

$$\tau_{\theta z} = \frac{1}{4} \frac{\sqrt{3}H - \sqrt{3 H^2 - 8 \Delta S_{44} f^{-}(T)} + 8 \Delta S_{44} \xi^{*} \rho b^A}{\Delta S_{44}}. \quad (2.27)$$

After reaching this stress, the stress-strain relation $\tau_{\theta z} = \varphi^{-}(r, \theta)$ for unloading expressed in (2.22) will determine the shear stress for any twist angle. The cross section will be divided into three regions in unloading: the austenite core with elastic unloading, the transition region with $0 < \xi \leq 1$, which has inelastic loading but elastic loading, and the outer region with inelastic loading and unloading. It is clear that in some special unloaded twist angles the third region does not exist. As another case study, the bar of the previous example loaded to $\theta = 4 \text{ rad}/\text{m}$ is unloaded to different twist angles. The stress distribution for the unloading is shown in Figure 2.5. The martensitic volume fraction distribution corresponding to these twist angles are shown in Figure 2.6.

As it is shown in Figures 2.5 and 2.6, in the unloading up to $\theta = 3.8 \text{ rad}/\text{m}$ all the points in the cross section have an elastic unloading and phase transformation does not start during unloading (the martensitic volume fraction does not change). However, for larger values of unloading twist, all the three regions can be distinguished. It is obvious that stress and martensitic volume fraction distributions in this case are history dependent and are not identical in loading and unloading for the same values of twist angle (compare Figures 2.5 and 2.6 with Figures 2.3 and 2.4). Note that, at the present temperature ($T = A_f = 315 \text{K}$) all the loading induced stresses recover during a complete unloading.

In the next case study, the effect of temperature on the response of the bar is studied. Shear stress distribution for the twist angle of $\theta = 3.8 \text{ rad}/\text{m}$ is depicted in Figure 2.7 for three different temperatures. It is seen that increasing temperature, the stress corresponding to the onset of phase transformation increases and consequently the radius of the elastic core increases as well. Also, for lower temperatures Region III starts to spread toward the center for lower values of twist angle per unit length.

Next we study the effect of material properties on the response of circular bars in torsion. Two identical bars with material constants I and II are considered. Both bars are initially

---

7This stress level is calculated by replacing $\xi^{-}$ with $\xi^{*}$ in (2.15) and solving for $\tau_{\theta z}$. 44
Figure 2.5: Shear stress for various twist angles in unloading.

Figure 2.6: Martensitic volume fraction for various twist angles in unloading.
in the austenite finish temperature ($T = 315K$ for Material I and $T = 281.6K$ for Material II). As it is shown in Figure 2.8, in loading for Material II the phase transformation starts at a higher stress level and the radius of the elastic core is larger. In unloading, the bar made of Material II has a lower stress level in the region with reverse phase transformation. As it will be shown shortly, the difference between shear stress distribution for these two materials will significantly affect the torque applied to the bar in loading and unloading. It is worth noting that, as the elastic properties of these two materials are almost the same, the difference in material response is mainly caused by the difference in the parameters $f^\pm(T)$.

All the previous case studies were presented for different twist angles. In some cases, it is necessary to calculate the response of the bar with respect to the applied torque. For this purpose the present formulation can be used for calculating the necessary torque for producing a specific twist angle as:

$$\mathbb{T}^+ = 2\pi \int_0^{r_1} G_A \theta r^3 dr + 2\pi \int_{r_1}^{r_2} \rho^+(r, \theta) r^2 dr + 2\pi \int_{r_2}^R \left(r f_T + G_M r (\theta - \theta_f)\right) r^2 dr, \quad (2.28)$$

$$\mathbb{T}^- = 2\pi \int_0^{r_1} G_A \theta r^3 dr + 2\pi \int_{r_1}^{r_2} \left( r f_T - G_{eff} r \Delta \theta \right) r^2 dr + 2\pi \int_{r_2}^R \rho^-(r, \theta) r^2 dr, \quad (2.29)$$
where \( r_1 \) and \( r_2 \) are the inner and outer radii of Regions II as shown in Figure 2.2 in loading. The parameters \( r^*_1 \) and \( r^*_2 \) are the inner and outer radii of Region II with phase transformation during the loading phase but in an elastic unloading. The parameter \( \tau_{\theta z}^\ell \) represents the value of shear stress for any point at the end of the loading phase and \( \Delta \theta \) is the amount of reverse twist angle during unloading. The loading-unloading cycle for a bar with the same geometry as those of the previous examples is depicted in Figure 2.9 for three different temperatures. Material I is used for this case study. As it is shown in this figure, the twist angle is fully recovered during unloading for temperatures above the austenite finish temperature and after removing the applied torque no residual twist is remained in the bar. For \( T = 305\text{K}, \) which is below the austenite finish temperature, when the applied torque is removed, a residual twist is observed. In all the three temperatures, the area of the hysteresis loop remains constant; the loops are rigidly translated in the torque-twist plane.

As shown in Figure 2.9, for temperatures below the austenite finish temperature a residual twist angle and consequently a residual stress distribution exists after removing the applied torque. As another case study, a bar at \( T = 305\text{K} \) is loaded to different
Figure 2.9: Torque versus twist angle in a loading-unloading cycle for Material I at different temperatures.

maximum twist angles and the applied torque is removed to study the residual twist and stress distributions. Figure 2.10 shows the applied torque versus twist angle for this bar. As it is shown, for a bar loaded to $\theta = 4$ and $6 \text{ rad/m}$ after removing the torque, the bar has a residual twist angle of $\theta = 2.31\text{rad/m}$. In the case of loading the bar to $\theta = 2\text{rad/m}$, after removing the external torque, the residual twist angle is $\theta = 1.78\text{rad/m}$. Distribution of residual shear stress for these bars is shown in Figure 2.11. As it is shown, removing the external torque the bar is in a state of self-equilibrated residual stress distribution.

The loading-unloading hysteresis loop in torsion for different material properties is studied in the next case study. Figure 2.12 shows the applied torque versus the twist angle for a bar of the previous examples made of Materials I and II (both bars are in the austenite finish temperature). As it is shown in this figure, the hysteresis loop area is larger for Material I. This can be explained by looking at the stress distribution shown in Figure 2.8. For Material II, the phase transformation starts at a higher stress level in loading and the reverse phase transformation occurs at lower stress levels in unloading.
Figure 2.10: Torque versus twist angle for $T=305K$ at different maximum loading twist angles.

Figure 2.11: Residual stress distribution for $T=305K$ for identical bars loaded to different maximum twist angles.
2.3 Shape Memory Alloy Helical Springs

In this section, the pseudoelastic response of shape memory alloy helical springs under axial force is studied both analytically and numerically. In the analytical solution two different approximations are considered. In the first approximation, both the curvature and pitch effects are assumed to be negligible. This is the case for helical springs with large ratios of mean coil radius to the cross sectional radius (spring index) and small pitch angles. Using this assumption, analysis of the helical spring is reduced to that of the pure torsion of a straight bar with circular cross section. A three-dimensional phenomenological macroscopic constitutive model for polycrystalline SMAs is reduced to the one-dimensional pure shear case and a closed-form solution for torsional response of SMA bars in loading and unloading is obtained. In the next step, the curvature effect is included and the SMA helical spring is analyzed using the exact solution presented for torsion of curved SMA bars. In this refined solution, the effect of the direct shear force is also considered. In the numerical analyzes, the three-dimensional constitutive equations are implemented in a finite element method and using solid elements the loading-unloading of an SMA helical
spring is simulated. Analytical and numerical results are compared and it is shown that the solution based on the SMA curved bar torsion gives an accurate stress analysis in the cross section of the helical SMA spring in addition to the global load-deflection response. All the results are compared with experimental data for a Nitinol helical spring. Several case studies are presented using the proposed analytical and numerical solutions and the effect of changing different parameters such as the material properties and temperature on the loading-unloading hysteretic response of SMA helical springs is studied. Finally, some practical recommendations are given for improving the performance of SMA helical springs used as energy dissipating devices, for example for seismic applications.

In this section, we present two different analytical methods for calculating the loading-unloading response of SMA helical springs under axial loads. For helical springs with a large spring index (defined as \( m = R_m / R \), where \( R_m \) is the mean coil radius and \( R \) is the cross section radius) and a small helix angle, both the curvature and pitch effects can be ignored without losing much accuracy. In this special case, the pure torsion analysis of a straight bar can be used for analyzing the helical springs. For most practical springs, the pitch angle is smaller than 15°, but the spring index varies in a wide range. The curvature correction is added to the theory used for studying the pure torsion of a straight bar and a more precise solution is introduced for analyzing SMA helical springs with smaller spring indices.

### 2.3.1 Analysis based on exact solution for pure torsion of SMA bars

We presented an exact solution for pure torsion of SMA straight bars with circular cross section in section 2.2. This solution is used here for analyzing the SMA helical springs and it is denoted by SBTM (straight bar torsion model) throughout the text. Considering a straight bar with a general cross section in the \( xy \) plane (\( z \) is along the bar axis), the state of shear strain at a point in the cross section is, \( \gamma_{zx} = 2\epsilon_{zx} = \theta \left( \frac{\partial \psi}{\partial x} - y \right) \) and \( \gamma_{zy} = 2\epsilon_{zy} = \theta \left( \frac{\partial \psi}{\partial y} + x \right) \), where \( \theta \) is the twist angle per unit length and \( \psi \) represents the
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8It is known that for helical springs with \( m > 4 \) and a pitch angle smaller than 15°, the error of using SBTM for analyzing helical spring leads to less than 2% error with common engineering materials used in practical springs (see Ancker and Goodier [6] and Wahl [190] for more details).
warping function representing the cross sectional deformation along the z axis. For circular [172] and some other special cross sections [37], the warpage is zero and the shear strains distribute linearly through the thickness. For a bar with a circular cross section, the shear strain in (2.19) can be related to twist angle per unit length as \( \epsilon_{\theta z} = \frac{1}{2} r \theta \), where \( r \) is the distance from the axis of the bar. The shear stress \( \tau_{\theta z} \) as a function of twist angle in an arbitrary radius is given explicitly in (2.22). For an SMA bar under torsion (with the axis of bar along z direction), in the most general case the cross section may be divided into three regions (see Section 2.2 and Mirzaeifar et al. [127] for more details). In the inner region, the material is in the austenite phase and the relation \( \tau_{\theta z} = G_A r \theta \) with \( G_A = \frac{E_A}{2(1+\nu)} \) holds. In the middle region, the phase transformation has started \( (0 < \xi < 1) \) and the relation \( \tau_{\theta z} = \wp(r, \theta) \) expressed in (2.22) is valid. In the outer region the phase transformation is completed and the material is in the martensite phase. In this region stress is calculated as \( \tau_{\theta z} = \tau_{\theta z}^f + G_M r (\theta - \theta^f) \), where \( \tau_{\theta z}^f \) and \( \theta^f \) are the shear stress and the twist angle at which the phase transformation has been completed \( (\xi = 1) \) everywhere. For a bar in the austenite phase with \( \theta = 0 \), by increasing the twist angle, the phase transformation starts from the outer radius and spreads toward the center. With more increase of the twist angle, the third region with fully transformed martensite spreads from the outer radius toward the center. The outer radius of the inner and middle regions are denoted by \( r_1 \) and \( r_2 \) in the sequel.

During the loading phase, in any cross section the resultant torque is given by (2.28). In unloading, the cross section is divided into three sections as well. The material in the inner region is in the austenite phase and has experienced both elastic loading and unloading (the outer radius of this region is denoted by \( r_1^* \)). In the middle region the bar has experienced phase transformation during loading but the unloading was elastic (the outer radius of this region is denoted by \( r_2^* \)). The martensitic volume fraction for any material point in this region is unchanged during unloading. The outer region of the cross section of a bar during unloading in torsion contains the material that has experienced phase transformation during both loading and unloading phases. During unloading, the torque in the cross section is given by (2.29), where the parameter \( \tau_{\theta z}^f \) represents the value of shear stress for any point at the end of the loading phase and \( \Delta \theta \) is the amount of reverse twist angle during unloading.
Since in this assumption the spring is considered as a straight bar of length \( l = 2\pi NR_m \), where \( N \) is the number of active coils, the total angular deflection of one end of the bar with respect to the other end is given by \( \Theta = 2\pi NR_m \theta \). Because the effective moment arm of the axial load \( F \) is equal to \( R_m \), the deflection of the spring at the end point is given by

\[
\delta = \Theta R_m = 2\pi NR_m^2 \theta. \tag{2.30}
\]

For any deflection of the spring ends (2.30) is used for finding the twist angle per unit length \( \theta \). Substituting this value in (2.22), the shear stress distribution in the cross section is calculated. Having the shear stress distribution, the resultant torque in the cross section is obtained by (2.28) or (2.29) and the axial force corresponding to the assumed end displacement is calculated by dividing the torque by the coil mean radius: \( F = T^\pm /R_m \). In this approximation, the effect of direct shear force on the cross section is ignored along with the curvature and pitch effects. In the following section, a curvature correction is added to the analysis and in each cross section both the torque and direct shear forces are taken into consideration.

### 2.3.2 Curvature correction

Although the analysis of helical springs based on SBTM is of enough accuracy for most practical helical springs, there have been many efforts in the literature for improving this theory [6–8, 190]. It is known that due to the curvature effect, the shear stress distribution in the cross section is not axisymmetric. In this section, a curvature correction is implemented in the solution presented in the previous section. The solution of this section is applicable for SMA helical springs with large spring indices but small pitch angles. This includes nearly all the practical helical springs [190]. This solution method is denoted by CBTM (curved bar torsion model) throughout the text.

First, we consider the pure torsion of an SMA curved bar. A slice of such a bar is shown in Figure 2.13. Applying a torque the two faces of this cross section will rotate with respect to each other by an angle \( d\beta \). Since the initial length of the filament passing through the points \( a \) and \( b \) are not the same, the strain distribution in the cross section is not axisymmetric. This will result in a non axisymmetric stress distribution with a larger value for the material
points near the axis $AB$. The non axisymmetric shear stress distribution in the cross section can be decomposed into an axial component $\tau_a$ and a transverse component $\tau_t$ as shown in Figure 2.13. If we assume that the cross section is rotating about an axis passing through the center $o$ (at the center of rotation, the shear stress is zero), and considering the fact that the shear stress at $b$ is larger than the stress at $a$, such a distribution cannot be in equilibrium; there will be a torque in the cross section [190]. So, it can be concluded that for a curved bar under torsion, the zero shear stress point or the center of rotation does not coincide with the cross section center. Considering the symmetry conditions in the cross section, the forces caused by the transverse shear stress component $\tau_t$ are in equilibrium when the rotation center is anywhere on the axis $ab$. The rotation center $o'$ is shown in Figure 2.13. The distance $e$ for finding the location of the rotation center is found by the method presented in the sequel.

In the coordinate system $xy$ with the origin $o'$, when the slice sides rotate by the amount $d\beta$ with respect to each other the relative movement of the ends of any filament corresponding to $dA$ in Figure 2.13 is $\sqrt{x^2 + y^2} d\beta$. Considering the fact that the length of this filament in the undeformed configuration is $(R_m - e - x) d\alpha$, the shear strain corresponding to this point in the cross section is

$$\gamma = \frac{\sqrt{x^2 + y^2}}{R_m - e - x} \frac{d\beta}{d\alpha}, \quad (2.31)$$
where the shear strain $\gamma$ is along the direction of $\tau$ in Figure 2.13. The geometrical parameters in (2.31) are shown in Figure 2.13. Now, the expression given for the shear strain in (2.31) should be replaced with the expression $r \theta$ (that is the strain in the straight bar case) in (2.20) and all the coefficients in Appendix A. The new quartic equation obtained by this substitution is solved to find the explicit expression for the shear stress in the regions with phase transformation. We denote the shear stress in this case by $\tau = \hat{\varphi}(x, y, e, d\beta/d\alpha)$, where the explicit expression for shear stress is similar to that given in Appendix A by replacing the parameter $r \theta$ with the shear strain of a curved bar in (2.31). For a curved bar under pure torsion, the resultant force in the cross section should be zero. Due to symmetry of the transverse shear stress about the axis $ab$, the forces caused by this stress component are in static equilibrium. The static equilibrium for the forces caused by the axial component of the shear stress is expressed by

$$
\int_A \tau_a dA = \int_{A_1} \frac{G_A x}{R_m - e - x} d\alpha + \int_{A_2} \hat{\varphi}(x, y, e, d\beta/d\alpha) \frac{x}{\sqrt{x^2 + y^2}} d\alpha dA_2 \\
+ \int_{A_3} \left( \tau^f_a + \frac{G_M x}{R_m - e - x} \frac{d\beta - d\beta^f}{d\alpha} \right) dA_3 = 0, \quad (2.32)
$$

where $A_1$ is that portion of the section that has not experienced the phase transformation. The portion of the cross section with phase transformation is denoted by $A_2$ and the parts in which the phase transformation has been completed by $A_3$. For each material point with completed phase transformation ($\xi = 1$), the parameter $\tau^f_a$ is the the axial component of shear stress corresponding to $d\beta^f$ that is the twist angle of phase transformation completion for that material point. Now, the only unknown parameter in (2.32) is the position of the rotation center $e$. In contrast with the elastic torsion of a bar, in the case of an SMA curved bar the second and third integrals in (2.32) cannot be calculated analytically. We use trapezoidal numerical integration method. In our numerical examples, we well compare the results of the present model with those of a three-dimensional finite element simulation.

For analyzing SMA helical springs based on the pure torsion of an SMA curved bar, a minor correction is needed to take into account the direct shear force in the cross section. In an SMA helical spring a direct shear force $F$ and a torque $R_m F$ are acting in each cross
section. The equilibrium equations in the cross section in this case read
\[
\int_A \tau_a dA = F, \quad \text{and} \quad \int_A \tau_a x dA + \int_A \tau_t y dA = R_m F, \tag{2.33}
\]
where in the most general case, the cross section is divided into three regions similar the previous cases. For analyzing the SMA spring using the curved bar theory, a predefined displacement is considered for the spring ends. The total rotation of the spring ends with respect to each other is calculated by \( \hat{\Theta} = \delta / R_m \). The twist angle per curvature angle is given by
\[
\frac{d\beta}{d\alpha} = \frac{\delta}{2\pi R_m N}. \tag{2.34}
\]

The expression in Appendix A (by replacing \( r\theta \) with the shear strain of a curved bar in (2.31)) is used to calculate the shear stress. Since the axial force \( F \) is unknown, in contrast with the pure torsion case the parameter \( e \) cannot be obtained directly by solving (2.33). Hence, first an initial value\(^9\) is considered for \( e \). Using this value the axial force \( F \) is calculated using both expressions in (2.33). A trial and error method is then used to find the value of \( e \) for which the difference of the axial forces calculated from the two conditions in (2.33) is smaller than a tolerance (1N in the numerical examples of this paper).

### 2.3.3 Helical SMA spring test

An SMA helical spring shown in Figure 2.14 is used for obtaining the experimental results. The spring has a mean coil radius of \( R_m = 2.1 \)cm, an initial length of 12.98cm and the cross section radius of 6.25mm [173]. The helical spring is placed in a cylindrical shape tension/compression device and a 250kN MTS Universal Testing Machine is used for compressing the spring. The tension/compression device is a cylindrical-shaped damper that provides the ability to test a variety of SMA elements [173]. The body and the shaft of the device are made out of standard 304 stainless steel cylinders. The nitinol helical spring is loaded on the the center shaft using a nut. the outer cylinder covers both the spring and

\(^9\)The loading/unloading response of the SMA spring is analyzed by applying the total axial deflection incrementally. In the first few increments the entire cross section is in the austenite phase and hence the location of the rotation center is calculated easily as the shear stress expression in (2.33) is integrable. For the subsequent load increments, the initial guess for the parameter \( e \) for each increment is the value obtained in the previous increment.
center shaft. the spring ends are free to rotate during loading and unloading (see [173] for pictures of the test devise). The quasi-static loading rate is set to 0.127cm/s. Using this loading rate, the temperature change due to the latent heat is negligible and the test can be considered isothermal. Compression tests are done in the ambient temperature of 27°C. The experimental setup and the test procedure are explained in detail in Speicher et al. [173]. This reference contains a comprehensive study of three different SMA devices for applications as bracing elements in buildings.

Figure 2.14: The SMA helical spring used in the experimental study.

The spring is made from Nitinol Alloy 508 (50.8% at.% Nickel). A simple tension test is carried out on a bar of the same alloy and a stabilized loading-unloading cycle for this specimen is shown in Figure 2.15(a). Due to the thermal and mechanical treatments done on the initial SMA stock for producing a helical spring, the material properties for the spring may have a slight difference with the properties of SMA stock. The properties of Material II given in Table 2.1 are calibrated by comparing the results of analytical and numerical analyses with the experimental results of Speicher et al. [173] done on the SMA helical spring and the simple tension test in Figure 2.15(a). The response of material with calibrated properties in simple tension is compared against the experimental results in Figure 2.15(a). In order to take the uncertainty effect in calculating the material properties into consideration, we will present a discussion on the effect of changing material properties on the spring response in the sequel.
2.3.4 Finite element simulation of SMA helical springs

For analyzing SMA helical springs using the finite element method, the three-dimensional constitutive relations of §2.5.1 are used and an appropriate user subroutine (UMAT) is written by FORTRAN in the commercially available finite element program ABAQUS that enables this code to model SMA structures using solid elements and some two-dimensional elements. The details of implementing the constitutive equation in a displacement based finite element formulation is given in Qidwai and Lagoudas [161] and many case studies for validating the model are presented in [126, 127, 131]. In the present study, for comparison purposes the spring is modeled three dimensionally (in contrast with some finite element models in the literature that use beam elements for modeling the SMA helical springs [185]).

Three dimensional quadratic brick elements with reduced integration (element C3D20R in ABAQUS) are used in the finite element model of the helical spring. A convergence analysis is performed for choosing the appropriate number of elements by considering the shear stress distribution in the cross section and the load-displacement response as the convergence criteria. The stress distribution is considered to be converged when the maximum difference is smaller than 0.1MPa and the convergence criterion of the maximum difference for the
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**Figure 2.15:** The calibrated material properties versus experiments in simple tension test for the material used in (a) Speicher et al. [173] and (b) Toi et al. [185] tests on SMA helical springs.
load-displacement response is 10N. We observe that the convergence is achieved by using 7500 elements. All the finite element simulations are done using this mesh. A schematic of the finite element mesh is shown in Figure 2.16.

For simulating the spring in compression, two rigid surfaces in contact with the spring ends are considered (see Figure 2.16). The lower rigid surface is constrained in all directions and a time varying boundary condition is defined for the upper surface for modeling compression. A node to surface contact with a friction coefficient of 0.1 is defined between the solid elements in the end rings and the shell elements in the upper and lower rigid surfaces. The supporting shaft in the experiments is modeled with a cylindrical rigid surface inside the helical spring with a diameter slightly (0.2mm) smaller than the inner radius of the coil (this shaft is shown in Figure 2.16 (left) but not in Figure 2.16 (right) to show the spring more clearly). For avoiding high local stresses and the convergence problems in the finite element solution, the contact between the solid elements of the spring and the rigid cylindrical surface is considered frictionless. Both spring ends are free to rotate in the numerical simulation. The automatic time increment option in ABAQUS is used with an initial guess of dividing the loading and unloading steps into 100 increments and the
A non-linear geometry option is activated. The geometry of the spring modeled in the finite element simulation is exactly the same as the helical spring in the experimental tests (see §2.3.3).

2.3.5 Numerical results for studying SMA helical springs

In this section, several case studies are presented for demonstrating the efficiency of the proposed analytical solution for analyzing SMA helical springs. The accuracy of the proposed exact solution for pure torsion of SMA bars with circular cross section was studied Section 2.2. As mentioned in §2.3.4, the developed finite element code for analyzing SMA structures was verified in several case studies in the previous works of the authors [126, 127, 129]. In the sequel, the accuracy of the proposed model for analyzing SMA carved bars is studied by comparing the results of this model with those of finite element simulations. Then, an SMA helical spring is considered and the results obtained based on the straight bar torsion, curved bar torsion and finite element simulations are compared. A case study is presented for comparing the analytical and numerical results against the experimental results as well.

The effect of changing material properties and temperature on the response of SMA helical spring subjected to axial loading-unloading cycle is studied and some practical recommendations are given for improving the behavior of SMA helical springs used for damping and dissipating energy in recentering devices in buildings subjected to external loads especially during seismic events.

2.3.5.1 Verification of the curved SMA bar torsion

In order to verify the proposed solution for the SMA curved bar torsion problem, a case study is considered and the analytical results are compared with the finite element simulation outputs. Consider an SMA curved bar with $R_m = 2$ cm, the cross section radius $R = 6$ mm, and angle $\alpha = 20^\circ$ (see Figure 2.13). For verification purposes, the material properties of a generic SMA as reported previously in the literature [161] are used. These properties are given in Table 2.1 as Material I. The left end of the bar is constrained and a twist angle of 0.04 rad is applied to the right end. The bar is considered to be in the austenite finish temperature, $T = 315$ K.
The finite element model of the SMA curved bar is shown in Figure 2.17(a). The details of modeling this bar in the finite element code ABAQUS are explained in §2.3.4. The martensitic volume fraction distribution in the cross section of this bar is shown in Figure 2.17(b). It is seen that in contrast with the straight bar torsion [127], in the case of a curved bar, the martensitic volume fraction distribution is not axisymmetric as the zero stress point \( o' \) is not in the cross section center.

![Figure 2.17](image)

**Figure 2.17**: (a) Finite element model for simulating torsion of an SMA curved bar, and (b) the non-axisymmetric distribution of martensitic volume fraction for the torsion of a curved bar.

Distribution of the axial component of shear stress \( \tau_a \) along the diameter \( ab \) (see Figure 2.13) calculated by our method and the finite element simulation is shown in Figure 2.18. The shear stress is plotted along this diameter in the coordinate system \( XY \) with the origin at \( o \) (see Figure 2.13). The zero shear stress occurs at a point with a distance \( e = 0.1 \text{mm} \) from the center of the cross section. Although \( e \) is very small, it has a significant effect on the stress and martensitic volume fraction distributions in the cross section. The non-symmetry of the shear stress distribution is clearly seen in Figure 2.18 (\( \tau_a = 120.1 \text{ MPa} \) at point \( a \) and \( \tau_a = 104.3 \text{ MPa} \) at point \( b \)).

The martensitic volume fraction distribution along the diameter \( ab \) is shown in Figure 2.19. The curvature clearly affects the phase transformation and as it is shown the material points closer to the axis have higher volume fractions compared to the outer points. This non-symmetry is seen in the finite element results as well (see Figure 2.17(b)). As it is shown in Figures 2.18 and 2.19, there is good agreement between the results of our method.
Figure 2.18: Distribution of $\tau_a$ in an SMA curved bar subjected to torsion along diameter ab in Figure 2.13 ($\tilde{X} = X/R$ and $\tau_y = 88.1$MPa is the shear stress at the start of phase transformation obtained by solving (2.15) for $\xi^+ = 0$).

and the finite element simulation results.

Figure 2.19: Distribution of the martensitic volume fraction in an SMA curved bar subjected to torsion along diameter ab in Figure 2.13 ($\tilde{X} = X/R$).
2.3.5.2 Analytical and numerical results for SMA helical springs

In this section, by considering a practical case study we will compare the results of our analytical formulation with the results of a finite element simulation. We consider an SMA helical spring with dimensions given in §2.3.3. Details of the finite element modeling are given in the previous section. The Nitinol Alloy 508 (50.8% at.% Nickel) material properties are considered for all the case studies. As expressed in §4, these properties are calibrated from a simple tensiometer test and the experimental tests on the SMA helical spring and are given in Table 2.1 as Material II. A loading-unloading cycle with maximum stroke of $\delta = 2.75\text{cm}$ is considered. The spring is at the ambient temperature $T = 27^\circ\text{C}$. A schematic of the undeformed spring in the finite element model is shown in Figure 2.16(left). The finite element mesh at the end of loading cycle is shown in Figure 2.16(right).

The load deflection plots in the loading-unloading cycle obtained based on SBTM, CBTM, and the finite element simulation are compared in Figure 2.20. As it is shown in this figure, adding the curvature correction to the straight bar theory increases the agreement between the analytical and numerical results. The difference between the results of the curved bar theory and the numerical simulations perhaps is caused by ignoring bending due to the pitch effect in the analytical solution. However, considering the remarkable computational time reduction in using the analytical results reveals the value of analyzing the SMA helical springs using our proposed analytic solution. The finite element simulation takes almost two hours on a 2GHz CPU with 2GB RAM while the analytic solution results based on the curved bar torsion are obtained in less than 2 minutes and the solution based on the straight bar torsion is obtained in a few seconds on the same system (the solution based on CBTM takes more time because the parameter $e$ should be obtained iteratively as was explained in §2.3.2). The decrease in the computational time will be even more significant when repetitive simulations are needed, e.g. in most optimization procedures [67, 147].

The axial component of shear stress $\tau_a$ in the cross section on a horizontal diameter
Figure 2.20: Axial force versus axial displacement for an SMA helical spring calculated by the analytic solutions (CBTM: curved bar torsion model, STBM: straight bar torsion model) and the finite element simulation.

(like the diameter \( ab \) in Figure 2.13) is calculated using SBTM, CBTM and finite element simulations\(^{10}\) and the results are compared in Figure 2.21. The martensitic volume fraction distributions obtained by these solution methods are depicted in Figure 2.22. As it is shown in Figures 2.21 and 2.22, unlike the load-displacement response, the stress and martensitic volume fraction distributions are highly affected by adding the curvature correction to SBTM. It is evident that CBTM predicts the stress and martensitic volume fraction distributions with a good agreement with the three-dimensional finite element simulations. As it is shown in Figure 2.21, in contrast with the pure torsion of a curved bar, the zero shear stress point (the rotation center \( o' \)) located at a point toward the outer surface of the curved bar (compare the zero stress points in Figures 2.18 and 2.21 and see the diameter \( ab \) in Figure 2.13). This phenomenon is due to direct shear force in the cross section in formulating the SMA helical spring. Also, it is worth noting that, unlike the elastic curved

\(^{10}\)In practice, when a helical spring is loaded between two planar plates (like the experimental test and the finite element simulation in the present paper), the applied end loads are eccentric with respect to the spring axis and hence the spring is subjected to a global bending. This global bending causes a lateral deflection with respect to the spring axis that is maximum at the middle of the spring. To avoid this global bending effect, the finite element results are reported for a cross section in the first upper ring of the spring [190].
bar torsion, in the SMA helical spring the zero shear stress point is not fixed in the cross section; it moves during loading and unloading. Figure 2.23 shows the movement of the rotation center in the SMA helical spring cross section. It is seen that when the cross section is in the austenite phase and the spring response is elastic, the rotation center is fixed. When phase transformation occurs during loading and unloading, the zero shear stress point moves toward the outer surface of the curved bar and comes back to the elastic position.

![Figure 2.21: Distribution of $\tau_a$ in the cross section of an SMA spring subjected to axial compression (along a diameter like ab in Figure 2.13). CBTM: curved bar torsion model, STBM: straight bar torsion model, $\tilde{X} = X/R$ and $\tau_y = 138.2$MPa is the shear stress at the start of phase transformation obtained by solving (2.15) for $\xi^+ = 0$.](image)

2.3.5.3 Experimental results

In this section, we use the experimental data of an SMA helical spring from a previous work of the second author [173] for studying the accuracy of our analytical and numerical models. In performing the experiments, a setup as explained in §2.3.3 is used. The SMA helical spring is placed in a tension/compression cylindrical device. In order to increase the initial stiffness of the device (that is preferred when the spring is used for energy dissipation in seismic events), a precompression of 1.15cm is given to the spring by tightening a nut on
Figure 2.22: Distribution of martensitic volume fraction in the cross section of an SMA spring subjected to axial compression (along a diameter like ab in Figure 2.13). CBTM: curved bar torsion model, STBM: straight bar torsion model, $\bar{X} = X/R$.

Figure 2.23: The location of torsion centroid ($o'$) in the cross section of the SMA helical spring during loading and unloading phases.
the shaft that carries the spring (see Speicher et al. [173] for more details on the experimental setup). The spring is studied under various loading-unloading cycles. We will compare our analytical and numerical simulation results with those of an experiment in which the spring is compressed to $\delta_{pc} = 1.6\text{cm}$ and then unloaded ($\delta_{pc}$ is the displacement of the ends of a precompressed spring). The results of loading-unloading cycle for this spring obtained by SBTM, CBTM, finite element simulation, and experimental results are compared in Figure 2.24.

![Graph showing axial force versus axial displacement for a SMA helical spring](image.png)

**Figure 2.24:** Axial force versus axial displacement (considering the pre-compression) for an SMA helical spring calculated by the analytic solutions (CBTM: curved bar torsion model, STBM: straight bar torsion model), finite element simulations, and experimental tests.

As it is shown in Figure 2.24, due to the precompression effect the spring does not respond to the axial forces smaller than the precompression force. The presented analytical and numerical analysis predict the precompression force with less than 10% error compared to the experimental results. A good agreement is seen between the analytical, numerical and experimental results during the loading-unloading phase. At the end of loading, a sudden jump occurs in the experimental load-deflection curve. This jump may be caused by a contact between the spring rings\textsuperscript{11}. The contact at the end of the loading phase causes severe

\textsuperscript{11}As shown in Figure 2.14 due to manufacturing difficulties, the helical spring does not have a perfectly uniform shape and the first and last rings have smaller pitch angles compared to the other rings. An initial contact occurs in these rings at the end of the loading phase.
local stress concentration and local phase transformation at the contact points. The locally contact induced phase transformation may be an explanation for a slight disagreement that is seen between the analytical and experimental results at the beginning of the unloading phase\textsuperscript{12}. However, all the results are in good agreement for the rest of the unloading phase.

Two other case studies are considered for validating the presented analytical formulation with the experimental results. Toi et al. [185] presented experimental results for SMA helical springs in tension and compared them with their finite element simulation results. In the numerical simulations presented by Toi et al. [185], an incremental finite element using linear Timoshenko beam elements is formulated using a total Lagrangian approach for the superelastic, large deformation analysis of SMA helical springs. A simple tension test is carried out on the material of springs as shown in Figure 2.15(b). The presented constitutive model is calibrated using these results and the calibrated properties for this material are given in Table 2.1 as Material III. Figure 2.15(b) compares the simulated response of material using the presented constitutive model with the experimental results for simple tension. Two different springs are considered in experiments. Both springs have a mean coil radius of $R_m=3.65\text{mm}$, and the cross section radius of 0.5mm. One of the springs has a total length of 5mm and 5 turns and the other one has a total length of 10mm with 10 turns. Both springs are subjected to tension and tests are carried out at $T = 305\text{K}$. The analytical results obtained by the present CBTM are compared with the experimental and numerical results of Toi et al. [185] in Figure 2.25. A good agreement is seen between the CBTM and the finite element simulation results using Timoshenko beam elements. Both the numerical and analytical results have a slight difference with the experiments. This difference is most likely caused by the non-linearity effects due to the extreme amount of elongation in the experiments.

\textsuperscript{12}It is worth noting that in modeling the loading-unloading phase even in a simple uniaxial case, the constitutive equation used in this chapter (the Boyd-Lagoudas’ polynomial hardening model) shows a slight difference at the beginning of the unloading phase. Some improvements are provided for the hardening function to reduce this difference (see Chapter 3 in Lagoudas [92]). As we are seeking closed-form solutions in this chapter, the polynomial hardening function is preferred.
2.3.5.4 Uncertainty in material properties

As mentioned earlier, making an SMA helical spring from a straight bar is done by performing a set of thermal and mechanical treatments on the initial SMA stock. Due to this complicated thermomechanical treatment, the material properties are not the same as the initial stock and in practice if a number of helical springs are made from an SMA stock, a slight difference may be seen in the material properties of these springs. DesRoches [42] presented a detailed study of the effect of a change in the material properties of SMAs in uniaxial tension on the hysteretic response and energy dissipation capability of these materials. The properties given in Table 2.1 for Material II are calibrated by comparing the results of analytical and numerical analyses with the experimental results done on the present SMA helical spring. However, in order to take the uncertainty of the material properties into consideration, we present a discussion on the effect of changing material properties on the spring response in this section. The numerical results presented in this section can also be used in designing SMA helical springs for various applications. All the numerical results in this section are presented based on CBTM and the spring is considered to be at $T = 27^\circ C$.

Two of the material properties that have a significant influence on the SMA helical spring response in loading-unloading are the austenite and martensite elastic moduli. In
practice, the elastic modulus of different SMAs covers a wide range (see Toi et al. [185] for an SMA with $E_A = 34$GPa, $E_M = 28.5$GPa and Jacobus et al. [79] for an SMA with $E_A = 72$GPa, $E_M = 30$GPa). The effect of a decrease and increase in the elastic moduli of a material with properties given in Table 2.1 is shown in Figure 2.26. As it is shown in this figure, increasing $E_A$ and $E_M$ causes a remarkable increase in the hysteresis area that is strongly preferred for springs as energy absorbing devices. Note that this area is proportional to the amount of absorbed energy in an loading-unloading cycle.

![Figure 2.26: The effect of change of austenite and martensite elastic moduli on the loading-unloading response of a shape memory alloy helical spring.](image)

The effects of an increase or decrease in the parameter $d\sigma/dT$ by the amounts of 15% and 30% are shown in Figure 2.27. The parameter $d\sigma/dT$ is the transformation curve slope in stress-temperature space and as expressed in (??), it is related to the specific entropy difference $\rho\Delta s_0$ (see Qidwai and Lagoudas [162] for more details on the physics of the material properties and for a detailed experimental technique for measuring these properties). As it is shown in Figure 2.27, an increase in the parameter $d\sigma/dT$ decreases the hysteresis area but remarkably increases the spring stiffness. This figure leads to an important conclusion for designing SMA helical springs as energy absorbing devices. It shows that in the cases that a stiffer spring is needed, SMA materials with larger $d\sigma/dT$ are preferred while the springs made of SMA materials with lower $d\sigma/dT$ have lower stiffness.
and larger hysteresis area.

2.3.5.5 The effect of ambient temperature on the SMA spring response

As mentioned in §2.3.3, a slow loading rate is considered in the experimental and analytical analyses of the SMA helical spring in this chapter. In slow loadings, the isothermal assumption is valid and the spring can be considered to be in the same temperature with the ambient environment during loading and unloading. Since one of the applications of SMA helical springs is seismic retrofit of buildings [173], the spring may be used in various areas or at different times of a year. Therefore, it is important to study the effect of ambient temperature on the spring response. Three common temperatures are considered in Figure 2.28 and the spring loading-unloading response in these temperatures is calculated (the results are obtained using CBTM). As it is shown in this figure, the ambient temperature has a considerable effect on the SMA helical spring response and at higher temperatures the hysteresis area decreases remarkably while the stiffness is increased. The spring loading-unloading cycle has a larger hysteresis area at lower temperatures but the stiffness is lower compare to higher temperatures.
2.3.5.6 CBTM and STBM for analyzing different spring geometries

As mentioned in the previous sections, introducing the curvature effect in the solution based on the torsion of straight bars for analyzing helical SMA springs (SBTM), a more accurate method (CBTM) is obtained for SMA springs with smaller indices. Because the CBTM needs an iterative procedure for finding the location of torsion centroid, it is remarkably more time consuming compared to the STBM. From a design point of view it would be interesting to find the range of spring indices for which the STBM gives acceptable accuracy and a criterion for the necessity of using CBTM. In this section an SMA helical spring with properties given in Table 2.1 as Material II is considered. The mean coil radius is \( R_m = 2 \text{cm} \) and the total length of the spring is 11cm. The spring has 5 turns and it is subjected to tension causing a maximum elongation of 6cm. The cross section radius is considered variable for obtaining different helix indices. Temperature is assumed to be \( T = 300 \text{K} \). Figure 2.29(a) shows the maximum shear stress in the cross section and Figure 2.29(b) shows the maximum volume fraction in the cross section for different helix indices obtained by SBTM and SBTN. As it is shown in these figures decreasing the spring index, the difference between CBTM and SBTM increases. The results calculated by SBTM for
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**Figure 2.28:** The effect of temperature change on the loading-unloading response of shape memory alloy helical spring.
both the maximum shear stress and the martensitic volume fraction deviate more than 5% from the CBTM results for the helix indices smaller than 5. This difference increases considerably for the calculated maximum shear stress for spring indices smaller than 2.12 for which CBTM predicts completion of phase transformation and a sharp increase in the shear maximum stress in the cross section.

The analysis of maximum shear stress as a function of geometric properties, e.g. the spring index for different spring geometries can also be used in a design procedure for calculating the critical geometries for which the maximum shear stress reaches a critical value. This critical value can be considered as the stress corresponding to the end of reversible stress-strain response for the SMA material. As an example, if the maximum stress in the pseudoelastic stress-strain response is \( \tau_{\text{max}} = 300 \text{MPa} \), for spring indices smaller than 2.11, the maximum shear stress is more than the critical value and elongating the spring more than the considered value (6cm) will cause a nonrecoverable overstretching of the spring (see Figure 2.29(a)). Similar design graphs can be obtained by the present formulation for different geometric properties, material properties, and loading conditions.

![Graphs](image.png)

**Figure 2.29:** Comparison between the STBM and CBTM results for various helix indices for (a).
2.4 Shape Memory Alloy Thick-Walled Cylinders Subjected to Internal Pressure

In this section, a semi-analytic solution is presented for the analysis of shape memory alloy thick-walled cylinders subjected to internal pressure in both plane stress and plane strain conditions. First, a two-dimensional reduction of Boyd-Lagoudas's polynomial SMA constitutive model is obtained for both plane stress and plane strain. Then, the thick-walled cylinder is divided into a finite number of narrow annular regions and the loading is partitioned into a finite number of increments. Appropriate assumptions are made in each region in order to find a closed-form solution for the equilibrium equations in terms of radial displacements within the regions in which the phase transformation has started but has not completed. Considering the history of loading and the final values of transformation strain components, another solution is given for those regions and load increments for which the material is completely transformed to martensite. By satisfying the continuity condition at the interfaces between the annular regions and the boundary conditions at the inner and outer radii, a semi-analytic solution is obtained for any value of internal pressure.

Several numerical examples are presented for different loading phases and the results of the proposed solution are compared with those of three-dimensional finite element simulations in both plane stress and plane strain cases. In contrast with finite element simulations, the results of the present semi-analytic solution are not severely affected by the number of load steps, and they are independent of the criteria for satisfaction of the constitutive relation convergence, and the number of iterations for convergence in considering geometric nonlinearities. Considering the numerical stability of the present semi-analytic method, we believe that it can be used in validating the results of common numerical methods in analyzing shape memory alloy structures.

2.4.1 Martensitic volume fraction for plane strain and plane stress conditions

A thick-walled SMA cylinder subjected to uniform internal pressure $p$ is considered (see Figure 2.30). For a relatively short cylinder with open ends and in the absence of axial loads, plane stress is a good approximation. For long cylinders, cross sections far from
the ends are in a plane strain condition. In both cases, the three-dimensional constitutive
relations presented in the previous section can be reduced to two-dimensional constitutive
equations.

Figure 2.30: Cross section of a thick-walled SMA cylinder subjected to uniform internal
pressure.

The only nonzero stress components for the axisymmetric plane stress case are $\sigma_r$ and
$\sigma_\theta$. In this case the trace of stress tensor is $\text{tr} \sigma = \sigma_r + \sigma_\theta$. In the plane strain case, the stress
component along the axis of the cylinder is denoted by $\sigma_z$, and trace of the stress tensor
is $\text{tr} \sigma = \sigma_r + \sigma_\theta + \sigma_z$. It is worth mentioning that in contrast with the classical elasticity
problems, the out of plane component of stress cannot be expressed by $\sigma_z = \nu(\sigma_r + \sigma_\theta)$ due
to the transformation strain terms. However, for any value of $\sigma_r$ and $\sigma_\theta$, by enforcing the
plane strain condition $\epsilon_z = 0$, $\sigma_z$ can be calculated. We will present a brief discussion on
calculating $\sigma_z$ for SMAs in plane strain in the sequel. In these special cases (plane stress
and plane strain), the deviatoric stress tensor in (2.7) can be rewritten as

$$
e' \sigma = \frac{1}{3} \begin{bmatrix}
2\sigma_r - \sigma_\theta - \sigma_z & 0 & 0 \\
0 & 2\sigma_\theta - \sigma_r - \sigma_z & 0 \\
0 & 0 & 2\sigma_z - \sigma_r - \sigma_\theta \\
\end{bmatrix},$$

$$s' \sigma = \frac{1}{3} \begin{bmatrix}
2\sigma_r - \sigma_\theta & 0 & 0 \\
0 & 2\sigma_\theta - \sigma_r & 0 \\
0 & 0 & -\sigma_r - \sigma_\theta \\
\end{bmatrix},$$

(2.35)
where the left superscripts \( \varepsilon(\cdot) \) and \( \sigma(\cdot) \) represent a parameter in plane strain and plane stress, respectively. This notation will be used throughout the paper. Substituting (2.35) into (2.6), the transformation tensor for the forward phase transformation can be obtained. By substituting the transformation tensor into (2.9) the thermodynamic forces for the plane strain and plane stress conditions are obtained as follows:

\[
\varepsilon_\pi = H \varepsilon_{\sigma_{\text{eff}}} + \frac{1}{2} \Delta S_{11} \varepsilon_{\sigma^*_\text{eff}} + \mathbb{K} \quad \text{and} \quad \varepsilon_\pi = H \sigma_{\text{eff}} + \frac{1}{2} \Delta S_{11} \sigma^*_{\text{eff}} + \mathbb{K},
\]

where

\[
\varepsilon_{\sigma_{\text{eff}}} = (\sigma_r^2 + \sigma_\theta^2 + \sigma_z^2 - \sigma_r \sigma_\theta - \sigma_r \sigma_z - \sigma_\theta \sigma_z)^{1/2},
\]

\[
\varepsilon_{\sigma^*_{\text{eff}}} = \left[ \sigma_r^2 + \sigma_\theta^2 + \sigma_z^2 - 2\nu(\sigma_r \sigma_\theta + \sigma_r \sigma_z + \sigma_\theta \sigma_z) \right],
\]

\[
\varepsilon_{\sigma_{\text{eff}}} = (\sigma_r^2 + \sigma_\theta^2 - \nu \sigma_r \sigma_\theta)^{1/2},
\]

\[
\varepsilon_{\sigma^*_{\text{eff}}} = (\sigma_r^2 + \sigma_\theta^2 - 2\nu \sigma_r \sigma_\theta),
\]

\[
\mathbb{K} = (\Delta \alpha_{11} \sigma_r + \Delta \alpha_{22} \sigma_\theta)(T - T_0) - \rho \Delta c \left[ (T - T_0) - T \ln \left( \frac{T}{T_0} \right) \right]
\]

\[
+ \rho \Delta s_0 T - \rho b_M \xi - (\mu_1 + \mu_2) - \rho \Delta u_0,
\]

\[
\Delta S_{11} = \frac{1}{E_M} - \frac{1}{E_A}.
\]

The parameters \( E_M \) and \( E_A \) represent the elastic moduli for the martensite and austenite phases, respectively, and \( \nu \) is the Poisson’s ratio, which is assumed to be the same for both phases. Now, (2.10) and (2.36) are used in obtaining an explicit expression for the martensitic volume fraction \( \xi \). During the forward phase transformation from austenite to martensite (\( \dot{\xi} > 0 \)), the state of stress, temperature and martensitic volume fraction should remain on the transformation surface characterized by \( \Phi = \pi - Y = 0 \). By substituting (2.36) into this condition and using the relations between the constitutive model parameters (2.14) an explicit expression is obtained for the martensitic volume fraction in plane strain and plain stress states as:

\[
\varepsilon_\xi = \frac{1}{\rho b_M} \left[ H \varepsilon_{\sigma_{\text{eff}}} + \frac{1}{2} \Delta S_{11} \varepsilon_{\sigma^*_\text{eff}} + f(T) + \overset{\wedge}{T} \right],
\]

\[
\sigma_\xi = \frac{1}{\rho b_M} \left[ H \sigma_{\text{eff}} + \frac{1}{2} \Delta S_{11} \sigma^*_{\text{eff}} + f(T) + \overset{\wedge}{T} \right],
\]

71
where

\[ f(T) = (\Delta \alpha_{11} \sigma_r + \Delta \alpha_{22} \sigma_\theta) (T - T_0) - \rho \Delta c [(T - T_0) - T \ln (T/T_0)], \quad (2.40) \]

\[ \tilde{T} = \rho \Delta s_0 (T - M_s). \quad (2.41) \]

Transformation surface in the stress-temperature space is represented by two separate faces related to \( \xi = 0 \) and \( \xi = 1 \). To obtain the transformation surface in the plane strain case, for each value of the radial and circumferential stresses the plane strain condition in the reference temperature \( T = T_0 \) is given by the following algebraic equation (see the constitutive relation in (2.4))

\[ \epsilon_z = D_{eq} (\sigma_r - \nu \sigma_\theta - \nu \sigma_z) + \frac{1}{2} \sigma_{\text{eff}} (2 \sigma_z - \sigma_r - \sigma_\theta) \epsilon^\xi = 0, \quad (2.42) \]

where, \((H/2\sigma_{\text{eff}})(2 \sigma_z - \sigma_r - \sigma_\theta) \epsilon^\xi \) is the out of plane transformation strain \( \epsilon_z^\xi \) (calculating the transformation strain components will be expressed in more detail in §4). The martensitic volume fraction is expressed in (2.38) and the effective compliance component \( D_{eq} \) is

\[ D_{eq} = \frac{1}{E_A + \epsilon^\xi (E_M - E_A)}. \quad (2.43) \]

In the plane strain case, for any known \((\sigma_r, \sigma_\theta)\) stress state, (2.42) is an algebraic equation with \( \sigma_z \) as the only unknown. For finding the transformation function, for each value of the circumferential and radial stresses, (2.42) is solved numerically [55] and \( \sigma_z \) is calculated. Having the stress components, (2.38) and (2.39) are used to obtain the transformation functions in both plane stress and plane strain cases. At a given temperature, the transformation functions \( \xi = 0 \) and \( \xi = 1 \) are represented by curves in \((\sigma_r, \sigma_\theta)\) stress space. Figure 2.31 shows the transformation function in the start and finish of phase transformation for both the plane stress and plane strain conditions (material properties of Table ?? are used in plotting these curves). For any state of stress inside the \( \xi = 0 \) region, the material is in the fully austenine phase. The stress points outside \( \xi = 1 \) represent a fully martensite case, and any stress state between these two surfaces represents the material with phase transformation \( 0 < \xi < 1 \).

As it is shown in Figure 2.31, in the plane strain case the \( \xi = 1 \) curve is stretched along the \( \sigma_r = \sigma_\theta \) line. For studying this phenomenon, the out of plane stress obtained
Figure 2.31: Transformation function in $\sigma_r - \sigma_\theta$ space at $T = 315K$ for both plane stress and plane strain cases.

from solving the plane strain condition in (2.42) for any $(\sigma_r, \sigma_\theta)$ stress state is plotted in Figure 2.32. As it is shown in this figure, for any $(\sigma_r, \sigma_\theta)$ stress state inside the $\xi = 0$ curve (see Figure 2.31) the value of $\sigma_z$ is identical with the elastic case ($\sigma_z = \nu(\sigma_r - \sigma_\theta)$).

Between the $\xi = 0$ and $\xi = 1$ curves, $\sigma_z$ varies nonlinearly and is obtained from solving (2.42) and for any state of stress outside the $\xi = 1$ curve, the value of $\sigma_z$ is not unique and depends on the loading path\textsuperscript{13}. By increase of stresses on the $\sigma_r = \sigma_\theta$ path, the solution of (2.42) approaches $\sigma_z = \sigma_r = \sigma_\theta$, i.e. the hydrostatic stress state. Note that the presented constitutive relations are based on $J_2$ plasticity and the transformation function is an open surface along the hydrostatic pressure in this case (see Qidwai and Lagoudas [162]). See the open curve in Figure 2.31 for the plane strain case.

The elastic radial and hoop stress distribution for a thick-walled cylinder in plane stress or plane strain (see Figure 2.30) can be expressed as [27]:

\begin{align*}
\sigma_r &= \frac{pa^2(r^2 - b^2)}{r^2(b^2 - a^2)} \\
\sigma_\theta &= \frac{pa^2(r^2 + b^2)}{r^2(b^2 - a^2)}.
\end{align*}

\textsuperscript{13}For calculating $\sigma_z$ outside the $\xi = 1$ curve, the plane strain condition $\varepsilon_z = \frac{1}{E_M}(\sigma_r - \nu\sigma_\theta - \nu\sigma_z) + \varepsilon_z' = 0$ is solved in which $\varepsilon_z'$ is the final value of axial transformation strain during loading at the point that phase transformation has been completed. We will discuss this case in more detail in §6.
The axial stress component in plane strain for an elastic cylinder is expressed as $\sigma_z = \nu(\sigma_r - \sigma_\theta)$. Considering (2.38), (2.39), (2.44), and using the dimensionless quantities $R = r/a$ and $\beta = b/a$, the following expressions are obtained for the martensitic volume fraction in plane strain and plane stress as functions of internal pressure (using $\Delta c = \Delta \alpha_{11} = \Delta \alpha_{22} = 0$):

$$e\xi = \frac{H}{\rho b^M} \frac{p}{R^2(\beta^2 - 1)} \sqrt{4\nu^2 R^4 - 4\nu R^4 + 3\beta^4 + R^4} + \frac{\Delta S_{11}}{\rho b^M} \frac{p^2}{R^4(1 - \beta^2)^2} (\beta^4 + R^4 - 2\nu^2 R^4 + \nu\beta^4 - \nu R^4) + \frac{T}{\rho b^M}, \quad (2.45)$$

$$s\xi = \frac{H}{\rho b^M} \frac{p}{R^2(\beta^2 - 1)} \sqrt{3\beta^4 + R^4} + \frac{\Delta S_{11}}{\rho b^M} \frac{p^2}{R^4(1 - \beta^2)^2} (\beta^4 + R^4 + \nu\beta^4 - \nu R^4) + \frac{T}{\rho b^M}. \quad (2.46)$$

In deriving (2.45) and (2.46), the elastic stress distribution is considered for the cylinder, so this relation represents an exact expression only for the phase transformation innermost radius at the initiation of phase transformation, which is characterized by $\xi = 0$. Solving (2.45)
and (2.46) for the parameter $p$ by setting $\xi = 0$ gives:

\[
\xi_p = \frac{R_0^2(\beta^2 - 1)}{2 \Delta S_{11}(\beta^4 + R_0^4 - 2 \nu^2 R_0^4 + \nu \beta^4 - \nu R_0^4)} \left( -H \sqrt{4 \nu^2 R_0^4 - 4 \nu R_0^4 + 3 \beta^4 + R_0^4} \right)
\]

\[
\xi_p = \frac{R_0^2(\beta^2 - 1)}{2 \Delta S_{11}(\beta^4 + R_0^4 + \nu \beta^4 - \nu R_0^4)} \left( -H \sqrt{3 \beta^4 + R_0^4} \right)
\]

\[
+ \sqrt{3H^2 \beta^4 + H^2 R_0^4 - 4 \Delta S_{11}(\beta^4 + R_0^4 + \nu \beta^4 - \nu R_0^4)}
\]

(2.47)

Since (2.45) and (2.46) are solved for $(\xi = 0)$, we denote the parameter $R$ in this special case by $R_0$ where $R_0 = r_0/a$ and $r_0$ is the inner radius of the region in which the phase transformation has not started $(\xi = 0)$. Equations (2.47) and (2.48) can be used for exact prediction of phase transformation initiation that starts from the inner radius $(R_0 = 1)$.

Note that in the phase transformation initiation the whole cylinder is in the austenite phase and the elastic stress distribution in (2.44) is valid, so (2.47) and (2.48) present the exact solution in this case. Figure 2.33 shows this pressure for different values of $\beta$ and for three different temperatures in both plane stress and plane strain.

![Figure 2.33](image)

**Figure 2.33:** Exact value for the minimum pressure required for phase transformation initiation in SMA thick-walled cylinders in both plane stress (PS) and plane strain (PE).

As the elastic stress distribution is assumed in deriving (2.45)-(2.48), by spread of the
regions with phase transformation toward the outer radius, the precision of these relations is reduced as stress distribution in areas with phase transformation is different from the elastic stress distribution. Using (2.45) and (2.46), Figure 2.34 shows an approximate solution for the spread of phase transformation boundary ($R_0$) as the pressure increases for three different values of temperature. These results are obtained for a thick-walled cylinder with $\beta = 3$ in both plane stress and plane strain. The results of Figure 2.34 are exact for $R_0 = 1$ since the phase transformation boundary is at the inner radius in this case and the whole cylinder is in the fully austenite phase with elastic stress distribution. However, when the phase transformation boundary is spread through the outer radius ($R_0 > 1$) the elastic stress distribution is not valid in a portion of the thickness and the results of Figure 2.34 are approximate. The exact value for $R_0$ for different internal pressures will be given in the sequel.

**Figure 2.34:** An approximate value for the spread of phase transformation boundary in SMA thick-walled cylinders in both plane stress (PS) and plane strain (PE).
2.4.2 Transformation strains and their derivatives with respect to stress components

In this section, the two-dimensional form of the constitutive relations are expressed for material points with $0 < \xi < 1$. Substituting the transformation tensor into (2.5) and after integration, the following expressions are obtained for the transformation strain components in plane stress and plane strain:

$$
e^{t}_r = \frac{1}{2} \frac{H}{\epsilon_{\sigma_{\text{eff}}}} (2\sigma_r - \sigma_\theta - \sigma_z) \xi, \quad e^{t}_\theta = \frac{1}{2} \frac{H}{\epsilon_{\sigma_{\text{eff}}}} (2\sigma_\theta - \sigma_r - \sigma_z) \xi,$$

$$e^{t}_z = \frac{1}{2} \frac{H}{\epsilon_{\sigma_{\text{eff}}}} (2\sigma_z - \sigma_r - \sigma_\theta) \xi,$$

$$s^{t}_r = \frac{1}{2} \frac{H}{s_{\sigma_{\text{eff}}}} (2\sigma_r - \sigma_\theta) \xi, \quad s^{t}_\theta = \frac{1}{2} \frac{H}{s_{\sigma_{\text{eff}}}} (2\sigma_\theta - \sigma_r) \xi,$$

(2.49)

with the effective stresses expressed in (2.37). Using $\Delta c = \Delta \alpha_{11} = \Delta \alpha_{22} = 0$, substituting (2.38) into (2.49) leads to the following expression for the transformation strain components for the plane stress case:

$$s^{t}_r = s^F (2\sigma_r - \sigma_\theta), \quad s^{t}_\theta = s^F (2\sigma_\theta - \sigma_r),$$

(2.51)

and the transformation strain components in the plane strain case are obtained by substituting (2.39) into (2.50) as:

$$e^{t}_r = e^F (2\sigma_r - \sigma_\theta - \sigma_z), \quad e^{t}_\theta = e^F (2\sigma_\theta - \sigma_r - \sigma_z), \quad e^{t}_z = e^F (2\sigma_z - \sigma_r - \sigma_\theta),$$

(2.52)

where

$$s^F = \left( \frac{H^2}{2\rho b M} + \frac{H \Delta S_{11}}{4\rho b M} \epsilon_{\sigma_{\text{eff}}} + \frac{H \bar{T}}{2\rho b M} \epsilon_{\sigma_{\text{eff}}} \right),$$

$$e^F = \left( \frac{H^2}{2\rho b M} + \frac{H \Delta S_{11}}{4\rho b M} \epsilon_{\sigma_{\text{eff}}} + \frac{H \bar{T}}{2\rho b M} \epsilon_{\sigma_{\text{eff}}} \right),$$

(2.53)

(2.54)
Differentials of transformation strains in (2.51) and (2.52), after some lengthy algebraic manipulations, can be written as

\[
d(\epsilon_r^t) = \frac{1}{2 \rho b^M} \left\{ 2H^2 + H \, \frac{\varepsilon G}{\sigma_{\text{eff}}} + \left( \frac{1}{2} H \, \varepsilon A - \frac{H \, \varepsilon M}{(\sigma_{\text{eff}})^2} \right) \left( 2\sigma_r - \sigma_\theta - \sigma_z \right) \right\} \, d\sigma_r,
\]

\[
+ \left[ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon N}{\sigma_{\text{eff}}} \right] \left( 2\sigma_r - \sigma_\theta - \sigma_z \right) \right\} \, d\sigma_\theta,
\]

\[
+ \left[ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon O}{\sigma_{\text{eff}}} \right] \left( 2\sigma_r - \sigma_\theta - \sigma_z \right) \right\} \, d\sigma_z,
\]

(2.55)

\[
d(\epsilon_\theta^t) = \frac{1}{2 \rho b^M} \left\{ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon M}{\sigma_{\text{eff}}} \right\} \left( 2\sigma_\theta - \sigma_r - \sigma_z \right) \right\} \, d\sigma_r,
\]

\[
+ \left[ 2H^2 + H \, \varepsilon G + 2 \frac{H \, \varepsilon N}{\sigma_{\text{eff}}} \right] \left( 2\sigma_\theta - \sigma_r - \sigma_z \right) \right\} \, d\sigma_\theta,
\]

\[
+ \left[ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon O}{\sigma_{\text{eff}}} \right] \left( 2\sigma_\theta - \sigma_r - \sigma_z \right) \right\} \, d\sigma_z,
\]

(2.56)

\[
d(\epsilon_z^t) = \frac{1}{2 \rho b^M} \left\{ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon M}{\sigma_{\text{eff}}} \right\} \left( 2\sigma_z - \sigma_r - \sigma_\theta \right) \right\} \, d\sigma_r,
\]

\[
+ \left[ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon N}{\sigma_{\text{eff}}} \right] \left( 2\sigma_z - \sigma_r - \sigma_\theta \right) \right\} \, d\sigma_\theta,
\]

\[
+ \left[ 2H^2 + H \, \varepsilon G + 2 \frac{H \, \varepsilon O}{\sigma_{\text{eff}}} \right] \left( 2\sigma_z - \sigma_r - \sigma_\theta \right) \right\} \, d\sigma_z,
\]

(2.57)

for plane strain and

\[
d(\epsilon_r^t) = \frac{1}{2 \rho b^M} \left\{ 2H^2 + H \, \frac{\varepsilon G}{\sigma_{\text{eff}}} + \left( \frac{1}{2} H \, \varepsilon A - \frac{H \, \varepsilon M}{(\sigma_{\text{eff}})^2} \right) \left( 2\sigma_r - \sigma_\theta \right) \right\} \, d\sigma_r,
\]

\[
+ \left[ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon N}{\sigma_{\text{eff}}} \right] \left( 2\sigma_r - \sigma_\theta \right) \right\} \, d\sigma_\theta,
\]

(2.58)

\[
d(\epsilon_\theta^t) = \frac{1}{2 \rho b^M} \left\{ -H^2 - \frac{1}{2} H \, \varepsilon G - \frac{H \, \varepsilon M}{\sigma_{\text{eff}}} \right\} \left( 2\sigma_\theta - \sigma_r \right) \right\} \, d\sigma_r,
\]

\[
+ \left[ 2H^2 + H \, \varepsilon G + 2 \frac{H \, \varepsilon N}{\sigma_{\text{eff}}} \right] \left( 2\sigma_\theta - \sigma_r \right) \right\} \, d\sigma_\theta,
\]

(2.59)
for plane stress, where

\[ e_M = \frac{2\sigma_r - \sigma_\theta - \sigma_z}{2\sigma_{\text{eff}}}, \quad e_N = \frac{2\sigma_\theta - \sigma_r - \sigma_z}{2\sigma_{\text{eff}}}, \quad e_O = \frac{2\sigma_z - \sigma_r - \sigma_\theta}{2\sigma_{\text{eff}}}. \]

\[ e_A = \frac{\Delta S_{11}}{(\sigma_{\text{eff}})^2} [\sigma_{\text{eff}} (2\sigma_r - 2\nu\sigma_\theta - 2\nu\sigma_z) - e_M e_{\sigma_{\text{eff}}}^*], \]

\[ e_B = \frac{\Delta S_{11}}{(\sigma_{\text{eff}})^2} [\sigma_{\text{eff}} (2\sigma_\theta - 2\nu\sigma_r - 2\nu\sigma_z) - e_N e_{\sigma_{\text{eff}}}^*], \]

\[ e_C = \frac{\Delta S_{11}}{(\sigma_{\text{eff}})^2} [\sigma_{\text{eff}} (2\sigma_z - 2\nu\sigma_r - 2\nu\sigma_\theta) - e_O e_{\sigma_{\text{eff}}}^*], \]

\[ e_M = \frac{2\sigma_r - \sigma_\theta}{2\sigma_{\text{eff}}}, \quad e_N = \frac{2\sigma_\theta - \sigma_r}{2\sigma_{\text{eff}}}, \]

\[ e_A = \frac{\Delta S_{11}}{(\sigma_{\text{eff}})^2} [\sigma_{\text{eff}} (2\sigma_r - 2\nu\sigma_\theta) - e_M e_{\sigma_{\text{eff}}}^*], \quad e_B = \frac{\Delta S_{11}}{(\sigma_{\text{eff}})^2} [\sigma_{\text{eff}} (2\sigma_\theta - 2\nu\sigma_r) - e_N e_{\sigma_{\text{eff}}}^*], \]

\[ e_C = \Delta S_{11} \frac{\sigma_{\text{eff}}^*}{\sigma_{\text{eff}}}, \quad e^*_C = \Delta S_{11} \frac{\sigma_{\text{eff}}^*}{\sigma_{\text{eff}}}. \]

On the other hand by considering the fact that the transformation strains (in both plane stress and plane strain) are functions of material constants and the stress components, their differentials can be expressed as

\[ d(e^*_r) = \frac{\partial(e^*_r)}{\partial\sigma_r} d\sigma_r + \frac{\partial(e^*_r)}{\partial\sigma_\theta} d\sigma_\theta + \frac{\partial(e^*_r)}{\partial\sigma_z} d\sigma_z, \]

\[ d(e^*_\theta) = \frac{\partial(e^*_\theta)}{\partial\sigma_r} d\sigma_r + \frac{\partial(e^*_\theta)}{\partial\sigma_\theta} d\sigma_\theta + \frac{\partial(e^*_\theta)}{\partial\sigma_z} d\sigma_z, \]

\[ d(e^*_z) = \frac{\partial(e^*_z)}{\partial\sigma_r} d\sigma_r + \frac{\partial(e^*_z)}{\partial\sigma_\theta} d\sigma_\theta + \frac{\partial(e^*_z)}{\partial\sigma_z} d\sigma_z, \]

and

\[ d(e^*_r) = \frac{\partial(e^*_r)}{\partial\sigma_r} d\sigma_r + \frac{\partial(e^*_r)}{\partial\sigma_\theta} d\sigma_\theta, \quad d(e^*_\theta) = \frac{\partial(e^*_\theta)}{\partial\sigma_r} d\sigma_r + \frac{\partial(e^*_\theta)}{\partial\sigma_\theta} d\sigma_\theta. \]

Now, comparing (2.55)-(2.57) with (2.61) and (2.58)-(2.59) with (2.62) term by term, the derivatives of transformation strain components with respect to stress components can be obtained. Note that the expressions in (2.51) and (2.52) are valid only in regions that contain both austenite and martensite (0 < \xi < 1). In the following sections, the constitutive equations are linearized using the calculated derivatives of transformation strain components. The closed-form solutions are considered for two different cases. We will present the linearized constitutive equations for the the regions with partial phase transformation (0 < \xi < 1) in §2.4.3. The constitutive equation of §5 is applicable for the whole cylinder
when the material in the inner radius is not completely transformed to martensite. The linearized constitutive relations for regions fully transformed to martensite ($\xi = 1$) is given in §2.4.4. When the martensitic volume fraction reaches the value $\xi = 1$ at the inner radius, increase of pressure will cause the extension of martensite region toward the outer radius and the constitutive relations of §2.4.4 should be considered in analyzing regions that are fully transferred to martensite.

2.4.3 Semi-analytic solutions when the inner radius is not completely transformed to martensite

As was shown in Section 2.4.1, for a thick-walled cylinder subjected to internal pressure, the phase transformation initiates from the inner radius and spreads toward the outer radius for both plane stress and plane strain. So, it can be concluded that when the inner radius is not completely converted to martensite, throughout the thickness, the transformation strains can be expressed by (2.51) and (2.52) for the regions in which $0 < \xi < 1$ and they would be zero in the regions in which phase transformation has not started yet.

The solution in this case is obtained by splitting the applied pressure into a finite number of increments. By assuming that the solution is known in the $n$th increment$^{14}$, and by considering the derivatives of the transformation strain with respect to the stress components, a linearized constitutive relations is used for finding the solution in the $(n+1)$th increment. The transformation strains in the $i$th annular region for the $(n+1)$th increment

---

$^{14}$Zero internal pressure can be considered for the first increment. However, it is more efficient to consider a pressure for which the whole cylinder is in the austenite phase as the first increment. The value of the pressure that causes phase transformation to start was calculated in (2.47) and (2.48).
of loading can be expressed as:

\[ n+1(e^t_r)^i = \frac{n}{(\partial e^t_r)} (\partial (n+1)\sigma_r^n - n\sigma_r^n) + \frac{n}{(\partial e^t_r)} (\partial n\sigma_r^n - n\sigma_r^n) \]

\[ + \frac{n}{(\partial e^t_r)} (\partial n+1\sigma_z^n - n\sigma_z^n) + n(e^t_z)^i, \quad (2.63) \]

\[ n+1(e^t_\theta)^i = \frac{n}{(\partial e^t_\theta)} (\partial (n+1)\sigma_\theta^n - n\sigma_\theta^n) + \frac{n}{(\partial e^t_\theta)} (\partial n\sigma_\theta^n - n\sigma_\theta^n) \]

\[ + \frac{n}{(\partial e^t_\theta)} (\partial n+1\sigma_z^n - n\sigma_z^n) + n(e^t_z)^i, \quad (2.64) \]

\[ n+1(e^t_z)^i = \frac{n}{(\partial e^t_z)} (\partial (n+1)\sigma_z^n - n\sigma_z^n) + \frac{n}{(\partial e^t_z)} (\partial n\sigma_z^n - n\sigma_z^n) \]

\[ + \frac{n}{(\partial e^t_z)} (\partial n+1\sigma_\theta^n - n\sigma_\theta^n) + n(e^t_z)^i, \quad (2.65) \]

for plane strain and

\[ n+1(s^t_r)^i = \frac{n}{(\partial s^t_r)} (\partial (n+1)\sigma_r^n - n\sigma_r^n) + \frac{n}{(\partial s^t_r)} (\partial n\sigma_r^n - n\sigma_r^n) + n(s^t_r)^i, \quad (2.66) \]

\[ n+1(s^t_\theta)^i = \frac{n}{(\partial s^t_\theta)} (\partial (n+1)\sigma_\theta^n - n\sigma_\theta^n) + \frac{n}{(\partial s^t_\theta)} (\partial n\sigma_\theta^n - n\sigma_\theta^n) + n(s^t_\theta)^i, \quad (2.67) \]

for plane stress. In deriving (2.63)-(2.67), continuous functions of transformation strain derivatives are replaced by piece-wise constant functions. The cylinder is divided into a finite number of narrow annular regions as shown in Figure 2.35. The transformation strain derivatives are assumed constant in each region. Increasing the number of annular regions, the accuracy of this method increases.

Figure 2.35: Partitioning the cylinder’s cross section into a finite number of narrow annular regions.
By applying the load incrementally, the stress components, transformation strain components, and the transformation strain derivatives are known in the $n$th increment. We start from a load value for which the whole cylinder is in the austenite phase. In this case, the stress components for the first increment are calculated from the elastic solution. Increasing the internal pressure incrementally, the start of phase transformation is checked in each annular region by calculating the martensitic volume fraction using (2.38) and (2.39). For each annular region, the phase transformation starts at a specific load increment. For this special increment, equations (2.63)-(2.67) should be considered with a minor modification. Figure 2.36 shows the circumferential transformation strain surface in the stress space for plane stress. At the start of phase transformation in an annular region, the $(n+1)$th stress state corresponds to a generic point $B$ that lies between $\xi = 0$ and $\xi = 1$ curves (see Figure 2.31 and note that a part of these curves is shown in Figure 2.36) while the stress state in the $n$th increment lies inside the $\xi = 0$ curve (point $A$ in Figure 2.36). For this increment, neither the elastic solution nor the solution presented in (2.66) and (2.67) can be used as in deriving these equations it is assumed that the stress state in the $n$th increment corresponds to a point on the transformation strain surface located between $\xi = 0$ and $\xi = 1$ curves. However, these relations can be used for this special increment with the following minor modification. The loading path between the stress states $A$ and $B$ is assumed linear as shown in Figure 2.36. The intersection of this line with $\xi = 0$ curve is found numerically (point $k$ in Figure 2.36) and the stress components corresponding to this point are used instead of $n\sigma_i$ and $n\sigma_\theta$ in (2.66) and (2.67). It is obvious that the parameters $n(s\epsilon_r)^i$ and $n(s\epsilon_\theta)^i$ are zero for this increment since $\xi = 0$ at $k$ (see (2.49) and (2.50)). In the plane strain case, the same procedure is used for finding the circumferential and radial stress components at the onset of phase transformation in each region. The axial stress component is calculated by $n\sigma_z = \nu(n\sigma_r + n\sigma_\theta)$ (see the plane strain condition in (2.42) with $\epsilon\xi = 0$).

The total strain components for the $i$th annular region at the $(n+1)$th load increment
can be expressed as:

\[
\begin{align*}
  n+1(\varepsilon_r)^i &= n^{S_{11}} n+1 \sigma_r + n^{S_{12}} n+1 \sigma_\theta + n^{S_{13}} n+1 \sigma_z + n^{d_1} \\
  n+1(\varepsilon_\theta)^i &= n^{S_{21}} n+1 \sigma_r + n^{S_{22}} n+1 \sigma_\theta + n^{S_{23}} n+1 \sigma_z + n^{d_2}, \\
  0 &= n^{S_{31}} n+1 \sigma_r + n^{S_{32}} n+1 \sigma_\theta + n^{S_{33}} n+1 \sigma_z + n^{d_3},
\end{align*}
\] (2.68)

in plane strain and

\[
\begin{align*}
  n+1(\varepsilon_r)^i &= n^{S_{11}} n+1 \sigma_r + n^{S_{12}} n+1 \sigma_\theta + n^{d_1}, \quad n+1(\varepsilon_\theta)^i &= n^{S_{21}} n+1 \sigma_r + n^{S_{22}} n+1 \sigma_\theta + n^{d_2},
\end{align*}
\] (2.69)

**Figure 2.36:** Method of calculating the circumferential transformation strain for the special increments in which phase transformation starts and completes in the plane stress case.
in plane stress. The parameters $S$ and $d$ in (2.68) for the plane strain are expressed as

\[
\begin{align*}
n_{S_{11}}^i &= nD_{eq}^i + \left( \frac{\partial e_r^t}{\partial \sigma_r} \right)^i, \\
n_{S_{12}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial e_r^t}{\partial \sigma_\theta} \right)^i, \\
n_{S_{13}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial e_r^t}{\partial \sigma_z} \right)^i, \\
n_{S_{21}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial e_\theta^t}{\partial \sigma_r} \right)^i, \\
n_{S_{22}}^i &= nD_{eq}^i + \left( \frac{\partial e_\theta^t}{\partial \sigma_\theta} \right)^i, \\
n_{S_{23}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial e_\theta^t}{\partial \sigma_z} \right)^i, \\
n_{S_{31}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial e_\theta^t}{\partial \sigma_r} \right)^i, \\
n_{S_{32}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial e_\theta^t}{\partial \sigma_\theta} \right)^i, \\
n_{S_{33}}^i &= nD_{eq}^i + \left( \frac{\partial e_\theta^t}{\partial \sigma_z} \right)^i, \\
n_{d_1}^i &= -\left( \frac{\partial e_\theta^t}{\partial \sigma_r} \right)^i n_{\sigma_r}^i - \left( \frac{\partial e_\theta^t}{\partial \sigma_\theta} \right)^i n_{\sigma_\theta}^i - \left( \frac{\partial e_r^t}{\partial \sigma_z} \right)^i n_{\sigma_z}^i + (e_r^t)^i, \\
n_{d_2}^i &= -\left( \frac{\partial e_\theta^t}{\partial \sigma_r} \right)^i n_{\sigma_r}^i - \left( \frac{\partial e_\theta^t}{\partial \sigma_\theta} \right)^i n_{\sigma_\theta}^i - \left( \frac{\partial e_\theta^t}{\partial \sigma_z} \right)^i n_{\sigma_z}^i + (e_\theta^t)^i, \\
n_{d_3}^i &= -\left( \frac{\partial e_r^t}{\partial \sigma_r} \right)^i n_{\sigma_r}^i - \left( \frac{\partial e_r^t}{\partial \sigma_\theta} \right)^i n_{\sigma_\theta}^i - \left( \frac{\partial e_r^t}{\partial \sigma_z} \right)^i n_{\sigma_z}^i + (e_r^t)^i, \\
nD_{eq}^i &= \frac{1}{EA + n\xi_i (E^M - EA)}. 
\end{align*}
\]

(2.70)

For the plane stress case in (2.69), these parameters should be replaced by

\[
\begin{align*}
n_{S_{11}}^i &= nD_{eq}^i + \left( \frac{\partial s_r^t}{\partial \sigma_r} \right)^i, \\
n_{S_{12}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial s_r^t}{\partial \sigma_\theta} \right)^i, \\
n_{S_{13}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial s_r^t}{\partial \sigma_z} \right)^i, \\
n_{S_{21}}^i &= -\nu nD_{eq}^i + \left( \frac{\partial s_\theta^t}{\partial \sigma_r} \right)^i, \\
n_{S_{22}}^i &= nD_{eq}^i + \left( \frac{\partial s_\theta^t}{\partial \sigma_\theta} \right)^i, \\
n_{S_{23}}^i &= nD_{eq}^i + \left( \frac{\partial s_\theta^t}{\partial \sigma_z} \right)^i, \\
n_{d_1}^i &= -\left( \frac{\partial s_r^t}{\partial \sigma_r} \right)^i n_{\sigma_r}^i - \left( \frac{\partial s_r^t}{\partial \sigma_\theta} \right)^i n_{\sigma_\theta}^i - \left( \frac{\partial s_r^t}{\partial \sigma_z} \right)^i n_{\sigma_z}^i + (s_r^t)^i, \\
n_{d_2}^i &= -\left( \frac{\partial s_\theta^t}{\partial \sigma_r} \right)^i n_{\sigma_r}^i - \left( \frac{\partial s_\theta^t}{\partial \sigma_\theta} \right)^i n_{\sigma_\theta}^i - \left( \frac{\partial s_\theta^t}{\partial \sigma_z} \right)^i n_{\sigma_z}^i + (s_\theta^t)^i. 
\end{align*}
\]

(2.71)

All the coefficients in (2.70) and (2.71) are assumed to be known in the nth loading increment. Also, all the coefficients are considered constant within each narrow region. By inverting (2.68) and (2.69), the stress-strain relations are obtained for the ith region at the $(n+1)$th load increment as follows

\[
\begin{align*}
n+1\sigma_r^i &= C_{11}^i n+1(\epsilon_r^t)^i + C_{12}^i n+1(\epsilon_\theta^t)^i + n_{c_1}^i \\
n+1\sigma_\theta^i &= C_{21}^i n+1(\epsilon_r^t)^i + C_{22}^i n+1(\epsilon_\theta^t)^i + n_{c_2}^i. 
\end{align*}
\]

(2.72)

Equation (2.72) is applicable in both plane strain and plane stress cases. For plane strain, the parameters $\epsilon_r$ and $\epsilon_\theta$ are replaced by $e_r$ and $e_\theta$ and the coefficients $C_{mn}$, $m, n = 1, 2, 3$ are the components of the inverse of matrix $S$, a $3 \times 3$ matrix with components given in
The parameters \( e_m, m = 1, 2 \) in the plane strain case are expressed by

\[
\begin{align*}
ne_1^i &= -nC_{11}^i nd_1^i - nC_{12}^i nd_2^i - nC_{13}^i nd_3^i, \\
ne_2^i &= -nC_{21}^i nd_1^i - nC_{22}^i nd_2^i - nC_{23}^i nd_3^i,
\end{align*}
\]

with the parameters \( d_m, m = 1, 2, 3 \) given in (2.70). For plane stress, the parameters \( \epsilon_r \) and \( \epsilon_\theta \) in (2.72) are replaced by \( s\epsilon_r \) and \( s\epsilon_\theta \), respectively. The coefficients \( C_{mn}, m, n = 1, 2 \) are the components of the inverse of matrix \( S \), a \( 2 \times 2 \) matrix with components introduced in (2.71). The parameters \( e_m, m = 1, 2 \) in plane stress are given by

\[
\begin{align*}
ne_1^i &= -nC_{11}^i nd_1^i - nC_{12}^i nd_2^i \quad \text{and} \quad ne_2^i = -nC_{21}^i nd_1^i - nC_{22}^i nd_2^i,
\end{align*}
\]

where \( d_m, m = 1, 2 \) are given in (2.71).

In the absence of body forces, the equations of equilibrium for an axisymmetric problem in cylindrical coordinates are reduced to:

\[
\frac{d\sigma_r}{dr} + \frac{\sigma_r - \sigma_\theta}{r} = 0.
\]

(2.75)

Note that \( \epsilon_r = \frac{\partial u}{\partial r} \) and \( \epsilon_\theta = \frac{u}{r} \), where \( u \) represents the radial displacement. Substituting (2.72) into (2.75) and considering the strain-displacement relations, the equilibrium equation in terms of radial displacement is obtained as:

\[
\frac{d^2(n+1)u^i}{dr^2} + \frac{1}{r} \frac{d(n+1)u^i}{dr} - nf^i \frac{n+1}{r^2} + ng^i \frac{1}{r} = 0,
\]

(2.76)

where \( n+1u^i \) is the radial displacement in the \((n+1)\)th loading increment in the \(i\)th annular region and

\[
nf^i = \frac{nC_{22}^i}{nC_{11}^i} \quad \text{and} \quad ng^i = \frac{ne_1^i - ne_2^i}{nC_{11}^i}.
\]

(2.77)

Considering constant values for the above parameters in each annular region, a closed-form solution can be obtained for (2.76) as:

\[
n+1u^i(r) = \begin{cases} 
n+1A_1^i r \sqrt{nF^i} + n+1A_2^i r - \sqrt{nF^i} + \frac{n}{f^i-1} r & n f^i > 0, \\
n+1A_1^i \sin \left( \sqrt{-nF^i} \ln r \right) + n+1A_2^i \cos \left( \sqrt{-nF^i} \ln r \right) + \frac{n}{f^i-1} r & n f^i < 0,
\end{cases}
\]

(2.78)
where $n+1A_1^i$ and $n+1A_2^i$ are integration constants that should be found in the $(n+1)$th increment of loading. Substituting (2.78) into the strain-displacement relations and considering (2.72), the stress components within the $i$th region are obtained. For (2.78) these components are expressed as

$$n+1\sigma_r = n+1A_1^i \left[ r^{1-n_f} \left( nC_{11}^i \sqrt{n_f} + nC_{12}^i \right) \right] + n+1A_2^i \left[ r^{-1-n_f} \left( nC_{12}^i - nC_{11}^i \sqrt{n_f} \right) \right] + \frac{n^i g^i}{n_f - 1} + n^i e_1^i,$$

(2.79)

$$n+1\sigma_\theta = n+1A_1^i \left[ r^{1-n_f} \left( nC_{21}^i \sqrt{n_f} + nC_{22}^i \right) \right] + n+1A_2^i \left[ r^{-1-n_f} \left( nC_{22}^i - nC_{21}^i \sqrt{n_f} \right) \right] + \frac{n^i g^i}{n_f - 1} + n^i e_2^i,$$

(2.80)

For (2.78) the same procedure is followed. The solutions expressed in (2.78)-(2.80) are used for the regions in which the martensitic volume fraction is $0 < \xi < 1$. For those regions in which phase transformation has not started and the material is purely austenite, the above solution should be converted to the elastic solution by eliminating the last term in (2.78) and the last two terms in (2.79) and (2.80).

### 2.4.4 Closed-form solutions when the inner radius is completely transformed to martensite

For a special value of internal pressure, the inner radius completely transforms to martensite. For pressures lower than this value, the solution proposed in §2.4.3 would be applicable. By increasing the pressure, the fully martensite region will spread toward the outer radius and the previous solution is not valid in this region. For the $i$th narrow annular region in which the material is fully transformed to martensite in the $(n+1)$th increment, the strain components can be expressed as

$$n+1(e_{r}) = S_{11}^M n+1\sigma_r^i + S_{12}^M n+1\sigma_\theta^i + S_{13}^M n+1\sigma_z^i + (e_{r}^i),$$

$$n+1(e_{\theta}) = S_{21}^M n+1\sigma_r^i + S_{22}^M n+1\sigma_\theta^i + S_{23}^M n+1\sigma_z^i + (e_{\theta}^i),$$

$$0 = S_{31}^M n+1\sigma_r^i + S_{32}^M n+1\sigma_\theta^i + S_{33}^M n+1\sigma_z^i + (e_{z}^i),$$

(2.81)

An explicit expression cannot be obtained for this pressure. In each load increment, the martensitic volume fraction in all the annular regions is monitored to find the pressure that causes full transformation to martensite in different regions.
for plane strain and
\[
\begin{align*}
n+1 (s_{t\theta})^i &= S_{M}^{11} n+1 \sigma_r^i + S_{M}^{12} n+1 \sigma_\theta^i + (s_{t\theta})^i, \\
n+1 (s_{t\theta})^i &= S_{M}^{21} n+1 \sigma_r^i + S_{M}^{22} n+1 \sigma_\theta^i + (s_{t\theta})^i,
\end{align*}
\]
for plane stress, where
\[
S_{M}^{mn} = \begin{cases} 
\frac{1}{E_M} & \text{for } m = n, \\
-\frac{\nu M}{E_M} & \text{for } m \neq n. 
\end{cases}
\]

In (2.83), \( m, n = 1, 2, 3 \) for plane strain and \( m, n = 1, 2 \) for plane stress. The terms \((e_{1}^t)^i\), \((e_{2}^t)^i\), and \((e_{3}^t)^i\) in (2.81) and \((s_{t\theta})^i\) in (2.82) represent the final transformation strain components in the \( i \)th region for the plane stress and plane strain cases, respectively.

For calculating these terms, the martensitic volume fraction in each annular region is monitored in all the increments and the first loading increment in which the \( i \)th region is fully transformed to martensite is recorded. In this special increment, the stress state for the \( n \)th loading increment corresponds to a point located between \( \xi = 0 \) and \( \xi = 1 \) curves (see Figure 2.31). Point \( C \) in Figure 2.36 shows the stress state of such a point (the material properties of Table ?? and the plane stress condition are used for depicting the circumferential strain surface). The stress state of this annular region in the \((n+1)\)th increment corresponds to a point outside the \( \xi = 1 \) closed curve (point \( D \) in Figure 2.36). Approximating the load path between these two points by a line, the stress state corresponding to the intersection of line \( C-D \) and \( \xi = 1 \) curve (point \( k^\ast \) in Figure 2.36) is calculated numerically. For the plane strain case, the stress component \( \sigma_z \) at the corresponding point \( k^\ast \) is calculated by enforcing the plane strain condition as expressed in (2.42). The final transformation strain components are calculated by substituting the stress state of this point in (2.49) and (2.50) for the plane strain and plane stress cases, respectively (the circumferential transformation strain component corresponding to \( k^\ast \) in the plane stress is shown in Figure 2.36). The accuracy of the final transformation strains calculated by this method increases by increasing the number of load increments. We will compare the final transformation strains calculated by our method with those of a finite element simulation in a few numerical examples.
Using the inverses of (2.81) and (2.82), the stress-strain relations are expressed as:

\[ n+1 \sigma_r = C_{11}^M n+1(\epsilon_r)^i + C_{12}^M n+1(\epsilon_\theta)^i + \tilde{e}_1^i \quad \text{and} \quad n+1 \sigma_\theta = C_{12}^M n+1(\epsilon_r)^i + C_{22}^M n+1(\epsilon_\theta)^i + \tilde{e}_2^i, \]

(2.84)

where this relation is applicable for both plane stress and plane strain. For considering the relation in plane strain, \( \epsilon_r \) and \( \epsilon_\theta \) are replaced by \( \epsilon r \) and \( \epsilon \theta \), respectively. The coefficients \( C_{mn}^M \), \( m, n = 1, 2, 3 \) are the components of the inverse of matrix \( S^M \), a \( 3 \times 3 \) matrix with components given in (2.83). The parameters \( \tilde{e}_m \), \( m = 1, 2 \) in the plane strain case are

\[ \tilde{e}_1^i = -C_{11}^M (\epsilon r)^i - C_{12}^M (\epsilon \theta)^i - C_{13}^M (\epsilon z)^i \quad \text{and} \quad \tilde{e}_2^i = -C_{21}^M (\epsilon r)^i - C_{22}^M (\epsilon \theta)^i - C_{23}^M (\epsilon z)^i. \]

(2.85)

For the plane stress case, \( \epsilon_r \) and \( \epsilon_\theta \) in (2.84) are replaced by \( \epsilon r \) and \( \epsilon \theta \), respectively. The coefficients \( C_{mn}^M \), \( m, n = 1, 2 \) are the components of the inverse of matrix \( S^M \), a \( 2 \times 2 \) matrix with components introduced in (2.83). The parameters \( \tilde{e}_m \), \( m = 1, 2 \) in this case are expressed by

\[ \tilde{e}_1^i = -C_{11}^M (\epsilon r)^i - C_{12}^M (\epsilon \theta)^i \quad \text{and} \quad \tilde{e}_2^i = -C_{21}^M (\epsilon r)^i - C_{22}^M (\epsilon \theta)^i. \]

(2.86)

Substituting (2.84) into (2.75) and considering the strain-displacement relations, the equilibrium equation in terms of radial displacement in the \( i \)th region is obtained. Using assumptions similar to those in the previous section, the radial displacement for the \( i \)th region in the \((n+1)\)th loading increment \( n+1 u^i \), which is fully transformed to martensite can be expressed as:

\[ n+1 u^i = n+1 A^i_1 r + n+1 A^i_2 \frac{A^i_3}{r} - \frac{1}{2} \tilde{g}^i r \ln r + \frac{1}{4} \tilde{g}^i r, \]

(2.87)

where

\[ \tilde{g}^i = \frac{\tilde{e}_1^i - \tilde{e}_2^i}{C_{11}^M}. \]

(2.88)

Substitution of (2.87) into (2.84) and using the strain-displacement relations gives the stress
components in the \( i \)th fully martensite region as:

\[
\begin{align*}
\sigma_r &= n^{+1}A_1^i \left( C_{11}^M + C_{12}^M \right) + \frac{n^{+1}A_1^i}{r^2} \left( C_{12}^M - C_{11}^M \right) + C_{11}^M \left( -\frac{1}{2} \hat{g}^i \ln r - \frac{1}{4} \hat{g}^i \right) \\
&\quad + C_{12}^M \left( \frac{1}{2} \hat{g}^i \ln r + \frac{1}{4} \hat{g}^i \right) + \hat{e}_1^i, \\
\sigma_\theta &= n^{+1}A_2^i \left( C_{12}^M + C_{22}^M \right) + \frac{n^{+1}A_2^i}{r^2} \left( C_{22}^M - C_{12}^M \right) + C_{22}^M \left( -\frac{1}{2} \hat{g}^i \ln r - \frac{1}{4} \hat{g}^i \right) \\
&\quad + C_{22}^M \left( \frac{1}{2} \hat{g}^i \ln r + \frac{1}{4} \hat{g}^i \right) + \hat{e}_2^i.
\end{align*}
\] (2.89)

The solution expressed in (2.89) and (2.90) is valid from the inner radius up to the annular region in which the martensitic volume fraction is \( \xi < 1 \). For the other regions through the outer radius the solution expressed in §2.4.3 should be used.

### 2.4.5 Solution procedure

Using Equations (2.47) and (2.48) or Figure 2.33, the pressure for initiation of phase transformation in the cylinder is calculated. For any applied pressure below this minimum, the elastic solution is valid and for pressures above this minimum the subsequent procedure should be followed.

The cylinder is divided into \( N_1 \) narrow annular regions with the \( i \)th region \( r_i < r < r_{i+1} \) (see Figure 2.35). The loading is divided into \( N_2 \) increments. The first increment corresponds to zero internal pressure or any internal pressure for which the whole cylinder is in the austenite phase (see Figure 2.33). Assuming that for the \( n \)th loading increment the solution is known, in the \((n+1)\)th increment the following procedure is considered. The radial stress component in the innermost radius is assumed to be \( n^{+1}\sigma_r^{1} = -n^{+1}p \) that is the internal pressure corresponding to the \((n+1)\)th load increment. As the circumferential stress component is unknown, a typical value \( n^{+1}\sigma_\theta^{1} = \hat{\sigma} \) is assumed for initiating the solution procedure (e.g. \( \hat{\sigma} = n\sigma_\theta^{1} \)). In the plane strain case, the axial stress component \( \sigma_z \) in the inner radius is calculated by enforcing the plane strain condition given in (2.42). Equations (2.38) and (2.39) are used for calculating the martensitic fraction \( \xi \) at \( r = a \).

Depending on the calculated martensitic fraction in the inner radius, two cases are possible:

**Case I:** \( 0 < \xi^1 < 1 \). Equations (2.73), (2.74), and (2.77) are used for calculating the previously introduced constants in the first annular region. By substituting these
coefficients into (2.79) and (2.80), the unknown constants \( n+1A_1^1 \) and \( n+1A_2^1 \) are calculated. Now, the stress components can be calculated in \( r^2 \) by means of (2.79), (2.80), and by assuming the other parameters to be constants in the first annular region. The calculated stress components for the outer radius of the first region are considered as the stresses in the inner radius of the second region and the calculations are repeated.

In the plane strain case, the axial stress component in the inner radius of each region is calculated by enforcing the condition (2.42). These calculations are continued up to the last region. Now, the calculated radial stress for the external radius \( r = b \) should satisfy the boundary condition \( \sigma_r = 0 \). If this condition is not satisfied, the assumed circumferential stress in the innermost region (\( \tilde{\sigma} \)) is corrected (e.g. by a fraction of residual radial stress at the external boundary\(^{16} \)) and the procedure is repeated until satisfaction of the stress boundary condition at \( r = b \). As it will be shown in the numerical results, the number of iterations for achieving the consistent stress distribution is small. Note that if in any region in \( a < r < b \) the martensitic fraction becomes zero, the solution procedure should be switched to an elastic solution by eliminating the last term in (2.78) and the last two terms in (2.79) and (2.80).

**Case II:** \( \xi^1 = 1 \). As was explained in §6, to obtain the solution in this case, for each annular region, the special step in which that region is fully converted to martensite should be obtained (using (2.38) and (2.39)). In this special load increment the method of §6 and Figure 2.36 is used for calculating the parameters \( (\tilde{\epsilon}_r^i)^j \) and \( (\tilde{\epsilon}_\theta^i)^j \).

For any annular region in which the material is fully transformed to martensite, the previous procedure of Case I should be used by replacing (2.73), (2.74), (2.77), (2.79), and (2.80) by (2.85), (2.86), (2.88), (2.89), and (2.90), respectively. Note that, at the inner radius of each narrow annular region, the martensitic volume fraction is calculated and when it becomes less than 1 the solution is switched to that of Case I.

\(^{16}\)For the numerical results presented in this section, in the \( k \)th iteration \( k\tilde{\sigma} = k-1\tilde{\sigma} - 0.1(k-1\sigma_r)_{r=b} \), where the left subscripts are used for indicating the iteration number. Using this method and by considering a tolerance of 0.1 MPa for the residual radial stress at the outer radius, the boundary condition in the outer radius is satisfied for all the case studies in less than 10 iterations.
2.4.6 Numerical results

In this section, the SMA thick-walled cylinder shown in Figure 1 is considered with \( a=0.1 \) m, \( b=0.3 \) m and \( T=315 \) K. The outer radius is chosen three times the inner radius for satisfying the thick-walled condition for the cylinder. The cylinder is subjected to different internal pressures and the stress distribution is calculated using the proposed semi-analytic method in both plane stress and plane strain conditions.

First, a sensitivity analysis is performed for calculating the appropriate number of annular regions \( N_1 \) and load increments \( N_2 \) (see Appendix A). Based on the sensitivity analysis results, the thickness is divided into \( N_1 = 100 \) annular regions (see Figure 2.35) and the load is applied in \( N_2 = 20 \) increments. All the material properties used in the following numerical examples are presented in Table 2.1 (Material I), which are taken from Qidwai and Lagoudas [161].

For validation purposes, the three dimensional constitutive relations are used and an appropriate user subroutine (UMAT) has been written by FORTRAN in the commercially available finite element program ABAQUS that enables this code to model SMA structures using solid elements. For modeling SMA thick-walled cylinders by 3D solid elements, a 15° sector of a short thick-walled cylinder is considered. The axisymmetric boundary conditions are imposed by constraining the boundary nodes from moving along the circumferential direction. For modeling the plane stress condition, both ends of the cylinder are free in moving along the axial direction and the plane strain condition is imposed by constraining both ends in the axial direction. The developed finite element code is validated by comparing with the previously reported works for SMA structures, e.g. uniaxial tension, bending of beams, and deflection analysis of cylindrical panels [126]. Quadratic (20 node cubic) elements are used. One element is considered along the circumferential and axial directions and the thickness is divided into 30 elements. The pressure loading is divided into 100 steps and the tolerance of \( 1 \times 10^{-6} \) is considered for the convergence of transformation function (see Mirzaeifar et al. [126]).

A sensitivity analysis is performed for choosing the appropriate number of annular regions \( N_1 \) and load increments \( N_2 \) in the semi-analytic solution, and the number of elements
and load increments in the finite element simulations. The stress components are considered to be converged when the maximum difference is smaller than 0.1 MPa and the martensitic volume fraction convergence is achieved when the maximum difference is smaller than 0.001. Figure 2.37(a) shows the effect of increasing the number of annular regions on the martensitic volume fraction distribution in the plane strain case for \( p = 200 \text{MPa} \) and with considering 20 load increments. The convergence is achieved with 100 annular regions for the martensitic volume fraction. The convergence of the circumferential stress in this case for 100 annular regions is shown in Figure 2.37(b). The convergence for radial stress distribution is achieved with 50 annular regions. Our numerical tests show that \( N_1 = 100 \) is the optimum value.
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**Figure 2.37:** The effect of the number of annular regions in the semi-analytic solution on (a) martensitic volume fraction, and (b) circumferential stress in the plane strain case \( (p = 200 \text{MPa} \text{ and 20 load increments}) \).

Figure 2.38(a) shows the effect of increasing the number of loading increments on the martensitic volume fraction distribution in the plane strain case for \( p = 200 \text{MPa} \) when the number of annular regions is \( N_1 = 100 \). Convergence is achieved with 10 load increments for the martensitic volume fraction. Convergence of the circumferential stress in this case is achieved with 20 load increments as shown in Figure 2.38(b). Convergence for radial stress distribution is achieved with 10 annular regions. It is seen that \( N_2 = 20 \) is the optimum value. The convergence study for the plane stress case leads to the same optimum number.
of annular regions and load increments.

Figure 2.38: The effect of the number of load increments in the semi-analytic solution on (a) martensitic volume fraction, and (b) circumferential stress in the plane strain case (\(p = 200\, MPa\) and 100 annular regions).

Figure 2.39 shows the effect of the number of finite elements on the finite element simulation results for the martensitic volume fraction and circumferential stress component in the plane stress case. As it is shown, results are not sensitive to the number of elements. The same analysis is performed for all the parameters and Mesh 2 (see the caption of Figure 2.39 for mesh definitions) with \(30 \times 1 \times 1\) elements in \(r, \theta\) and \(z\) directions is considered for all the studies presented in this paper (20 node cubic elements are used in all cases).

In order to find the appropriate number of load increments in the finite element simulations, a sensitivity analysis for the number of load increments is performed for all the parameters. Figure 2.40 shows the effect of load increment numbers on the volume fraction and circumferential stress component in the plane stress case. As it is seen, the finite element simulation results are not sensitive to the number of load increments as well. It is worth mentioning that the history of these parameters as a function of internal pressure is highly affected by the load increment numbers. For all the case studies presented in this paper 100 load increments are considered. The same sensitivity analysis for the plane strain case and for the other parameters is performed and the results are very similar to those of plane stress.
Figure 2.39: The effect of the number of elements in the finite element simulation on (a) martensitic volume fraction, and (b) circumferential stress in the plane stress case for Mesh 1: $10 \times 1 \times 1$ elements (in $r, \theta$ and $z$ directions), Mesh 2: $30 \times 1 \times 1$ elements, and Mesh 3: $60 \times 2 \times 1$ elements ($p = 200 \text{MPa}$ and 100 load increments).

Figure 2.40: The effect of the number of the load increments in the finite element simulations on (a) martensitic volume fraction, and (b) circumferential stress in plane stress ($p = 200 \text{MPa}$ and $30 \times 1 \times 1$ elements in $r, \theta$ and $z$ directions).
Three different values of internal pressure are considered for the first case in §2.4.5. Figure 2.41(a) shows the radial stress distribution for the internal pressures \( p = 120, 160 \) and \( 200 MPa \) in plane strain. In all the cases, the stress boundary condition in the external radius is satisfied with a tolerance of 0.1 MPa in less than ten iterations (see §2.4.5 for the solution procedure). This figure also shows the results obtained by the finite element method for each pressure. The circumferential stress distribution for these values of internal pressure is depicted in Figure 2.41(b) in plane strain. As it is shown in this figure, circumferential stress has an ascending distribution in the region in which material transformation has taken place and consequently follows a descending distribution in the fully austenite region. However, as it will be shown in the following case studies, the circumferential stress distribution does not follow this pattern for all the values of internal pressure. The axial stress component in plane strain condition obtained by the semi-analytic solution is compared with the finite element results in Figure 2.41(c). Martensitic volume fraction distribution, calculated by the present method is shown and compared with the finite element results in Figure 2.41(d). By comparing the results presented in Figure 2.41(d) with the approximate results of Figure 2.34, it is seen that the error of Figure 2.34 in predicting the boundary of phase transformation for internal pressures \( p=120, 160 \) and 200 MPa is 0.8, 11.4 and 27.1 percent, respectively. As expected, the error of calculating the material transformation boundary by considering elastic stress distribution in regions with phase transformation (like that presented in Figure 2.34) increases by increase of the radius at which material transformation has occurred.

The radial stress distribution, circumferential stress distribution, and martensitic volume fraction in plane stress are shown in Figure 2.42. Comparing these distributions in plane stress and plane strain reveals a minor differences in the radial and circumferential stress distributions. It is worth mentioning that for elastic cylinders the radial and circumferential stress distributions are identical in plane stress and plane strain. However, in the present case of an SMA thick-walled cylinder, the phase transformation depends on the three-dimensional state of stress and is affected by the axial stress that exists only in the plane strain case. Therefore, the phase transformation distributions in plane stress and
Figure 2.41: Distribution of (a) radial stress, (b) circumferential stress, (c) axial stress, and (d) martensitic volume fraction for a SMA thick-walled cylinder under internal pressure in plane strain with $0 < \xi < 1$ at the inner radius.

plane strain are not the same. This difference is calculated in (2.38)-(2.39) and can clearly be seen by comparing the results in Figures 2.41(d) and 2.42(c). The difference in the phase transformation distribution and the boundary of the region with phase transformation causes a minor difference in the radial and circumferential stress distributions for plane stress and plane strain.

To obtain the internal pressure at which the martensitic volume fraction in the innermost radius reaches $\xi = 1$, a trial and error method is used and the value of this pressure for the present case study is calculated to be $p = 238\, MPa$ in plane stress and $p = 260\, MPa$ in plane strain. Distribution of stress components and martensitic volume fraction for these
Figure 2.42: Distribution of (a) radial stress, (b) circumferential stress, and (c) martensitic volume fraction for an SMA thick-walled cylinder subjected to internal pressure in plane stress with $0 < \xi < 1$ at the inner radius.

Pressures are calculated by the method of §2.4.3 and are depicted in Figures 2.43 and 2.44 for plane strain and plane stress, respectively. For any internal pressure larger than these values, the fully martensite region spreads towards the outer radius and the method of §2.4.4 should be used in any fully transformed annular region. The method of §2.4.4 is used and distribution of stress components is calculated for $p = 300\,MPa$ in both plane stress and plane strain cases (see §2.4.5 for the solution procedure in this case).

For the internal pressure $p = 300\,MPa$, a portion of the cylinder is fully transformed to martensite in both plane stress and plane strain conditions. Figure 2.43 compares the radial, circumferential, and axial stress distributions, and the martensitic volume fraction.
calculated by the present semi-analytic method and the three-dimensional finite element simulations in the plane strain case. The radial stress, circumferential stress, and martensitic volume fraction distributions for plane stress are shown and compared with the finite element results in Figure 2.44.

As it is shown in Figures 2.43(b) and 2.44(b), by spread of the fully martensite region, the circumferential stress distribution in the fully transformed region increases considerably. This phenomenon should be considered in the design of SMA thick-walled pipe joints or pressure vessels. A designer should consider that any internal pressure that causes a portion of the cylinder to be fully transformed to martensite will produce an extremely large
Figure 2.44: Distribution of (a) radial stress, (b) circumferential stress, (c) martensitic volume fraction, and (d) transformation strain components for an SMA thick-walled cylinder under internal pressure in plane stress with $\xi = 1$ at the inner radius.

circumferential stress in the inner radius that should preferably be avoided. Figure 2.43(c) shows the axial stress distribution in the plane strain case. As it is shown the present method of enforcing the plane strain condition for calculating the axial stress component leads to a good agreement between the semi-analytic and numerical simulation results. Distribution of martensitic volume fraction is shown in Figures 2.43(d) and 2.44(c) for plane strain and plane stress, respectively. As it is shown in these figures, for $p = 300\, \text{MPa}$ an annular region attached to the inner radius is completely converted to martensite ($\xi = 1$). As explained in §6 and depicted in Figure 2.36, in the present semi-analytic solution an approximation is used for finding the values of transformation strains in the region that is
completely converted to martensite. In order to study the accuracy of this approximation, the values of transformation strain components in plane stress are calculated for internal pressure $p = 300 \text{MPa}$. These values are compared with the results of finite element simulations in Figure 2.44(d). As it is seen, the present method predicts the transformation strains in a good agreement with the finite element results. So it can be concluded that choosing appropriate number of load steps in the semi-analytic solution, the proposed approximation will not affect the results. Looking at Figures 2.41 to 2.44 reveals the acceptable agreement between the numerical simulation results and the present semi-analytic solution. It is worth mentioning that the results of the present method are obtained without a massive computation in contrast with the finite element (or other numerical simulations) that require a massive iterative computational process. Since the semi-analytic solution is not affected by those parameters that may make a numerical simulation ill-conditioned (e.g. the number of loading steps and the number of convergence iterations in satisfying the constitutive equation (see Qidwai and Lagoudas [161]) or the number of equilibrium iterations in the nonlinear finite element simulation\(^{17}\), we believe that our method can be used for validating the accuracy of numerical methods like finite element method in modeling shape memory alloy structures.

### 2.5 Superelastic Bending of Shape Memory Alloy Beams

In this section a closed-form solution is given for bending analysis of superelastic shape memory alloy beams. Some three-dimensional constitutive relations are reduced to an appropriate one-dimensional form required for formulating the bending problem and explicit expressions are given for the stress and martensitic volume fraction distributions in the beam cross section. These explicit expressions are used for obtaining closed-form relations between bending moment and curvature in pure bending. In addition to the $J_2$ model based on symmetric tension-compression response, another $J_2 - I_1$-based model is presented that

\(^{17}\)In the present case studies, the finite element simulation in each load increment (loading was divided into 100 increments) needs up to 20 iterations for satisfying the constitutive equations convergence criteria with a tolerance of $1 \times 10^{-6}$ for the convergence of transformation function (see Qidwai and Lagoudas [161] and Mirzaeifar et al. [126]). Since the geometry and loading are axisymmetric, the elements in the finite element model are not distorted significantly and less than five iterations were performed for the equilibrium satisfaction due to the nonlinear geometry in the finite element model.
is capable of studying bending in materials that have asymmetric response in tension and compression. Several case studies are presented for studying the accuracy of our method by comparing the results with those of three-dimensional finite element simulations. The effect of taking into account the tension-compression asymmetry in the bending response of shape memory alloys is also studied. In order to study the applicability of the present formulation in the micro scale, some experimental data on the bending of a [111] oriented NiTi micropillar are used. It is shown that the present formulation can be used for calculating the global force-deflection response with a good accuracy compared to the experimental results. Our model is shown to be very useful in finding the stress distributions, which are practically difficult to be measured in experiments. It is also shown that the present formulation can be used to find the tensile response of micropillars (which is very difficult to be measured experimentally) by using the responses in compression and bending. The predicted tensile response is compared with those obtained from analyzing [111] oriented NiTi single crystals, and a good agreement is observed.

2.5.1 Three-dimensional constitutive equations and one-dimensional reduction for bending

In this section we use the three-dimensional phenomenological macroscopic constitutive model for polycrystalline SMAs as explained in Section 2.2. However, in addition to the $J_2$-based model that is used in the previous sections, we also develop a solution based on the $J_2 - I_1$ transformation functions that is capable of studying bending in materials that have asymmetric response in tension and compression. Assuming the existence of a thermoelastic region (transformation surface) bounded by a smooth hypersurface, which can be described by a transformation function $\Phi$ as $\Phi(\sigma, \pi) = 0$, we choose the following general form for the transformation function [162]

$$\Phi(\sigma, \pi) = \left[\tilde{\Phi}(\sigma) + \pi + \frac{Y}{2}\right]^2 - Y^2 = \left[\tilde{\Phi}(\sigma) + \pi + Y\right] \left[\tilde{\Phi}(\sigma) + \pi - Y\right], \quad (2.91)$$

where $\tilde{\Phi}(\sigma)$ is the stress related transformation function that will be defined in the following sections and $Y$ is a measure of internal dissipation due to microstructural changes during
phase transformation. The transformation surface that controls the onset of direct (austenite to martensite) and reverse (martensite to austenite) phase transformation is defined as

\[
\tilde{\Phi}(\sigma) + \pi = \begin{cases} 
Y, & \dot{\xi} > 0, \\
-Y, & \dot{\xi} < 0.
\end{cases} 
\tag{2.92}
\]

Considering the fact that any change in the state of the system is only possible by a change in the internal state variable \(\xi\) [25], the evolution of the transformation strain tensor is related to the evolution of the martensitic volume fraction as \(\dot{\epsilon}^t = (\partial \tilde{\Phi}(\sigma)/\partial \sigma) \dot{\xi} = \Gamma \dot{\xi}\), where \(\Gamma\) represents a transformation tensor associated with the chosen transformation function.

By ignoring the shear force in the cross section of an SMA beam subjected to bending, the state of stress and strain is one dimensional. Considering the cross section in the \(yz\)-plane and the beam axis along the \(x\)-axis, the only non-zero stress component is \(\sigma_x\). However, the strain and transformation strain tensors have other non-zero components as will be shown in the following two sections where the transformation tensor is obtained.

### 2.5.1.1 Transformation function based on \(J_2\) with symmetric tension-compression response

By appropriate selection of the function \(\tilde{\Phi}(\sigma)\), different material responses observed in experiments can be modeled by this constitutive framework. There are numerous selections for the transformation function of SMAs in the literature based on \(J_2\) [161], \(J_2 - J_3\) [66], \(J_2 - I_1\) [14], and \(J_2 - J_3 - I_1\) [162]. The models with a transformation function based on a \(J_2\) invariant are the simplest and the best choice for our purposes of seeking a closed-form solution. However, by developing the constitutive equations based on \(J_2\) invariant, although the majority of the SMA experimentally-observed responses are modeled with good accuracy, the tension-compression asymmetry (that plays an important role in bending as it will be shown in the numerical results section) cannot be modeled. We will use a \(J_2\)-based model and also modify it by using a \(J_2 - I_1\) model for taking into account the tension-compression asymmetry. The function \(\tilde{\Phi}(\sigma)\) for a \(J_2\)-invariant based model is given by

\[
\tilde{\Phi}(\sigma) = \sqrt[3]{3J_2} = \sqrt[3]{\frac{3}{2} \sigma' : \sigma'}, 
\tag{2.93}
\]
where \( \aleph \) is a material constant corresponding to the maximum transformation strain during forward phase transformation in tension or compression. In (2.93) the deviatoric stress is \( \sigma' = \sigma - \frac{1}{3}(\text{tr} \sigma)I \), where \( I \) is the identity matrix. The transformation tensor associated with this function is obtained as \( \Gamma = \frac{3\aleph}{2} \sigma' / \sqrt{3J_2} [128] \). The evolution equation in this case reads \( \dot{\epsilon}^t = \Gamma \dot{\xi} \).

For studying pure bending in SMAs using the fact that the only non-zero stress component is \( \sigma_x \), the second deviatoric stress invariant is simplified and \( \sqrt{3J_2} = |\sigma_x| \), where \( |.| \) is the absolute value. The transformation tensor for pure bending in the case of \( J_2 \)-based model is reduced to read

\[
\Gamma = \aleph \text{sgn}(\sigma_x) \begin{bmatrix}
1 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & -0.5
\end{bmatrix},
\]

where \( \text{sgn}(.) \) is the sign function. Substituting (2.94) into the evolution equation, if we denote the transformation strain along the beam axis by \( \epsilon^t_x \), the transformation strain components in the cross section are \( \epsilon^t_y = \epsilon^t_z = -0.5\epsilon^t_x \) and the other components are zero during loading. This is equivalent to assuming that phase transformation is an isochoric (volume preserving) process, which is a consequent of considering the transformation function based only on the \( J_2 \)-invariant. It is worth noting that in developing the three-dimensional constitutive relations a more precise model is obtained by assuming a different transformation tensor related to the second deviatoric transformation strain invariant during reverse phase transformation [127, 128], but in the present case of pure bending in which the normal stress is the only non-zero stress component, the transformation tensors are identical during forward and reverse phase transformations.

2.5.1.2 Modeling tension-compression asymmetry using a \( J_2-I_1 \)-based transformation function

It is experimentally well known that single crystal and polycrystalline shape memory alloys have a non-symmetric tension-compression response [60, 63, 113, 182]. There have been numerous efforts in the literature for better understanding the origins of this secondary effect in SMAs and introducing appropriate constitutive relations capable of modeling this
effect [17, 145, 153]. Most of the existing constitutive relations for modeling the tension-compression asymmetry are appropriate only for numerical simulations and not for closed-form solutions because of their complexity. We use the $J_2-I_1$-based transformation function that enables the constitutive relations to model the tension-compression asymmetry besides relative simplicity compared to the other models [14, 162]. The function $\tilde{\Phi}(\sigma)$ for this model is given by

$$\tilde{\Phi}(\sigma) = \eta \sqrt{3J_2} + \omega I_1 = \eta \sqrt{\frac{3}{2}\sigma':\sigma'} + \omega \text{tr}(\sigma),$$

(2.95)

where $\eta$ and $\omega$ are material constants related to the maximum transformation strains during forward phase transformation in tension and compression. The transformation tensor associated with the chosen function is given by $\Gamma = \frac{3\eta}{2} \sqrt{3J_2} I + \omega I$ [14]. The evolution function in this case is similar to the $J_2$ model by replacing the transformation tensor with the previously derived tensor. It is worth noting that by setting $\omega = 0$ in the $J_2-I_1$ model, the $J_2$ model is not obtained because the material constants are calibrated separately for these two models. The material constants in (2.95) can be calibrated for modeling the volumetric strain or the tension-compression asymmetry. We will use the later method because we are studying the effect of asymmetry of tension-compression response on the bending of SMAs. However, it is shown that by calibrating the material constants in this manner, the model will predict a positive volumetric transformation strain, which is unrealistic\(^{18}\) [162]. However, we are interested in the bending problem by considering the axial components of stress and strain. The volumetric transformation strain has no effect on our solution. In the special case that the only non-zero stress component is the normal stress $\sigma_x$, the transformation tensor is given by

$$\Gamma = \eta \text{sgn}(\sigma_x) \begin{bmatrix} 1 & 0 & 0 \\ 0 & -0.5 & 0 \\ 0 & 0 & -0.5 \end{bmatrix} + \omega \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$  

(2.96)

\(^{18}\)Experiments on polycrystalline NiTi show a negative change of volume during phase transformation. $J_2$ models predict a zero transformation volumetric strain and the $J_2-I_1$ model leads to a positive value. $J_2-J_3-I_1$ models are able to account for a negative transformation strain.
2.5.2 Stress-strain relationship for SMAs in pure bending

In the one-dimensional case corresponding to pure bending, substituting the transformations functions (2.93) and (2.95) into the expression of thermodynamic force \( \Phi \) and the transformation criteria (2.92) enable us to find an explicit expression for the martensitic volume fraction. Using the relations between the constitutive model parameters (2.14) the explicit expressions for the martensitic volume fraction in direct and inverse phase transformation for \( J_2 \) and \( J_2 - I_1 \) models in pure bending after some mathematical manipulation are simplified to read

\[
\xi^\pm = \frac{1}{\rho b^\pm} \left\{ \eta |\sigma_x| + \frac{1}{2} \sigma_x^2 \Delta S_{11} + \rho \Delta s_0 (T - T^\pm) \right\},
\]

for the \( J_2 \)-based model and

\[
\xi^\pm = \frac{1}{\rho b^\pm} \left\{ \eta |\sigma_x| + \omega \sigma_x + \frac{1}{2} \sigma_x^2 \Delta S_{11} + \rho \Delta s_0 (T - T^\pm) \right\},
\]

for the \( J_2 - I_1 \)-based model, where the + and - symbols are used for indicating the loading and unloading, respectively, and \( T^+ = M_s, \ T^- = A_f, \ \rho b^+ = \rho b^M, \ \text{and} \ \rho b^- = \rho b^A. \)

Throughout this paper we use the superscripts + and - for any variable for indicating the forward and reverse phase transformations, respectively.

Substituting the transformation tensors (2.94) and (2.96) into the evolution equation, the explicit expressions \( \epsilon_t^x = \eta \text{ sgn}(\sigma_x) \xi \) and \( \epsilon_x^c = [\eta \text{ sgn}(\sigma_x) + \omega] \xi \) are obtained for the \( J_2 \) and \( J_2 - I_1 \) models, respectively. Considering an SMA beam subjected to bending both the axial stress and transformation strain components are positive in the region that is in tension and negative in the region that is subjected to compression. For the sake of simplicity, we write the transformation strain based on \( J_2 \) and \( J_2 - I_1 \) models with the same equation \( \epsilon_x^c = (\ell_c \hat{\eta} + \hat{\omega}) \xi \), where the loading coefficient \( \ell_c \) is +1 in tension and -1 in compression, and the parameters \( (\hat{\eta}, \ \hat{\omega}) \) are replaced with \( (\eta, \ \omega) \) for the \( J_2 - I_1 \) model and replaced with \( (\eta, \ 0) \) for the \( J_2 \) based model. Substituting the resulting transformation strain into (2.4) gives the following one-dimensional constitutive equation

\[
\epsilon_x = (S_{11}^A + \xi \Delta S_{11}) \sigma_x + \alpha_A (T - T_0) + (\ell_c \hat{\eta} + \hat{\omega}) \xi,
\]

(2.99)
where \( S_{11}^A = 1/E^A, \Delta S_{11} = 1/E^M - 1/E^A \) (\( E^A \) and \( E^M \) are the elastic moduli of austenite and martensite, respectively). Substituting the martensitic volume fractions (2.97), (2.98), and using the Euler beam theory for the strain-curvature relation \( \epsilon_x = -\kappa y \), where \( \kappa \) is the axis curvature and \( y \) is the distance from the neutral axis into (2.99), the stress-strain relation can be written as the following cubic equation

\[
\sigma_x^2 + a \sigma_x^2 + b \sigma_x + c + \kappa y = 0, \tag{2.100}
\]

where \( a, b, c, \) and \( \kappa \) are constants given by

\[
a = \frac{3(\ell_c \check{\eta} + \check{\omega})}{\Delta S_{11}}, \quad b = \frac{2\rho \Delta s_0(T - T^\pm) + 2(\ell_c \check{\eta} + \check{\omega})^2 + 2\rho b_0 \pm S_{11}^A}{\Delta S_{11}^2},
\]

\[
c = \frac{2(\ell_c \check{\eta} + \check{\omega}) \rho \Delta s_0(T - T^\pm) + 2\rho b_0 \pm \sigma_A(T - T_0)}{\Delta S_{11}^2}, \quad \kappa = \frac{2\kappa \rho b_0 \pm \sigma_A(T - T_0)}{\Delta S_{11}^2}. \tag{2.101}
\]

The cubic equation (2.100) is solved for \( \sigma_x \) as a function of temperature and strain. The acceptable roots\(^{19}\) for the SMA material in tension and compression are

\[
\sigma_t = \frac{1}{6} (A - 108\kappa y + \mathcal{P})^{1/3} - \frac{2b - 2a^2/3}{(A - 108\kappa y + \mathcal{P})^{1/3}} - \frac{a}{3}, \tag{2.102}
\]

\[
\sigma_c = -\frac{1}{12} (A - 108\kappa y + \mathcal{P})^{1/3} + \frac{b - a^2/3}{(A - 108\kappa y + \mathcal{P})^{1/3}} - \frac{a}{3} - \frac{\sqrt{3}}{2} \left[ \frac{1}{6} (A - 108\kappa y + \mathcal{P})^{1/3} + \frac{2b - 2a^2/3}{(A - 108\kappa y + \mathcal{P})^{1/3}} \right]. \tag{2.103}
\]

where \( A = 36ab - 108\check{c} - 8a^3, B = 162\check{c} - 54ab + 12a^3, C = 12b^3 - 3a^2b^2 - 54ab\check{c} + 12a^3\check{c} + 81\check{c}^2, \)

and \( \mathcal{P} = 12\sqrt{81\kappa^2 y^2 + B\kappa y + C} \). It is worth noting that the expressions for stress in tension and compression are real when the SMA material properties are substituted into the coefficients (2.101). In order to simplify the expressions for stress, we also use the trigonometric form of the roots of the cubic equation (2.100) as [2]

\[
\sigma_t = \cos \left( \frac{1}{3} \tan^{-1} \theta \right) \mathcal{G} - a/3, \tag{2.104}
\]

\[
\sigma_c = \frac{1}{2} \cos \left( \frac{1}{3} \tan^{-1} \theta - \frac{2\pi}{3} \right) \mathcal{G} + \frac{\sqrt{3}}{2} \sin \left( \frac{1}{3} \tan^{-1} \theta - \frac{2\pi}{3} \right) \mathcal{G} - a/3, \tag{2.105}
\]

where \( \theta = 12\sqrt{-81\kappa^2 y^2 - B\kappa y - C}/(A - 108\kappa y), \) and \( \mathcal{G} = \frac{1}{3}(A^2 - 144C)^{1/6} \). The explicit expressions in (2.104) give the exact value of stress. However, we need a simplified expression

\(^{19}\)We choose the real positive root for tension, and the real negative root for compression. If there are more than one positive or negative roots, the acceptable root is distinguished by considering the phase transformation start and finish stresses (2.115).
to calculate an explicit expression for bending moment later. As it will be shown in §2.5.4, the typical values of material properties for SMAs lead to a large value for $\theta$ in (2.104). Using the trigonometric identity $\tan^{-1} \theta = \pi/2 - \tan^{-1}(1/\theta)$, the argument of tangent inverse is small and can be approximated as $\tan^{-1} \theta \approx \pi/2 - 1/\theta$. Substituting this approximation in (2.104) and using the fact that the parameter $\beta = 1/(3\theta)$ is also small, and considering the approximations $\cos \beta \approx 1 - \beta^2/2$, and $\sin \beta \approx \beta$, the stresses in tension and compression are given by

$$\sigma_t = \left[ \left(1 - \frac{1}{2} \beta^2\right) \cos \varphi + \beta \sin \varphi \right] \frac{\mathcal{G}}{} - \frac{a}{3},$$

$$\sigma_c = \left[ \left(1 - \frac{1}{2} \beta^2\right) \cos \varphi + \beta \sin \varphi \right] \frac{\mathcal{G}}{} + \frac{\sqrt{3}}{2} \left[ \beta \cos \varphi - \left(1 - \frac{1}{2} \beta^2\right) \sin \varphi \right] \frac{\mathcal{G}}{} - \frac{a}{3},$$

where $\varphi = \pi/6$. After some algebraic simplifications, the stress-strain relationship in tension and compression can be unified using the load condition coefficient $\ell_c$ as

$$\sigma = \left[ \ell_c \left(1 - \frac{1}{2} \beta^2\right) \cos \varphi + \beta \sin \varphi \right] \frac{\mathcal{G}}{} - \frac{a}{3}.$$  

We will present a detailed numerical study of the accuracy of the above approximation for obtaining (2.106) from the exact expressions in (2.104) for different curvature values in §2.5.4. It will be shown that these approximate formulas give accurate results even for large curvatures.

### 2.5.3 Bending moment-curvature relationship for SMAs in bending

In this section we present a closed-form relationship between the bending moment and curvature in SMAs subjected to bending using the explicit stress-strain relations obtained in the previous section. We will introduce the formulas with some different simplifying assumptions. The accuracy of each approximation is numerically studied in §2.5.4 versus the exact solution that is obtained by using the exact stress-strain relationships (2.104) or (2.102) and using numerical integration in the cross section for obtaining the bending moment-curvature response.

The bending moment-curvature relationship for an SMA beam with an arbitrary cross section is given by $M = \int_{\Omega} y\sigma(y)dA$, where $M$ is the bending moment, $y$ is the distance
from the neutral axis, and \( \Omega \) represents the cross section. In the most general case, the cross section is divided into three regions: an elastic core in which the phase transformation has not started, a middle part with phase transformation, and the outer part in which the material is fully transformed to martensite. In order to calculate the total bending moment, the bending moment in each part should be found and summed in the whole cross section. The most complicated section to be solved is the middle part with active phase transformation. However, the bending moment in this section can be calculated explicitly by using the stress distributions given in (2.108). In addition to the bending moment that is obtained using the complete stress expression (2.108), we present two more explicit expressions for the bending moment obtained by imposing simplifications on the stress distribution. We will numerically study the accuracy of these simplifying assumptions in §??.

The simplified relations can be later used for developing closed-form solutions in more complicated cases, e.g. for studying the large deflection of SMA cantilevers. We start with the complete stress distribution in (2.108). For calculating the bending moment, the stress distribution (2.108) should be used only in the portion of the cross section with phase transformation. We present a method for finding the boundaries of this section in the sequel (see (2.117)). For a rectangular cross section, we can write

\[
J^1 = \int y\sigma(y)wdy = -\frac{1}{2916} w^2 \sqrt{R((-54\kappa y + A + B) \sin \varphi - \frac{1}{2916} w \kappa (3A + 2B) \cos \varphi}
\]

\[
+ \frac{19}{36} W y^2 \cot \varphi \cos \varphi - \frac{1}{6} wy^2 a - \frac{1}{6} \frac{w \kappa \tan^{-1} (S) (B^2 - 108C + A B) \sin \varphi}{\kappa^2}
\]

\[
+ \frac{1}{25} \frac{w \kappa \ln (-R) (-1296 C + 9 A^2 + 24 A B + 16 B^2) \cos \varphi}{\kappa^2}
\]

\[
+ \frac{1}{25} \frac{w \kappa \tan^{-1} (Q) [-3888 C (A + B) + 9 A^2 B + 24 AB^2 + 16 B^3] \cos \varphi}{\kappa \sqrt{B^2 \kappa^2 - 324 \kappa^2 C}} + C_1, \quad (2.109)
\]

where \( w \) is the cross section width, \( C_1 \) is the constant of integration, and

\[
R = -81 \kappa y^2 - Bky - C, \quad Q = \frac{162 \kappa y + Bk}{\sqrt{B^2 \kappa^2 - 324 \kappa^2 C}}, \quad S = \frac{9 \kappa}{\sqrt{R}} \left( y + \frac{1}{162} \frac{B}{k} \right). \quad (2.110)
\]

The other parameters in (2.109) are all defined in the previous sections. We use this expression for calculating the total bending moment in the cross section later on. Before doing that, we first present two more expressions for this integral using the following simplifications. Considering the typical material properties for polycrystalline SMAs, it can be shown
that in the term \( \theta = 12\sqrt{-81\kappa^2 y^2 - B\kappa y - C/(A - 108\kappa y)}, \quad |C| \gg |B\kappa y| > |81\kappa^2 y^2| \).

We consider two simplifying approximations in calculating the bending moment by ignoring the first term and the first two terms in the nominator of the expression for \( \theta \). The accuracy of these approximations will be numerically studied in §2.5.4.1. By ignoring the first term \((-81\kappa^2 y^2)\), the integral required for calculating the bending moment for a rectangular cross section is given by

\[
\mathcal{J} = \int y \sigma(y) w dy = \frac{6}{5} \frac{w A (-B\kappa y - C)^{5/2} \sin \varphi}{B^3 \kappa^2} + 4 \frac{w A (-B\kappa y - C)^{3/2} \sin \varphi}{B^3 \kappa^2}
\]

\[
+ 1 \frac{w A (-B\kappa y - C)^{3/2} \sin \varphi}{B^3 \kappa^2} + 1 \frac{w A \sqrt{-B\kappa y - C} \sin \varphi}{B^3 \kappa^2}
\]

\[
+ 6 \frac{w A \sqrt{-B\kappa y - C} \sin \varphi}{B^3 \kappa^2} + 3 \frac{w A \kappa y^3 \cos \varphi}{B} + 1 \frac{w y^2 \ell e \kappa \cos \varphi}{B}
\]

\[
- 1 \frac{w y^2 \ell e A \cos \varphi}{B} - 1 \frac{w y^2 A}{B} - \frac{w y^2 \ell e A C \cos \varphi}{B^2} + 1 \frac{w \ell e y A^3 \cos \varphi}{B^2}
\]

\[
+ 1 \frac{w \ell e A C \cos \varphi}{B^3} + 9 \frac{w \ell e A y C \cos \varphi}{B^3} - \frac{w \ell e A \ln (B\kappa y + C) \cos \varphi}{B^3}
\]

\[
- 1 \frac{w \ell e A C^2 \ln (B\kappa y + C) \cos \varphi}{B^3 \kappa^2} + 9 \frac{w \ell e A C^3 \ln (B\kappa y + C) \cos \varphi}{B^3 \kappa^2} + C_2, \quad (2.111)
\]

where \( C_2 \) is the constant of integration. By ignoring the first two terms, this integral is simplified to read

\[
\mathcal{J} = \int y \sigma(y) w dy = \frac{9}{8} \frac{w \ell e \kappa^2 y^4 \cos \varphi}{C} + 1 \frac{w \ell e A \kappa \cos \varphi}{C} - 3 \frac{w \ell e \kappa \sin \varphi}{\sqrt{-C}}
\]

\[
+ \frac{w}{2} \left( \ell e \cos \varphi \left( 1 + \frac{1}{2592} \frac{A^2}{C} \right) + \frac{1}{36} \frac{A \sin \varphi}{\sqrt{-C}} \right) \mathcal{J} + \frac{1}{3} a \right) y^2 + C_3, \quad (2.112)
\]

where \( C_3 \) is the constant of integration. The integrals (2.109)-(2.112) are calculated for a rectangular cross section. We study the circular cross section later in this section. For obtaining a complete description of the moment-curvature relation, it is necessary to find the boundaries of the region in which the phase transformation occurs. We obtain these boundaries for the loading phase first. Later we show that a different approach should be used for unloading. In the most general case in loading, the cross section is divided into three sections. A schematic of the cross section for a rectangular superelastic beam is shown in Figure 2.45. The fist region includes the neutral axis and the phase transformation has not started in this region (\( \xi = 0 \)). In the second region (region II) the phase transformation has started but has not been completed (\( 0 < \xi < 1 \)). The third region (region III) contains the material with completed phase transformation from austenite to martensite (\( \xi = 1 \)).
When using the $J_2$-based model, the neutral axis is located at the centroid of the beam ($Y_{NA} = 0$ in Figure 2.45) and the three regions are symmetric with respect to the center line. However, for the $J_2 - I_1$-based model, the neutral axis is not located on the center line. To find the neutral axis location in this case, the force equilibrium in each cross section along the beam axis ($\sum F = 0$) should be enforced, which reads

\[
\frac{1}{2}E^A\kappa y_{lt}^2 + \left(\tilde{T}_{|y=y_{lt}} - \tilde{T}_{|y=y_{tt}}\right) + E^M \left[\frac{1}{2}\kappa (y_{lt}^2 - h_t^2) - H_t(y_{lt} + \frac{h_t}{2})\right] \\
- \frac{1}{2}E^A\kappa y_{lc}^2 + \left(\tilde{T}_{|y=y_{lc}} - \tilde{T}_{|y=y_{cc}}\right) + E^M \left[\frac{1}{2}\kappa (h_c^2 - y_{lc}^2) - H_c(h_c - y_{lc})\right] = 0, \quad (2.113)
\]

where $H_t$ and $H_c$ are the maximum transformation strain in tension and compression, respectively. The parameters $h_t$ and $h_c$ are the maximum distance from the neutral axis in the tension and compression regions, respectively (see Figure 2.45). The first three terms in (2.113) correspond to the force in sections below the neutral axis subjected to tension, and the next terms represent the force above the neutral axis in compression (a positive curvature is assumed). The terms containing $\tilde{T}$ represent the force corresponding to region
II with $0 < \xi < 1$ given by

\[ \bar{I} = \int \sigma(y)dy = \ell_c \varphi y \cos \varphi - \frac{1}{12} \frac{\ell_c \varphi y \left(-27 B \tilde{k} y + BA + 54 C\right) \cos \varphi}{B^2} + \frac{1}{2592} \frac{\ell_c \varphi \ln \left(B \tilde{k} y + C\right) \left(A^2 B^2 + 216 C A B + 11664 C^2\right) \cos \varphi}{B^3 k} \]

\[ - 2 \frac{\varphi \left(-B \tilde{k} y - C\right)^{3/2}}{B^2 k} \sin \varphi - \frac{1}{18} \frac{\varphi \sqrt{-B \tilde{k} y - C (BA + 108 C) \sin \varphi}}{B^2 k} - \frac{1}{3} a y + C_4, \tag{2.114} \]

where $C_4$ is the constant of integration. In (2.113) we need to calculate the values $y_{1t}$, $y_{2t}$, $y_{1c}$, and $y_{2c}$ to obtain the neutral axis position. The stress values corresponding to the start and finish of phase transformation during loading phase can be calculated by replacing $\xi^+ = 0$ and $\xi^+ = 1$ into (2.98) and solving for stress. These are given by

\[ \sigma_s = \frac{-\left(\ell_c \tilde{\eta} + \tilde{\omega}\right) + \sqrt{\left(\ell_c \tilde{\eta} + \tilde{\omega}\right)^2 - 2 \Delta S_{11} \rho \Delta s_0 (T - M_s)}}{\Delta S_{11}}, \tag{2.115} \]

\[ \sigma_f = \frac{-\left(\ell_c \tilde{\eta} + \tilde{\omega}\right) + \sqrt{\left(\ell_c \tilde{\eta} + \tilde{\omega}\right)^2 - 2 \Delta S_{11} \left(\rho \Delta s_0 (T - M_s) - \rho b^M\right)}}{\Delta S_{11}}, \tag{2.116} \]

where the loading factor $\ell_c$ is equal to +1 in tension and -1 in compression. Using these stress values the boundaries of various regions in the cross section are given by

\[ y_{1t} = \frac{\sigma_s |\ell_c = 1}{\kappa E^A}, \quad y_{2t} = \frac{(\tilde{\eta} + \tilde{\omega}) {E^M} + \sigma_f |\ell_c = 1}{\kappa E^M}, \quad y_{1c} = \frac{\sigma_s |\ell_c = -1}{\kappa E^A}, \quad y_{2c} = \frac{(-\tilde{\eta} + \tilde{\omega}) {E^M} + \sigma_f |\ell_c = -1}{\kappa E^M}. \tag{2.117} \]

Substituting (2.114)-(2.117) into (2.113) and considering the fact that $h_c = h - h_t$, where $h$ is the cross section height, this equation can be solved for $h_t$. This gives the neutral axis position corresponding to $\kappa$. It is worth noting that this formulation corresponds to the most general case in which the cross section is divided into three regions. It is obvious that if $|y_{2t}| > h_t$ or $y_{2c} > h_c$, region III is not formed in the tension or compression part of the cross section and the above equations can be modified by eliminating the terms associated with this region.

Bending moment at each cross section along the length of the superelastic beam is related to the curvature by

\[ M = -\frac{1}{3} E^A \kappa w (y_{1c}^3 - y_{1t}^3) + \left( \varphi^i |_{y = y_{1c}} - \varphi^i |_{y = y_{1t}} \right) + E^M w \left[ \frac{1}{3} \sigma_c \left( h_t^3 - y_{2c}^3 \right) - H^c \left( h_t^2 - y_{2c}^2 \right) \right] + \left( \varphi^i |_{y = y_{1t}} - \varphi^i |_{y = y_{2t}} \right) + E^M w \left[ \frac{1}{3} \kappa (y_{2c}^3 - h_t^3) - H^c (y_{2c}^2 - h_t^2) \right], \tag{2.118} \]
where the superscript $i$ is replaced by 1, 2, or 3 for different approximations given in (2.109)-(2.112). It is worth noting that when the terms $\mathcal{J}$ are evaluated in tension regions, the loading coefficient $\ell_c = 1$ and in the compression regions $\ell_c = -1$. The solution procedure for the loading phase is as follows. Bending moment along the beam axis is calculated by considering the external force and the boundary conditions. At each cross section bending moment is known and the curvature should be found by solving the nonlinear algebraic equation (2.118). In the case of the $J_2$-based model, this equation can be solved independently because the neutral axis location is known due to symmetry, i.e. $h_c = h_t = h/2$. However, in the case of using the $J_2-I_1$-based model, the neutral axis position is unknown and should be obtained by solving (2.113) in which the curvature is assumed known. For solving these equations simultaneously, a numerical scheme is used [55]. In this numerical method, in each iteration, curvature $\kappa$ in (2.118) is given an initial value. This initial value is substituted into (2.113) and the neutral axis position is obtained. The calculated neutral axis position is returned to evaluate the right-hand side of (2.118). Comparing the calculated bending moment at that cross section with the bending moment obtained from the external force, curvature is modified [55]. The iterations are stopped when a tolerance is achieved between the applied bending moment at each cross section and the right-hand side of (2.118). When the curvature value is found the lateral deflection is calculated using $\kappa = \frac{d^2v}{dx^2}$, where $v$ is the lateral deflection and $x$ is measured along the beam axis. The integration constants in curvature-lateral deflection relationship are found by imposing the appropriate boundary conditions.

In the unloading phase, in the most general case the cross section may be divided into three regions. The material in the inner region with elastic response in loading ($y_{1t} < y < y_{1c}$) experiences elastic unloading. The outer regions with phase transformation in loading are divided into two regions during unloading; one with elastic unloading and the other one with reverse phase transformation in unloading. To obtain the boundaries of these regions consider a generic point in the cross section. If we denote the martensitic volume fraction at the end of loading for this point by $\xi^*$, the critical stress for the start of reverse phase transformation in unloading is given by replacing $\xi^-$ in (2.97) or (2.98) by $\xi^*$ and solving
the resulting equation for stress. Using the properties defined for the evolution equation (see below (2.98) for definitions), this critical stress is given by

$$\sigma_c = \frac{-\left(\ell_c \eta + \omega\right) + \ell_c \sqrt{\left(\ell_c \eta + \omega\right)^2 - 2 \Delta S_{11} \rho \Delta s_0 (T - A_f) - \rho b^3 \xi^*}}{\Delta S_{11}} .$$

(2.119)

During unloading, the elastic change of stress at a generic location is calculated by $\Delta \sigma = -(E^A + \xi^* \Delta E)(-\kappa^* y + \kappa_u y)$, where $y$ is the distance of the point from the neutral axis. The parameters $\kappa^*$ and $\kappa_u$ are the curvature of the corresponding cross section at the end of the loading phase and the curvature in unloading, respectively. Now we can evaluate the start of reverse phase transformation by comparing the stress $\sigma_e = \sigma^* - \Delta \sigma$ ($\sigma^*$ is the stress value at the end of loading phase) with $\sigma_c$. For $|\sigma_e| > |\sigma_c|$, the phase transformation in unloading has not started. In this case stress is equal to $\sigma_e$ and $\xi = \xi^*$. If $|\sigma_e| \leq |\sigma_c|$, the reverse phase transformation has started. The stress and martensitic volume fraction are obtained from (2.97), (2.98), and (2.108) by considering the superscript “−” and the appropriate loading condition parameter $\ell_c = \pm 1$. For sake of brevity, the details of the bending moment-curvature relations and the process of finding the neutral axis position in unloading are not presented here. However, this procedure is very similar to the loading case.

For analyzing beams with circular cross sections a similar method is used where $\Omega$ is the area enclosed by the horizontal chords at $y_{1t}$ and $y_{2t}$, and also the area between $y_{1c}$ and $y_{2c}$ in the cross section. In this case, we use a trapezoidal numerical integration method to obtain the bending moment-curvature relationship.

### 2.5.4 Numerical results

In this section, several case studies are presented for superelastic beams with circular and rectangular cross sections subjected to loading-unloading cycles. The results of both $J_2$ and $J_2 - I_1$ models are presented. The $J_2$-based solution is compared with a three-dimensional finite element model and the $J_2 - I_1$ results are presented to show the effect of taking into account the tension-compression asymmetry on the bending response of superelastic beams. Some experimental data for bending of a nickel-titanium micropillar are used to verify the applicability of the present method for modeling bending in the micro scale. The available
material response in compression and bending are used for extracting the material response in tension, which is very difficult to measure in experiments. The resulting tensile and compressive properties are compared with the nickel-titanium constitutive relations and it is shown that the predicted response in tension is in good agreement with the single-crystal theoretical response (see the end of §2.5.4.6).

### 2.5.4.1 The accuracy of the proposed approximations

In §2.5.2 we presented the exact stress distribution (2.104). Using this stress distribution needs a numerical integration for obtaining the bending moment-curvature relation. Using some assumptions an approximate stress distribution is given in (2.108), which can be used for calculating explicit expressions for the bending moment-curvature relation. We used three different simplifying assumptions for calculating the bending moment as a function of curvature (see \( \mathcal{J}^i, i = 1, 2, 3 \) in (2.109)-(2.112)). In this section we compare the bending moment-curvature relationship obtained by the exact stress distribution and numerical trapezoidal integration with the results of the three approximations. A rectangular cross section with \( h = 1 \) cm and width \( w = 1.5 \) mm is considered. The \( J_2 \)-based model is used for this comparison. The material properties for Ni\(_{50}\)Ti\(_{50}\) [79] are used for obtaining the necessary constants in the constitutive relations (see Qidwai and Lagoudas [162] for details of extracting constitutive model constants from experimental data): \( E^A = 72 \) MPa, \( E^M = 30 \) MPa, \( \nu^A = \nu^M = 0.42 \), \( \rho c^A = \rho c^M = 2.6 \times 10^6 \) J/(m\(^3\)K), \( H^t = 0.05 \), \( H^c = -0.035 \), \( (d\sigma/dT)^A = 8.4 \times 10^6 \) J/(m\(^3\)K), 
\[
\rho \Delta s_0 = -H^t (d\sigma/dT)^A = -0.42 \times 10^6 \) J/(m\(^3\)K), \( A_f = 281.6K \), \( A_s = 272.7K \), \( M_f = 238.8K \), \( M_s = 254.9K \). For implementing the \( J_2 \)-based model, the constants in the transformation function are set to \( \eta = \eta = H^t \), and \( \omega = 0 \). The temperature is \( T = T_0 = 300 \) K and an isothermal loading-unloading process is assumed (see [128] for a detailed study of isothermal process and thermomechanical coupling in the response of SMAs). The bending moment-curvature relation is depicted in Figure 2.46. As it is seen, all the approximations are in good agreement with the solution obtained form the exact stress distribution even for large
curvature values. We use the approximation II (given in (2.111)) throughout the numerical results of this paper. We use the third approximation in a future communication for considering the large deflection effects.

![Figure 2.46: The bending moment-curvature relationship calculated by the exact stress distribution with trapezoidal integration, and three different approximate explicit integrals (2.109), (2.111), and (2.112) of §2.5.3.](image)

2.5.4.2 $J_2$-based model

In this section the results of the $J_2$-based model are presented. We compare the analytical results obtained from the present formulation with those of a three-dimensional finite element simulation. The three-dimensional constitutive relations of §2.5.1 are used and an appropriate user subroutine (UMAT) is written by FORTRAN in the commercially available finite element program ABAQUS that enables this code to model SMA structures using solid elements and some two-dimensional elements. The details of implementing the constitutive equations in a displacement-based finite element formulation are given in [126]. The finite element framework is validated by comparing its results with many experimental tests and analytical solutions in [127, 129, 131]. An SMA cantilever with length $L = 10$ cm is considered in this section. The rectangular cross section has a height of $h = 1$ cm and width
$w = 1.5$ mm. Three-dimensional quadratic brick elements with reduced integration (element C3D20R in ABAQUS) are used in the finite element method. A convergence analysis is performed for choosing the appropriate number of elements by considering the normal stress distribution in the cross section and the load-displacement response as the convergence criteria. The stress distribution is considered to be converged when the maximum difference is smaller than 0.1MPa and the convergence criterion of the maximum difference for the load-displacement response is 10N. A total of 6000 elements are used for modeling the cantilever beam (100 × 20 × 3 elements in length, width, and thickness directions). All the finite element simulations are done using this mesh. The material properties are the same as the case study in §2.5.4.1. The temperature is $T = T_0 = 300$ K and the isothermal loading-unloading process is assumed. The superelastic cantilever is subjected to a transverse tip load. The load-tip deflection is calculated by the present analytical method and the results are compared with the numerical simulation results in Figure 2.47.

![Figure 2.47: Force versus tip deflection for an SMA beam with rectangular cross section (b=1.5 mm, h=1 cm, and L=10 cm).](image)

As it is shown, even for this relatively large deflection (the tip deflection is four times the height of the beam), the results are in good agreement (with a maximum 14% error).
The finite element results show stiffening at the end of loading phase as the slope of force-deflection increases while the analytical solution predicts an almost constant gradient. This difference is mainly caused by the nonlinear geometric effects that are ignored in the present solution and included in the numerical simulations. It is worth noting that the finite element simulation is completed in about two hours on a 2 GHz CPU with 2 GB RAM while the analytic solutions are obtained in a few seconds on the same system. Also as it is seen in Figure 2.47, the numerical simulation in unloading is not completed. This happens due to some convergence issues in most numerical simulations during unloading, especially in the case of large deflections or complicated geometries. While achieving convergence in the finite element simulation requires an excessive effort by refining the mesh size and modifying the numerical algorithms, the present analytic solution is a reliable method. The present method can also be used as a benchmark for validating the numerical simulations.

In order to study the capability of the present formulation in calculating the stress and martensitic volume fraction distributions, the cross section of the superelastic cantilever at the clamped edge is considered. The stress distribution at the end of the loading phase is shown in Figure 2.48(a) and the martensitic volume fraction is shown in Figure 2.48(b). As it is shown the closed-form solution calculates both the stress and martensitic volume fractions accurately. It is worth noting that in the finite element simulation the outputs are averaged between integration points and this makes the results smooth compared to the analytical solution. As it is seen in these figures, the core remains austenite without phase transformation. By considering pure bending, the stress around the neutral axis is zero and there is always an austenite core without phase transformation even for large deflections. By considering the shear effect in bending, the stress at the core is nonzero which may cause phase transformation at the core as well. However, except for very thick beams the pure bending theory gives accurate results and this is reflected in comparison of the results with the finite element solution that considers the shear effect.

The contour plots of the stress and martensitic volume fraction distributions at the end of the loading phase obtained from the present closed-form solution are depicted in Figure 2.49 and compared with the finite element results. As it is shown, the deformed
shape obtained by the present method is slightly different from the numerical simulation prediction. Also, the analytic solution (in this section we are using the $J_2$-based model) is predicting symmetric stress and martensitic volume fraction distributions, while the finite element results show a slight asymmetry along the beam axis. Note that in our solution the nonlinear geometry effects and the displacement along the beam axis direction are ignored while the numerical simulations show a minor deflection along the axis due to geometric nonlinearities. As shown in Figures 2.47-2.49, the present method gives accurate results even for the large deflection chosen in these case studies. It is worth nothing that the accuracy of the results based on small deflection assumption is geometry dependent. The geometry in the above case studies is chosen such that phase transformation starts in the cross section even for moderate tip deflections (in the order of thickness). If other geometries are chosen (e.g. the same beam in another direction with height $h = 1.5$ mm and width $w = 1$ cm), very large deflections are required for the phase transformation to start, and using the solutions based on the small deflection assumption leads to large errors in those cases. However, there are numerous applications for which the approach of this paper gives accurate results (e.g. the micropillar studied at the end of this section).

As another case study, consider a superelastic cantilever with circular cross section. The
material properties are the same as those of the previous case study and the dimensions are $R = 5$ mm and $L = 10$ cm, where $R$ is the cross section radius. A total of 9600 three-dimensional quadratic brick elements with reduced integration (element C3D20R in ABAQUS) are used in the finite element model (a cross section of the mesh is shown in Figure 2.52). The cantilever is clamped at one end and a transverse load is applied at the other end as shown in Figure 2.50. The applied force versus the tip deflection obtained by the present analytical method is shown in Figure 2.50 and compared with the finite element results. As it is seen, the finite element results again suffer from convergence issues during the unloading phase and this causes the solution to terminate before completion. The results are in a good agreement (with a maximum 11% error) even for the relatively

**Figure 2.49:** Contour plots of the normal stress (a and c) and the martensitic volume fraction distributions (b and d) obtained by the analytical solution (a and b), and the finite element solution (c and d) for a beam with rectangular cross section subjected to bending. The results correspond to the end of loading phase (see Figure 2.47).
large deflection (four times the bar diameter). The results for the calculated stress and

![Diagram](image)

**Figure 2.50:** Force versus tip deflection for an SMA beam with circular cross section (R=5 mm, and L=10 cm).

Martensitic volume fraction corresponding to the end of the loading phase at the clamped edge are compared in Figure 2.51. The results are depicted along a vertical path passing through the center of the cross section at the clamped edge.

![Diagram](image)

**Figure 2.51:** Comparison of the finite element and analytical results for (a) normal stress and (b) martensitic volume fraction distribution at the clamped edge of an SMA beam with circular cross section subjected to bending. The results correspond to the end of loading phase (see Figure 2.50).

The contour plots of the stress and martensitic volume fraction distributions are shown
in Figure 2.52. These contours are plotted for a vertical section passing through the axis of the bar (see Figure 2.50 for the geometry). As mentioned earlier, a slight difference in the deformed shape and the asymmetry of distributions observed in the finite element outputs both result from ignoring the geometric nonlinearities in the present formulation. In the
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Figure 2.52: Contour plots of the normal stress (a and c) and the martensitic volume fraction distributions (b and d) obtained by the analytical solution (a and b), and the finite element solution (c and d) for a beam with circular cross section subjected to bending. The results correspond to the end of loading phase (see Figure 2.50).

The results presented in this section, both the numerical simulations and the analytic solutions are based on the \(J_2\) model. The effect of taking into account the tension-compression asymmetry on the response of SMAs is considered by using the \(J_2 - I_1\)-based model and the results are presented in the next section.
2.5.4.3 Effect of tension-compression asymmetry on the bending response of SMAs

Most shape memory alloys including NiTi exhibit significant different responses in tension and compression when subjected to uniaxial loading. Bending is readily affected by this phenomenon because the material is subjected to both tension and compression in bending. We presented a $J_2 - I_1$-based model capable of modeling the tension-compression asymmetry in §2 and 3. The constitutive model parameters should be calibrated using the experimental data. Denoting the maximum transformation strain in tension and compression by $H^t$ and $H^c$, respectively, the $J_2 - I_1$ model parameters are given by $\hat{\eta} = \eta = \frac{1}{2}(H^t + |H^c|)$, and $\hat{\omega} = \omega = \frac{1}{2}(H^t - |H^c|)$. We consider the material properties used in the previous section and modify the constitutive relations parameters by implementing the above modifications.

The response of a NiTi alloy with these properties in uniaxial compression is calculated using both the $J_2$ and $J_2 - I_1$ models as shown in Figure 2.53. It is worth noting that the material response in tension is identical for both models and equivalent to the results of the $J_2$-based model in Figure 2.53 with positive stress and strain values. As it is shown in Figure 2.53, the $J_2 - I_1$-based model predicts the start of the phase transformation at larger absolute values of stress, and also predicts a lower compressive strain for completion of phase transformation compared to the $J_2$-based model. This phenomenon is in agreement with experimental data [59, 60]. The experimental data of Jacobus et al. [79] were used in [162] and the accuracy of the presented $J_2 - I_1$-based model was studied for modeling uniaxial loading. We are using the same constitutive model and material properties for studying bending of SMA beams.

Consider a cantilever superelastic beam with rectangular cross section with the same dimensions, temperature, and boundary conditions as those of the case study of §2.5.4.2. For comparison purposes we study the results of $J_2$ and $J_2 - I_1$-based models to analyze the effect of taking into account the tension-compression asymmetry on the bending response of superelastic beams. The tip deflection versus applied force is depicted in Figure 2.54. Two different case studies are solved with the $J_2$ model. In one case the beam is subjected to the same force as in the $J_2 - I_1$-based case study, and in the other one the tip deflections of both beams are equal. As it is shown, the tension-compression asymmetry significantly
affects the bending response. In the same deflection case, a maximum of 16\% difference is seen in the applied force and in the same force case, the tip deflection differs by a maximum value of 41\% at the end of the loading phase. The stress and martensitic volume fraction distributions at the clamped edge are shown in Figure 2.55 for this case study at the end of the loading phase. As it is seen in Figure 2.55(a), the $J_2 - I_1$ model predicts the zero stress above the cross section center ($y=0$). The non-symmetric martensitic volume fraction distribution is shown in Figure 2.55(b). It is worth noting that the minor symmetry observed in the FE results is caused by the effect of large deflections, mainly because the load at the tip is considered always vertical in the FE analysis (the load is not rotating as the tip rotates).

The zero stress point defines the neutral axis position that is found by solving (2.113) as explained in §2.5.3. As expected (see Figure 2.53), the absolute value of stress predicted by the $J_2 - I_1$-based model is larger compared to the predicted values by the $J_2$-based model. This phenomenon causes a larger force at the compression portion of the cross section, and the neutral axis is shifted up toward the compression part in order to satisfy
Figure 2.54: Comparison of the force-tip deflection response for an SMA beam calculated by the $J_2$ and $J_2 - I_1$ based models. Two different cases of equal tip deflection and equal applied force are presented (the cross section is rectangular with $b=1.5$ mm, $h=1$ cm, and $L=10$ cm).

Figure 2.55: Comparison of the $J_2$ and $J_2 - I_1$-based model results for (a) normal stress and (b) martensitic volume fraction distribution at the clamped edge of an SMA beam with rectangular cross section subjected to bending. Two different cases of equal tip deflection and equal applied force are presented. The results correspond to the end of loading phase (see Figure 2.54).
equilibrium. It is worth noting that the height of the phase transformation area is smaller in the compression part due to smaller maximum compressive transformation strain (see Figure 2.53) and this causes a slight downward movement of the neutral axis towards the centerline as the phase transformation area (section II in Figure 2.45) is formed in the cross section. For having a detailed view of the neutral axis position with respect to the applied bending moment, this position is plotted along the axis of the beam (in which the bending moment is varying linearly) in Figure 2.56. As it is shown, in the regions far from the clamped edge in which the material responds elastically due to small bending moments, the neutral axis coincides with the centerline. Increasing the bending moment (decreasing $x$ on the horizontal axis), the neutral axis distance from the centroid increases up to a specific bending moment value ($M = 17.5$ Nm at $x = 1.75$ cm in the present case study). By increasing the bending moment above this critical value, the neutral axis distance from the centroid decreases slightly due to spread of the fully transformed area.

![Figure 2.56](image_url)

**Figure 2.56:** The location of neutral axis with respect to the cross section centroid along the length of an SMA beam subjected to bending.

The contour plots of martensitic volume fraction at the end of the loading phase near the clamped edge are shown in Figure 2.57 and the results are compared for the $J_2$ and $J_2 - I_1$ models (for case study with identical tip deflections). An asymmetric distribution
is clearly seen in Figure 2.57(a) and the neutral axis position is shown. As it is seen, the neutral axis coincides with the centerline in the regions far from the clamped edge where the phase transformation has not started. Figure 2.54 shows the significant effect of this asymmetry on the force-deflection response of the superelastic cantilever.

![Contour plots of the martensitic volume fraction distribution](image)

**Figure 2.57:** Contour plots of the martensitic volume fraction distribution near the clamped edge obtained by (a) $J_2 - I_1$ and (b) $J_2$ models for a beam with rectangular cross section subjected to bending. The results are for the equal tip deflection at the end of loading phase (see Figure 2.54).

### 2.5.4.4 Materials with large tension-compression asymmetries

It is shown in experiments that the material properties in shape memory alloys, particularly NiTi, are strongly affected by the deformation processing. Frick et al. [56] studied the properties of cast and deformation processed polycrystalline NiTi (Ti-50.9 at. pct Ni) bars. They have shown that while the material response for the cast NiTi samples is almost symmetric in tension and compression, a cast, hot rolled, then cold drawn material exhibits a very large asymmetry in tension-compression response. The maximum transformation strain in tension is reported more than two times the maximum transformation strain in compression for the hot rolled, then cold drawn material with a significant difference in the stress levels in the stress-strain plateau (see Figure 2.58). Such a large asymmetry in tension-compression response causes numerical instabilities in the finite element simulations. However, our closed-form solution does not suffer from such instabilities. In order to study
the applicability of our analytic solution for modeling bending of SMA beams with very large tension-compression asymmetry, a superelastic beam with rectangular cross section is considered. The geometry and boundary conditions are the same as those of the case studies in §2.5.4.2. The experimental results for the stress-strain response of the material is shown in Figure 2.58. The material properties in the constitutive model are calibrated as follows: $E^A = 63 MPa$, $E^M = 35 MPa$, $\nu^A = \nu^M = 0.3$, $H^t = 0.047$, $H^c = -0.02$, $(d\sigma/dT)_t^A = 6.4 \times 10^6 J/(m^3K)$, $\rho\Delta s_0 = -H^t(d\sigma/dT)_t^A = -0.3008 \times 10^6 J/(m^3K)$, $A_f = 300K$, $A_s = 273K$, $M_f = 218K$, $M_s = 254K$. We use the $J_2-I_1$-based model for analyzing this problem by setting $\hat{\eta} = \eta = 1/2(H^t + |H^c|)$ and $\hat{\omega} = \omega = 1/2(H^t - |H^c|)$. The ambient temperature is $T = T_0 = 27^\circ C$. The model prediction for the stress-strain response in uniaxial loading is compared with the experimental data in Figure 2.58. It is worth noting that the experimentally observed difference in the Young modulus in tension and compression is ignored in our solution. The difference of elastic modulus in tension and compression has been reported in Plietsch and Ehrlich [156] without explaining its origin. Frick et al. [56] used various experimental results and asserted that the asymmetry of the tensile and compressive response of the elastic modulus is caused by strain contributions related to the transformation, such as martensite interface motion, or pre-martensitic deformation modes such as the R-phase. These strain contributions are strongly affected by the texture of a polycrystalline SMA and a micromechanical model can be used to capture such effects, while phenomenological models ignore this asymmetry. Also, the smooth hardening observed at the end of stress-strain plateau can be simulated in phenomenological models by using higher degree polynomials or trigonometric hardening functions [92]. We have chosen the quadratic function (2.3), which ignores this effect, for obtaining a closed-form solution. A transverse load $F = 210 N$ is applied to the superelastic cantilever (see Figure 2.47 for the geometry and loading). The martensitic volume fraction distribution in the cross section near the clamped edge is shown in Figure 2.59(a). Comparing this distribution with the results in the previous case study given in Figure 2.57(a), it is seen that for the material with the larger asymmetry, the neutral axis position moves further into the compression region, and the martensitic volume fraction distribution is considerably asymmetric with
respect to the centerline. The stress distribution in the cross section near the clamped edge of a beam made of this material with large tension-compression asymmetry is shown in Figure 2.59(b). As it is seen, the compression part is considerably smaller than the tension region. This is expected from the stress-strain response shown in Figure 2.58. The large asymmetry in the stress and martensitic volume fraction distributions clearly shows that using a symmetric constitutive model for this case leads to erroneous results. Our model is stable in modeling the bending of superelastic SMA beams made of materials with large asymmetries in tensile and compressive responses.

### 2.5.4.5 Three-point bending test of a NiTi beam

A NiTi shape memory alloy beam is used to compare the experimental and the corresponding theoretical results. A schematic of the setup for performing the three-point bending test is shown in Figure 2.60. The length of the SMA beam is \( L = 170 \text{ mm} \) and the cross section is rectangular with \( w = 7.5 \text{ mm} \) and \( h = 3 \text{ mm} \). The SMA beam is made of nearly equiatomic NiTi alloy and the material properties of Ni\(_{50}\)Ti\(_{50}\) [79] as mentioned in §2.5.4.1 are used for developing the analytic solution. It is worth noting that thermal treatments and deformation processing may change the material properties slightly. However, in this
Figure 2.59: Contour plots of (a) the martensitic volume fraction distribution, and (b) the stress distribution near the clamped edge for a material with large tension compression asymmetry (see Figure 2.58).

case by performing a simple tension test on the sample, it was observed that using the same material properties predicts the response in tension with an acceptable accuracy (see Mirzaeifar et al. [129] for some examples of comparing the response of SMA samples in uniaxial tests with the results predicted by the present constitutive equations). A 250 kN MTS Universal Testing Machine is used for performing the three-point bending test with the setup shown in Figure 2.60. The maximum deflection of the center is set to $\delta = 20$ mm and the loading-unloading is performed slowly to ensure the isothermal condition. The

Figure 2.60: The experimental setup for the three-point bending test of an SMA beam.
non-dimensional load-deflection response of the beam obtained from the experiment is compared with the theoretical results in Figure 2.61. As it is shown in this figure, the loading response is accurately predicted by the $J_2 - I_1$-based model. However, the results in the unloading phase show a larger difference. This is because the constitutive equations used in this work (with the choice of polynomial hardening function) cannot predict the smooth stress-strain plateau in unloading and this difference is more when unloading starts before the material is fully transformed to martensite ($\xi < 1$). In the presented test, the thickness of the SMA beam is small and the phase transformation is not completed in most parts of the cross section (see the previous sections for some examples of SMA beams with larger thicknesses). By increasing the thickness, the error in the unloading phase is decreased remarkably. It is worth noting that by modifying the hardening function (2.3) the constitutive equation results improve in the unloading phase [92]. However, more complicated hardening functions are not suitable for developing closed-form solutions.

![Figure 2.61: Comparison of the non-dimensional load-deflection response obtained from three-point bending test and theoretical solutions.](image-url)

**Figure 2.61:** Comparison of the non-dimensional load-deflection response obtained from three-point bending test and theoretical solutions.
2.5.4.6 Bending of micropillars

As was mentioned earlier, one application of the presented analytic solution is the assessment of material properties in tension (compression) when the bending and compressive (tensile) responses are known but performing tension (compression) tests is practically difficult. The presented solution is developed based on the constitutive equations suitable for polycrystalline SMAs, and an example of such application for polycrystalline SMAs is to obtain the compressive response of tiny wires using the known bending and tensile test results. However, we will consider a different example in this section. Although the constitutive equations of this paper are developed for modeling polycrystalline SMAs, we will show that the analytical solution of this paper can also be used as an approximation for studying the single crystal NiTi micropillars with specific orientations with a significant hardening in the stress-strain response.

In this section we study the superelastic response of NiTi microscale pillars. Nickel-titanium nano to micro scale pillars have been extensively studied experimentally in recent years. In experiments on compressive loading of micropillars, it is observed that the [111] NiTi samples exhibit a significant hardening during phase transformation compared to [100] oriented samples (compare the stress-strain curves for [100] oriented crystals in [81, 165] with the response of [111] crystals in [57, 117]). This phenomenon is expected from the theory as well because the NiTi crystals of [111] orientation are hard under compression [59]. The hardening during phase transformation in the compressive response of [111] NiTi micropillars motivated us to implement the present formulation, which is capable of considering the stress hardening with arbitrary slope in the phase transformation plateau\(^{20}\) (see Figure 2.53) for studying bending of micropillars. We show in this section that the material properties predicted by this method are in good agreement with the expected properties for NiTi single crystals as well. The experimental results on the bending of a micropillar reported by Clark et al. [40] are used in this section. They tested a [111] oriented NiTi pillar with a diameter

\(^{20}\)The slope of stress-strain plateau for single crystal SMAs in some specific orientations, and also polycrystalline SMAs with particular heat treatments may be near zero. The material properties of the presented model cannot be calibrated for modeling a zero slope during the transformation. However, these properties can be calibrated for modeling a very small slope in the stress-strain plateau if needed.
of $D_t = 1.2\mu m$ at the top of pillar and length of $L = 3.8\mu m$. The undeformed micropillar and the deformed shape of the micropillar subjected to bending are shown in Figure 2.62. As mentioned in the pillar specifications, all the samples had an estimated taper angle of $\approx 3^\circ - 5^\circ$. We consider a $3^\circ$ angle, which leads to a diameter of $D_t = 1.6\mu m$ at the pillar base.

Among the material properties required for our constitutive model, the austenite finish temperatures is reported as $A_f = 33^\circ C$. The other properties in compression can be calibrated by using a cyclic compressive test on the micropillar reported in [40]. These properties are obtained as follows (some of the properties are considered identical with the NiTi bulk material as given in the previous sections): $E^A = 55MPa$, $E^M = 50MPa$, $\nu^A = \nu^M = 0.3$, $\rho_c^A = \rho_c^M = 2.6 \times 10^6 J/(m^3K)$, $H^t = 0.05$, $H^c = -0.03$, $(d\sigma/dT)^t_A = 11.4 \times 10^6 J/(m^3K)$, $\rho\Delta s_0 = -H^t(d\sigma/dT)^t_A = -0.57 \times 10^6 J/(m^3K)$, $A_f = 306K$, $A_s = 288K$, $M_f = 242K$, $M_s = 274K$. We use the $J_2 - I_1$-based model for analyzing this case study by setting $\dot{\eta} = \eta = \frac{1}{2}(H^t + |H^c|)$, and $\dot{\omega} = \omega = \frac{1}{2}(H^t - |H^c|)$. It is worth noting that for calibrating these properties, $H_t$, and $(d\sigma/dT)^t_A$ cannot be obtained only from the compression test; we have used an error and trial method for finding these properties for the best match in the theoretical and experimental results in bending as it will be discussed in the following.

The material response in compression obtained from the experiments [40] and the present

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{Figure2.62.png}
\caption{SEM images showing (a) the initial configuration and the inclined flat-tip punch, and (b) in situ bending of the pillar. Copyright (2010) Wiley. Used with publisher permission from (Clark et al., 2010. Size Independent Shape Memory Behavior of NiTi, Adv. Engng. Mat. 12: 808-815. Wiley).}
\end{figure}
model are compared in Figure 2.63 for two loading-unloading cycles with 3% and 5% axial strains. The pillar is subjected to bending using an inclined indenter with the angle of 

\[ \approx 60^\circ \] (see Figure 2.62). As mentioned in [40], the pillar slips on the indenter during loading and this releases the axial compressive load. It can be assumed that the pillar is subjected to a pure bending with the projection of force in the transverse direction. The transverse force versus tip deflection obtained from the present formulation with the \( J_2 - I_1 \)-based model is compared with the experimental results in Figure 2.64. As it is shown, the present model predicts the force-deflection in bending of the micropillar with a good accuracy. It is worth noting that the experiment contains loading further up to a tip deflection of near 1500 nm. However, as it is shown in Figure 2.64 for tip deflections larger than \( \delta \approx 790 \)nm the force-deflection slope suddenly decreases (see Figure 2(e) in [40]). This is due to the

\[ \text{Figure 2.63: The compressive stress-strain response of [111] NiTi micro pillars obtained from experiments [40], and the compressive and tensile response obtained from the present model.} \]

\[ \text{\textsuperscript{21}In the compression response reported in [40], the initiation of loading was associated with a stress-strain plateau with a very small slope. It was assumed that the small Young modulus at the start of loading is due to the imperfect contact. We calibrated the austenite elastic modulus by ignoring the initial low elastic modulus in the response. This region is not shown in Figure 2.63 for the sake of clarity.} \]

\[ \text{\textsuperscript{22}The transverse force is } F = F_a \cos(60^\circ) = 0.5F_a, \text{ where } F_a \text{ is the actuation force reported in [40], and } 60^\circ \text{ represents the indenter angle (see Figure 1(b) in [40]).} \]
start of plastic deformation of martensite that happens by further loading the material far beyond the completion of phase transformation. We are not considering the martensite plastic response in our model and restrict our comparison to the start of the plastic deformation. The dashed line in Figure 2.64 shows the model prediction for the unloading phase if the pillar was unloaded after the maximum tip deflection of \( \delta \approx 790 \text{nm} \). As it is shown, even by ignoring the plastic nonrecoverable response a residual deflection is observed in the model. This is due to the ambient temperature \( T = 300 \text{ K} \), which is slightly below \( A_f \) temperature. The present method can be used to calculate the stress distribution and the intensity of phase transformation inside and at the surface of the micropillar (which are both extremely difficult to be measured experimentally). The martensitic volume fraction distribution, as a measure of the phase transformation intensity, is shown in Figure 2.65(a), and the stress distribution at the surface at the end of the loading phase is shown in Figure 2.65(b). As it is shown in Figure 2.65(b), the maximum stress at the surface is \( \approx 2500 \text{ MPa} \). This is in agreement with our previous prediction of martensite plastic deformation start at this tip deflection. The reason is that the compression tests show the same stress for the start of martensite plastic deformation (see Figure 4 in [40]). Considering the fact

![Figure 2.64: Comparison of the force-deflection response for micropillars obtained from experiments [40] and the present formulation.](image-url)
that the present model with the calibrated material properties is predicting the material response in both compression and bending with good accuracy, it can be concluded that the material properties in tension are also assumed accurately (these properties are guessed by considering the bending results for finding the best possible match). The predicted material response in tension for two loading-unloading cycles with 3% and 5% tensile strains is also shown in Figure 2.63. The predicted response in tension for this special geometry is valuable because it is practically very difficult to test a micropillar in tension. It is worth noting that there are several uncertainties in the experiment used in this section, including the non-uniform cross section of the pillar, the inclined indentor for bending, and the imperfect contact at the start of compressive loading that cause the observed error in the results. In order to obtain more accurate results, a specific experiment on a micropillar with uniform cross section subjected to bending with a sharp perpendicular indentor is required. Also, various length to thickness ratios should be considered for studying the effect of shear deformation on the bending response of NiTi micropillars. However, as it will be shown in the following, the results of this section are in agreement with the theoretical expectations for single crystal NiTi shape memory alloys.

The predicted maximum transformation strains in tension and compression are in agreement with the response of [111] oriented NiTi single crystals. Considering the crystallographic data for 24 martensite correspondence variant pairs (CVPs) in NiTi (see Table 1 in [59]), and using the method described in detail by Gall and Sehitoglu [59], it can be shown that for a [111] oriented NiTi single crystal, CVP#2 with habit plane normal \( \mathbf{n} = (-0.4044, -0.8889, -0.2152) \) and transformation direction \( \mathbf{m} = (-0.4981, 0.4114, -0.7633) \) is the first CVP to satisfy the transformation criteria in tension, and the CVP#1 with habit plane normal \( \mathbf{n} = (-0.8889, -0.4044, 0.2152) \) and transformation direction \( \mathbf{m} = (0.4114, -0.4981, 0.7633) \) is the first CVP to satisfy the transformation criteria in compression. Using these directions and the magnitude of transformation \( g = 0.13078 \), the transformation strain for the \( k \)th variant is given by \( \epsilon_{ij}^k = 2\left(m_i^k n_j^k + m_j^k n_i^k\right) \) [59]. Calculating the transformation strain tensors for tension and compression with the given directions, the normal transformation strains in [111] direction are obtained as \( \epsilon_1^t = 5.59\% \) and \( \epsilon_1^c = \frac{2}{3}(m_1^c n_1^c + m_2^c n_2^c + m_3^c n_3^c) \) [59].
and $\epsilon^t_c = 3.18\%$ in tension and compression, respectively. These transformation strains are in good agreement with the values obtained for $H_t = 5\%$ and $H_c = 3\%$ that represent the maximum transformation strains in our model. Using the transformation criteria for NiTi single crystals given in [59], the ratio of phase transformation start stresses in tension and compression is given by $|\hat{\sigma}_c|/\hat{\sigma}_t = \hat{\alpha}_t/|\hat{\alpha}_c|$, where $\hat{\sigma}$ is the critical stress at which phase transformation starts and $\hat{\alpha}$ is the normal component of the tensor $\alpha$ on (111) plane with $\alpha_{ij} = \frac{1}{2}(m^k_i n^k_j + m^k_j n^k_i)$. This ratio is obtained as $|\hat{\sigma}_c|/\hat{\sigma}_t = 1.7578$ using the $m$ and $n$ directions given above, which is in agreement with the value predicted by our model $|\hat{\sigma}_c|/\hat{\sigma}_t = 477/275 = 1.7345$ (see Figure 2.63).
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**Figure 2.65:** Distributions of (a) phase transformation intensity, and (b) stress at the surface of a micropillar subjected to bending obtained from the present closed-form solution.
CHAPTER III

THERMOMECHANICAL COUPLING IN THE RESPONSE OF SMAS

3.1 Introduction

In this chapter, a coupled thermomechanical framework considering the effect of generated (absorbed) latent heat during forward (reverse) phase transformation is presented for shape memory alloys. The governing equations are discretized for SMA bars and wires with circular cross sections by considering the non-uniform temperature distribution in the cross section. Appropriate convective boundary conditions are used for still and flowing air and also flowing water on slender and thick cylinders. The present formulation is capable of simulating the uniaxial thermomechanical response of SMA bars and wires by taking into account the effect of phase transformation-induced latent heat in various ambient conditions. In addition to the uniaxial case, the thermomechanical response of SMA bars subjected to pure torsion is also studied. The results of some experiments are used for evaluating the accuracy of the present formulation in modeling the rate dependency and temperature changes in uniaxial loading of SMA wires and bars. Several numerical examples are presented for studying the interaction between thermomechanical coupling, loading rate, ambient conditions, and size of the specimen in both uniaxial loading and pure torsion. It is shown that a loading being quasi static strongly depends on external conditions, e.g. the size and ambient conditions. Temperature distribution in the cross section is also studied for both loading cases and it is shown that the loading rate, ambient conditions, and size of the specimen affect the temperature distribution. The method of this section can be used for an accurate simulation of the material response of SMA devices in the presence of rate-dependency, size, and ambient condition effects. The present method can be exploited to analyze SMA bars with various cross sections. Our three-dimensional coupled-thermomechanical formulation can be used for studying other loadings, e.g. bending, and combined loadings.
3.2 The Rate-Dependent Coupled Thermomechanical Response of SMA Bars and Wires in Tension

In this section, the coupled thermomechanical response of shape memory alloy bars and wires in tension is studied. By using the Gibbs free energy as the thermodynamic potential and choosing appropriate internal state variables, a three-dimensional phenomenological macroscopic constitutive model for polycrystalline SMAs is derived. Taking into account the effect of generated (absorbed) latent heat during the forward (inverse) martensitic phase transformation, the local form of the first law of thermodynamics is used to obtain the energy balance relation. The three-dimensional coupled relations for the energy balance in the presence of the internal heat flux and the constitutive equations are reduced to a one-dimensional problem. An explicit finite difference scheme is used to discretize the governing initial-boundary-value problem of bars and wires with circular cross sections in tension. Considering several case studies for SMA wires and bars with different diameters, the effect of loading-unloading rate and different boundary conditions imposed by free and forced convections at the surface are studied. It is shown that the accuracy of assuming adiabatic or isothermal conditions in the tensile response of SMA bars strongly depends on the size and the ambient condition in addition to the rate-dependency that has been known in the literature. The data of some experimental tests are used for validating the numerical results of the present formulation in predicting the stress-strain and temperature distribution for SMA bars and wires subjected to axial loading-unloading.

3.2.1 Coupled thermomechanical governing equations for SMAs

For deriving the coupled thermomechanical governing equations for SMAs we start from the first law of thermodynamics in local form

\[ \rho \dot{u} = \sigma : \dot{\epsilon} - \text{div} \ q + \rho \dot{g}, \]  

(3.1)

where \( \rho \) is mass density, \( u \) is the internal energy per unit mass, \( \sigma \) and \( \epsilon \) are the stress and strain tensors, respectively. The parameters \( q \) and \( \dot{g} \) are the heat flux and internal heat generation. The dot symbol on a quantity (\( \cdot \)) represents time derivative of the quantity.
The dissipation inequality reads

$$\rho \dot{s} + \frac{1}{T} \text{div } q - \frac{\rho \dot{g}}{T} \geq 0,$$  \hspace{1cm} (3.2)

where $s$ is the entropy per unit mass. Substituting the Gibbs free energy

$$G = u - \frac{1}{\rho} \sigma : \epsilon - sT,$$  \hspace{1cm} (3.3)

into the dissipation inequality, another form of the second law of thermodynamics is obtained as

$$-\rho \dot{G} - \sigma : \epsilon - \rho s \dot{T} \geq 0.$$  \hspace{1cm} (3.4)

Note that

$$\dot{G} = \frac{\partial G}{\partial \sigma} : \dot{\sigma} + \frac{\partial G}{\partial T} \dot{T} + \frac{\partial G}{\partial \chi} : \dot{\chi},$$  \hspace{1cm} (3.5)

where $\chi$ is the set of internal state variables. Substituting (3.5) into (3.4) gives

$$-\left( \rho \frac{\partial G}{\partial \sigma} + \epsilon \right) : \dot{\sigma} - \rho \left( \frac{\partial G}{\partial T} + s \right) \dot{T} - \rho \frac{\partial G}{\partial \chi} : \dot{\chi} \geq 0.$$  \hspace{1cm} (3.6)

Assuming the existence of a thermodynamic process in which $\dot{\chi} = 0$ and noting that (3.6) is valid for all $\dot{\sigma}$ and $\dot{T}$ [162], the following constitutive equations are obtained

$$-\rho \frac{\partial G}{\partial \sigma} = \epsilon, \quad -\rho \frac{\partial G}{\partial T} = s.$$  \hspace{1cm} (3.7)

The constitutive relations (3.7) are valid everywhere at the boundary of the thermodynamic region as well [163]. Substituting (3.7) into (3.6), the dissipation inequality is expressed in a reduced form as

$$-\rho \frac{\partial G}{\partial \chi} : \dot{\chi} \geq 0.$$  \hspace{1cm} (3.8)

In the present study, we consider the transformation strain $\epsilon^t$ and the martensitic volume fraction $\xi$ as the internal state variables\(^1\). The Gibbs free energy $G$ for polycrystalline SMAs is given in (2.1). Another form of the first law of thermodynamics is obtained by

\(^1\)The portion of strain that is recovered due to reverse phase transformation from detwinned martensite to austenite is considered as the transformation strain. See Patoor et al. [152] for a detailed description of the transformation strain and martensitic volume fraction.
substituting (3.7) and (3.5) into (3.1) and considering the set of internal state variables as \( \chi = \{ \epsilon^t, \xi \} \). This form is given by

\[
\rho T \dot{s} = \rho \frac{\partial G}{\partial \epsilon^t} : \dot{\epsilon}^t + \rho \frac{\partial G}{\partial \xi} \dot{\xi} - \text{div} q + \rho \dot{\hat{g}}.
\]  

(3.9)

The constitutive relation (3.7) is used for calculating the time derivative of the specific entropy as

\[
\dot{s} = -\frac{\partial \dot{G}}{\partial T} = -\frac{\partial^2 G}{\partial \sigma \partial T} : \dot{\sigma} - \frac{\partial^2 G}{\partial T^2} \dot{T} - \frac{\partial^2 G}{\partial \epsilon^t \partial T} : \dot{\epsilon}^t - \frac{\partial^2 G}{\partial \xi \partial T} \dot{\xi}.
\]  

(3.10)

Substituting (2.1) into (3.10), the third term on the right hand side of (3.10) is zero and the rate of change of specific entropy is given by

\[
\dot{s} = \frac{1}{\rho} \alpha : \dot{\sigma} + \frac{c}{T} \dot{T} + \left[ \frac{1}{\rho} \Delta \alpha : \sigma - \Delta c \ln \left( \frac{T}{T_0} \right) + \Delta s_0 \right] \dot{\xi}.
\]  

(3.11)

Before substituting (3.11) into (3.9) for obtaining the final form of the first law, it is necessary to introduce a relation between the evolution of the selected internal state variables. By ignoring the martensitic variant reorientation effect, it can be assumed that any change in the state of the system is only possible by a change in the internal state variable \( \xi \). The time derivative of the transformation strain tensor is related to the time derivative of the martensitic volume fraction as the flow rule \( \dot{\epsilon}^t = \Gamma \dot{\xi} \). Substituting this flow rule into the first term in the right hand side of (3.9) and considering the Gibbs free energy in (2.1), the thermodynamic force conjugated to the martensitic volume fraction is calculated as

\[
\rho \frac{\partial G}{\partial \epsilon^t} : \dot{\epsilon}^t + \rho \frac{\partial G}{\partial \xi} \dot{\xi} = \left( -\sigma : \Gamma + \rho \frac{\partial G}{\partial \xi} \right) \dot{\xi} = -\pi \dot{\xi},
\]  

(3.12)

where \( \pi \) is given in (2.9). Introducing this new term \( \pi \) will remarkably simplify writing the constitutive and thermomechanical relations. Also, the second law of thermodynamics (3.8) can be written as \( \pi \dot{\xi} \geq 0 \). Substituting (3.12) and (3.11) into (3.9), the final form of the first law is obtained as

\[
T \alpha : \dot{\sigma} + \rho c \dot{T} + \left[ -\pi + T \Delta \alpha : \sigma - \rho \Delta c T \ln \left( \frac{T}{T_0} \right) + \rho \Delta s_0 T \right] \dot{\xi} = -\text{div} q + \rho \dot{\hat{g}}.
\]  

(3.13)

Let us now introduce the conditions that control the onset of forward and reverse phase transformations. Considering the dissipation inequality (3.8) as \( \pi \dot{\xi} \geq 0 \), a transformation function is obtained as expressed in (2.10).
The consistency during phase transformation guaranteeing the stress and temperature states to remain on the transformation surface is given by \[162, 169\]
\[
\dot{\Phi} = \frac{\partial \Phi}{\partial \sigma} : \dot{\sigma} + \frac{\partial \Phi}{\partial T} \dot{T} + \frac{\partial \Phi}{\partial \xi} : \dot{\xi} = 0.
\] (3.14)

Substituting (2.9) and (2.10) into (3.14) and rearranging gives the following expression for the martensitic volume fraction rate
\[
\dot{\xi} = -\frac{(\Gamma + \Delta \mathcal{S} : \sigma) : \dot{\sigma} + \rho \Delta s_0 \dot{T}}{\mathcal{D}^\pm},
\] (3.15)

where \(\mathcal{D}^+ = \rho \Delta s_0 (M_s - M_f)\) for the forward phase transformation \((\dot{\xi} > 0)\) and \(\mathcal{D}^- = \rho \Delta s_0 (A_s - A_f)\) for reverse phase transformation \((\dot{\xi} < 0)\). The parameters \(A_s, A_f, M_s, M_f\) represent the austenite and martensite start and finish temperatures, respectively. Substituting (3.15) into (3.13) and assuming \(\Delta \alpha = \Delta c = 0\) – valid for almost all practical SMA alloys – the following expression is obtained
\[
\left[T \alpha - \mathcal{F}_1(\sigma, T)\right] : \dot{\sigma} + [\rho c - \mathcal{F}_2(T)] \dot{T} = -\text{div} \bm{q} + \rho \hat{g},
\] (3.16)

where
\[
\mathcal{F}_1(\sigma, T) = \frac{1}{\mathcal{D}^\pm}(\Gamma + \Delta \mathcal{S} : \sigma)(\mp Y + \rho \Delta s_0 T), \quad \mathcal{F}_2(T) = \frac{\rho \Delta s_0}{\mathcal{D}^\pm}(\mp Y + \rho \Delta s_0 T).
\] (3.17)

In (3.17) (+) is used for forward phase transformation and (-) is used for the reverse transformation. Equation (3.16) is one of the two coupled relations for describing the thermomechanical response of SMAs. The second relation is the constitutive equation obtained by substituting (2.1) into (3.7)

3.2.2 Coupled thermomechanical relations in uniaxial tension

In this section we consider the uniaxial loading of a bar with circular cross section. Considering the cross section in the \((r, \theta)\)-plane and the bar axis along the \(z\)-axis, the only nonzero stress component is \(\sigma_z\). Using (2.6), the transformation tensor during loading (forward phase transformation) is written as
\[
\Gamma^+ = H \, \text{sgn}(\sigma_z)
\begin{bmatrix}
-0.5 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & 1 \\
\end{bmatrix},
\] (3.18)
where \( \text{sgn}(.) \) is the sign function. Substituting (3.18) into (2.5) it is seen that if we denote the transformation strain along the bar axis by \( \epsilon^t_z \), the transformation strain components in the cross section are 
\[
\epsilon^r_t = \epsilon^\theta_t = -0.5\epsilon^t_z 
\]
and the other components are zero during loading. This is equivalent to assuming that the phase transformation is an isochoric (constant-volume) process. Considering the same assumption (isochoric deformation due to phase transformation), the transformation tensor during reverse phase transformation is obtained as
\[
\Gamma^- = H \cdot \text{sgn}(\epsilon^t_z) \begin{bmatrix}
-0.5 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & 1 
\end{bmatrix}.
\]
(3.19)

Substituting (3.19) into (2.9) and (2.10) and using given relations between the constitutive model parameters in (2.14) the following explicit expressions for the martensitic volume fractions in direct and inverse phase transformation in the case of uniaxial loading are obtained:
\[
\xi^+ = \frac{1}{\rho b M} \left\{ H|\sigma_z| + \frac{1}{2} \sigma_z^2 \Delta S_{33} + \rho \Delta s_0 (T - M_s) \right\},
\]
(3.20)
\[
\xi^- = \frac{1}{\rho b A} \left\{ H\sigma_z \cdot \text{sgn}(\epsilon^t_z) + \frac{1}{2} \sigma_z^2 \Delta S_{33} + \rho \Delta s_0 (T - A_f) \right\}.
\]
(3.21)

As the first step, we consider loading of a bar in tension \((\sigma_z \geq 0)\). In this special case, substituting (3.18) into (2.5) and integrating the flow rule gives an explicit expression for transformation strain as 
\[
\epsilon^t_z = H\xi,
\]
which after substitution into (2.4) gives the following one-dimensional constitutive equation
\[
\epsilon_z = (S^A_{33} + \xi \Delta S_{33})\sigma_z + \alpha_A (T - T_0) + H\xi,
\]
(3.22)

where \( S^A_{33} = 1/E_A \), \( \Delta S_{33} = 1/E_M - 1/E_A \) \((E_A \) and \( E_M \) are the elastic moduli of austenite and martensite, respectively). Substituting the martensitic volume fraction (3.20) into (3.22), the stress-strain relation can be written as the following cubic equation
\[
\sigma_z^3 + a \sigma_z^2 + (m T + n)\sigma_z + (p T + q) = 0.
\]
(3.23)
where $a, m, n, p,$ and $q$ are constants given by

\begin{align*}
a &= \frac{3H}{\Delta S_{33}}, & m &= \frac{2\rho \Delta s_0}{\Delta S_{33}}, & n &= -\frac{2\rho \Delta s_0 M_s}{\Delta S_{33}} + \frac{2H^2 + 2\rho b^M S_{33}^A}{\Delta S_{33}^2}, \\
p &= \frac{2H \rho \Delta s_0 + 2\rho b^M \alpha_A}{\Delta S_{33}^2}, & q &= -\frac{2H \rho \Delta s_0 M_s - 2\rho b^M (\alpha_A T_0 + \epsilon_z)}{\Delta S_{33}^2}.
\end{align*}

The cubic equation (3.23) is solved for $\sigma_z$ as a function of temperature and strain. The constitutive equation obtained from solving (3.23) is coupled with (3.16). The set of coupled thermomechanical equations to be solved in the uniaxial loading a bar with circular cross section is given by (the cross section is considered in the $(r, \theta)$-plane and the internal heat generation due to any source other than the phase transformation is ignored):

\[
\begin{cases}
\left[\alpha A T - \tilde{F}_1(\sigma_z, T)\right] \sigma_z + \left[\rho c - \tilde{F}_2(T)\right] \dot{T} = k \left(\frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r}\right), \\
\sigma_z = \frac{1}{6} \mathcal{G}(T) - \frac{2m T + (2n - 2a^2/3)}{\mathcal{G}(T)} - \frac{a}{3},
\end{cases}
\]

where

\[
\tilde{F}_1(\sigma_z, T) = \frac{1}{\mathcal{G}^\pm} (H + \Delta S_{33} \sigma_z) (\mp Y + \rho \Delta s_0 T), \quad \tilde{F}_2(T) = \frac{\rho \Delta s_0}{\mathcal{G}^\pm} (\mp Y + \rho \Delta s_0 T),
\]

\[
\mathcal{G}(T) = \left[f_1 T + f_0 + 12 \sqrt{g_3 T^3} + g_2 T^2 + g_1 T + g_0\right]^{1/3}.
\]

The coefficients $f_i$ and $g_i$ are constants given by

\[
\begin{align*}
f_1 &= 36ma - 108p, \quad f_0 = 36na - 108q - 8a^3, \quad g_3 = 12m^3, \\
g_2 &= -54amp - 3a^2 m^2 + 36m^2 n - 81p^2, \\
g_1 &= 12a^3 p - 54amp - 6a^2 mn + 36mn^2 + 162pq - 54anp, \\
g_0 &= 81q^2 + 12a^3 q + 12n^3 - 3a^2 n^2 - 54anq.
\end{align*}
\]

In (3.25), $k$ is the thermal conductivity and Fourier’s law of thermal conduction ($\mathbf{q} = -k \nabla T$) is used for deriving the right hand side.

As it is shown, both temperature and stress fields are functions of time and radius $r$. As initial conditions for (3.25) one prescribes stress and temperature distributions at $t = 0$:

\[
T(r, 0) = \hat{T}, \quad \sigma_z(r, 0) = \hat{\sigma}_z.
\]
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As boundary conditions, temperature or heat convection on the outer surface can be given

Convection: \[ k \frac{\partial T(r,t)}{\partial r} \bigg|_{r=R} = h_\infty [T_\infty - T(R,t)] \] (3.29)

Constant Temperature: \[ T(R,t) = T_1, \] (3.30)

where \( h_\infty \) is the heat convection coefficient and \( T_\infty \) is the ambient temperature. \( R \) is the bar radius and \( T_1 \) is the constant temperature of the free surface. Another condition is obtained at the center of bar using the axi-symmetry of temperature distribution in the cross section as

\[ \frac{\partial T(r,t)}{\partial r} \bigg|_{r=0} = 0. \] (3.31)

The coupled differential equations (3.25) with the initial and boundary conditions (3.28), (3.29), and (3.31) constitute the initial-boundary value problem governing an SMA bar (wire) in uniaxial tension.

3.2.3 Finite difference discretization of the thermomechanical governing equations

A finite difference method is used for solving the coupled thermomechanical governing equations (3.25) with boundary conditions given in (3.29) and (3.31), and the initial conditions (3.28). For discretizing (3.25) we use an explicit finite difference method because we are dealing with two coupled highly nonlinear equations; solving such equations is computationally very expensive using implicit schemes. The radius of the bar is divided into \( M - 1 \) equal segments of size \( \Delta r \) as shown in Figure 3.1.

The derivatives on the right hand side of (3.25) are discretized using a central difference scheme as

\[ \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial T}{\partial r} \right) \]

\[ = \frac{1}{r_i} \frac{(r \partial T / \partial r)^n_{i+1/2} - (r \partial T / \partial r)^n_{i-1/2}}{\Delta r} \]

\[ = \left( r_i + \frac{\Delta r}{2} \right) \frac{T^n_{i+1} - T^n_i}{r_i(\Delta r)^2} - \left( r_i - \frac{\Delta r}{2} \right) \frac{T^n_i - T^n_{i-1}}{r_i(\Delta r)^2}, \] (3.32)

where the subscript \( i \) denotes the node number (see Figure 3.1) and the superscript \( n \) refers to the \( n \)th time increment. In explicit schemes, the first-order forward difference
is used for approximating the time derivatives. The finite difference form of the coupled thermomechanical equations (3.25) using the explicit method is given by

$$\left[ \alpha A T_n^i - \frac{1}{\varphi^+} (H + \Delta S_{SS} \sigma_{z,i}^n) (\mp Y + \rho \Delta s_0 T_n^m) \right] \frac{\sigma_{z,i}^{n+1} - \sigma_{z,i}^n}{\Delta t}$$

$$+ \left[ \rho c - \rho \Delta s_0 \left( \frac{\mp Y + \rho \Delta s_0 T_n^m}{\varphi^+} \right) \right] \frac{T_{i+1}^{n+1} - T_i^n}{\Delta t}$$

$$= \left( r_i + \frac{\Delta r}{2} \right) \frac{T_{i+1}^{n+1} - T_i^n}{r_i (\Delta r)^2} - \left( r_i - \frac{\Delta r}{2} \right) \frac{T_i^n - T_{i-1}^n}{r_i (\Delta r)^2},$$

(3.33)

$$\sigma_{z,i}^{n+1} = \frac{1}{6} \mathcal{G}(T_i^{n+1}) - \frac{2m T_i^{n+1} + (2n - 2a^2/3)}{\mathcal{G}(T_i^{n+1})} - \frac{a}{3},$$

(3.34)

where $\sigma_{z,i}^n$ is the axial stress in the $i$th node at the $n$th time increment. For calculating the finite difference approximation of the boundary conditions for our problem that includes internal heat generation, energy balance for a control volume should be considered. For the central node $i = 1$, consider a control volume with radius $\Delta r/2$ as shown in Figure 3.1.

The finite difference approximation of the boundary condition in the central node is given by [141]

$$k \frac{T_2^n - T_1^n}{2} + \frac{1}{8} (\Delta r)^2 \varrho_1^n = \frac{1}{8} (\Delta r)^2 \rho c \frac{T_1^{n+1} - T_1^n}{\Delta t},$$

(3.35)

To obtain the governing equations for the central and boundary nodes, a volume attached to these nodes (e.g. a region with width $\Delta r/2$ as shown in Figure 1) is considered and the energy balance is written for this control volume.
and for the outer node with the convection boundary condition, considering a control volume attached to the outer radius like that shown in Figure 3.1 with the dashed line, the energy balance gives

\[ Rh_\infty(T_\infty - T_M^n) + k \left( R - \frac{\Delta r}{2} \right) \frac{T_{M-1}^n - T_M^n}{\Delta r} + \left[ \frac{R\Delta r}{2} - \frac{(\Delta r)^2}{4} \right] \mathcal{R}^n_M = \left[ \frac{R\Delta r}{2} - \frac{(\Delta r)^2}{4} \right] \rho c \frac{T_M^{n+1} - T_M^n}{\Delta t}, \]

(3.36)

where the parameters \( \mathcal{R}^n_1 \) and \( \mathcal{R}^n_M \) are the equivalent internal heat generation due to phase transformation calculated at the central \((i = 1)\) and outer \((i = M)\) nodes. For calculating the equivalent internal heat generation, consider the diffusion equation in cylindrical coordinates for a transient problem with internal heat generation \( \dot{g} \) as [11]

\[ k \left( \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} \right) + \dot{g} = \rho c \frac{\partial T}{\partial t}. \]

(3.37)

Comparing (3.25) with (3.37), we define an equivalent internal heat generation corresponding to the \( i \)th node as

\[ \mathcal{R}^n_i = \left[ \alpha \Delta \sigma_{z,i}^n - \frac{1}{\varphi_\pm} (H + \Delta S_{33} \sigma_{z,i}^n) (\mp Y + \rho \Delta s_0 T_i^n) \right] \frac{\sigma_{z,i}^{n+1} - \sigma_{z,i}^n}{\Delta t} + \left[ -\frac{\rho \Delta s_0}{\varphi_\pm} (\mp Y + \rho \Delta s_0 T_i^n) \right] \frac{T_i^{n+1} - T_i^n}{\Delta t}, \]

(3.38)

where \( \sigma_{z,i}^{n+1} \) is given in (3.34).

Considering the fact that at the \( n \)th loading increment stress and temperatures are known (these parameters are known from the initial condition (3.28) in the first time increment), for any of the nodes except the central and outer nodes, substituting (3.34) into (3.33) in the \( n \)th increment a nonlinear algebraic equation is obtained with only one unknown \( T_i^{n+1} \). This equation is solved numerically [55] and the temperature at the \((n+1)\)th time increment is calculated. Substituting the calculated temperature into (3.34) gives the stress for \((n+1)\)th increment. For the central and outer nodes, a similar procedure is used considering (3.34), (3.35), (3.36), and (3.38).

### 3.2.4 Convection boundary conditions

In most practical applications, SMA devices are surrounded by air during loading-unloading. In cases in which the device is working in conditions with negligible air flow, a free convection
occurs around the device due to temperature changes caused by phase transformation. For all the outdoor structural applications of SMAs, the device is exposed to airflow and a forced convection boundary condition should be considered. For studying the effect of ambient on the thermomechanical response of SMAs, both free and forced convection boundary conditions are considered in this chapter and the convection coefficient is calculated by considering a vertical\(^3\) SMA bar or wire in still or flowing air with different velocities.

### 3.2.4.1 Free convection for SMA Bars in still air

When airflow speed is negligible, a free convection boundary condition should be considered around the SMA device. Considering an SMA vertical cylinder in still air, it is shown by Cebeci [33] that the cylinder is thick enough to be considered a flat plate in calculating the convection coefficient with less than 5.5% error if \(\text{Gr}_{x}^{0.25} D/L \geq 35\), where \(\text{Gr}_{x} = g \beta (T_{w} - T_{\infty}) x^3/\nu^2\) is the Grashof number, \(D = 2R\) is the cylinder diameter, \(g\) is the gravitational acceleration, \(\beta\) is the volume coefficient of expansion, i.e. \(\beta = 1/T\) for ideal gases, \(T_{w}\) is the wall temperature, \(T_{\infty}\) is the ambient temperature, \(\nu\) is the kinematic viscosity of air, and \(x\) is a characteristic dimension, e.g. height or diameter of the cylinder. The Nusselt number for a flat plate with height \(L\) is given by [75, 159]

\[
\text{Nu}_{FP} = 0.68 + \frac{0.67 \text{Ra}_{L}^{0.25}}{1 + (0.49 \text{Pr})^{0.56} 0.44},
\]

where \(\text{Ra}_{L} = \text{Gr}_{L} \text{Pr}\) is the Rayleigh number and \(\text{Pr}\) is the Prandtl number for air in the ambient temperature. Having the Nusselt number, the free convection coefficient for the cylinder is calculated by \(\text{Nu} = h_{\infty} x/k\), where \(x\) is the characteristic length (the height of cylinder in this case) and \(k\) is the air thermal conductivity at the ambient temperature. For studying slender cylinders with \(\text{Gr}_{L}^{0.25} D/L \leq 35\) or for avoiding the error in the case of considering thick cylinders, the following correction can be used [159]

\[
\frac{\text{Nu}_{c}}{\text{Nu}_{FP}} = 1 + 0.30 \left[ \sqrt{32 \text{Gr}_{L}^{0.25} \left( \frac{L}{D} \right)} \right]^{0.91}.
\]

The free convection coefficient around the cylinder is calculated by substituting (3.39) into (3.40) and using \(\text{Nu}_{c} = h_{\infty} L/k\).

\(^3\)In forced convection, a vertical bar is perpendicular to the air flow. In free convection, the gravitational acceleration is parallel to the axis of a vertical bar.
3.2.4.2 Forced convection for SMAs in air and fluid flow

For calculating the average convection heat transfer coefficients for the flowing air across a cylinder, the experimental results presented by Hilpert [74] are used. The Nusselt number in this case can be calculated by [75]

\[ \text{Nu} = C \text{Re}^n \text{Pr}^{0.33}, \]

(3.41)

where \( \text{Re} = u_\infty D / \nu \) is Reynolds number and \( u_\infty \) is the airflow speed. The parameters \( C \) and \( n \) are tabulated in heat transfer books for different Reynolds numbers (e.g. see Chapter 6, Holman [75]). Note that the characteristic length in Nusselt number for this case is the cylinder diameter and forced convection coefficient is calculated using \( \text{Nu} = h_\infty D / k \). Experimental results presented by Knudsen and Katz [89] shows that (3.41) can be used for cylinders in fluids too. However, Fand [50] has shown that for fluid flow on cylinders, when \( 10^{-1} < \text{Re} < 10^5 \), the following relation gives a more accurate Nusselt number

\[ \text{Nu} = (0.35 + 0.56 \text{Re}^{0.52}) \text{Pr}^{0.3}. \]

(3.42)

3.2.5 Verification using experimental results

In order to verify our formulation for simulating the rate-dependent response of SMA bars and wires in simple tension, the experimental data previously reported by the second author [16] is used. The experiments were carried out using a commercial NiTi wire with circular cross section of radius \( R = 0.5mm \). Since the alloy composition was unknown, simple tension tests were performed [16] and some basic material properties including the elastic moduli of austenite and martensite, the maximum transformation strain and the stress levels at the start and end of phase transformation process during loading and unloading were reported. These reported properties and the experimental results are used for calibrating the constants needed in the present constitutive equations. The material properties suitable for the constitutive relations of the present study are given in Table 3.1 as Material I.

In the experiments two different loading-unloading rates were considered. In the quasi-static test the total loading-unloading time is set to \( \tau = 1000 \text{ sec} \) and the dynamic test was performed in \( \tau = 1 \text{ sec} \). Both tests were performed in the ambient temperature \( T_\infty = 293K \).
The temperature difference is considered during the loading-unloading process in this case. In the following case studies a similar analysis will be carried out for finding an average free convection coefficient.

The stress-strain response for quasi static and dynamic loading-unloading obtained by the present coupled thermomechanical formulation is compared with the experimental results in Figure 3.3. As it is seen, the analytical formulation predicts both the change of

Table 3.1: SMA material parameters for studying thermomechanical coupling

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^A$</td>
<td>$31.0 \times 10^9$ Pa</td>
<td>$34.0 \times 10^9$ Pa</td>
<td>$34.0 \times 10^9$ Pa</td>
<td>$55.0 \times 10^9$ Pa</td>
</tr>
<tr>
<td>$E^M$</td>
<td>$24.6 \times 10^6$ Pa</td>
<td>$31.0 \times 10^6$ Pa</td>
<td>$31.0 \times 10^6$ Pa</td>
<td>$46.0 \times 10^6$ Pa</td>
</tr>
<tr>
<td>$\nu^A = \nu^M$</td>
<td>0.3</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>$\alpha^A$</td>
<td>$22.0 \times 10^{-6}$ /K</td>
<td>$22.0 \times 10^{-6}$ /K</td>
<td>$22.0 \times 10^{-6}$ /K</td>
<td>$22.0 \times 10^{-6}$ /K</td>
</tr>
<tr>
<td>$\alpha^M$</td>
<td>$22.0 \times 10^{-6}$ /K</td>
<td>$22.0 \times 10^{-6}$ /K</td>
<td>$22.0 \times 10^{-6}$ /K</td>
<td>$22.0 \times 10^{-6}$ /K</td>
</tr>
<tr>
<td>$\rho c^A$</td>
<td>$3.9 \times 10^6$ J/(m$^3$K)</td>
<td>$5.8 \times 10^6$ J/(m$^3$K)</td>
<td>$5.8 \times 10^6$ J/(m$^3$K)</td>
<td>$2.6 \times 10^6$ J/(m$^3$K)</td>
</tr>
<tr>
<td>$\rho c^M$</td>
<td>$3.9 \times 10^6$ J/(m$^3$K)</td>
<td>$5.8 \times 10^6$ J/(m$^3$K)</td>
<td>$5.8 \times 10^6$ J/(m$^3$K)</td>
<td>$2.6 \times 10^6$ J/(m$^3$K)</td>
</tr>
<tr>
<td>$k$</td>
<td>$18W/(mK)$</td>
<td>$18W/(mK)$</td>
<td>$18W/(mK)$</td>
<td>$18W/(mK)$</td>
</tr>
<tr>
<td>$H$</td>
<td>0.041</td>
<td>0.036</td>
<td>0.038</td>
<td>0.056</td>
</tr>
<tr>
<td>$\rho \Delta s_0$</td>
<td>$-0.52 \times 10^6 J/(m^3K)$</td>
<td>$-0.16 \times 10^6 J/(m^3K)$</td>
<td>$-0.29 \times 10^6 J/(m^3K)$</td>
<td>$-0.41 \times 10^6 J/(m^3K)$</td>
</tr>
<tr>
<td>$A_f$</td>
<td>291.0 K</td>
<td>257.8 K</td>
<td>270.0 K</td>
<td>280.0 K</td>
</tr>
<tr>
<td>$A_s$</td>
<td>276.0 K</td>
<td>239.1 K</td>
<td>263.0 K</td>
<td>270.0 K</td>
</tr>
<tr>
<td>$M_s$</td>
<td>265.0 K</td>
<td>233.1 K</td>
<td>253.1 K</td>
<td>245.0 K</td>
</tr>
<tr>
<td>$M_f$</td>
<td>250.0 K</td>
<td>216.1 K</td>
<td>245.1 K</td>
<td>230.0 K</td>
</tr>
</tbody>
</table>

The experimental results for these two tests are depicted in Figure 3.3. In order to calculate the free convection coefficient, the method of the previous section for slender cylinders is used. The length of the wire is $L = 20cm$ and the properties of air at $T = 293K$ are extracted from standard tables [75]. The free convection coefficient is a function of the temperature difference between the wire and ambient $T_w - T_\infty$. Since $T_w$ is unknown, it is difficult to satisfy the exact free convection boundary condition. But as it is depicted in Figure 3.2 (Case I), the free convection coefficient is almost constant for the range of temperature difference $0 < T_w - T_\infty < 40$. We will show in the sequel that this temperature difference range matches the maximum temperature difference that is observed in an adiabatic loading-unloading for a vast range of SMA bar geometries, material properties, and ambient conditions. Therefore, an average value of $h_\infty = 21 W/m^2K$ is considered during the loading-unloading process in this case. In the following case studies a similar analysis will be carried out for finding an average free convection coefficient.
slope and change of hysteric area in different loading-unloading rates. It is worth noting that the experimental loading-unloading curves in Figure 3.3 are stabilized cycles after a few initial cycles and a minor accumulated strain is observed at the beginning of loading that is ignored in the analytic results. In these experiments, the SMA temperature was not monitored. We will present a detailed study of the effect of ambient conditions and SMA bar geometry on the thermomechanical response of SMA bars with circular cross sections in uniaxial loading in the sequel. However, in order to validate the present formulation for simulating the thermomechanical response of SMAs, another experimental test is considered in this section.

The next experiment was performed by the second author on an SMA bar and the stress-strain response is reported in McCormick et al. [124]. In addition to the mechanical response, a pyrometer was used for monitoring the surface temperature of the SMA bar during loading-unloading. The specimen is made from a solid stock with a 12.7mm diameter. The specimen is subjected to a loading protocol with 20 cycles to 6% strain using a 250 kN hydraulic
Figure 3.3: Comparison of the experimental and analytical results for the stress-strain response of an SMA wire (Material I) with $d = 1mm$ in quasi-static and dynamic loadings ($\tau$ is the total loading-unloading time).

uniaxial testing apparatus. During the initial loading-unloading cycles accumulated strain is observed but for the last five cycles the material stress-strain response is stabilized. Here we consider the 20th stabilized loading-unloading cycle by setting the strain at the beginning of this cycle to zero (an accumulated strain of $\epsilon = 0.0057$ is observed at the beginning of the last cycle). Some of the material properties of the NiTi alloy for this bar are presented in [186] and the remaining parameters are calibrated using the stress and strain values corresponding to start and completion of phase transformation in the stress-strain response of the bar in uniaxial loading-unloading.

These material properties are given in Table 3.1 as Material II. The initial temperature of the bar at the beginning of the last cycle is $\hat{T} = 304.6 K$ and the ambient temperature is $T_\infty = 301 K$. The average free convection coefficient for the bar in this test is obtained using the method of the previous example and it is calculated as $h_\infty = 7.5 W/m^2K$. The total loading-unloading time is $\tau = 114$ sec. The calculated temperature at the surface of the bar using the present formulation is compared with the experimental results in Figure 3.3.
3.4(a). The experimental stress-strain response for the stabilized cycle is compared with the analytical results in 3.4(b). It is worth noting that the monitored temperature in the experimental data fluctuates and the smooth function in Matlab that uses a moving average filter is used to smoothen the data. As it is seen, the present formulation predicts the thermomechanical response of the bar with an acceptable accuracy.

![Figure 3.4: Comparison of the experimental and analytical results for (a) stress-temperature at the surface, and (b) the stress-strain response of an SMA bar (Material II) with $d = 12.7mm$ in quasi-static loading-unloading ($\tau = 114$ sec).](image)

As another case study, the experimental results of the cyclic loading of an SMA bar with 7.1mm diameter is considered. The experiment was performed by the second author and the stress-strain response of the bar in this test is reported in DesRoches and Smith [44]. In this section we are considering the monitored surface temperature of the bar in addition to the stress-strain response. This bar is made of NiTi alloy with the material properties given in Table ?? as Material III (some of these properties are given by the material provider and the others are calibrated using the uniaxial test results). The initial temperature of the bar and the ambient temperature are $\hat{T} = T_\infty = 298K$. The average free convection coefficient for the bar in this test is obtained using the method of the previous example and it is calculated as $h_\infty = 8 W/m^2K$. The SMA bar is subjected to a dynamic cyclic loading consisting of 0.50%, 1.0-5% by increments of 1%, followed by four cycles at 6%. Frequency
of the applied cyclic loading is 0.5Hz (2sec for each loading-unloading cycle). The stress-strain response of the bar obtained by the present coupled thermomechanical formulation is compared with the experimental results in Figure 3.5(a). It is seen that the analytical formulation predicts a slight upward movement of the hysteresis loop in the stress-strain response in each cycle. This phenomenon is also seen in the experimental results and is caused by the temperature increase during the fast loading-unloading cycles.

![Figure 3.5: Comparison of the experimental and analytical results for (a) the stress-strain response, and (b) temperature-time at the surface of an SMA bar (Material III) with $d = 7.1mm$ in dynamic cyclic loading.](image)

The experimentally monitored temperature at the surface of bar is shown in Figure 3.5(b) and compared with the analytical results. It is seen that the analytical results are following the cyclic temperature change of the material with an acceptable accuracy (the maximum error in the analytical results is 1.15%). Both the experimental and analytical results show an increase of temperature at the start of each loading-unloading cycle with respect to its previous cycle. This temperature increase is the reason for the upward movement of the stress-strain hysteresis loops in Figure 3.5(a). It is worth noting that the experimental results show an accumulation in the strain for cyclic loading, typically referred to as the fatigue effect. Developing constitutive relations capable of modeling this accumulated cyclic strain accurately is an active field of research [148, 164]. The present formulation is ignoring this effect. However, it is known that the constitutive equations
used in this chapter can be modified for accurate modeling of SMAs in cyclic loadings [93]. Modifying the present coupled thermomechanical formulation for taking into account the effect of accumulated strains in cyclic loading will be the subject of a future communication.

### 3.2.6 SMA wires with convection boundary condition

In this section we consider some numerical examples for studying the effect of the loading-unloading rate and ambient conditions on the response of SMA wires in uniaxial tension based on our coupled thermomechanical formulation. An SMA wire with circular cross section of radius \( R = 1 \) mm and length \( L = 10 \) cm is considered. A generic SMA material with properties given in Table 3.1 as Material IV is considered [92]. These material properties have been used in many numerical simulations of SMAs. An approximate solution for the adiabatic and isothermal response of an SMA wire with these properties by ignoring the nonuniformity of temperature distribution in the cross section and ambient conditions is presented in [92]. For comparison purposes, the initial temperature of the wire is considered equal to the value in Lagoudas [92], i.e. \( T = 328 \) K. The ambient temperature is assumed to be \( T_\infty = 328 \) K. The method of §5.1 is used for calculating the free convection coefficient as a function of temperature difference in the range \( 0 < T_w - T_\infty < 40 \). The change of free convection coefficient versus the temperature change is plotted in Figure 3.2 (Case II). As it is seen, the convection coefficient does not change much with the temperature difference; assuming a constant value \( h_\infty = 14.04 \) W/m\(^2\)K is a good approximation. The response of this SMA wire subjected to free convection in three different loading rates is modeled based on the present coupled thermomechanical formulation. Figure 3.6(a) shows the temperature changes during loading-unloading for three different rates in free convection. The stress-strain response in this case is shown in Figure 3.6(b). As the cross section diameter is small compared to its length, a uniform temperature distribution is observed in the cross section. Comparing these with those of the adiabatic solution by ignoring the ambient condition in Lagoudas [92], it is seen that the response of the SMA wire in total loading-unloading time of \( \tau = 10 \) sec and exposed to a free convection boundary condition is identical with the adiabatic case. This is expected as the convection coefficient is low.
and loading is applied fast and hence the material cannot exchange heat with the ambient. For the loading-unloading times of $\tau = 120$ and $900\text{sec}$, as it is shown in Figure 3.6(a), although the temperature changes are less than that of $\tau = 10\text{sec}$, they cannot be ignored, i.e. assuming an isothermal process is not justified. As it is seen, for slow loading-unloading ($\tau = 120$ and $900\text{sec}$), the temperature increase during the forward phase transformation is suppressed. After phase transformation completion, and also during the initial elastic unloading regime, when there is no phase transformation heat generation or absorption, the air cooling effect causes a decrease in temperature. This temperature decrease when accompanied by heat absorption during the reverse phase transformation, causes the material to be colder than the initial and ambient temperatures at the end of the unloading phase.

![Figure 3.6](image)

**Figure 3.6:** The effect of total loading-unloading time $\tau$ on (a) stress-temperature, and (b) stress-strain response of an SMA wire with $d = 2\text{mm}$ in free convection (still air with $h_\infty = 14.04\text{W/m}^2\text{K}$).

The effect of ambient boundary condition on the response of SMA wires is studied in Figure 3.7. For this purpose a constant loading-unloading time of $\tau = 60\text{sec}$ and different air flow speeds are considered. The method of §5.2 is used for calculating the forced convection coefficients for $U_\infty = 15$ and $50\text{m/s}$ and these values are obtained as $h_\infty = 269.05$ and $493.20\text{W/m}^2\text{K}$, respectively. The free convection coefficient is the same as that of the previous example. Figure 3.7(a) shows the change of temperature versus stress for various...
air flow speeds and the stress-strain response of SMA wires is shown in Figure 3.7(b). As it is seen, temperature is strongly affected by the ambient condition. The temperature at the end of unloading phase is lower than the ambient and initial temperatures. During loading, after the phase transformation completion, and also at the beginning of unloading, before the start of reverse phase transformation, the material is fully martensite and phase transformation does not occur. During these steps, the transformation heat is not generating and the material is cooling due to the high rate of heat exchange with the ambient. This temperature loss is followed by heat absorption during reverse phase transformation and causes the material to be colder than the initial and ambient temperatures at the end of unloading phase. As shown in Figure 3.7(b), temperature change affects the stress-strain response as well. By increasing the air flow speed, when the material response changes from adiabatic to isothermal, the slope of stress-strain curve decreases and the hysteresis area increases. As mentioned earlier, this change in the hysteresis area, caused by a change in temperature during loading-unloading has been observed in experiments (see §6.1, [124] and Auricchio et al. [16]).
3.2.7 SMA bars with convection boundary condition

In the previous section the response of SMA wires with small cross section diameters was studied. In this section SMA bars will be considered. In bars, in contrast with wires, the temperature distribution in the cross section is not uniform. It will be shown that for having a precise description of an SMA bar response in loading-unloading it is necessary to consider the coupled thermomechanical equations and the ambient conditions; assuming an isothermal response may cause considerable errors. An SMA bar with the material properties identical with those in the previous section is considered. The bar has a diameter of \( d = 5 \text{cm} \) and length of \( L = 20 \text{cm} \). Using the method of §5.1, the free convection coefficient as a function of the temperature difference is calculated and plotted in Figure 3.2 as Case III. Similar to previous examples, it is seen that the free convection coefficient is almost constant and assuming an average value of \( h_\infty = 5.86 \text{W/m}^2\text{K} \) is reasonable. The effect of the loading-unloading rate on the response of SMA bars is shown in Figure 3.8.

![Figure 3.8](image)

**Figure 3.8:** The effect of total loading-unloading time \( \tau \) on (a) stress-temperature, and (b) stress-strain response at the center of an SMA bar with \( d = 5 \text{cm} \) in free convection (still air with \( h_\infty = 5.86 \text{W/m}^2\text{K} \)).

As it will be shown in the sequel, temperature has a nonuniform distribution in the cross section. Temperature at the center of the bar is plotted versus stress for various
total loading-unloading times in Figure 3.8(a). It is seen that the results for $\tau = 10\text{sec}$ are similar to those presented by Lagoudas [92] which are obtained assuming adiabatic loading-unloading and ignoring the ambient condition and non-uniform temperature distribution in the cross section. It can be concluded that the response of the material is almost adiabatic for this fast loading rate. However, as it is seen in Figure 3.8(a), even for the total loading-unloading time of $\tau = 7200\text{sec}$, which is considered a quasi-static loading with isothermal response in the majority of the previously reported works, the temperature in the SMA bar of this example is far from that in either an isothermal or an adiabatic process. Also the final cooling as explained in the case of SMA wires is seen in slow loading-unloading rates. This example reveals the necessity of using a coupled thermomechanical formulation, especially for SMA bars with large diameters.

The stress-strain response at the center of the bar is shown in Figure 3.8(b). As it is seen in this figure, increasing the loading-unloading time decreases the stress-strain curve slope during the transformation and increases the hysteresis area. Comparing Figures 3.8 and 3.6 shows that increase of loading-unloading time affects the response of SMA wires more noticeably. This is expected because a wire has more potential for exchanging heat with the ambient air compared to a bar. The effect of air flow speed on the response of SMA bars in a constant loading-unloading time of $\tau = 300\text{sec}$ is shown in Figure 3.9. The forced convection coefficients are calculated using the method of §5.2 as $h_\infty = 134.37$ and $234.79\text{W/m}^2\text{K}$ for $U_\infty = 50$ and $100\text{m/s}$, respectively. Temperature at the center of the bar versus stress is shown in Figure 3.9(a). As it is seen, even for the high air flow speed of $U_\infty = 100\text{m/s}$, the response of the SMA bar is not isothermal. Similar to SMA wires, cooling of material after completion of phase transformation and at the beginning of unloading causes the material to be in a lower temperature at the end of unloading compared to the initial temperature. The stress-strain response at the center of the bar for various air flow speeds is shown in Figure 3.9(b).

As mentioned earlier, for bars with large diameters, the temperature distribution in the cross section is not uniform because the heat transfer in regions near the surface differs from that in the central part. This non-uniformity in temperature distribution can be ignored
Figure 3.9: The effect of airflow speed $U_\infty$ on (a) stress-temperature, and (b) stress-strain response in the center of an SMA bar with $d = 5\text{ cm}$ in free and forced convection (the total loading-unloading time is $\tau = 300\text{ sec}$).

for wires with small diameters but it is of more importance in bars with large diameters. Temperature distribution for the bar with $d = 5\text{ cm}$ diameter subjected to free and forced convection at the end of loading phase is shown in Figure 3.10. As it is seen, for the total loading-unloading time of $\tau = 300\text{ sec}$, the temperature distribution is almost uniform for the free convection case and becomes non-uniform when the bar is subjected to air flow. In all the cases, temperature at the center of the bar is maximum. Increasing the air flow speed decreases temperature at every point of the cross section. Temperature non-uniformity increases for higher airflow speeds. It is worth emphasizing that in the free convection case and for very slow loading-unloading rates a non-uniform temperature distribution is seen for SMA bars with large diameters.

3.2.8 Non-uniform stress distribution in uniaxial tension of an SMA bar

As mentioned earlier, the generation (absorption) of latent heat during forward (reverse) phase transformation and the heat exchange with the ambient at the surface of bars causes a nonuniform temperature distribution in the cross section. The non-uniformity of temperature increases for larger diameters, slower loading-unloading rates, and larger convection
coefficients. Non-uniformity of temperature distribution is determined by the interaction of size, loading rate, and ambient conditions. Because of the strong coupling between the thermal and mechanical fields in SMAs temperature difference in the cross section causes a non-uniform stress distribution in the cross section. In other words, for uniaxial loading of an SMA bar, while the material in the cross section has a uniform strain distribution in the cross section. In other words, for uniaxial loading of an SMA bar, while the material in the cross section has a uniform strain distribution in the cross section. We will show that stress has a nonuniform distribution during the phase transformation and has different shapes for different loads. As an example, consider an SMA bar with diameter $d = 5\text{cm}$ subjected to loading-unloading at total time of $\tau = 300\text{sec}$. The initial and ambient temperatures are $\hat{T} = T_\infty = 328K$ and air is flowing on the specimen with speed of $U_\infty = 100\text{ m/s}$ that results in a forced convection coefficient of $h_\infty = 234.79W/m^2K$. Material properties are given as Material IV in Table 3.1. Stress distributions corresponding to different uniform strains during the loading phase is shown in Figure 3.11.

\footnote{The uniform strain distribution is a boundary condition considered in this special case study. The formulation of this paper is general and can be used for modeling a bar with and arbitrary strain distribution in the cross section.}
Before the phase transformation starts, no latent heat is generated; the whole cross section has uniform stress and temperature distributions. By the start of phase transformation from austenite to martensite, latent heat is generated inside the bar. The convective heat transfer at the surface results in lower temperatures for points closer to the surface compared to the center of the bar (see Figure 3.10). The non-uniform temperature distribution in the cross section results in the stress distribution shown in Figure 3.11(a). In each of the plots in Figure 3.11, the stress distribution is normalized with respect to stress at the center of the bar ($\sigma_c$) for a better visualization. Stress at the center of the bar corresponding to each strain is given in Figure 3.11. Stress distribution in the cross section remains “convex” until the start of phase transformation completion. The phase transformation completion starts from the surface of the bar due to the lower temperature at the surface as decreasing temperature remarkably decreases the threshold of phase transformation completion in
SMAs. Formation of martensite at the surface results in a decrease in stress with a sharper slope compared to the material at the inner region. The “convex” stress surface starts to invert from the outer radius as shown in Figure 3.11(b). By increase of load, the “convex” stress surface is inverted to a “concave” surface as shown in Figures 3.11(b) to 3.11(f). When the whole cross section is fully transformed to martensite stress distribution has the “concave” shape shown in Figure 3.11(f). As it is seen in Figures 3.11(a) to 3.11(f), the stress distribution nonuniformity (deviation of the normalized stress distribution surface from unity) decreases with the increase of strain and completion of phase transformation. It is worth mentioning that the strain corresponding to each stress distribution in Figure 3.11 is uniform.

3.2.9 SMA bars operating in water

The wide variety of applications of SMAs in recent years necessitates the analysis of SMA devices operating in various environments. It is now known that large scaled SMA bars and wires can be used as efficient elements for improving the seismic performance of bridges [43, 45, 142]. The SMA tendons in bridges may operate in water and hence it is necessary to have a precise analysis of the response of these wires and bars subjected to water flow. As a case study, an SMA bar with geometric and material properties given in §3.2.7 is considered. It is assumed that the SMA bar is operating as a tendon in a bridge in the water flow. The average water velocity in rivers varies from $0.1m/s$ to $3m/s$. Considering the flow velocity of $0.5m/s$ and the temperature of $T = 27^\circ$ for the water, the forced convection coefficient is calculated using (3.42) and is $h_\infty = 2529.3W/m^2K$. A loading-unloading cycle in $\tau = 10sec$ is considered. The temperature distribution in the cross section at the end of loading and unloading phases is shown in Figure 3.12(a). As it is seen, the excessive cooling of water at the surface causes a remarkable temperature gradient in the cross section at the end of loading phase. It is obvious that ignoring this temperature distribution in the cross section is not justified in the present case study. As it is shown in this figure at the end of unloading phase the outer parts of the cross section are in a temperature below the initial temperature while the inner core has a temperature slightly
above the initial temperature. This phenomenon was previously explained in Figures 3.6-3.9. The normalized stress distribution for various strain values during the loading phase are shown in Figure 3.12(b). As it is shown in this figure, the convex to concave transformation of the stress distribution shape is seen in this case study as well (this phenomenon was explained in detail in §3.2.8). Comparing the results of Figures 3.12(b) and 3.11 reveals that while the stress difference in the cross section of a bar cooling in flowing air is 4%, it increases to 14% in the present case study (SMA bar operating in water).

![Diagram](image)

**Figure 3.12:** (a) Temperature distribution in the cross section, and (b) stress distribution in the loading phase for an SMA bar with $d = 5\text{cm}$ operating in water. The stress at the center point for strain values $\epsilon = 0.04$, 0.05, 0.06, 0.07, 0.075, and 0.078 are $\sigma_c = 582.2$, 631.6, 676.2, 722.5, 864.1, and 958.2MPa, respectively.

### 3.2.10 Size, boundary condition, and loading rate effects on the temperature and stress gradients

As it was shown in the previous sections, the gradients of temperature and stress in the cross section are strongly affected by the ambient condition, diameter of the bar, and the loading-unloading rate. In this section we study the effect of these parameters on the maximum temperature and stress gradients in the cross section of SMA bars and wires subjected to uniaxial loading. For sake of brevity, we consider only the loading phase. The initial and ambient temperatures are assumed to be $T_0 = T_\infty = 300K$ for all the case studies.
in this section. In each case, for studying the non-uniformity in stress and temperature distributions in the cross section, the difference between the value of these parameters at the center and surface of the bar is nondimensionalized by dividing by the value of the corresponding parameter at the surface. The maximum temperature and stress gradients versus the convection coefficient for four various loading rates are shown in Figure 3.13. A bar with \( d = 5cm \) and material properties similar to the previous case study is considered and the range of convection coefficient is chosen to cover the free and forced convection of air, and water flow on the bar (see the case studies in §6.3 and 6.5). As it is shown in this figure for all the loading rates both the temperature and stress gradients increase for larger convection coefficients. However, for the slow loading rate \( \tau = 300sec \), the increase of gradient is suppressed for convection coefficients larger than \( h_\infty \approx 1000W/m^2K \), since the material has enough time to exchange heat with the ambient. It is worth noting that for the slow loading rate \( \tau = 300 sec \) the trend of the gradient change is different from the other (fast) loading rates. We will study the effect of changing the loading rate on the gradients in the following case study and will find the critical time corresponding to this change of trend for some sample ambient conditions. It is shown in Figure 3.13 that the temperature and stress gradients in the cross section are more excessive for larger convection coefficients for all the loading rates.

The effect of changing the loading rate on the maximum temperature and stress nonuniformity in the cross section for three different convection coefficients is shown in Figure 3.14. The results are presented for the total loading-unloading times \( 1 \leq \tau \leq 3600sec \). As it is shown, larger convection coefficients lead to more nonuniformity for both the stress and temperature distributions. Also, it is shown that for all the convection coefficients the temperature and stress gradients are negligible for very fast and very slow loading rates, and peaks at an intermediate loading rate \( (\tau = 140sec \text{ for } h_\infty = 134W/m^2K, \tau = 100sec \text{ for } h_\infty = 234W/m^2K, \text{ and } \tau = 30sec \text{ for } h_\infty = 2529W/m^2K) \). This is expected because for very fast loadings the material at the surface does not have enough time to exchange the latent heat with the ambient and the temperature and stress distributions are almost uniform. For very slow loadings, the latent heat in the whole cross section has enough
Figure 3.13: (a) The maximum temperature gradient, and (b) the maximum stress gradient versus the convection coefficient for four different loading rates. The subscripts $s$ and $c$ denote the value measured at the surface and center of the bar, respectively. The diameter of the bar is $d = 5\, cm$.

time to be exchanged with the ambient and the temperature and stress distributions are almost uniform in the cross section. For an intermediate loading rate the temperature and stress distribution nonuniformity is maximum. Also it is worth mentioning that the loading rate corresponding to the maximum nonuniformity decreases by increasing the convection coefficient.

The size effect on the temperature and stress nonuniformity is studied for three different ambient conditions in Figure 3.15 (the total loading-unloading time is $\tau = 10\, sec$). As explained in §5, the convection coefficient depends on the bar diameter and for obtaining the results presented in Figure 3.15 the appropriate convection coefficient for each diameter and ambient condition is calculated using the formulation of §5. As it is shown in Figure 3.15, in the case of water flow the temperature and stress nonuniformities are more pronounced compared to those of the air flow ambient condition. For the forced convection by air the temperature and stress gradients increase for larger diameters. However, in the case of water flow, the gradients have a peak at $d \simeq 25\, mm$.

The results presented in Figures 3.13-3.15 clearly describe the complicated effect of size, ambient condition, and loading rate on the coupled thermomechanical response of SMA
Figure 3.14: (a) The maximum temperature gradient and (b) the maximum stress gradient versus the loading rate for three various convection coefficients. The subscripts $s$ and $c$ represent the value measured at the surface and center of bar respectively. The diameter of bar is $d=5\text{cm}$.

Figure 3.15: (a) The maximum temperature gradient and (b) the maximum stress gradient versus the bar diameter for three various ambient conditions. The subscripts $s$ and $c$ represent the value measured at the surface and center of bar, respectively. The total loadig-unloading time is $\tau=10\text{ sec}$. 

$\tau=134\text{ W/m}^2\text{K}$

$\tau=234\text{ W/m}^2\text{K}$

$\tau=2529\text{ W/m}^2\text{K}$
bars. These figures can be used by a designer to decide whether a coupled thermomechanical formulation with considering the heat flux in the cross section is necessary or using simpler lumped models is enough. It is worth mentioning that although for the uniaxial loading of bars and wires the simpler models assuming lumped temperature in the cross section can be used with an error, there are numerous cases for which the present formulation is the only analysis option. An example is torsion of circular SMA bars for which shear stress has a complicated nonuniform distribution in the cross section \[127\]. It would be incorrect to consider a lumped temperature in the cross section for torsion problems. Considering the effect of phase transformation latent heat in torsion of SMA bars is the subject of a future communication. We have been able to show that ignoring the heat flux and the temperature nonuniformity in the cross section of SMA bars subjected to torsion leads to inaccurate results. It is also worth noting that all the numerical simulations presented in this section are performed on a 2 GHz CPU with 2 GB RAM. Since the presented explicit finite difference formulation needs a variable minimum time increment for guarantying numerical stability for various dimensions and material properties \[141\], the computational time varies for different case studies. However, by considering an average of 30 nodes (for smaller diameters fewer nodes are used) in the cross section and using the material properties in Table 3.1, the most time consuming case studies (examples with large number of nodes in the cross section and large loading-unloading times) are all completed in less than 20 minutes.

3.3 Coupled Thermomechanical Analysis of SMA Circular Bars in Pure Torsion

Shape memory alloys (SMAs) in recent applications are usually subjected to combined loadings in contrast with the early devices that were mostly designed based on using the uniaxial deformation of SMA wires operating as tendons. The recent interest in using sophisticated SMA devices reveals the necessity of analyzing these materials subjected to complicated loadings. To our best knowledge, there is no reported work in the literature on studying the coupled thermomechanical response of SMA bars in torsion. In this section, we present the heat balance equation by considering the phase transformation latent heat and the heat flux effects for bars in pure torsion. This relation is coupled with the exact solution
for pure torsion of SMA bars that we presented previously assuming that the SMA bar is under torsion in a constant temperature. The generation and absorption of latent heat due to phase transformation and its flux toward the other parts of the cross section in which the material is responding elastically is taken into consideration. Boundary conditions at the outer surface of the bar caused by free or forced convection of air or fluid flow are carefully enforced. For verification purposes the results of the present coupled thermomechanical formulation are compared with the experimental data for a thin-walled NiTi tube subjected to pure torsion.

Since the heat conduction inside the SMA bar and the convection with the ambient both are strongly affected by the loading rate, it is shown that the response of SMA bars in torsion is rate dependent. Several case studies are considered and the effect of loading rate and ambient conditions on the torsional response of SMA bars is studied in detail. In each case, the results are compared with the solution obtained by ignoring the thermomechanical coupling and it is shown that the special characteristics of torsion in SMA bars leads to a significant difference between the isothermal and coupled thermomechanical results. It is worth noting that although some simplified lumped temperature methods can be used for studying the coupled thermomechanical response of SMA bars subjected to uniaxial loading in particular conditions (when there are no propagating transformation fronts along the length, the Biot number is sufficiently small, and thermal boundary conditions at the ends are insulated), due the nonuniform distribution of shear stress in the cross section of SMA bars subjected to torsion, the effect of temperature nonuniformity and the flux of latent heat is more evident compared to the simple tension without propagating phase fronts.

3.3.1 Coupled thermomechanical governing equations for SMAs in pure torsion

Deriving the three-dimensional coupled thermomechanical governing equations for SMAs is explained in details in the previous section. Starting from the first law of thermodynamics in local form and using the second law of thermodynamics, the coupled energy balance equation is obtained as expressed in (3.13). It is worth noting that, although the constitutive relations are capable of modeling finite strains [162], we consider the small strains assumption and
the formulation is not affected by the stress measure in use.

The exact solution for pure torsion of shape memory alloy circular bars ignoring the effect of phase transformation latent heat, and assuming the isothermal condition was given in Section 2.2. In this section we modify the solution for the pure torsion of circular bars considering the coupled thermomechanical governing equations for SMAs as presented in the previous section. In the new formulation, we study the coupled thermomechanical torsion problem in the presence of the phase transformation induced heat generation/absorption and the heat flux effect in the cross section. A finite difference formulation is used to solve the governing coupled thermomechanical equations.

The closed form solution of pure torsion was given as a function of the radius, twist angle and temperature, \( \tau_{\theta z} = \varphi^\pm (r, \theta, T) \) in Section 2.2. This equation will replace the constitutive equation in the set of coupled equations. The reduction of the other equation (3.16) for pure torsion is obtained by substituting (2.11) and (2.13) into (3.16). The set of coupled thermomechanical governing equations read

\[
\begin{cases}
-\tilde{F}_1(\tau_{\theta z}, T) \dot{\tau}_{\theta z} + \left[ \rho c - \tilde{F}_2(T) \right] \dot{T} = k \left( \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} \right), \\
\tau_{\theta z} = \varphi^\pm (r, \theta, T),
\end{cases}
\]

(3.43)

where

\[
\tilde{F}_1(\tau_{\theta z}, T) = \frac{1}{D^{\pm} (\sqrt{3}H + 4\Delta S_{44} \tau_{\theta z})(\mp Y + \rho \Delta s_0 T)}, \quad \tilde{F}_2(T) = \frac{\rho \Delta s_0}{D^{\pm} (\mp Y + \rho \Delta s_0 T)}.
\]

(3.44)

In (3.43), \( k \) is the thermal conductivity and Fourier’s law of thermal conduction (\( \mathbf{q} = -k \nabla T \)) is used for deriving the right-hand side. The explicit expression for (3.43) can be found in Mirzaeifar et al. [127]. Temperature and stress distributions at \( t = 0 \) are given as the initial conditions, \( T(r, 0) = \hat{T}, \tau_{\theta z}(r, 0) = \hat{\tau}_{\theta z} \). The following boundary conditions are given at the outer surface and the center of the circular bar

\[
k \frac{\partial T(r, t)}{\partial r} \bigg|_{r=R} = h_\infty(T_\infty - T(R, t)), \quad \frac{\partial T(r, t)}{\partial r} \bigg|_{r=0} = 0,
\]

(3.45)

where \( h_\infty \) is the heat convection coefficient, \( T_\infty \) is the ambient temperature, and \( R \) is the bar outer radius.
3.3.2 Finite difference discretization of the governing equations

Considering axisymmetric stress and temperature distributions in the circular bar, the set of coupled thermomechanical equations (3.43) and the boundary conditions (3.45) are discretized by dividing the bar into \( N_r \) annuli of equal size \( \Delta r \) and using an explicit finite difference method. The finite difference form of the coupled thermomechanical equations (3.43) for pure torsion is given by (see Section 3.2 for details of deriving similar relations in the uniaxial case)

\[
\left[ -\frac{1}{\mathcal{G}^\pm} (\sqrt{3} H + 4\Delta S_{44} \tau_{\theta z,i}^n (\mp Y + \rho \Delta s_0 T_i^n)) \right] \frac{\tau_{\theta z,i}^{n+1} - \tau_{\theta z,i}^n}{\Delta t} + \left[ \rho c - \frac{\rho \Delta s_0}{\mathcal{G}^\pm} (\mp Y + \rho \Delta s_0 T_i^n) \right] \frac{T_i^{n+1} - T_i^n}{\Delta t} = \left( r_i + \frac{\Delta r}{2} \right) \frac{T_{i+1}^n - T_i^n}{r_i(\Delta r)^2} - \left( r_i - \frac{\Delta r}{2} \right) \frac{T_i^n - T_{i-1}^n}{r_i(\Delta r)^2}, \tag{3.46}\]

\[
\tau_{\theta z,i}^{n+1} = \wp^\pm (r, \theta^{n+1}, T^{n+1}), \tag{3.47}\]

where the subscript \( i \) denotes the \( ith \) node in the cross section and the superscript \( n \) refers to the \( nth \) time increment. For calculating the finite difference approximation of the boundary conditions that include internal heat generation, energy balance for a volume attached to boundary nodes should be considered. For the central node \( i = 1 \), consider a cylindrical volume with radius \( \Delta r / 2 \). The axis of this volume coincides with the bar axis. The finite difference approximation of the boundary condition in the central node is given by (3.35) and for the outer node with the convection boundary condition, considering a cylindrical volume attached to the outer node (\( Mth \) node) with inner radius \( R - \Delta r / 2 \) and outer radius \( R \), the energy balance gives the boundary condition as expressed in (3.36), where the parameters \( \Re_i^n \) and \( \Re_M^n \) are the equivalent internal heat generation due to phase transformation calculated at the central \( (i = 1) \) and outer \( (i = M) \) nodes of a bar subjected to torsion as

\[
\Re_i^n = \left[ -\frac{1}{\mathcal{G}^\pm} (\sqrt{3} H + 4\Delta S_{44} \tau_{\theta z,i}^n (\mp Y + \rho \Delta s_0 T_i^n)) \right] \frac{\tau_{\theta z,i}^{n+1} - \tau_{\theta z,i}^n}{\Delta t} + \left[ \rho \Delta s_0 \right] \frac{T_i^{n+1} - T_i^n}{\Delta t}. \tag{3.48}\]

The solution procedure is as following: the stress and temperature in all nodes are known
at the \( nth \) loading increment (from the initial conditions if \( n=0 \), and from the completed solution in the previous increment if \( n\neq0 \)). For any of the nodes except the central and outer nodes, substituting (3.47) into (3.46) a nonlinear algebraic equation is obtained with only one unknown: \( T_{i}^{n+1} \), \( i = 2...M - 1 \). This equation is solved numerically [55] and the temperature at the \((n+1)th\) time increment is calculated. Substituting the calculated temperature into (3.47) gives the stress for the \((n+1)th\) increment. For the central and outer nodes, a similar procedure is used considering (3.47), (3.35), (3.36), and (3.48).

We previously reported the exact solution for SMA straight bars with circular cross sections in torsion and SMA helical springs by using the torsion of straight and curved SMA bars. In the previous section we showed that considering an isothermal process in uniaxial loading-unloading of SMA bars and wires gives accurate results only for wires with small diameters subjected to loadings applied with a very slow rate. To consider the effect of ambient condition, loading rate, and size accurately, it is necessary to solve the coupled thermomechanical equations. In this section we study the pure torsion of SMA circular bars using the coupled thermomechanical equations. The present formulation has the capability of considering an accurate convection boundary condition on the bar surface. The details of calculating the convection coefficient on the surface of a cylindrical bar in free air, flowing air, and fluid flow is presented in Section 3.2.

### 3.3.3 Verification using experimental results

There are some reported experiments in the literature for the torsion of prismatic solid SMA bars [47]. However, although these works report the results of torsion tests, the material properties needed in our constitutive model are not presented. Also, the temperature is not measured in these tests. In order to verify our coupled thermomechanical formulation the experimental data reported by Lim and McDowell [108] is used. Lim and McDowell [108] performed experiments on thin-wall tubes of pseudoelastic NiTi subjected to pure torsion. During loading-unloading the change of temperature due to latent heat generation/absorption during phase transformation was measured using four thermocouples attached to the specimen and temperature versus shear strain was reported. The specimen
was made of a NiTi alloy with the near equiatomic composition and was subjected to a heat treatment after machining from bar stock. In [108] only the austenite finish temperature is reported and the other material properties are not measured. However, the results of several uniaxial loading tests are reported that can be used for calibrating the required material constants in the constitutive relation that we are using in this section. The experimental data in [108, 109] are used for obtaining the following properties (see [162] for details of calibrating the model using experimental data): $E^A = 72$ GPa, $E^M = 30$ GPa, $\nu^A = \nu^M = 0.42$, $H = 0.05$, $\rho \Delta s_0 = -0.57 \times 10^6$ J/(m$^3$K), $A_f = 273.1$ K, $A_s = 265.7$ K, $M_f = 231.8$ K, $M_s = 247.9$ K. Since the thermal conductivity and the specific heat are not reported for this material, we use the previously reported values in the literature for Ni$_{50}$Ti$_{50}$ [92]: $k = 18$ W/(mK), $\rho c^A = \rho c^M = 3.9 \times 10^6$ J/(m$^3$K). Both the inner and outer surfaces of the tube are subjected to free convection by air. In the numerical simulations, both the inner and outer nodes are considered as the boundary nodes and the boundary condition (3.36) is imposed for both these nodes. The thickness is divided into 20 sections. The free convection coefficient for both surfaces is $h_\infty = 5.2$ W/m$^2$K (see §5 in [128] for calculation details). The initial and ambient temperatures are $\hat{T} = T_\infty = 287$ K. The loading rate is $\dot{\epsilon}_\text{eq} = 5 \times 10^{-4}$ s$^{-1}$, where $\epsilon_\text{eq} = \gamma/\sqrt{3} = 2\epsilon_{\theta z}/\sqrt{3}$ is the Mises equivalent strain. The specimen was subjected to five loading cycles with the equivalent strains between $\pm 3\%$. We use the results of the second loading-unloading cycle, in which the material response is stabilized, for verification purposes (due to the unknown thermal condition between the specimen and the grips, the simulation results may be inaccurate for the final cycles and the second cycle is chosen because the material response is stabilized while the effect of head exchange between the grips and the specimen is minimum). The equivalent shear stress versus the equivalent shear strain at the outer surface obtained from the present formulation is compared with the experimental results in Figure 3.16(a). The temperature versus the equivalent shear strain is calculated using the method of this paper and compared with the experimental results in Figure 3.16(b). It is worth noting that due to the small thickness ($t=1.95$ mm), the temperature gradient in the cross section is negligible. We present a detailed study of the effect of size on the temperature gradient in the sequel. As it is shown,
the results are in an acceptable agreement. The differences in the strain-stress response is due to the formation of R-phase in phase transformation that is not considered in our formulation. The differences in temperature distribution originated from the difference in the stress distribution, and also by considering the special specimen shape. The specimen has two thick bars attached to the ends for being mounted into the grips, and the heat transfer between the tube gage section and the attached parts to the tube at the ends is ignored in our theoretical modeling (see Figure 1 in [108] for details of the specimen shape). As it is seen in Figure 3.16(b), the specimen temperature immediately reaches the ambient temperature at the start of unloading, while this is not seen in the numerical simulations. This phenomenon may be caused by the high heat exchange between the specimen and the grips (that are in the same temperature with the ambient) that is ignored in the theoretical modeling.

![Figure 3.16: Comparison of the experimental and analytical results for (a) equivalent shear stress versus equivalent shear strain, and (b) temperature versus equivalent shear strain at the outer surface of a thin-walled SMA tube subjected to pure torsion.](image)

3.3.4 Thermomechanical analysis of solid SMA bars subjected to pure torsion

As the first case study for analyzing the coupled thermomechanical response of solid SMA bars under torsion, consider an SMA bar with circular cross section of radius \( R = 2.5 \) cm and length \( L = 20 \) cm. The bar is made of a NiTi alloy with the following material properties:
\( E^A = 72 \text{ GPa}, \ E^M = 30 \text{ GPa}, \ \nu^A = \nu^M = 0.42, \ \rho c^A = \rho c^M = 2.6 \times 10^5 \text{ J/(m}^3\text{K)}, \ H = 0.05, \ \rho \Delta s_0 = -0.42 \times 10^6 \text{ J/(m}^3\text{K}), \ A_f = 281.6 \text{ K, } A_s = 272.7 \text{ K, } M_f = 238.8 \text{ K, } M_s = 254.9 \text{ K}. \) These properties are extracted for the phenomenological constitutive equations by Qidwai and Lagoudas [162] using the experimental data reported by Jacobus et al. [79] for a Ni\(_{50}\)Ti\(_{50}\) alloy. The thermal conductivity is not reported for this material and we use \( k = 18 \text{ W/(mK)} \), which is reported in the literature for Ni\(_{50}\)Ti\(_{50}\) [92]. The SMA bar is fixed at one end and the other end is twisted to the maximum twist angle per unit length of \( \theta = 5 \text{ rad/m} \) and then unloaded to the initial configuration at rest. The total loading-unloading time is assumed to be \( \tilde{\tau} = 10 \text{ sec} \). It is assumed that the whole bar is initially at the temperature \( \hat{T} = 300 \text{ K} \) and it is surrounded by still air with temperature \( T_\infty = 300 \text{ K} \). The SMA specimen is vertical and surrounded by air with negligible flow speed. For calculating the free convection coefficient of a vertical cylinder, the empirical and numerical relations for the Nusselt number are used (See section §5.1, and Figure 2, Case III in [128], and also [75, 159] for more details). By considering an average temperature difference of 15 K between the bar surface and the surrounding air, free convection coefficient for this case study is \( h_\infty = 4.5 \text{W/m}^2\text{K} \) (see Figure 2, Case III in [128]). The number of grid points is \( M = 50 \). The minimum time increment for having a stable solution in the explicit formulation is a function of the radius in each case study [141]. It is observed that in practice a convergence study is not required because the stable solution (with appropriate choice of time increment) always converges to the same stress and temperatures at the selected points and the only criterion is obtaining a smooth distribution that is acceptable by choosing 50 grid points. The results of this case study are depicted in Figure 3.17. The shear stress distribution in the cross section of the bar in loading is shown in Figure 3.17(a) for various twist angles.

Figure 3.17(b) shows the shear stress distribution in the cross section for various twist angles in unloading. The observed spark in the shear stress distribution for \( \theta = 4 \text{ rad/m} \) is caused by the arrangement of different regions that experience phase transformation during loading and unloading. A detailed study of this phenomenon, along with some graphs showing the martensitic volume fraction distribution in the cross section are presented in
Figure 3.17: Distributions of (a) shear stress during loading, (b) shear stress during unloading, (c) temperature during loading, and (d) temperature during unloading in the cross section of an SMA bar in free convection. The total loading-unloading time is $\tilde{\tau} = 10$ sec. Since the temperature of the bar in the parts that experience phase transformation is above the austenite finish temperature during loading-unloading, there is no residual stress in the cross section at the end of unloading. It is worth noting that, temperature distribution in the cross section is affected by a set of parameters, e.g. the loading rate, size of the bar, and the ambient condition. Temperature may be lower than the initial temperature in some cases (see Mirzaeifar et al. [128] and the following case studies in this section). For having zero residual stress at the end of unloading, $\bar{T} > A_f$ is not an adequate condition and the complete history of temperature distribution in the cross section during loading-unloading should be considered. Figure 3.17(c) shows the temperature distribution in the cross section of the bar during loading for various twist angles per unit length.
are some important observations regarding the temperature distribution worth explaining. As it is shown in Figure 3.17(a), during loading for each twist angle the SMA bar has an austenite core surrounding the bar axis (characterized by a linear shear stress distribution in the cross section). Since there is no phase transformation inside this core, consequently no heat is generated in this region while the temperature of the material outside this austenite core is increasing due to forward phase transformation. During loading, the temperature inside the austenite core is increasing by the hot material in the outer region due to thermal conduction. Because the temperature change inside this austenite core during loading and unloading is solely caused by the heat exchange with the outer material, as it will be shown in the sequel, temperature is strongly affected by the rate of loading and a complicated interaction between the loading rate and the core temperature is observed. This phenomenon will be studied in detail in the following case studies. The temperature distribution in the region attached to the outer radius at the end of loading phase \((\theta = 5 \text{ rad/m})\) in Figure 3.17(c) shows that the slope of temperature distribution changes at a specific point and temperature starts to decrease slightly in an annular ring attached to the outer surface. By looking at Figure 3.17(a), it is seen that the material in this region is fully transformed to martensite (the linear part of shear stress distribution for the regions near \(r/R = 1\)). Since after completion of phase transformation there is no heat generation, the material in this region loses temperature due to heat exchange with the colder ambient at the surface. This negative slope in temperature distribution for the outer region is seen with more intensity for slower loading rates and higher convection coefficients as we will show in the following case studies. The temperature distribution during unloading in the cross section is depicted in Figure 3.17(d) for various twist angles. As it is expected, the heat absorption during reverse phase transformation from martensite to austenite causes a temperature decrease in the cross section during unloading. The significance of the results in this figure is in predicting the temperature distribution in some regions at the end of unloading to be lower than the initial and ambient temperatures. This phenomenon is also observed in the uniaxial loading-unloading of SMA bars and a detailed study of this phenomenon in tension is presented in [128]. As it will be shown in the following case studies, temperature in the
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whole cross section may drop below the initial temperature for very slow loadings and high convection coefficients. This phenomenon will be further discussed in the sequel. It is worth noting that the thermomechanical coupled response is strongly affected by the strain history. The results presented in this section correspond a monotonic increase and decrease of twist angle. Any other loading or unloading history, e.g. a sinusoidal or impulsive loading, should be studied separately.

Another case study is considered in order to demonstrate the effect of loading rate on the response of SMA bars. The geometry, material properties, the initial condition, and the boundary conditions are the same as those of the previous example. The response of the bar is studied for four different loading rates $\tilde{\tau} = 1, 10, 60, \text{and } 600 \text{ sec}$ ($\tilde{\tau}$ is the total loading-unloading time). For comparison purposes, the results of the exact solution of SMA bars assuming the whole material at a constant initial temperature during loading-unloading are also presented in this section. The shear stress distribution at the end of loading phase (SMA bar is twisted to $\theta = 5 \text{ rad/m}$ and then unloaded) in the cross section of the bar is shown in Figure 3.18(a). As it is seen, the stress distribution is strongly affected by the loading rate. The slope of stress distribution in the region with $0 < \xi < 1$ is increased by increasing the loading rate.

The applied torque versus the twist angle for different loading rates is shown in Figure 3.18(b). The loading rate does not have a significant influence on the applied torque for different loading rates for the present case in which the bar is subjected to free convection by air. We will show in the following examples that the effect of loading rate on the applied torque depends also on the boundary conditions and different results are observed for higher convection coefficients. Figures 3.18(a) and (b) reveal a remarkable difference between both the stress distribution and applied torque of the present analysis and those obtained by considering the isothermal loading-unloading assumption. It is shown in these figures that considering the bar in the constant initial temperature during loading-unloading is unrealistic even for the slow loading cycle with $\tilde{\tau} = 600 \text{ sec}$. We will show in the next example that slow loading rate is not an adequate measure of the isothermal response of SMA bars in torsion; the ambient condition should be considered as well to justify the
Figure 3.18: The effect of loading rate on (a) shear stress distribution at the end of loading, (b) applied torque versus twist angle, (c) temperature distribution at the end of loading, and (d) temperature distribution at the end of unloading in the cross section of an SMA bar in free convection ($h_\infty = 4.5$ W/m²K).

accuracy of assuming a constant temperature during loading-unloading. The temperature distribution in the cross section at the end of the loading phase is depicted in Figure 3.18(c). As it is shown, the slope of temperature distribution decreases for slower loading rates. This is expected because as explained earlier the temperature in the central austenite core, with no phase transformation heat generation, increases by the heat flux conducted from the outer region. For very fast loading (e.g. see $\tilde{\tau} = 1$ sec in Figure 3.18(c)), the generated heat in the outer regions does not have enough time to warm the central austenite core and hence the temperature at the center remains close to the initial temperature. For the slow loading $\tilde{\tau} = 600$ sec, the temperature distribution is almost uniform. However, it is
worth mentioning that this uniform temperature is not the same as that of an isothermal loading process (compare the temperature by assuming an isothermal loading with the slow loading in Figures 3.18(c)). Temperature distribution in the cross section at the end of unloading phase is shown in Figures 3.18(d). It is seen that the effect of loading rate on the temperature at the end of unloading is more complicated compared to the previous cases. Temperature distributions for $\tau=1$ and 600 sec are similar. This seems surprising at first. This figure clearly shows the complexity of the coupling between various parameters, e.g. loading rate and boundary conditions on the response of bars in torsion. For having a more precise understanding of the temperature changes during a loading-unloading cycle, and explaining the non-trivial results shown in Figures 3.18(d), the history of temperature at the center of the bar is shown in Figure 3.19.

![Graph of temperature distribution](image)

**Figure 3.19:** The history of temperature at the center of an SMA bar subjected to pure torsion with free convection boundary condition for different loading rates.

Looking at Figure 3.19 and also Figures 3.18(c) and (d) leads to some important conclusions. As it is seen in Figure 3.19, and as explained earlier, during fast loading the material at the center is not warmed by the outer material, and at the end of loading temperature at the center is remarkably lower than those of the outer parts (see Figures 3.18(c)). The heat flux from the outer material toward the center in this case, causes a slight temperature increase at the center during unloading as it is shown in Figure 3.19. The whole process
leads to a temperature slightly above the initial temperature at the end of unloading in fast loading. However, as shown in Figure 3.19, for the slow loading rate of \( \tau = 600 \text{ sec} \), there is enough time for the heat flux to warm the internal austenite core of the bar and the temperature at the center increases significantly during loading. At the end of loading the whole cross section is in an almost uniform high temperature (see Figures 3.18(c)). During slow unloading, temperature of the material in the outer parts decreases due to reverse phase transformation heat absorption and because unloading is slow there is enough time for the heat flux to cool down the material in the central parts of the cross section. As shown in Figure 3.19 temperature at the end of unloading is slightly above the initial temperature and close to the final temperature in fast loading. Considering the four graphs presented in Figure 3.19, it is seen that decreasing the loading rate from \( \tau = 1 \text{ sec} \) to \( \tau = 600 \text{ sec} \), the slope of temperature changes during loading and unloading increases. Also it is seen that the area of the hysteretic temperature history increases from \( \tau = 1 \text{ sec} \) to \( \tau = 60 \text{ sec} \) and then decreases from \( \tau = 60 \text{ sec} \) to \( \tau = 600 \text{ sec} \). For extremely fast and slow loadings, the hysteresis areas will be zero (based on the above-mentioned explanation for relatively fast and slow loadings \( \tau = 1 \) and 60 sec).

In order to study the effect of various ambient conditions on the coupled thermomechanical response of SMA bars subjected to pure torsion, consider an SMA bar with the same initial conditions, material properties, and geometry as the previous case studies. The total loading-unloading time is \( \tau = 600 \text{ sec} \) and various ambient conditions are considered. For comparison purposes, the results of the exact solution assuming isothermal loading-unloading are also presented here. In recent years SMA devices have been used in various structures ranging from buildings and bridges to aerospace structures [43, 45, 70]. The SMA devices in these structural applications are exposed to various ambient conditions, e.g. the slow air flow in buildings, fast air flow in aerospace structures, and water flow in bridges. In this case study we consider the free convection by air, forced convection by air flow with speed of \( U_\infty = 20 \text{ m/s} \), and water flow with the speed of \( U_\infty = 0.5 \text{ m/s} \), which is a common value for the speed of water in rivers (the average water velocity in rivers varies from 0.1m/s to 3m/s). Temperature of both air and water flows are assumed
Figure 3.20: The effect of ambient condition on (a) shear stress distribution at the end of loading, (b) applied torque versus twist angle, (c) temperature distribution at the end of loading, and (d) temperature distribution at the end of loading in the cross section of an SMA bar. The total loading-unloading time is \( \tau = 600 \) sec.

To be \( T_\infty = 300 \) K. Using the empirical relations for the forced convection (see Mirzaeifar et al. [128] for details), the convection coefficients are obtained as \( h_\infty = 91.71 \) W/m\(^2\)K for air flow and \( h_\infty = 2529.3 \) W/m\(^2\)K for water flow. The convection coefficient for free air is \( h_\infty = 4.5 \) W/m\(^2\)K as explained in the previous case studies. The SMA bar is twisted from rest (fully austenite material) to \( \theta = 5 \) rad/m and unloaded. The shear stress distribution in the cross section of the bar for different ambient conditions is shown in Figure 3.20(a). It is seen that changing the boundary conditions causes moving of the shear stress plateau without a significant change in the slope (the slope of shear stress distribution varies by changing the loading rate as shown in Figure 3.18(a)).
The applied torque versus the twist angle of the SMA bar is shown in Figure 3.20(b). The most important observation in these figures is the deviation of the results corresponding to each ambient condition from the isothermal results. It is seen that although the loading-unloading is applied in 10 min, only the water flow ambient with a very large convection coefficient is giving similar results to those obtained by assuming a constant temperature during loading-unloading. We will study the effect of various parameters on the validity of isothermal assumption in §5. Temperature distribution at the end of loading is shown in Figure 3.20(c). It is clearly seen that only for the SMA bar operating in water flow the temperature distribution remains constant and close to the initial temperature. For the other cases, although the temperature distribution is almost constant, it is remarkably higher than the initial temperature in the whole cross section. Both the temperature uniformity and temperature change with respect to the initial conditions are studied in §5 for various size, loading rate, and ambient conditions. The temperature distribution at the end of the unloading phase is depicted in Figure 3.20(d). Two important observations are made: temperature in the whole cross section is lower than the initial and ambient temperatures for both the air and water flows, and temperature of the SMA bar exposed to air flow is lower than that of the bar exposed to water flow. These observations can be explained by studying the history of temperature during loading-unloading. The history of temperature at the outer surface of the bar is shown in Figure 3.21. Temperature versus shear stress is shown in this figure to specify the different parts of loading-unloading phases before, during, and after phase transformation. In Figure 3.21, the end of forward phase transformation is denoted by $A$ and the start of reverse phase transformation is marked by the symbol $B$ in all the graphs. We will use these special points in the sequel to explain more details of the material response during loading and unloading.

Starting from $T = T_0 = 300$ K the vertical part with no temperature change corresponds to the response of material at the surface before the start of forward phase transformation. This vertical plateau is proceeded by a temperature increase during forward phase transformation. The forward phase transformation continues up to the point $A$ on all the
Figure 3.21: Temperature versus shear stress at the surface of an SMA bar subjected to pure torsion for different ambient conditions. The total loading-unloading time is $\tilde{\tau} = 600$ sec.

graphs. As it is seen, with free convection boundary condition, temperature increases remarkably during phase transformation, while with the water flow boundary condition it remains almost constant during this phase. The amount of temperature increase during phase transformation at the surface of the SMA bar in air flow is between the other two boundary conditions. After point $A$, the phase transformation at the surface is completed and the material is fully transformed to martensite. With further loading, there is no phase transformation heat generation at the surface. At this stage of loading (from the end of phase transformation at $A$ to the end of loading), the material at the surface loses temperature due to cooling by the ambient, and gaining heat by conduction from the inner parts that are experiencing forward phase transformation. For the free and forced convection of air, the conduction from inner parts is dominant and the temperature at the surface increases, while for the water flow, cooling by the ambient is dominant and temperature at the surface decreases slightly. The unloading phase starts with an elastic stage up to point $B$. In this stage, the reverse phase transformation does not occur. On the other hand, the material is exposed to an ambient that is cooling the bar. In all the cases, temperature decreases at the surface during this stage of unloading. For the free convection boundary
condition, temperature deceases slightly while temperature at the surface of the bar exposed to force convection by air decreases much more. Temperature of bars exposed to water flow does not change much during this stage because the material is not heated too much during loading and the temperature is almost equal to the ambient temperature. This elastic unloading stage is proceeded by the reverse phase transformation from martensite to austenite at the surface and is accompanied by heat absorption. For the free convection case for which the temperature drop during the elastic unloading phase was negligible, the heat absorption during reverse phase transformation returns the temperature near the initial temperature at the end of unloading. However, for the forced air convection for which temperature dropped remarkably, the reverse phase transformation heat absorption causes the material to be at a lower temperature compared to the initial and ambient temperatures at the end of unloading. For the water flow, the high convection coefficient keeps the material temperature close to the ambient temperature during the whole unloading phase (heat flux is from the ambient to the material for overcoming the heat absorption during the reverse phase transformation). Temperature distributions at the end of unloading depicted in Figure 3.20(d) are now clearly understood and temperature history shown in Figure 3.21 explains the reason for observing the lowest temperature for the forced air flow convection. A detailed study of the effect of ambient condition on the temperature history during loading-unloading and a precise study of the conditions required for observing a temperature distribution below the initial temperature is presented by the authors for SMA bars and wires subjected to uniaxial tension in [128].

The presented results clearly show the necessity of using a coupled thermomechanical formulation for analyzing torsion of SMA bars. Even for relatively slow loadings, considering the whole material in a constant temperature is not a realistic assumption (see Figures 3.18(a) and (b), and also §5 for a detailed study of the effect of various parameters on the maximum temperature gradient). As it is shown in [127, 129], in general, the cross section of a bar in pure torsion is divided into three regions during both loading and unloading. During loading, the inner region is fully austenite, the outer region is fully transformed into martensite, and the phase transformation is happening in the intermediate region. During
unloading, the inner austenite region unloads elastically and the rest of cross section is divided into two regions. In one of these two regions, the material has been partially transformed to martensite during loading but the reverse phase transformation has not started yet and in the other region the material has experienced both forward and reverse phase transformations [127]. Note that phase transformation occurs in only one of these three regions. Consequently, heat is generated or absorbed in only one region. As a result, a complicated thermomechanical problem should be solved considering the heat flux between these three regions and also the ambient condition. Existence and interaction of these three regions in the cross section causes a more complex temperature distribution in the cross section compared to that of the uniaxial case. This nonuniform temperature distribution is the origin of the significant differences in the stress distributions that are observed between the coupled thermomechanical and isothermal torsion solutions.

3.3.5 Effect of Size, boundary conditions, and loading rate on the temperature distributions in the cross section

The main effect of thermomechanical coupling is reflected in the temperature changes, although this temperature change affects the other parameters including the stress and martensitic volume fraction as well. In order to study the thermomechanical coupling effects, two different parameters are considered in this section: the maximum temperature difference between the surface and center in the cross section, and the maximum temperature change with respect to the initial temperature. We will consider only the loading phase in this section, and the maximum is calculated by comparing all the increments during loading. In some cases the temperature distribution is excessively nonuniform as seen in Figures 3.17 and 3.18. In some other cases, the temperature distribution in the cross section may be approximately uniform, while the temperature in the hole cross section is remarkably different from the initial temperature (e.g. the case shown in Figure (3.20). As shown in the previous sections, the accuracy of assuming an isothermal loading-unloading for SMA bars subjected to torsion strongly depends on the ambient conditions, size, and loading rate. In this section we consider the maximum temperature difference between the surface and center in the cross section, and the maximum temperature change with respect to the the
initial temperature as a measure of the thermomechanical coupling effect on the response of the bar. In other words, when both these parameters are small, the bar subjected to torsion can be assumed isothermal during loading-unloading with an acceptable accuracy.

As the first case study in this section, the effect of convection coefficient and diameter on the temperatures is studied in Figure 3.22. In this case study, the total loading-unloading time is $\tau=10$ sec. Both the considered parameters increase with a steep slope by increasing the diameter. Figure 3.22(a) shows that for large diameters, increasing the convection coefficient decreases the temperature gradient between the surface and center. However, as shown in 3.22(b), the temperature is much higher than the initial temperature even for large convection coefficients for large diameters. It can be concluded that for this loading rate, the isothermal assumption is valid only for small diameters, i.e. SMA wires.
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**Figure 3.22:** The normalized maximum temperature difference between the surface and center (a), and the normalized maximum temperature increase with respect to the initial temperature (b) versus the convection coefficient and diameter ($T_0=27^\circ$C). The subscripts $s$ and $c$ represent the values measured at the surface and center of the bar, respectively.

The effect of loading rate and diameter on the temperature distribution in loading phase is studied in Figure 3.23 for a bar subjected to free convection of air. The maximum temperature difference between the surface and center during loading is small for slow loading rates even for large bars (Figure 3.23(a)). However, as shown in Figure 3.23(b), the maximum temperature increase with respect to the initial temperature is negligible only for small diameters.
Figure 3.23: The normalized maximum temperature difference between the surface and center (a), and the normalized maximum temperature increase with respect to the initial temperature (b) versus the loading rate and diameter \((T_0=27^\circ \text{C})\). The subscripts \(s\) and \(c\) represent the values measured at the surface and center of the bar, respectively.

Figure 3.24: The normalized maximum temperature difference between the surface and center (a), and the normalized maximum temperature increase with respect to the initial temperature (b) versus the loading rate and convection coefficient \((T_0=27^\circ \text{C})\). The subscripts \(s\) and \(c\) represent the values measured at the surface and center of the bar, respectively.

The effect of loading rate and convection coefficient on the temperature distributions is studied in Figure 3.24 for a thick bar (d=5 cm). As shown in Figure 3.24(a), the maximum temperature difference between the surface and center during the loading phase uniformly decreases by decreasing the loading rate for all the convection coefficients. Figure 3.24(b) shows that the maximum temperature difference with respect to the initial temperature is negligible only when both loading time and convection coefficient are large enough.
4.1 Introduction

In this chapter a micromechanical model that incorporates single crystal constitutive relationships is used for studying the pseudoelastic response of polycrystalline shape memory alloys (SMAs). In the micromechanical framework, the stress-free transformation strains of the possible martensite twinned structures, correspondence variant pairs (CVPs), obtained from the crystallographic data of NiTi are used, and the overall transformation strain is obtained by defining a set of martensitic volume fractions corresponding to active CVPs during phase transformation. The local form of the first law of thermodynamics is used and the energy balance relation for the polycrystalline SMAs is obtained. Generalized coupled thermomechanical governing equations considering the phase transformation latent heat are derived for polycrystalline SMAs. A three-dimensional finite element framework is used and different polycrystalline samples are modeled based on Voronoi tessellations. By considering appropriate distributions of crystallographic orientations in the grains obtained from experimental texture measurements of NiTi samples, the effects of texture, and the tension-compression asymmetry in polycrystalline SMAs are studied. The interaction between the stress state (tensile or compressive), number of grains, and the texture on the mechanical response of polycrystalline SMAs is studied. It is found that the number of grains (or size) affects both the stress-strain response and the phase transformation propagation in the material. In addition to tensile and compressive loadings, textured and untextured NiTi micropillars with different sizes are also studied in bending. The coupled thermomechanical framework is used for analyzing the effect of loading rate and the phase transformation latent heat on the response of both textured and untextured samples. It is shown that the
temperature changes due to the heat generation during phase transformation can affect the propagation of martensite in samples subjected to high strain rates.

4.2 Micromechanical-Based Constitutive Modeling

In recent years, several different classes of constitutive models have been introduced for studying SMAs. Some of these models are developed for studying the macroscopic behavior of polycrystalline SMAs. Phenomenological macroscopic constitutive models are derived by using the Gibbs free energy as the thermodynamic potential and choosing an appropriate set of internal state variables to describe a measure of phase transformation. In these models evolution equations are postulated for the internal variables (i.e. the martensitic volume fraction and the transformation strain) and the second law of thermodynamics is used in order to find thermodynamic constraints on the material constitutive equations [103, 162, 180]. In this work, we consider a micromechanical model in which the transformation strain is related to the crystallographic data. Experimental and theoretical data are used to find the stress free transformation strain of martensite variants exactly [31, 121]. The macroscopic transformation strain is considered as a sum of different active transforming martensite variants and the contribution of each variant is related to the total strain by the volume fraction of that specific variant [59, 110, 119, 120]. The general micromechanical framework is briefly discussed next. It is worth noting that the austenite to martensitic phase transformation in the constitutive framework of this paper is rate-independent in nature and possible effects of strain rate on the transformation are ignored. However, the thermomechanical coupling and the effect of phase transformation latent heat causes the material response to be rate dependent which is not directly caused by the rate dependency of the martensitic transformation.

4.2.1 The Micromechanical Framework

We use the micromechanical framework of Patoor et al. [153]. This model was used by Gall and Sehitoglu [59] to study the the role of texture in tension-compression asymmetry
in polycrystalline NiTi using an averaging scheme. It was also implemented in a three-dimensional finite element formulation for studying the the cyclic thermomechanical behavior of polycrystalline pseudoelastic shape memory alloys [110] based on a simplified model of the grains in the microstructure. The stress-free transformation strain corresponding to the \( n \)th martensite variant is given by

\[
\hat{\epsilon}_{ij}^n = \frac{1}{2} g (l_i^m d_j^n + d_i^m l_j^n),
\]  

(4.1)

where \( d \) is the transformation direction, \( l \) is the habit plane normal, and \( g \) is the transformation magnitude. We consider the \( B2 \rightarrow B19' \) martensitic transformation for NiTi. Theoretically, there are 192 possible variants in NiTi by considering type I and type II twins [110] and this number is even larger when considering the compound twinning in NiTi [69, 193]. However, it has been observed that type II-1 is by far the most prominent twinning mode in NiTi [137] and calculating the transformation strain by considering the active CVPs of this type results in a very good agreement between experimental observations and theoretical predictions [49, 59, 110, 167]. In this case, the number of martensite variants for transformation is \( 1 \leq n \leq 24 \) and the habit plane and transformation direction components are obtained from the crystallographic data (i.e. see Table 1 in [59]). The transformation magnitude for this case is \( g = 0.1308 \). The total transformation strain in a single grain is the sum of transformation strains from all martensite variants. By defining a martensitic volume fraction corresponding to each variant, the volume averaged transformation strain is given by

\[
\epsilon_{ij}^t = \frac{1}{24} \sum_{n=1}^{24} \hat{\epsilon}_{ij}^n \xi^n,
\]  

(4.2)

where \( \xi^n \) is the volume fraction of the \( n \)th martensite variant. The total martensitic volume fraction is \( \xi = \sum_{n=1}^{24} \xi^n \). The total volume fraction and the volume fraction of each variant are always between 0 and 1. For a single crystal, several free energy functions have

\[\text{footnote text}\]
been reported in the literature \([5, 49, 59, 151]\). In this section, we use the Gibbs free energy \(G\) for developing the coupled thermomechanical constitutive framework for studying polycrystalline SMAs. For obtaining this function, we use the appropriate terms from the complementary free energy \(Ψ\) \((Ψ = −G)\) introduced by Patoor et al. \([151]\), and the appropriate terms for the thermal free energy given by Anand and Gurtin \([5]\) in the Helmholtz free energy \(ψ\) for polycrystalline SMAs. The Gibbs free energy is given by:

\[
G(σ, T, \xi^n) = -\frac{1}{2} \sigma : S : \sigma - \sigma : \sum_{n=1}^{24} \hat{e}^n \xi^n + \beta(T - T_0) \sum_{n=1}^{24} \xi^n - \sigma : \alpha(T - T_0) \\
+ \rho c \left[ (T - T_0) - T \ln \left( \frac{T}{T_0} \right) \right] + \sum_{m,n=1}^{24} H_{nm} \xi^n \xi^m, \tag{4.3}
\]

where, \(S\), \(σ\), \(T\), \(T_0\), \(\hat{e}^n\) and \(\xi^n\) are the compliance tensor, local stress tensor, temperature, reference temperature, transformation strain and martensitic volume fraction on the \(n\)th variant, respectively. The parameter \(β\) is a material constant, \(α\) is the thermal expansion coefficient tensor, and \(c\) is the specific heat.\(^2\) The last term in (4.3) is an approximation that accounts for martensite variant interactions by introducing an interaction matrix \(H\) \([151, 153]\). The terms in this matrix represent the interaction energy due to the formation of multiple interacting martensite CVPs. The incompatible CVPs are mutually transformed with a higher interaction energy compared to the compatible CVPs. Compatible CVPs have a smaller net intrinsic shear strain compared to incompatible CVPs and the crystallographic data can be used for finding the compatible and incompatible pairs. However, we use a simplified method based on the strain compatibility equation as expressed in detail by Gall and Sehitoglu \([59]\). Also, the interaction energies for the compatible and incompatible CVPs are assumed constant and temperature independent (Gall and Sehitoglu \([59]\), Table 2) which is shown to give accurate results compared to the experimental measurements \([49, 59, 110, 151]\). The interface energies are ignored in this model. This is justifiable as the interface energies between the twin-related variants can be ignored because of the

\(^2\)The parameters \(α\) and \(c\) may be considered as functions of the martensitic volume fraction. However, for the SMAs used in practical applications these parameters are independent of the volume fraction and we have considered them constant throughout this paper, e.g. \(α = α^A = α^M\) \([128, 162]\).
compatibility at the interface. The austenite-martensite interface energy is remarkably small compared to the other terms in the energy and can be ignored [78, 111, 155]. However, it should be noted that although these energies can be ignored at the microscale, they play an important role at the nanoscale [85, 101].

By defining a deriving force \( f_n \) for each variant as

\[
f_n = -\frac{\partial G}{\partial \xi_n} = \sigma : \dot{\epsilon}^n - \sum_{m=1}^{24} H_{nm} \dot{\xi}^m - \beta (T - T_0),
\]

the criteria for forward transformation of austenite to the \( n \)th martensite variant is given by \( f_n = f^{am} \), and the condition for reverse transformation of the \( n \)th martensite variant to austenite is expressed as \( f_n = f^{ma} \), where \( f^{am} \) and \( f^{ma} \) are critical energies for A to M and M to A transformations, respectively. During the forward and reverse phase transformations, the consistency condition \( \dot{f}_n = 0 \) is written as

\[
\frac{\partial f_n}{\partial \sigma} : \dot{\sigma} + \frac{\partial f_n}{\partial T} : \dot{T} + \sum_{m=1}^{24} \frac{\partial f_n}{\partial \xi^m} \dot{\xi}^m = 0.
\]

(4.5)

By substituting (4.4) into (4.5), the consistency condition can be rewritten as

\[
\dot{\sigma} : \dot{\epsilon}^n - \sum_{m=1}^{24} H_{nm} \dot{\xi}^m - \beta \dot{T} = 0.
\]

(4.6)

The condition (4.6) will be used in the next section for finding the incremental change of volume fraction of all the active variants during the phase transformation. It is worth noting that \( \dot{\xi} \) is nonzero only for the active variants that satisfy the forward or reverse transformation conditions for the deriving force (4.4) and it is computationally more efficient to write the summations only on the active variants in developing the numerical algorithm.

4.2.2 The Mechanical and Thermal Jacobians

We use a finite element framework for modeling polycrystalline SMAs. For developing an incremental displacement based finite element, in addition to the constitutive relations given in the previous section, the tangent stiffness (mechanical Jacobian) and thermal moduli tensors are also needed. In order to obtain these tensors, the constitutive model of the SMA material should be linearized and represented as an incremental form. Deriving the
mechanical Jacobian is given briefly in the sequel. More details of deriving the Jacobians are given in [110].

For an infinitesimal time increment, $\Delta t$, the time rate of each parameter $\mathcal{P}$ can be approximated by $\dot{\mathcal{P}} = \Delta \mathcal{P} / \Delta t$. Using this approximation, (4.6) can be written as a set of $q$ simultaneous equations ($1 \leq q \leq 24$ is the number of variants that satisfy the transformation conditions (4.4))

$$
\Delta \sigma : \hat{\epsilon}^n = \sum_{m=1}^{24} H_{nm} \Delta \xi^m + \beta \Delta T. \tag{4.7}
$$

Using this approximation, the stress increment is related linearly to the increment of temperature and the martensitic volume fraction of active variants. It can be shown that the martensitic volume fraction increment is also related to the strain increment linearly [110]. The stress increment can be approximated by

$$
\Delta \sigma = \frac{\partial \Delta \sigma}{\partial \Delta \epsilon} : \Delta \epsilon + \frac{\partial \Delta \sigma}{\partial \Delta T} \Delta T, \tag{4.8}
$$

where $\partial \Delta \sigma / \partial \Delta \epsilon$ is the mechanical Jacobian. The stress increment can be written as

$$
\Delta \sigma = \mathbf{S}^{-1} : \left( \Delta \epsilon - \sum_{m=1}^{24} \Delta \epsilon^m \right), \tag{4.9}
$$

where $\epsilon^i$ is the contribution of transformation strain from the $i$th martensite variant that is related to the stress free transformation strain of the corresponding variant through the volume fraction as $\epsilon^i = \hat{\epsilon}^i \xi^i$. Substituting (4.9) into (4.7) one obtains

$$
\mathbf{S}^{-1} : \left( \Delta \epsilon - \sum_{m=1}^{24} \Delta \epsilon^m \right) : \hat{\epsilon}^n = \sum_{m=1}^{24} H_{nm} \Delta \xi^m + \beta \Delta T. \tag{4.10}
$$

By defining a transformation matrix $\Gamma$ and a driving force vector $F$ as

$$
\Gamma_{mn} = \epsilon^m : \mathbf{S}^{-1} : \hat{\epsilon}^n + H_{mn}, \quad F_m = \epsilon^m : \mathbf{S}^{-1} : \Delta \epsilon - \beta \Delta T, \tag{4.11}
$$

the set of $q$ simultaneous equations (4.10) can be rewritten in the matrix form as

$$
[\Gamma] \{ \Delta \xi \} = \{ F \}, \tag{4.12}
$$
where the size of vectors and the transformation matrix depends on the number of active variants \((q)\) and \(\{\Delta \xi\}\) is a vector containing the incremental change of volume fraction of all the active variants. This set of equations will be used for calculating the incremental change of volume fractions.

For deriving the mechanical Jacobian, the incremental stress-strain relation (4.9) is differentiated with respect to the strain increment as

\[
\frac{\partial \Delta \sigma}{\partial \Delta \epsilon} = S^{-1} \left( \mathbb{I} - \sum_{m=1}^{24} \frac{\partial \Delta \epsilon^m}{\partial \Delta \epsilon} \right),
\]

(4.13)

where \(\mathbb{I}\) is the identity tensor. The derivative of the transformation strain with respect to the total strain can be written as

\[
\frac{\partial \Delta \epsilon^m}{\partial \Delta \epsilon} = \frac{\partial \Delta \epsilon^m}{\partial \Delta \xi^m} \otimes \frac{\partial \Delta \xi^m}{\partial \Delta \epsilon} = \epsilon^m \otimes \Gamma^{-1}_{mn} \frac{\partial F^n}{\partial \Delta \epsilon},
\]

(4.14)

where \(\otimes\) denotes the tensor product, and the last term is derived using the inverse of (4.12). Substituting (4.14) into (4.13) gives the mechanical Jacobian to be implemented in the finite element formulation. The thermal Jacobian is obtained by differentiating (4.9) with respect to the temperature increment as

\[
\frac{\partial \Delta \sigma}{\partial \Delta T} = S^{-1} \left( -\sum_{m=1}^{24} \frac{\partial \Delta \epsilon^m}{\partial \Delta T} \right),
\]

(4.15)

where the derivative of the transformation strain with respect to temperature is calculated using the chain rule as

\[
\frac{\partial \Delta \epsilon^m}{\partial \Delta T} = \frac{\partial \Delta \epsilon^m}{\partial \Delta \xi^m} \frac{\partial \Delta \xi^m}{\partial \Delta T} = \epsilon^m \Gamma^{-1}_{mn} \frac{\partial F^n}{\partial \Delta T},
\]

(4.16)

Substituting (4.16) into (4.15) gives the thermal Jacobian. Details of implementing the calculated Jacobians and the constitutive equations into the user subroutine (UMAT) in the finite element program is given in Lim and McDowell [110] as a computational step-by-step algorithm. For algorithmic details of the time integration procedure for a rate-independent single-crystal constitutive model for SMAs the readers are referred to [182], which is based on the algorithm developed by Anand and Kothari [4] for rate-independent crystal plasticity.
4.3 Thermomechanical Coupling

We generalize the thermomechanical framework presented by Lim and McDowell [110] in this section by considering a comprehensive description of the energy balance equation for obtaining the thermal coupled equations. It will be shown that the method of relating the latent heat linearly to the rate of change of martensitic volume fraction is a simplification of this general model by ignoring some terms in the energy balance equation. We use a similar method as used previously by the authors for obtaining the governing thermomechanical equations based on phenomenological constitutive models for SMAs [128, 130].

The coupled thermomechanical governing equations for SMAs are derived by considering the first law of thermodynamics in local form (3.1). Using the definition of the Gibbs free energy for a polycrystal (4.3), the time derivative of $G$ is given by

$$\dot{G} = \frac{\partial G}{\partial \sigma} : \dot{\sigma} + \frac{\partial G}{\partial T} \dot{T} + \sum_{n=1}^{24} \frac{\partial G}{\partial \xi_n} : \dot{\xi}_n. \quad (4.17)$$

Substituting (4.17) into (3.4) gives

$$- \left( \frac{\partial G}{\partial \sigma} + \epsilon \right) : \dot{\sigma} - \left( \frac{\partial G}{\partial T} + \rho s \right) \dot{T} - \sum_{n=1}^{24} \frac{\partial G}{\partial \xi_n} : \dot{\xi}_n \geq 0. \quad (4.18)$$

The energy balance equation is obtained by substituting (3.7) and (4.17) into (3.1) as

$$\rho T \dot{s} = - \sum_{n=1}^{24} \frac{\partial G}{\partial \xi_n} \dot{\xi}_n - \text{div} q + \rho \dot{g}. \quad (4.19)$$

The constitutive relation (3.7) is used for calculating the time derivative of the specific entropy as

$$\rho \dot{s} = - \frac{\partial G}{\partial T} = - \frac{\partial^2 G}{\partial \sigma \partial T} : \dot{\sigma} - \frac{\partial^2 G}{\partial T^2} \dot{T} - \sum_{n=1}^{24} \frac{\partial^2 G}{\partial \xi_n \partial T} \dot{\xi}_n, \quad (4.20)$$

which after substituting (4.3) into (4.20) gives the rate of change of specific entropy as

$$\rho \dot{s} = \alpha : \dot{\sigma} + \frac{\rho c}{T} \dot{T} - \beta \sum_{n=1}^{24} \dot{\xi}_n. \quad (4.21)$$

Substituting (4.21) into (4.19), the final form of the first law is obtained as

$$\rho c \dot{T} = \sum_{n=1}^{24} \left( - \frac{\partial G}{\partial \xi_n} + \beta T \right) \dot{\xi}_n - T \alpha : \dot{\sigma} - \text{div} q + \rho \dot{g}. \quad (4.22)$$
The energy balance (3.13) is used for finding the volumetric heat generation in SMAs as
\[
\mathcal{R} = \sum_{n=1}^{24} \left( -\frac{\partial G}{\partial \xi_n} + \beta T \right) \xi_n - T \alpha : \dot{\sigma} = \sum_{n=1}^{24} \left( \mathcal{F}_n + \beta T \right) \xi_n - T \alpha : \dot{\sigma},
\]
(4.23)
where the term \( f_n \) is defined in (4.4). It is worth noting that during the phase transformation the consistency condition implies that \( f_n = f^\pm \), where \( f^+ = f_{am} \) for the forward phase transformation and \( f^- = f_{ma} \) for the reverse transformation. Comparing (4.23) with the expression assumed by Lim and McDowell [110], it is observed that (4.23) can be simplified to the volumetric heat generation obtained in Lim and McDowell [110] by ignoring the second term that corresponds to the heat generation related to the rate of change of stress and also ignoring the temperature dependency of the coefficient that relates the heat generation to the rate of change of martensitic volume fraction.

The volumetric heat generation \( \mathcal{R} \) is given to the finite element model in a user subroutine (UMAT). The numerical solution needs the derivatives of the volumetric heat generation with respect to the temperature and strain. For calculating the derivative of \( \mathcal{R} \), we use the variation of the volumetric heat generation, which after some manipulations is expressed as
\[
\begin{align*}
\delta \mathcal{R} &= \frac{1}{\Delta t} \left[ \beta \sum_{n=1}^{24} \xi_n - \alpha : \Delta \sigma - \alpha : \frac{\partial \Delta \sigma}{\partial T} T + (f^\pm + \beta T) \sum_{n=1}^{24} \frac{\partial \Delta \xi_n}{\partial T} \right] \delta T \\
&\quad + \frac{1}{\Delta t} \left[ (f^\pm + \beta T) \sum_{n=1}^{24} \frac{\partial \Delta \xi_n}{\partial \epsilon} - \alpha : \frac{\partial \Delta \sigma}{\partial \epsilon} T \right] \delta \epsilon,
\end{align*}
\]
(4.24)
where \( \partial \Delta \sigma / \partial T \) and \( \partial \Delta \sigma / \partial \epsilon \) are the thermal and mechanical Jacobians given in (4.15) and (4.13), respectively. The terms \( \partial \Delta \xi_n / \partial T \) and \( \partial \Delta \xi_n / \partial \epsilon \) are given in (4.16) and (4.14), respectively. Substituting these parameters into (4.24) gives the derivatives of the volumetric heat generation with respect to temperature and strain as
\[
\begin{align*}
\partial \Delta \mathcal{R} / \partial \Delta T &= \beta \sum_{n=1}^{24} \xi_n - \alpha : \Delta \sigma - \alpha : S^{-1} \left( -\sum_{m=1}^{24} \frac{\partial \Delta \xi_m}{\partial T} \right) T \\
&\quad + (f^\pm + \beta T) \sum_{m,n=1}^{24} \Gamma_{mn} \frac{\partial F_m}{\partial \Delta T},
\end{align*}
\]
(4.25)
\[
\partial \Delta \mathcal{R} / \partial \Delta \epsilon = (f^\pm + \beta T) \sum_{m,n=1}^{24} \Gamma_{mn} \frac{\partial F_m}{\partial \Delta \epsilon} - \alpha : \frac{\partial \Delta \sigma}{\partial \epsilon} S^{-1} : \left( I - \sum_{m=1}^{24} \frac{\partial \Delta \xi_m}{\partial \epsilon} \right) T.
\]
(4.26)
It is worth noting that in the numerical algorithm the summations with the volume fraction
increment in (4.23), (4.25), and (4.26) are only written on the \( q \) active variants for which the volume fraction is changing during the current increment.

### 4.4 Finite Element Modeling

The constitutive equations, the mechanical and thermal Jacobians, the volumetric heat generation, and the derivatives of volumetric heat generation with respect to temperature and strain are implemented in an appropriate user subroutine (UMAT) in the finite element program ABAQUS. The subroutine is written in a local coordinate system. In the finite element model, a separate local orientation is assigned to the elements in each grain. Details of assigning the crystal orientations for textured and untextured samples are given in §4.4.2. All the orientation-dependent parameters are transformed to the local coordinate before passing them into the subroutine, and transformed back to the global coordinate when the subroutine results are given to the finite element code. We use the material properties given by Lim and McDowell [110]. These properties are obtained from DSC tests and manufacturer data for a commercial SMA used in the experiments by Lim [109]. The elastic constants (Lamé parameters) are \( \lambda = 69.2 \) GPa, and \( \mu = 46.2 \) GPa. The critical transformation energies are \( f^{am} = 17 \times 10^6 \text{Jm}^{-3} \) and \( f^{ma} = 7 \times 10^6 \text{Jm}^{-3} \). The mass density is \( \rho = 6500 \text{Kgm}^{-3} \) and the chemical energy coefficient is \( \beta = 0.6 \times 10^6 \text{Jm}^{-3} \circ \text{C}^{-1} \). The thermal expansion coefficient is \( \alpha_{ij} = \alpha \delta_{ij}, \ \alpha = 22 \times 10^{-6} / \text{K} \) [92].

#### 4.4.1 Grain-Scale Modeling Based on Voronoi Tessellations

In the previously reported works in the literature that study polycrystalline SMAs using micromechanical based models, the polycrystal structure was designed for resembling the microstructure as closely as possible to the actual structure (see Figure 2 in [110] and Figure 5 in [182]). In these works hexagonal prisms and cubes are used for modeling the geometry of each grain which is far from the actual grains shape. We use a more realistic microstructure in the finite element model for simulating polycrystal SMAs.

---

3The compliance and thermal expansion tensors are anisotropic for single crystal monoclinic martensite NiTi. However, experimentally measured values for the anisotropic material properties of NiTi are not available and these properties can be assumed isotropic with an acceptable accuracy, particularly when the inelastic response is studied [182].
Voronoi tessellations are widely accepted to model polycrystalline aggregates as they provide a realistic approximation of the actual microstructure of non-uniform grain shapes [26, 58, 171, 192]. Voronoi cells are constructed from a set of randomly positioned points (called the generators or Poisson points) in the given domain. Each Voronoi cell is the set of all points in the given set whose distance to the corresponding generator is not greater than their distance to the other generators. Recently, novel frameworks have been introduced for developing FE models based on Voronoi tessellations to generate polycrystalline grain structures for micromechanics simulations [170, 171]. We use four different Voronoi tessellations for modeling polycrystalline samples subjected to uniaxial loading and bending in this section. The microstructure and finite element meshes of these models are shown in Figure 4.1.

The cubic model shown in Figure 4.1(a) consists 100 grains. Each side of this cube is $a = 250 \ \mu m$ which after considering the number of grains along each side results in a mean grain size of $50 \ \mu m$ that is consistent with the optical micrographs of NiTi [62]. We use two models with different number of grains as shown in Figures 4.1(b) and (c) for studying the uniaxial tension and also bending. The polycrystal structure in Figure 4.1(b) is $38 \times 75 \times 250 \ \mu m$ and contains a total of 26 grains. The polycrystalline sample in Figure 4.1(c) is $150 \times 300 \times 1000 \ \mu m$ and constructed by 357 grains. Another sample with circular cross section is also used for studying the uniaxial tension as shown in Figure 4.1(d). This model is constructed by 172 grains with a length and radius of $L = 1000$ and $r = 70 \ \mu m$. The selected dimensions in all these models result in a mean grain size of $50 \ \mu m$. Linear solid tetrahedral elements are used for constructing the FE model (C3D4 and C3D4T). The finite element meshes of the beams are shown in Figure 4.1. Periodic boundary conditions are not used in this section. For nodes lying on the back face perpendicular to the loading direction ($z = 0$) the axial component of displacement is constrained and one node at the corner is fixed in all directions for preventing the rigid body motion. For the bending studies, the nodes in the clamped surface are constrained in all directions.
4.4.2 FE Modeling of Textured and Untextured Samples

In order to study the effect of texture on the bending response of NiTi, we consider two different distributions of crystal orientations in the grains. For modeling the untextured material, a random orientation is assigned to each grain. For modeling the textured material, the results of texture analysis on a drawn bar using an X-ray diffraction are used [59, 62]. The experimental pole figures resulting from the X-ray analysis show that the [111] directions of the crystal lattice among all the grains are dominantly parallel to the axial direction (z direction in Figure 4.1), while the [001] directions of the crystal lattice are randomly distributed [59, 110]. In the finite element model, for modeling the textured material, all the elements in each grain are assigned an orientation such that the [111] direction of all the orientations is scattered along the axis based on a Gaussian distribution with standard deviation of 10°, while the [001] directions are randomly distributed. In order to verify the distribution of crystal orientations in the microstructure, we used the orientations in all the grains and calculated the orientation distribution functions (ODFs) for plotting the pole figures corresponding to each sample. These pole figures are compared with the experimental data to make sure that the modeled texture is in agreement with the measured data. As an example, the pole figures obtained from the crystal orientations in all the grains for the sample with 357 grains (Figure 4.1(c)) is shown in Figure 4.2. Comparing these figures with the experimental data presented in Gall and Sehitoglu [59] shows that the texture in the material is modeled accurately in the microstructure.

Figure 4.1: The finite element mesh of polycrystalline SMAs with (a) 100 grains, (b) 26 grains, (c) 357 grains, and (d) 172 grains.
Figure 4.2: The \{111\}, \{110\}, and \{100\} pole figures obtained from the crystal orientations in the grains of the sample shown in Figure 4.1(c).

4.5 Numerical Results

Several different case studies are presented in this section for analyzing various aspects of the mechanical and thermomechanical response of polycrystalline NiTi shape memory alloys. In sections 4.5.1 through 4.5.3 we ignore the thermomechanical coupling by neglecting the effect of phase transformation latent heat. In these sections the loading and unloading processes are assumed isothermal. It is shown that neglecting the latent heat and assuming an isothermal process is valid when the material has enough time for exchanging the generated or absorbed heat with the ambient. This is the case for slow loadings or ambient conditions with high convection coefficients at the surfaces \[128\]. The thermomechanical coupling is studied in §4.5.4. It will be shown that the latent heat generated by the phase transformation causes a rate dependency in the response of polycrystalline SMAs. It is also shown that the latent heat affects the martensite propagation between the grains of a polycrystalline NiTi shape memory alloy.

4.5.1 The Role of Texture

In this section the role of texture on the mechanical response of polycrystalline SMAs is studied. As mentioned earlier, the role of texture on tension-compression asymmetry has been studied extensively in the literature. The uncoupled constitutive model of this paper was used by Gall and Sehitoglu \[59\] for studying the stress-strain behavior of textured and untextured polycrystalline NiTi subjected to tension versus compression. Microstructure of
the polycrystal is not modeled in this work and the constitutive equations are solved for a cluster of 2000 grains with different crystallographic orientations by calculating the transformation strain corresponding to each orientation and summing the transformation strains for all the relevant orientations. With this method, only the global stress-strain response is modeled, and the distribution of solution parameters in a polycrystal cannot be studied. However, by using several experiments Gall and Sehitoglu [59] showed the capability and accuracy of this micromechanical model for studying the role of texture on the tension-compression asymmetry of polycrystalline SMAs. Gall et al. [62] and Lim and McDowell [110] used finite element modeling for studying textured polycrystalline NiTi shape memory alloys. In these works, a simplified geometry was chosen for modeling the microstructure by assuming identical hexagonal prisms as grains in the polycrystal. The role of texture, and also the rate dependency based on a simplified thermomechanical coupled model were studied. Thamburaja and Anand [182] studied the effect of crystallographic texture on the response of polycrystalline SMAs using a crystal-mechanics-based constitutive model and the finite element simulation. The microstructure in the polycrystal is modeled by assuming all the grains as cubes. In this section we use the polycrystalline models based on the Voronoi tessellations for studying the role of texture on the mechanical response of NiTi shape memory alloys. As the first step the effect of texture on the tension-compression asymmetry is studied by considering a polycrystalline sample shown in Figure 4.1(a). Details of the finite element simulation and modeling the crystal orientations for textured and untextured samples are given in §4.4. The stress-strain responses for textured and untextured NiTi in tension and compression are given in Figure 4.3. The stress-strain response for a single grain (modeled using one cubic element with periodic boundary conditions) with the [111] crystal orientation along the loading direction is also shown in Figure 4.3(b) for comparison purposes.

As shown in Figure 4.3, while the tension-compression response is almost symmetric for the polycrystalline NiTi with random distribution of grain orientations, the response is significantly asymmetric for the textured polycrystal. It is observed that the phase transformation is slightly more favorable in compression compared to tension for the untextured
Figure 4.3: Comparison of the stress-strain response in tension and compression for (a) untextured and (b) textured NiTi polycrystal model with 100 grains as shown in Figure 4.1(a).

material as shown in Figure 4.3(a). This result is in agreement with the previously reported studies of polycrystalline SMAs based on Taylor models [138], self-consistent models [59], and micromechanical models in conjunction with simplified finite element simulations [62]. The stress-strain curves for a textured polycrystal and a [111] oriented single crystal are shown in Figure 4.3(b). As observed earlier, the crystallographic texture is the origin of tension-compression asymmetry in polycrystalline SMAs and this phenomenon is reflected in the similarity between the single crystal and textured polycrystalline responses [63] as shown in Figure 4.3(b). The tension-compression asymmetry for the [111] oriented single crystal can be explained theoretically by considering the Schmid factors of the most favorably oriented martensite variant for uniaxial compression and tension directions, which are 0.27 and 0.39, respectively [60, 153]. It is worth noting that in modeling the textured polycrystalline SMAs in Gall et al. [62], the [111] crystallographic direction of the grains are randomly wobbled around the loading direction within tolerances of 0-5 degrees or 0-10 degrees. However, as explained in §4.4.2, in the present work we use a Gaussian distribution for modeling the textured polycrystal. This is more realistic and has the capability of modeling different textures more accurately by changing the standard deviation in the distribution. By using a Gaussian distribution with a relatively small standard deviation
(10° in the present work) for the crystallographic directions, the stress-strain curves of the polycrystal are more similar to the response of a single [111] oriented crystal compared to a random distribution between 0 and 10 degrees. This happens because in the Gaussian distribution with small standard deviations most of the orientations are aligned near the [111] direction while for a random distribution they are freely distributed between 0 and 10 degrees. Comparing the results of the present work with those of Gall et al. [62] we observe that the difference between the response of a single crystal and a polycrystal is more significant in Gall et al. [62]. However, the present model is capable of modeling various textures accurately by choosing appropriate standard deviations in the Gaussian distribution.

Comparing the simulation results in Figure 4.3(b) with the experimentally measured stress-strain curves for polycrystal and single crystal NiTi reported by Gall et al. [63] it is clear that the present model is predicting the key features of the response accurately. Consistent with the experiments, the model predicts a slight decrease in the critical transformation stress for the polycrystal compared to the single crystal. Decreasing the stress levels for a polycrystal is more prominent in compression, which is consistent with the experimental observations. This can also be explained based on transformation Schmid factor arguments [62, 153]. It is worth noting that a similar study was presented by Gall et al. [62] and the stress-strain curves for a single crystal and a polycrystal were compared. As mentioned earlier, the structure of grains in the polycrystal is modeled assuming a uniform shape for all the grains. The simulation results in Gall et al. [62] show that the stress-strain curves are not sensitive to the number of grains and the results are not affected by increasing the number of grains. This finding was also used by Lim and McDowell [110] for concluding that a single mesh and microstructure is adequate for studying the general response of polycrystalline SMAs. However, we will show in the present work that the rapid convergence of results by increasing the number of grains in the previous works is due to the assumption of uniformity of the grains shapes. We will show in the next section that for the accurate microstructure representation used in this section, the material response is highly affected by the number of grains, which can be understood as a size effect.
4.5.2 The Size Effect

In this section, the effect of size (or the number of grains) on the response of textured and untextured polycrystalline SMAs is studied. The stress-strain curves for a cubic polycrystal shown in Figure 4.1(a) are presented in §4.5.1. In this section we study the uniaxial tension and compression for the polycrystal models shown in Figures 4.1(b) and (c). As mentioned in §4.4.1 the model of Figure 4.1(b) contains a total of 26 grains and by considering a mean grain size of 50 μm the size of this model is $38 \times 75 \times 250 \, \mu m$. The polycrystal model in Figure 4.1(c) is $150 \times 300 \times 1000 \, \mu m$ and contains 357 grains. The results in this section can also be compared with the curves in the previous section for a cubic model with 100 grains. However, one should notice that the number of grains along the loading axis and in the cross section for the models of this section are different from the cubic model in the previous section and the results cannot be compared directly. We will also study the response of a single crystal with [111] direction along the loading axis for comparison purposes.

The stress-strain curves for the uniaxial loading of polycrystalline SMAs in tension and compression are shown in Figure 4.4. The uniaxial stress-strain curves for untextured models are shown in Figure 4.4(a). It is observed that the difference between tensile and compressive responses is more prominent for the larger model with 357 grains. Comparing the results in this figure with those of Figure 4.3(a) shows that the difference between tensile and compressive responses is remarkably larger for the rectangular cuboid models of Figures 4.1(b) and (c) compared to the cubic model of Figure 4.1(a). This shows that not only the number of grains in the micromechanical model but also the shape of the sample can affect the mechanical response of polycrystalline SMAs.

The stress-strain curves for the textured polycrystalline samples are shown in Figure 4.4(b). Similar to the cubic model with 100 grains, for both sizes considered in this section the difference between the tensile and compressive responses is remarkably larger for NiTi polycrystal with a dominant $<111>$ fiber texture compared to the polycrystal with a random distribution of orientations. Figure 4.4(b) for textured polycrystal NiTi shows that
Figure 4.4: The effect of size on the stress-strain response in tension and compression for (a) untextured and (b) textured NiTi polycrystal models with 26 and 357 grains as shown in Figures 4.1(c) and (d).

while the tensile response is not highly affected by the size, the compressive response is remarkably different for the small and large textured polycrystal samples. This phenomenon can be explained by considering the stress-strain curves for a single [111] oriented crystal (shown with thin lines in the figure). As discussed in the previous section, the Schmid factor arguments explain the effect of adding more grains with [111] orientations around the loading direction on increasing the difference in tensile and compressive responses. As seen in Figures 4.4(a) and (b), in the model with 26 grains, the textured polycrystal contains a small number of grains with [111] orientation and the response is slightly moved from an untextured sample toward the single [111] oriented crystal. However, adding a large number of grains with [111] orientation along the loading axis in the model with 357 grains leads to a stress-strain curve similar to that of the single crystal. The important observation is that the compressive response is more sensitive to the size (or the number of grains) compared to the tensile response. It is worth noting that we are not considering the thermomechanical coupling in this section and the size effect studied here is not originated from the size dependence of exchanging the latent heat with the ambient that was previously studied at the macroscale [128]. Also, it should be noted that periodic boundary conditions are not imposed and our simulations correspond to the mechanical response of
NiTi micropillars with free surfaces. Conducting experiments on some NiTi micropillars for studying the size effect and validating the theoretical observations will be the subject of a future communication.

To further understand the effect of size and texture on the response of polycrystalline SMAs, the distribution of martensitic volume fraction is also studied. The initiation and propagation of martensite during forward phase transformation (austenite to martensite) is studied for small and large models with 26 and 357 grains in tension and compression. In each case, both random and textured distributions of crystallographic orientations are studied. In order to label the contour plots in this section we use a three-letter code in which the first letter stands for texture (U for untextured and T for textured crystallographic orientations), the second letter defines the size (L for the larger model with 357 grains and S for smaller model with 26 grains), and the third letter represents the loading (T for tension and C for compression). For comparison purposes, a uniform color coding is selected in all the contour plots in Figures 4.5 and 4.6 in which red represents martensite and blue shows austenite. The propagation of martensitic volume fractions in large polycrystalline NiTi samples for strains between 3 and 5% are shown in Figure 4.5. The same results for the smaller model with 26 grains are shown in Figure 4.6.

Comparing the contour plots in Figures 4.5 and 4.6 shows that the martensitic volume fraction is strongly affected by the texture, the number of grains and the stress state. Comparing the first two rows in Figure 4.5 shows that while the phase transformation initiates from a large number of grains distributed in the sample for the large polycrystal subjected to tension with random orientation of grains (ULT), in the large textured sample subjected to tension (TLT) the phase transformation initiates in a limited number of grains with more favorable crystallographic directions for phase transformation in tension. Comparing tensile and compressive responses of these models in Figure 4.5 reveals an important effect of texture on the martensite propagation in polycrystalline SMAs. Comparing the tensile and compressive responses for the untextured large samples (ULT and ULC) shows that the phase transformation propagates similarly for both stress states. However, the same comparison for the textured samples (TLT and TLC) shows that the spatial spread
Figure 4.5: The initiation and propagation of martensite in textured and untextured NiTi polycrystalline model with 357 grains subjected to 5% tensile and compressive strain. The three-letter labels stand for texture (U for untextured and T for textured), size (L for large and S for small model), and loading (T for tension and C for compression), respectively.

of phase transformation is remarkably more rapid under compression. It is worth noting that the spatial spread of phase transformation initiation in textured polycrystal samples is more rapid in tension compared to compression as shown by Gall et al. [62]. They studied the phase transformation initiation (at least 0.05% martensite was assumed as the initiation of phase transformation) and it was observed that the number of grains in which the phase transformation has been started is larger in tension compared to compression at equal strains. This is consistent with the stress-strain response shown in Figure 4.4 because the phase transformation initiation occurs at lower strain values for tensile loading. However, we are studying the contour plots of the martensitic volume fraction and as shown in this section, the spatial spread of grains with a full transformation from austenite to martensite (shown with red in the contour plots) is more rapid in compression. This result is also
consistent with the stress-strain curves shown in Figure 4.4 where the phase transformation is completed for smaller strains in compression compared to tension. As shown in Figure 4.4(a), the compressive and tensile responses for the untextured material are similar. This is the reason for observing a similar propagation of martensitic volume fractions in ULT and ULC models (Figure 4.5). The martensitic volume fraction distributions for smaller samples (with 26 grains) are shown in Figure 4.6. The grain boundaries are distinguished more clearly in this figure (see Figure 4.1(b) for a better view of the grain boundaries).

**Figure 4.6:** The initiation and propagation of martensite in textured and untextured NiTi polycrystalline model with 26 grains subjected to 5% tensile and compressive strain. The three-letter labels stand for texture (U for untextured and T for textured), size (L for large and S for small model), and loading (T for tension and C for compression), respectively.

Comparing the untextured and textured small samples in tension (UST and TST in Figure 4.6) shows that the phase transformation initiates from more grains in the untextured material. Also, it is observed that in the untextured samples (both UST and USC in
Figure 4.6) the phase transformation initiation from the grain boundaries is more prominent compared to the textured polycrystal samples. This happens because in the untextured samples there are several boundaries between grains with a large mismatch between the crystallographic orientations, while in the textured samples the orientations in adjacent grains are more likely similar. It can be concluded that the initiation of phase transformation from the grain boundaries plays a more important role in the untextured material compared to the textured case. Comparing the tensile and compressive responses for the textured and untextured samples shows that the spatial distributions of phase transformation are similar for the large and small samples.

Comparing the results in Figures 4.5 and 4.6 shows that the number of grains (or size) has a strong effect on the phase transformation propagation in polycrystalline SMAs. As shown in these figures, the role of phase transformation initiation at the grain boundaries is more prominent in the small samples and the spread of the fully transformed regions is affected by the number of grains. This difference in the phase transformation propagation is related to the size effect observed in the stress-strain responses (Figure 4.4).

4.5.3 Bending Analysis of Microscaled Beams

In this section the numerical results for bending analysis of textured and untextured polycrystalline SMA beams are presented. The FE models are shown in Figures 4.1(b) and (c). All the nodes in one end are constrained in all directions and a transverse displacement is applied to the nodes in the other end. The final transverse deflection $\delta$ is set such that $\delta/h=2$ for both beams, where $h$ is the thickness. The loading phase is then followed by an unloading phase that is modeled by setting the deflection to zero. The geometrical nonlinearity is considered in the FE solution for studying both the transverse and in-plane deflections. The reaction forces at the clamped nodes are computed and summed for obtaining the total reaction force during loading-unloading. The force-deflection response of the beams with 26 and 357 grains are shown in Figures 4.7(a) and (b), respectively. In both cases of coarse and fine grains, the texture effect is studied by comparing the response of a beam with texture versus an untextured beam with random crystal orientations.
Figure 4.7: In-plane and transverse tip deflection for a polycrystal beam subjected to bending. The response of textured and untextured beams are compared for polycrystal structures with (a) 26 grains, and (b) 357 grains.

Comparing Figures 4.7(a) and (b) shows that the effect of texture on the force-deflection response is more significant in the polycrystalline beam with large number of grains. The force-deflection response for the smaller beam with 26 grains is almost identical for the textured and untextured crystal orientations. We consider the polycrystal structure with 357 grains for studying the stress and martensitic volume fraction distribution in the beams subjected to bending in the following. All the distributions correspond to the loading phase with $\delta/h=1.5$. The martensitic volume fraction (summation of volume fraction of all active martensite variants) is shown in Figure 4.8. The volume fraction distributions in textured and untextured beams are shown in Figures 4.8(a) and (b), respectively. Comparing the volume fraction distribution near the clamped edge in these figures shows the asymmetric distribution of matrensite volume fraction in the textured beam. It was previously shown that while an untextured NiTi polycrystalline response is smei-symmetric in tension-compression, the tensile and compressive responses are remarkably different in a textured polycrystal [59]. As mentioned in §4.5.1, this happens because in the textured material, the majority of grains are oriented along the [111] crystallographic direction, which is soft under tensile loading and hard under compression. In the untextured samples the crystallographic directions are randomly distributed and that leads to an almost symmetric response.
in tension-compression. As shown in Figure 4.8(a), the neutral axis position (marked with a red arrow on the figure) is shifted towards the compressive part of the cross section for the textured beam, while it is near the center line for the untextured beam due to the symmetry in tension-compression response. The response of macro SMA beams subjected to bending was studied previously by the authors based on phenomenological constitutive frameworks [?]. Comparing the results of this section with those presented in ? shows that the $J_2$-based phenomenological models are suitable for modeling the response of untextured polycrystalline materials and $J_2 - I_1$-based models can be used for studying the textured polycrystal SMAs in bending with an acceptable accuracy.

![Figure 4.8](image)

**Figure 4.8:** Martensitic volume fraction distribution in a polycrystal beam with 357 grains subjected to bending with (a) textured and (b) untextured crystal orientations.

The normal stress distribution is compared for the textured and untextured beams in Figures 4.9(a) and (b). An asymmetry in the stress distribution for the textured material is observed. Also it is observed that the maximum compressive stress is remarkably larger than the maximum tensile stress in the textured beam, which is consistent with the stress-strain curves obtained in §4.5.1.

### 4.5.4 Thermomechanical Coupling in Polycrystalline SMAs

In this section the effect of phase transformation latent heat is considered and the thermomechanical response of textured and untextured polycrystalline SMAs is studied. In the previous numerical case studies, an isothermal loading-unloading process was assumed,
which is valid when the phase transformation latent heat can be exchanged with the ambient and the material temperature is constant during the whole process. In this section we consider the latent heat effect and also the temperature changes due to generation or absorption of latent heat in forward or reverse phase transformation as explained in §4.3.

As mentioned earlier, our model considers a more accurate description for the rate of latent heat generation and its derivatives with respect to strain and temperature compared to the simplified works previously reported in the literature [49, 110]. Also, the more accurate micromechanical model based on Voronoi tessellations sheds some light on the effect of thermomechanical coupling on the propagation of phase transformation in polycrystalline NiTi.

In this section, a polycrystalline model with circular cross section is used. This model with 172 grains is shown in Figure 4.1(d). The details of the finite element model and mechanical boundary conditions are similar to the previous case studies in §4.4. Continuous solid tetrahedral elements with added temperature degrees of freedom (C3D4T) are used. The initial temperature is $T_0 = 293K$ and the material is austenite initially. Free convection with heat transfer coefficient $h_\infty = 10 \, W/m^2K$ is considered at the sides of the sample. Two different loading rates of $\dot{\epsilon} = 10^{-4}$ and $10^{-1} \, s^{-1}$ are studied for simulating the near isothermal and near adiabatic cases, respectively. The polycrystal average stress-strain

![Figure 4.9: Normal stress distribution in a polycrystal beam with 357 grains subjected to bending with (a) textured and (b) untextured crystal orientations.](image)
curves for these two loading rates are shown in Figure 4.10 for untextured and textured samples.

![Figure 4.10](image.png)

**Figure 4.10:** The effect of loading rate by considering the thermomechanical coupling on the stress-strain response of (a) untextured and (b) textured polycrystalline NiTi samples (the micromechanical model is shown in Figure 4.1(d)).

As shown in Figure 4.10, in the vicinity of thermomechanical coupling, the loading rate has a significant effect on the mechanical response of both samples with textured and random distributions of crystal orientations. Comparing the stress-strain curves for slow and fast loadings in each case shows that the maximum stresses at the end of the loading phase are increased by 29.8% and 37.8% in fast loading for untextured and textured samples, respectively. For the fast loading, $\dot{\varepsilon} = 10^{-1} \text{s}^{-1}$, the slope of stress-strain curve is increased and the hysteresis area is slightly decreased for both untextured and textured samples. These observations are both consistent with similar responses at the macroscale NiTi samples studied by a phenomenological constitutive framework by ignoring the micromechanical structure [128], and also experimental results for large polycrystalline SMA samples [16]. The average temperature of the polycrystal during loading-unloading is studied in Figure 4.11. The temperature at all the integration points is averaged for calculating the parameter $T$ in this figure.

As it is expected, the temperature change in slow loading is negligible while a significant temperature change is observed in fast loading $\dot{\varepsilon} = 10^{-1} \text{s}^{-1}$. Figure 4.11 shows that during
Figure 4.11: Average temperature of untextured and textured polycrystalline NiTi samples subjected to slow and fast loadings.

loading for the strain rate \( \dot{\varepsilon} = 10^{-1} \text{ s}^{-1} \), the temperature increase in the textured material is larger at a specific stress (the temperature increases form 297 to 309K at \( \sigma = 800\text{MPa} \) in the untextured sample while the temperature increases to 316K at the same stress level in the textured sample). However, the temperature change in the untextured sample is larger at the same strain compared to the textured material (at the end of loading with \( \varepsilon = 0.05 \) the temperature is increased to 318K in the textured material, while the temperature in the untextured sample is 320K). The temperature changes are consistent with the results obtained from phenomenological constitutive equations for polycrystalline SMAs at large scales [128]. As shown in Figure 4.11, the average temperature of the sample is lower than the initial temperature at the end of loading for the slow loading rate. This phenomenon is also observed in the calculations based on the phenomenological constitutive equations. This effect can be explained as follows [128]. As shown in Figure 4.10, at the beginning of unloading, before the start of reverse phase transformation, phase transformation does not occur. During this step, the phase transformation heat is not generated and the material is cooling due to convective heat exchange with the ambient. This temperature loss is followed by heat absorption during reverse phase transformation and causes the material to be colder than the initial and ambient temperatures at the end of the unloading phase.
The effect of thermomechanical coupling and the latent heat on the propagation of phase transformation in the polycrystalline material is studied next. We consider the textured sample subjected to slow and fast loadings. The stress-strain curves for this sample are shown in Figure 4.10(b). The martensitic volume fraction distributions at the end of the loading phase in the textured polycrystalline SMA samples are shown in Figure 4.12.

Figure 4.12: The martensitic volume fraction distributions at the end of the loading phase in the textured polycrystalline SMA samples subjected to (a) fast and (b) slow loadings (the stress-strain curves are shown in Figure 4.10(b)).

Distribution of the martensitic volume fraction in the sample subjected to fast loading is shown in Figure 4.12(a). Two cuts along the length of the sample are used to show the distribution inside the sample (the micromechanical model is shown in Figure 4.1(d)). Figure 4.12(b) shows the same results for the slow loading rate. Two sample regions with the highest martensitic volume fraction values are marked by dashed white lines in both figures. For comparison purposes, a larger view of one of these regions is also shown for both fast and slow loading rates. It is clear that the loading rate affects the distribution of phase transformation. In both marked regions in the figure, the phase transformation is distributed in a larger area in the sample subjected to slow loading.
4.5.5 Texture Development in Polycrystalline NiTi

The multivariant micromechanical framework of this chapter can also be used for studying the texture development during the martensitic phase transformation in polycrystalline NiTi alloys. The drastic orientation dependency in the response of single crystal NiTi reveals the importance of texture on the thermomechanical behavior of available commercial polycrystalline Nitinol specimens. Texture evolution during martensitic phase transformation plays an important role on the macroscopic mechanical response. Studying texture development by the theoretical frameworks and comparing the obtained predictions against the experimental data can also be considered as a powerful method for validating the multivariant micromechanical models, which is obviously more reliable compared to the usual method of exclusively comparing the macroscopic predictions.

Measuring the texture evolution during the phase transformation in NiTi faces numerous challenges in practice due to complicated phase transformation from a cubic phase to a combination of various variants of a monoclinic phase. A more practical study can be done on martensite reorientation in NiTi samples below $M_f$ temperature that a reorientation between martensite variants happens instead of an austenite to martensite phase transformation. Stebner et al. [174] reported the experimental data for texture developments during martensite reorientation in polycrystalline NiTi parallelepiped specimens subjected to multiaxial stress states. Ex situ neutron diffraction measurements at critical points of the loading sequences have been used for studying the texture evolution in this work. The obtained experimental results have been compared against the theoretical predictions of a simplified multivariant solution in Gao et al. [65]. In modeling the polycrystal, the microstructure of grains was not constructed and an averaging scheme was used in this work. It was shown that the theoretical multivariant model predicts the texture developments during reorientation with a good accuracy. In this section we use the presented micromechanical framework and the accurate polycrystal structure for studying the texture development during the austenite to martensite phase transformation in NiTi alloys. The methodology of measuring the texture evolution is similar to what used in [65] for analyzing the reorientation. However, since we are studying the phase transformation, appropriate modifications
are implemented on the method for tracking the evolution of texture corresponding to the austenite and martensite phases in the material during the transformation. In this method the volume fraction of all active martensite pairs is calculated in all the elements at each stress state. The volume fraction of active pair \( i \) is composed of two variants that form the twin in that pair. The crystallographic data for these pairs, the two composing variants in each pair and also the fraction of each variant (one of the variants is the major with a larger volume fraction compared to the minor variant) are given in Buchheit and Wert [31] and Miyazaki et al. [132]. This experimental crystallographic data contains the rotation matrices to transform a vector inside each martensite variant to the relative vector in the parent austenite lattice coordinates. Also, the initial texture data is used for rotating this vector to the global coordinate system by considering the orientation assigned to the elements in each grain as explained in Section 4.4.2. For calculating a specific pole, the corresponding vector is weighted according to the volume fraction of martensite pairs. Each weighted vector is transformed to the austenite lattice coordinates, and then to the global coordinates. The contribution of each variant to the texture is measured by placing this transformed value in a standard pole figure grid. Clearly, the contribution of the vector related to the portion of the material that is in austenite phase is only transformed from the austenite lattice to the global coordinated through the orientation obtained from the texture. By this method, at each state two different textures are calculated; one related to the martensite phase and another one corresponding to the parent austenite phase. It is obvious that at the start of phase transformation when the material is pure austenite, the texture only corresponds to the parent phase. However, by starting the phase transformation the martensite texture starts evolving while the austenite texture resolves until the whole material is transformed to martensite.

In order to study the texture evolution during phase transformation a cubic polycrystalline specimen as shown in Figure 4.1(a) is considered. The initial texture is identical with the case explained in Section 4.4.2. The specimen is loaded in both tension and compression to \( \epsilon = \pm 0.035 \) (see Figure 4.3). Evolution of the texture for the austenite and martensite phase in tensile loading is shown in Figure 4.13.
Figure 4.13: Evolution of the texture for the austenite (left column) and martensite (right column) phases during tensile loading of a polycrystalline NiTi sample.

The left column in Figure 4.13 corresponds the austenite phase while the right column shows the evolution of martensite phase texture during loading. It is observed that the austenite phase texture is almost kept constant during loading with a high [111] texture along the loading axis consistent with the initial texture. This phenomenon is expected since the applied strain is not adequate for transformation the majority of the material to martensite. Loading the material to higher strain levels faces computational difficulties in the model due to very high stresses in the grain boundaries and regions with a concentrated phase transformation. The texture of martensite in the right column shows the formation and evolution of the new phase during the loading. Interestingly the transformed martensite shows a [111] texture along the loading axis in tensile loading. The texture evolution in
compression is also shown in Figure 4.14. Similar to the tension case, it is observed that the austenite texture is not strongly affected by the phase transformation. The texture evolution corresponding to the transformed martensite in compressive loading is shown in the right column in Figure 4.14. It is observed that in compression, the formed martensite has a [100] texture along the loading axis. Performing experimental measurements of texture evolution during phase transformation and comparing the observations with the presented results can shed light upon some details of the twinning mechanisms in polycrystal NiTi and can be used for remarkably improving the multivariant models by appropriately modifying the considered possible twining systems in developing these models. This research is suggested as a possible future extension of this work in Chapter 6.

**Figure 4.14:** Evolution of the texture for the austenite (left column) and martensite (right column) phases during compressive loading of a polycrystalline NiTi sample.
5.1 Introduction

Several aspects of the SMAs thermomechanical properties cannot be studied neither by the phenomenological constitutive models nor by the micromechanical models. Both the mentioned models rely on the properties of the SMAs at the atomistic scale, and studying the martensitic phase transformation in nanoscale can shed light upon many unknown properties of these materials in the macroscopic level. In this chapter, molecular dynamics (MD) simulations are used for studying the thermomechanical response of NiTi shape memory alloys in various cases.

The thermomechanical loading of NiTi alloys causes a complicated set of transformations between various phases including B2, B19, B19', R and BCO [76, 139]. Also several type-I, type-II and compound twinning modes have been observed in NiTi systems [137, 139]. Zhong et al. [196] performed atomistic simulations to study the structure and geometrical limit of nanoscale twins in NiTi shape memory alloys. In this work the atomic-level details of nanotwinned structures is studied by combining the crystallographic theory and atomistic simulations. Recently, Zhong et al. [196] used molecular dynamics simulations to study the atomistic mechanisms governing the pseudoelasticity and shape memory in NiTi nanostructures. In this work a [110] oriented nanopillar subjected to compressive loading-unloading is studied. It is observed that either a pseudoelastic or shape memory response happens during compressive loading, depending on the applied strain and temperature that control the reversibility of phase transformation and deformation twinning. It is shown that in nanopillars subjected to compressive loading, irreversible twinning arises owing to the dislocation pinning of twin boundaries, while hierarchically twinned microstructures facilitate the reversible twinning. To our best knowledge, a comprehensive study of the pseudoelasticity and shape memory in NiTi nanostructures under tensile loading is not reported in
the literature. In most of the reported works on this topic, an unrealistic temperature of 0 K is considered and molecular statics simulations are used for studying the phase transformation at this temperature [166]. Although this assumption remarkably simplifies the simulation, it will strongly affect the obtained results since the B2 phase is only stable at high temperatures. Mutter and Nielaba [135] studied the temperature-driven diffusionless structural phase transitions in equiatomic and nearly equiatomic ordered NiTi alloys. In this paper a new stable phase is observed at low temperatures (called $B_{19}'$ in the paper) and it is shown that by heating an initial $B_{19}'$ system to a high temperature, a $B_{19}' \rightarrow B2$ transformation occurs but upon cooling the obtained $B2$ structure to low temperatures, instead of transforming back to $B_{19}'$ crystal structure, the system transforms to a slightly different phase, denoted by $B19'$, which is not observed to exist experimentally. Mutter and Nielaba [136] considered this new stable state and studied the mechanical response of NiTi nanoparticles subjected to axial tensile loading in a multi variant martensitic ground state. In this chapter we study the temperature induced phase transformation and also the stress induced transformation in various NiTi systems at different temperatures. It is observed that besides the $B2 \leftrightarrow B_{19}'$ transformation that occurs in large systems representing the bulk material (simulated as supercells with periodic boundary conditions), a $B2 \leftrightarrow B19$ transformation also may happen in some special cases, particularly in NiTi nanowires that the surface-to-volume ratio is extremely high. A similar phenomenon is recently reported by Zhong and Zhu [194] for NiTi thin films. They performed Monte Carlo simulations and it was shown that a $B2$ initial structure at high temperatures transforms to $B19$ phase upon cooling and martensitic nanotwins are formed during this transformation. We observed a similar patterning of martensitic nanotwins in NiTi nanowires using MD simulations as explained in the following sections.

5.2 Methods
5.2.1 EAM Potential

In this study, for the atomic interaction, a many-body interatomic potential for the NiTi binary system is used. The embedded atom potential (EAM), was originally developed by
Lai and Liu [97]. It is confirmed that this EAM has structural stability and lower potential energy for both parent and martensite phases. This potential was later improved by Zhong et al. [195] with a smooth cutoff behavior to avoid the diverging forces in simulations involving large atomic displacements. This Finnis-Sinclair potential [53] computes pairwise interactions for the alloy using a generalized form of EAM potentials. The total energy of the system is expressed as [195]:

\[
E = \sum_i \left\{ \sum_{j \neq i} A_{\alpha\beta} \exp \left[ -p_{\alpha\beta} \left( \frac{r_{ij}}{d_{\alpha\beta}} - 1 \right) \right] - \sqrt{\sum_{j \neq i} F(r_{ij})} \right\},
\]

where

\[
F(r_{ij}) = \xi_{\alpha\beta}^2 \exp \left[ 2q_{\alpha\beta} \left( \frac{r_{ij}}{d_{\alpha\beta}} - 1 \right) \right].
\]

The parameters \( \alpha \) and \( \beta \) represent the element types (here Ni and Ti) of atoms \( i \) and \( j \). The distance between atoms \( i \) and \( j \) is denoted by \( r_{ij} \). The parameters in this potential for describing a NiTi alloy (i.e. values for Ni-Ni, Ti-Ti, and Ni-Ti interaction) have been fitted to the properties of a cubic NiTi system at 0k by Lai and Liu [97]. Since the function \( F(r_{ij}) \) and its derivative about \( r_{ij} \) are nonzero at the cutoff radius \( r_c = 4.2\text{Å} \), we use a modified form of this function proposed by [195] which is more suitable for an MD simulation as:

\[
F(r_{ij}) = \begin{cases} \\
\xi_{\alpha\beta}^2 \exp \left[ 2q_{\alpha\beta} \left( \frac{r_{ij}}{d_{\alpha\beta}} - 1 \right) \right], & r_{ij} \leq r_1, \\
c_{3,\alpha\beta}(r_{ij} - r_1)^3 + c_{2,\alpha\beta}(r_{ij} - r_1)^2 + c_{1,\alpha\beta}(r_{ij} - r_1) + c_{0,\alpha\beta}, & r_1 < r_{ij} \leq r_c. 
\end{cases}
\]

Four coefficients \( c_{i,\alpha\beta} \), \( i = 1, 2, 3, 4 \) in (5.3) are determined by imposing the continuity conditions on \( F(r_{ij}) \) and its first derivative at \( r_1 \) and \( r_c \). The potential parameters are given in Table I in [195] with \( r_1 = 4.0\text{Å} \) and \( r_c = 4.2\text{Å} \). As it is shown in Table II in [195], the modified potential removes the discontinuities at \( r_c \), and also improves the predicted lattice constant and various phases energies of NiTi compared to the \textit{ab initio} calculations.

5.2.2 Analysis Framework

The MD simulation package LAMMPS is used in this work [158]. Different starting structures are considered; cubic B2 for modeling the austenite system and monoclinic B19 and
B19’ structures for modeling the martensite phase (see Figure 5.1 for a schematic of different phases and the martensitic PT in NiTi alloys).

Figure 5.1: Martensitic phase transformation in NiTi (blue atoms are Ti). (a) the austenite phase with B2 cubic structure (shaded box) and the undistorted tetragonal B19 cell. (b) The orthorhombic B19 structure. (c) The distortion to the stress-stabilized monoclinic B19’ structure. (d) The Base-centered orthorhombic (BCO) structure shown as the shaded box [76].

Different crystal orientations are also considered in the following case studies by aligning the x direction along various crystallographic directions of the B2 lattice. The input scripts for all the following case studies are run using the Jan 2012 version of LAMMPS [1]. For the case of considering austenite B2 phase as the starting structure, different simulation cells are generated for modeling NiTi nanowires and supercells with periodic boundary conditions. Some sample models with B2 phase as the starting structure are shown in Figure 5.2. The “orient” option is used to align the loading direction along various crystallographic directions of the cubic B2 structure. In the case of considering the martensite (B19 or B19’) as the starting structure, we use the crystallographic theory of phase transformation to construct the structure by calculating the position of the atoms [21].

For studying nanowires, periodic boundary conditions are applied in the axial direction and the sidewalls are free surfaces with zero traction. In studying periodic supercells the
Figure 5.2: Some of the initial configurations in the ordered B2 phase considered in this paper: (a) 8.5nm × 8.5nm × 9nm periodic supercell, (b) 12.8nm × 12.8nm × 13.5nm periodic supercell, and (c) 34nm × 12.8nm × 13.5nm nanowire (the dimensions correspond the unrelaxed structure).

system is subjected to periodic boundary condition in all directions. In cases that the initial structure is the ordered B2 phase, the temperature is set to 500 K by thermal equilibration and system is relaxed to zero stresses for 50ps through 100,000 MD time steps (the time step is set to 0.5 fs for all the following cases studies). The temperature is kept constant at 500 K during the relaxation. This stage is performed by time integration on Nose-Hoover style non-Hamiltonian equations of motion which are designed to generate positions and velocities sampled from the isothermal-isobaric ensembles. This is achieved by adding some dynamic variables which are coupled to the particle velocities (thermostatting) and simulation domain dimensions (barostatting). The equilibration stage allows the lattice to expand or contract to an initial temperature with a pressure of 0 bar at each simulation cell face. For modeling the uniaxial tension-compression at lower temperatures (250 K to 300 K) the system is then cooled to the specified temperature with a rate of 2K per picosecond (i.e. through 200,000 MD steps of 0.5 fs each for cooling from 500 K to 300 K). After cooling the system is equilibrated for another 50 ps.

After the equilibration stage, the simulation cell is loaded by applying a strain controlled deformation in the x-direction (see Figure 5.2). Different strain ranges are considered for various case studies. In all the simulations a constant loading or unloading rate of $1 \times 10^9$ s$^{-1}$ is considered (i.e. a 10% strain is applied through 200,000 MD steps of 0.5 fs each). In
cases studies with unloading phase, at the end of loading phase the NiTi system is relaxed at a constant temperature for 20 ps and the supercell is unloaded to the initial length at the same loading rate after this equilibration. This relaxation process results in obtaining a macroscopic equilibrium configuration at the prescribed strain and allows the structural changes to occur [106]. Several MD simulations have been performed with different initial distributions of randomly assigned atomic velocities for each case study to explore the possibly different phase transformation mechanisms. Except some of the very small systems, all the case studies are performed parallel on 8 CPUs. The major results and discussions on the reorientation of martensite variants and austenite to martensite phase transformation observed in NiTi systems are given in the following sections.

5.3 \(B2 \leftrightarrow B19\) Phase Transformation

As mentioned in Section 5.1, in addition to the \(B2 \leftrightarrow B19'\) transformation which is mostly associated with twinning in large MD systems representing the bulk material (simulated as supercells with periodic boundary conditions), a \(B2 \leftrightarrow B19\) transformation is observed in some cases, particularly in NiTi nanowires that the surface-to-volume ratio is extremely high, and also in periodic supercells with special boundary conditions. The \(B2 \leftrightarrow B19\) transformation and also the reorientation between two different B19 variants will be studied in the following sections. However, in order to better understand this phase transformation, we study the temperature-driven \(B2 \leftrightarrow B19\) transformation in this section to analyze the transformation temperatures. The effect of free surfaces and size on this transformation is also studied in the sequel.

A schematic of the B2, B19, B19' and BCO phases in NiTi is shown in Figure 5.1. Readers are referred to [139] for a detailed review of various phases and the transformation mechanisms in NiTi systems. For a detailed study of using MD simulations for studying the B2, B19' and BCO phases in NiTi and calculation of relaxed lattice constants and energies per atom corresponding to these three phases see the work by Zhong et al. [195]. We will focus on studying the B19 phase in this section.

Huang et al. [76] used first-principles calculations based on density functional theory
(DFT) and showed that the energy of B19 phase is lower than B2 and the R phase. However, since the B19 phase in NiTi is not observed in experiments, they have proposed that B19 is mechanically unstable against a monoclinic distortion to the B19’ structure (or BCO which is shown also to be stable in their work) due to a negative elastic modulus. However, we will show in the sequel that in some cases in vicinity of the surface anergies and also in presence of constrains due to high stresses (i.e. in a nanowire) the B19 phase may also be stable. A similar phenomenon is recently reported by Zhong and Zhu [194] for NiTi thin films based on Monte Carlo simulations. Figure 5.3 shows a schematic of a B2 unit cell (left) and two possible B19 equivalent variants (right).

Figure 5.3: Schematic of the parent B2 (left), and two variants of B19 unit cells (right) viewed form [001] direction (The unit cell deformation is exaggerated for increasing the geometric contrast between the two B19 variants).

A comprehensive study of lattice parameters and the energy per atom for the B2 and B19 cells is given in Table 1 in Huang et al. [76]. The lattice constant of the B2 phase is $a_0 \approx 3.008\text{Å}$ (as obtained from $ab\ initio$ calculations and also predicted by the FS-potential used in this work). In the selected coordinates shown in Figure 5.3 the parent B2 phase has equal cell edges of length $\sqrt{2}a_0$ in both $[110]_{B2}$ and $[\bar{1}10]_{B2}$ directions. In order to find the lattice parameters of the B19 phase, several periodic simulation boxes are relaxed by the stress-controlled conjugate gradient energy minimization. The average parameters for this phase are obtained as: Energy per atom = -5.0428 eV, $a=3.107\text{Å}$, $b=4.017\text{Å}$, $c=4.38\text{Å}$. It is observed that the results are in agreement with the $ab\ initio$ calculations and the
In the next step, temperature-driven B2↔B19 phase transformation at zero stress is studied (see Zhong et al. [195] for a similar study on the B2↔B19' Transformation). In order to simulate the properties of bulk NiTi, we start by studying periodic supercells by considering two different simulation boxes. The small periodic supercell contains 1152 atoms (2.4nm × 2.4nm × 2.6nm) and the large cell contains 9216 atoms (4.8nm × 4.8nm × 5.2nm). The initial system is B19 phase equilibrated at 100 K. The system is then heated to 450 K and then cooled back to 100 K with the simulation details explained in Section 5.2. It is observed that during the heating the B19→B2 is phase transformation mechanism. However, during the cooling a B2↔B19' transformation is dominant in the periodic system. Since we are interested in modeling the B2↔B19 transformation in this example, a special boundary condition is imposed on the system in which only the normal components of stress are relaxed. By this method the forward and reverse B2 to B19 phase transformation in the system with periodic boundary conditions is guaranteed.

The temperature-driven B2↔B19 phase transformation in bulk NiTi is shown in Figure 5.4(a). In order to distinguish the B2 and B19 phases, the changes in the dimensions of the unit cell can be studied in this simple case study. However, in order to study the phase transformation in more complicated cases in the sequel and particularly for studying the patterning of martensite variants in the sequel, an order parameter is defined based on lattice constants in the MD system.

The detecting method used in this work is similar to that used by Sato et al. [166] with some improvements. In our method for each atom the nearest neighbors that form a unit cell are found in the system (the cell is constructed by eight atoms of the same type as shown in Figure 5.3). The lattice constants a, b, and c are calculated by considering 12 edges in the cell. Each lattice constant is obtained by averaging the four values obtained from this calculation. For studying the B19 phase, the angles in the cell are not used. However, the criteria is also capable of calculating the unit cell angels for detecting B19' and BCO phases. A more simple criteria can also be developed by considering only three neighbors around each atom which also reduces the computational time remarkably (as
used in Sato et al. [166]). We have studied both the methods and although the results were similar it was observed that the averaging improved the accuracy of the detecting scheme. After calculating the lattice constants with the method explained above, two different B19 variants are detected if the following conditions are satisfied for an atom: $b < 4.02\,\text{Å}, c > 4.35\,\text{Å}, c/a > 1.4$. As another choice, the parameters $a$, $b$, and $c$ can also be monitored and used in the detection criterion. It is observed that the results are very similar by using these three parameters instead of $a$, $b$, and $c$. The defined order parameter $\xi$ is set to zero for the B2 phase and the two different B19 variants are denoted by $\xi = +1$ and -1 for the variants shown with blue and red colors in Figure 5.3, respectively. This color coding will be used in the following sections for detecting the reorientation in multivariant martensite systems.

The change of order parameter $\xi$ for two different simulation boxes with periodic boundary conditions is shown in Figure 5.4. This Figure is used for calculating the transformation temperatures in bulk NiTi for the B2$\leftrightarrow$B19 phase transformation. It is observed that the size effect is negligible on the transformation temperatures. However, while the small supercell is fully recovered to B19 phase during cooling, the larger cell is partially recovered. This is consistent with the case of B2$\leftrightarrow$B19’ transformation and can be explained by considering the geometrical constraints as studied in detail by Zhong et al. [195].
In the next step, the B2↔B19 phase transformation is studied in NiTi nanowires with free surfaces. Four different sizes of nanowires are considered (the largest wire contains \( \sim 600,000 \) atoms). The same procedure is used for studying the temperature-driven phase transformation. However, it is observed that despite the supercell with periodic boundary conditions, the B2→B19 transformation is always dominant in the cooling phase instead of a B2→B19' transformation. A similar simulation is also performed on all the nanowires by considering a wire in B2 phase at 450 K as the starting structure, cooling this system to 100 K and then heating back the wire to 450 K. It was observed that upon cooling and heating a B2→B19→B2 transformation happens in all the nanowires with the same transformation temperature obtained from the simulations with B19 phase as the starting structure. The order parameter \( \xi \) during the heating-cooling cycle for the NiTi nanowires is shown in Figure 5.4(b). It is obvious that the transformation temperatures are strongly affected by the geometry due to the presence of surface energies in nanowires.

5.4 Martensite Reorientation and Austenite to Martensite Phase Transformation

5.4.1 NiTi Nanowires

In this section NiTi nanowires subjected to axial loading are studied. It will be shown that at temperatures below \( M_f \) a martensite reorientation is the dominant transformation mode for NiTi nanowires. Several case studies are presented for analyzing the mechanism of this martensite reorientation at different conditions. The simulation method is explained in detail in Section 5.2. As the first case study consider a NiTi nanowire with dimensions 34 nm × 12.8 nm × 13.5 nm in x,y, and z directions (Figure 5.2(c)) subjected to an axial load at 275 K. The system contains \( \sim 500,000 \) atoms and the initial structure is ordered B2 at high temperature (500 K). The axial direction of nanowire is aligned with the \([110]_{B2}\) and periodic boundary conditions are imposed only in the axial direction. At the start of simulation, the temperature is set to 500 K by thermal equilibration and the system is relaxed to zero stresses for 50ps through 100,000 MD time steps of 0.5 fs each. The temperature is kept constant at 500 K during the relaxation. The system is then cooled to 275 K through 225,000 MD steps of 0.5 fs each (2 K per picosecond). As previously shown
in Figure 5.4(b), B2 phase transforms to B19 during this cooling since 275 K is below the $M_f \simeq 320K$ for this wire. After cooling the system is equilibrated for another 50 ps at constant temperature $T=275$ K. The equilibrated structure at 275 K is considered as the initial state for applying the mechanical loading ($\epsilon = 0$). Using the martensite detecting method expressed in the previous section, it is observed that during the cooling from 500 K to 275 K, the nanowire is transformed to the B19 variant with the smaller lattice constant $b$ along the axis of wire (variant 2 in Figure 5.3). This initial state is shown in Figure 5.5 at $\epsilon = 0$. The atoms with a variant 2 of B19 phase are shown with red color in this figure. The equilibrated wire is subjected to a 10% axial strain through 200,000 MD steps of 0.5 fs each by applying a strain controlled deformation in the x-direction (see Figure 5.2). It is observed that a reorientation from variant 2 to variant 1 happens during the axial loading of the wire with a pattern shown in Figure 5.5 for some strain intervals.

As shown in this figure, the reorientation initiates in the from of a narrow nanotwin oriented $\sim 45^\circ$ with respect to the loading direction. This phenomenon is shown with $\epsilon = 0.015$ in Figure 5.5 (variants 1 and 2 are shown with blue and red, respectively). The formation of this narrow multivariant nanotwin is associated with an abrupt change in the slope of stress-strain curves of the wire as will be studied in the following section. The reorientation process continues during the axial loading by propagation of variant 1 inside variant 2 and the initial narrow region of variant 1 broadens to cover the whole nanowire at $\epsilon = 0.1$ as shown in Figure 5.5. A similar study on the same wire at a higher temperature (300 K) is performed and the initiation and propagation of martensite variants at this temperature are shown in Figure 5.6.

It is observed that at this temperature the wire is transformed to variant 2 at the end of cooling step of loading $\epsilon = 0$ similar to the wire at 275 K. Then the reorientation initiates at two equivalent directions as shown in Figure 5.6 ($\epsilon = 0.02$). By applying the axial strain one of these two directions become dominant and variant 1 propagates through the wire until the reorientation from variant 2 to variant 1 is completed at $\epsilon = 0.1$. The effect of temperature on the stress-strain response of the wire during the martensite reorientation will be studied in the next section. The reorientation of a smaller wire is studied as the
next case study. In this example a 34 nm × 8.5 nm × 9 nm NiTi nanowire is studied at 275 K. Similar to the previous two case studies the wire with initial B2 structure at high temperature is cooled to 275 K. The martensite variant 2 is formed during this cooling as shown in Figure 5.7(\(\epsilon = 0\)). An interesting initiation and propagation of reorientation is observed in this wire. As shown in (\(\epsilon = 0.02\)), variant 1 forms as three nanotwins in three regions aligned in the equivalent \(\sim \pm 45^\circ\) directions with respect to the loading direction. Applying axial strain causes all the three nanotwins broadening, although the propagation of reorientation in one of the regions is prominent. As observed in Figure 5.7(\(\epsilon = 0.07\)), branching happens inside the twins and a new twin in formed inside the existing twins. The reorientation continues until the whole wire is transformed to variant 1 at the end of loading (\(\epsilon = 0.1\)).
Figure 5.6: Martensite reorientation in a 34nm × 12.8nm × 13.5nm nanowire subjected to axial tensile load at T=300K. Blue and red represent two different martensite variants as shown in Figure 5.3.

5.4.2 Temperature Effect on the Reorientation Stress-Strain Curves of NiTi Nanowires

The effect of temperature on the reorientation stress-strain response of a 34 nm × 12.8 nm × 13.5 nm nanowire is studied in this section. The wire is studied in a loading-unloading cycle. Figure 5.8 shows the stress-strain response for this wire subjected to a 10% axial strain and then unloaded to the initial length. The response is studied at three different temperatures 250, 275, and 300 K.

It is worth noting that all the curves correspond to the loading-unloading of wires that are initially cooled from an equilibrated B2 structure to lower temperatures and the B2↔B19 transformation was observed at all the temperatures as explained in the previous sections (see Figure 5.9 for the change of order parameter during cooling from 500 to 300,
Figure 5.7: Martensite reorientation in a 34nm × 8.5nm × 9nm nanowire subjected to axial tensile load at T=300K. Blue and red represent two different martensite variants as shown in Figure 5.3.

Figure 5.8: The stress-strain curves corresponding to martensitic reorientation at three different temperatures for a 34nm × 12.8nm × 13.5nm nanowire subjected to axial tensile loading-unloading.
275, and 259 K in this wire).

![Graph showing the change of order parameter $\xi$ during initial cooling of nanowires.](image)

**Figure 5.9:** Change of the order parameter $\xi$ during the initial cooling of nanowires. The stress-strain response of the wires subjected to axial loading after the initial cooling is shown in Figure 5.8.

Studying Figure 5.8 shows that the temperature has a significant effect on the mechanical response and reveals many important properties of temperature effect on the response of NiTi nanowires below $M_f$. Some of the major findings are summarized in the following:

1. The slope of the initial elastic response of the nanowire is affected by the change of temperature. The initial linear response at the beginning of loading at all temperatures corresponds to the elastic deformation of variant 2 before starting the reorientation. Interestingly, it is observed that this elastic response is affected by the temperature and the slope of stress-strain curved decreases by increasing the temperature.

2. The temperature affects the initial stress overshoot at the start of reorientation. As it is shown in Figure 5.8, the start of reorientation is associated with a stress overshoot at $T=250$ K while the stress-strain response is smooth at the initiation of reorientation at higher temperature $T=300$ K.

3. The martensite reorientation completes at lower strains by increasing the temperature. The completion of reorientation is identified by an abrupt change in the slope of stress-strain curves during loading.
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4. The hysteresis area is decreased by increasing the temperature.

5. The stress value during reorientation is decreased by increasing the temperature. It is worth noting that the phase transformation critical stress increases by increasing the temperature at high temperatures above $A_f$. However, our results in Figure 5.8 show that below $M_f$ the reorientation critical stress decreases by increasing the temperature in NiTi nanowires. This phenomenon is consistent with the bulk NiTi as reported experimentally [61, 140].

5.4.3 Bulk NiTi

In this section the stress-induced phase transformation is studied for bulk NiTi by simulating MD supercells with periodic boundary conditions. The simulation method is explained in detail in Section 5.2. As the first case study consider a NiTi periodic box with dimensions 12.8 nm × 12.8 nm × 13.5 nm in x, y, and z directions (Figure 5.2(b)) subjected to a tensile load in x direction at 300 K. The initial structure is B2 at high temperature $T=500$ K. The loading direction is aligned with the $[110]_{B2}$ and periodic boundary conditions are imposed in all directions. At the start of simulation, the temperature is set to 500 K by thermal equilibration and the system is relaxed to zero stresses for 50ps through 100,000 MD time steps of 0.5 fs each. The temperature is kept constant at 500 K during the relaxation. The system is then cooled to $T=300$ K through 200,000 MD steps of 0.5 fs each (2 K per picosecond). As previously shown in Zhong et al. [195] B2 phase transforms to B19' during this cooling. However since 300 K is very close to the $M_f$ for bulk NiTi ($M_f$ is reported $\approx 300$K in [195]), an equilibration stage in necessary after the completion of cooling to stabilize the obtained structure. The system is equilibrated for 50 ps at constant temperature $T=300$ K. The equilibrated structure at 300 K is considered as the initial state for applying the mechanical loading ($\epsilon = 0$).

As shown in Figure 5.10 during the equilibration stage the B2→B19' transformation initiates in the structure. It is observed that the martensite variants tend to self-accommodate their shear deformation by forming nanotwins. Applying axial strain to this system magnifies the B19' martensite twinning in the system with a lattice angle $\gamma \approx 98^{\circ}$ (see $\epsilon = 0.05$ in
Figure 5.10: [110] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 300K. The supercell is cooled from initial B2 structure at 500K to 300K, equilibrated at 300K (first row), and then loaded in [110] direction (second row). All the pressure components are relaxed during cooling and equilibration stages.

Figure 5.10). Further increasing the axial strain causes formation of BCO nanotwins with a lattice angle $\gamma \simeq 108^\circ$ (see $\epsilon = 0.1$ in Figure 5.10).

As another example, we studied the same supercell with periodic boundary conditions but this time only the normal stress components are relaxed during the cooling and equilibrating stages in order to stimulate the B2→B19 transformation in bulk material. Using the martensite detecting method expressed in the previous section the B19 variants are studied in the system. The results of this case study are shown in Figure 5.11.

Since the temperature $T=300$ K is very close to the $M_f$, the phase transformation during cooling is completed at the equilibration stage after the cooling. The top row in Figure 5.11 shows that the B19 variants are formed as patterned nanotwins in order to self-accommodate the transformation strains in x and y directions.
Figure 5.11: [001] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 300K. The supercell is cooled from initial B2 structure at 500K to 300K, equilibrated at 300K (first row), and then loaded in [110] direction (second and third rows). Only the normal pressure components are relaxed during cooling and equilibration stages.
Comparing this results with those obtained from analyzing NiTi nanowires (i.e. see Figure 5.6) reveals that the surface energies and the free boundaries at the sidewalls causes the formation of a single variant B19 system in the wire, while a self-accommodated pattern is formed in a system with geometrical constraints uses in this section. The initial state after cooling and equilibrating the system is shown in Figure 5.11(\(\epsilon = 0\)). The equilibrated system is then subjected to a 10% axial strain through 200,000 MD steps of 0.5 fs each by applying a strain controlled deformation in the x-direction (see Figure 5.2). It is observed that in the multivariant pattern at the start of loading, the regions of variant 1 start propagating while variant 2 is resolved by increasing the axial strain. This phenomenon is expected because variant 1 is more favorable in the strained material since the larger lattice constant in this variant is aligned with the loading direction. Figure 5.11(\(\epsilon = 0.1\)) shows that the whole system is transformed to variant 1 at the end of loading phase.

The same simulation is also performed to study the thermomechanical response of bulk NiTi at a lower temperature \(T=250\) K. The results for the supercell with relaxing all the stress components are shown in Figure 5.12. It is observed that the results are similar to the case of \(T=300\) K, except for the cooling stage. While the transformation is not completed during cooling at \(T=300\) K, the top row in Figure 5.13 shows that the phase transformation completes during cooling to \(T=250\) K since this temperature is remarkably bellow the \(M_f\).

The simulation at 250 K is also repeated by only relaxing the normal stress components in the periodic supercell. The results of this simulation are shown in Figure 5.13. A self-accommodated B19 multivariant pattern is formed during the cooling stage in this example as shown in the first row in Figure 5.13. Comparing the results obtained for 300 K in Figure 5.11 with those obtained for 250 K in Figure 5.13 shows a refinement in martensite nanotwins at lower temperatures. This observation is in agreement with the Monte Carlo simulations by Zhong and Zhu [194].

In order to study the effect of size on the martensite patterns during B2→B19 transformation, two sizes of supercells with periodic boundary conditions are analyzed in the next case study. The normal pressure components are relaxed during the cooling and relaxation stages to stimulate the B2→B19 transformation and the initial B2 systems are cooled to 275
Figure 5.12: [110] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 250K. The supercell is cooled from initial B2 structure at 500K to 250K (first row), equilibrated at 250K, and then loaded in [110] direction (second row). All the pressure components are relaxed during cooling and equilibration stages.

K before applying the uniaxial strain. The larger simulation box is 17nm × 17nm × 18nm and the smaller one has the dimensions 12.8nm × 12.8nm × 13.5nm in x, y, and z directions. The mutivariant pattern of nanotwins are shown in Figures 5.14 and 5.15 for these case studies.

It is observed that the formation and propagation of mutivariant martensite nanotwins is very similar in both cases which shows that the size effect is negligible in this study and the results are representing a bulk material with an acceptable accuracy.

The stress strain response of bulk NiTi at during martensite reorientation and phase transformation is studied in Figure 5.16 for different temperatures. The stress-strain curves shown in Figure 5.16(a) correspond the supercells with periodic boundary conditions in all directions in which the all the pressure components are relaxed during cooling and equilibration. The stress-strain curve starts with a smooth change of slope during loading
Figure 5.13: [001] view of a $12.8\text{nm} \times 12.8\text{nm} \times 13.5\text{nm}$ supercell with periodic boundary conditions subjected to tensile loading at 250K. The supercell is cooled from initial B2 structure at 500K to 250K (first row), equilibrated at 250K, and then loaded in [110] direction (second and third rows). Only the normal pressure components are relaxed during cooling and equilibration stages.
Figure 5.14: [001] view of a 17nm × 17nm × 18nm supercell with periodic boundary conditions subjected to tensile loading at 275K. The supercell is cooled from initial B2 structure at 500K to 275K (first row), equilibrated at 300K, and then loaded in [110] direction (second and third rows). “Only the normal pressure components are relaxed during cooling and equilibration stages”.

during the propagation of B19’ nanotwins in the system. The curve is followed by an abrupt change in the slope by the formation of BCO nanotwins in the material. Figure 5.16(b) shows the stress-strain curves for the systems in which only the normal pressure components were relaxed and the B2→B19 transformation was stimulated. It is observed that the curves contain several parts with a negative slope during loading. This local peaks in the curves correspond to the propagation of martensite variants which is associated with resolving the other variant in the system.
Figure 5.15: [001] view of a 12.8nm × 12.8nm × 13.5nm supercell with periodic boundary conditions subjected to tensile loading at 275K. The supercell is cooled from initial B2 structure at 500K to 275K (first row), equilibrated at 300K, and then loaded in [110] direction (second and third rows). “Only the normal pressure components are relaxed during cooling and equilibration stages”.

5.5 Twinning in NiTi nanowires Subjected to High Tensile Strains

In Section 5.4 we studied the response of NiTi nanowires at temperatures bellow $M_f$ subjected to a 10% strain in the axial direction. In this section we study the response NiTi nanowires when subjected to high axial strains. The method is similar to that used in Section 5.4. Different sizes of nanowires are studied at various temperatures. The initial structure for all the cases in B2 at high temperature $T=500$ K and the system is cooled to lower temperatures 250, 275, and 300 K before applying the mechanical loading. An axial strain of 20% is applied after equilibrating the cooled wire. It was shown in Section 5.4 that the single variant 2 formed at temperatures bellow $M_f$ is reoriented by propagation of variant 1 in the form of multivariant nanotwins with a ∼ 45° orientation. Further loading
Figure 5.16: The stress-strain curves for a $12.8\text{nm} \times 12.8\text{nm} \times 13.5\text{nm}$ supercell with periodic boundary conditions subjected to axial tensile loading-unloading when (a) all the pressure components are relaxed during cooling and equilibration stages, and (b) only the normal pressure components are relaxed during cooling and equilibration stages.

This single variant of B19 phase is associated with an elastic response of this phase (the stress-strain curves are studied in detail in the next section). However at a specific strain, an abrupt change in the crystal structure is observed and several self-accommodated nanotwins are formed. Figure 5.17 shows the $[\overline{1}10]$ view of a $34\text{nm} \times 12.8\text{nm} \times 13.5\text{nm}$ nanowire subjected to 20% axial strain at 300K. It is observed that up to a strain level of $\epsilon \simeq 0.14$ the crystal structure is variant 1 of B19 phase. However, by further loading this nanowire, as shown for the strain values 0.18 and 0.2, several nanotwins are formed in the system. The BCO crystal structure is most prominent in these nanotwins.

Formation of these $[\overline{1}10]$ nanotwins can be explained by considering the Poisson effect. As the axial strain increases, the Poisson effect causes an increase in the lateral compression in the wire. At a critical lateral compression, the large compressive strain promotes strain accommodation by formation of multiple twinning. The twinning was previously reported for nanopillars subjected to an axial compression by Zhong et al. [196]. In the nanopillars subjected to axial compression, the twinning was observed at lower strain levels $\sim 5\%$ which is consistent with our results since the compressive lateral strain in tension is roughly one third the axial strain.

As another example consider a $34 \text{ nm} \times 8.5 \text{ nm} \times 9 \text{ nm}$ nanowire subjected to 20% axial
Figure 5.17: Formation of nanotwins in a 34nm $\times$ 12.8nm $\times$ 13.5nm nanowire subjected to 20% axial strain at 300K. The nanowire is viewed from $[\bar{1}10]$ direction.

strain at 275K. The response of this wire at 10% strain is studied in Section 5.4. Figure 5.18 shows the $[\bar{1}10]$ view of this wire when subjected to high axial strains.

It is observed that the self-accommodating nanotwins are formed at the high strain levels and comparing different strain values in Figure 5.18 reveals the initiation and propagation of these twins that initiates from the wire end and propagated toward the middle regions. Comparing the results given for small and large wires at different temperatures in Figures 5.17 and 5.18 shows that both the temperature and size affect the response of nanowires. Both these effects are more studied in the following section.

The $[001]$ view of this wire is also shown in Figure 5.19. At $\epsilon = 0.05$ the wire is deformed due to the formation of several B19 multivariant nanotwins (see Figure 5.7). The whole wire is transformed to variant 1 which is more favorable by increasing the strain to 0.1. By increasing the strain, compressive strains promote formation of lateral nanotwins in the
wire. The size and temperature effects are more studied in the next section.

5.6 Size and Temperature Effects on the Response at High Strains

In this section the effect of size and temperature on the stress-strain response of NiTi nanowires subjected to high strains is studied. The simulation details are given in Section 5.5. As the first case study a NiTi nanowire with dimensions 34nm × 12.8nm × 13.5nm in x, y, and z directions is considered (See Figure 5.2(c)). The initial structure is B2 at high temperature T=500 K and the wire is cooled to three different temperatures T=300, 275, and 250 K. The wires are then loaded to a 20% axial strain in axial direction as expressed in Section 5.5. Figure 5.20(a) shows the stress-strain response of these nanowires at different temperatures (see Section 5.4.2 for a study on the effect of temperature on the stress-strain response corresponding the reorientation for strains bellow 10%).

Studying the stress-strain responses in Figure 5.20(a) shows that the formation of martensite lateral nanotwins in the wire is associated with an abrupt drop in the stress value which is consistent with the observed response in nanopillars subjected to an axial compression [196]. Also it is observed that the temperature slightly changes the critical

Figure 5.18: Formation of nanotwins in a 34nm × 8.5nm × 9nm nanowire subjected to 20% axial strain at 275K. The nanowire is viewed from [T10] direction.
**Figure 5.19:** [001] view of $34\text{nm} \times 8.5\text{nm} \times 9\text{nm}$ nanowire subjected to 20% axial strain at 275K. Figures 5.7 and 5.18 show the reorientation of martensite at 10% strain and the formation of nanotwins at 20% strain for this wire, respectively. Blue and red atoms are Ni and Ti, respectively.

**Figure 5.20:** The effect of (a) temperature and (b) size on the stress-strain response of NiTi nanowires subjected to 20% axial strain.
stress corresponding the start of twinning. Figure 5.20(b) shows the effect of size on the stress-strain response of wires. Four different cross section sizes are selected while the axial length of the wire is kept constant. All the wires are studied at T=275 K. It is observed that the mechanical response is very similar for three sizes while the response of the smallest wire with a 3nm × 3.1nm cross section is different. This phenomenon is due to the different transformation mechanism in the small wire as studied in Figure 5.21.

![Phase transformation mechanism](image)

**Figure 5.21:** Phase transformation mechanism in a 34nm × 3nm × 3.1nm nanowire subjected to 18% axial strain at 275K. The nanowire is viewed from [110] direction.

The initial configuration after cooling from a high temperature to T=275 K is shown in Figure 5.21(ε = 0). In contrast with the larger wires (i.e. Figure 5.5) the B2→B19 transformation happens in the whole wire almost simultaneously in this thin wire instead of a nanotwin propagation that was observed in larger wires. This transformation is completed at lower strain levels (ε ≃ 0.05). Further loading the wire in axial direction stimulates a B2→B19' transformation in the whole wire (see ε = 0.05 and 0.15 in Figure 5.5). The transformation mechanism in this stage is different from the larger wires in which self-accommodated nanotwins were formed in lateral direction (i.e. Figure 5.17). Plastic
deformation is observed at higher strain levels $\epsilon \simeq 0.16$ and the wire starts necking after this strain level as shown in Figure 5.21.
CHAPTER VI

CONCLUSIONS AND RECOMMENDED FUTURE RESEARCH

6.1 Summary and Conclusions

This research program introduces a multiscale analysis for SMAs, particularly Nickel-Titanium alloys (NiTi). SMAs are studied in a variety of length scales ranging from macroscale to nanoscale. Appropriate experiments are also performed for studying the mechanical and thermomechanical response of NiTi shape memory alloys at large scales. The research covers the following four major topics at different scales:

Phenomenological macroscale modeling: Large polycrystalline SMAs are studied in this work using a phenomenological macroscopic framework. Micromechanical properties are used for obtaining the macroscopic free energy potential, and the phenomenological constitutive equations are derived using this energy potential. The macroscopic phenomenological constitutive models are usually implemented in a numerical framework, particularly the finite element method, for simulating the mechanical response of SMA polycrystallines. However, numerical simulations have many drawbacks in modeling SMAs, including the convergence issues and the time consuming iterative simulations. In this research, closed-form solutions are presented for studying various SMA devices subjected to different types of loading, including uniaxial loads, torsion, bending, and also thick-walled SMA cylinders subjected to internal pressure. The results of introduced closed-form solutions are validated by performing various experiments on some large SMA elements.

Thermomechanical coupling in SMAs: The martensitic phase transformation in SMAs is associated with generation or absorption of latent heat in forward (austenite to martensite) and reverse (martensite to austenite) transformations. The effect of phase transformation induced latent heat is added to the solutions obtained based on the phenomenological constitutive framework and the coupled thermomechanical response
of SMAs is also studied. It is shown that the thermomechanics can be considered as
the origin of rate and size dependency in SMAs. The thermomechanical response
is studied experimentally as well by measuring the temperature changes due to the
phase transformation latent heat at the surface of SMA specimens subjected to various
loadings. The theoretical coupled thermomechanical models is calibrated using the
experimentally measured temperatures at the surface. The calibrated model is then
used for calculating the temperature distribution inside the device (which is practi-
cally difficult to be measured in tests). The obtained full temperature distribution is
the basis for studying the complex effects of size, loading rate, and ambient condition
on the response of SMA devices.

**Micromechanical modeling:** The phenomenological macroscopic frameworks are not ca-
pable of studying many important phenomena related to thermomechanical response
of SMAs, including the texture effect and the intergranular effects in polycrystalline
SMAs. In order to overcome these shortages, a micromechanical framework with a
realistic modeling of the grains in a polycrystal SMA is used. A constitutive model
based on the micromechanics of single crystals of SMAs is used for studying the pseu-
doelastic response of polycrystalline SMAs subjected to uniaxial and bending loads.
By introducing a set of martensitic volume fractions corresponding to each active
variant, the total transformation strain is obtained as a function of stress-free trans-
formation strains of 24 correspondence variant pairs (CVPs) obtained from the crys-
tallographic data for NiTi. Compared to the available micromechanical-based models
in the literature, an improved coupled thermomechanical framework is introduced for
polycrystalline SMAs by coupling the energy balance equation obtained from the first
law of thermodynamics to the mechanical constitutive equations. The microstructure
of polycrystalline SMAs is simulated accurately by using Voronoi tessellations in a
three-dimensional finite element model and various samples with different number of
grains and shapes are modeled for studying various aspects of the thermomechanical
response of polycrystalline NiTi shape memory alloys. The effect of crystallographic
texture on the thermomechanical response of NiTi is studied by assigning appropriate
crystallographic orientations in the grains. The interaction between the stress state (tensile or compressive), size (modeled by considering samples with different number of grains), and the crystallographic texture on the mechanical response and phase transformation propagation in polycrystalline SMAs is analyzed. The bending response of polycrystalline micropillars is also studied and the effect of size and crystallographic texture on the bending response is analyzed. Using the coupled thermomechanical framework for polycrystalline SMAs, the effect of loading rate and the phase transformation latent heat on the response of textured and untextured NiTi samples is studied. It is shown that the temperature changes due to the heat generation during phase transformation can affect the propagation of martensite in samples subjected to high strain rates.

**Nanoscale study:** Several aspects of the thermomechanical properties of SMAs cannot be studied neither by the phenomenological constitutive models nor by the micromechanical models. Both the mentioned models rely on the properties of the SMAs in atomistic scale, and studying the the martensitic phase transformation in nanoscale can shed light upon many unknown properties of these materials in the macroscopic level. In this research the temperature induced phase transformation and also the stress induced transformation in various NiTi systems at different temperatures is studied. The reorientation in martensite at lower temperatures is also studied. It is observed that besides the $\text{B2} \leftrightarrow \text{B19'}$ transformation that occurs in large systems representing the bulk material (simulated as supercells with periodic boundary conditions), a $\text{B2} \leftrightarrow \text{B19}$ transformation also may happen in some special cases, particularly in NiTi nanowires that the surface-to-volume ratio is extremely high similar to the phenomenon which is recently reported by Zhong and Zhu [194] for NiTi thin films based on performing Monte Carlo simulations. By considering different simulation boxes and various temperatures, the size and temperature effects on the pseudoelastic response of NiTi alloys are studied. Several new aspects of the austenite-martensite phase transformation and reorientation of martensite variants are introduced in Chapter 5.
6.2 *Recommended Future Research*

Some areas of potential future work are as follows:

- Studying the large strain effects in bending analysis of SMA superelastic beams is an important extension of the work presented in Section 2.5, which can be obtained using the approximation III in this section. This approximation can also be used for developing a closed-form solution based on higher-order beam theories.

- Adding the thermomechanical coupling effect to the present solution for studying bending enables it to consider the phase transformation latent heat effect on the superelastic bending of SMA beams. This improvement leads to a comprehensive solution capable of modeling the rate dependency, ambient condition effects, and size effect in the response of superelastic SMA beams in bending.

- Performing in-situ texture measurements on NiTi samples during phase transformation and comparing the obtained results with the theoretical solutions calculated by the micromechanical framework of Chapter 4.

- Using efficient computational tools for modeling larger polycrystalline samples with larger number of grains in order to study the behavior of bulk material. Imposing periodic boundary conditions, which is challenging in models based on Voronoi tessellations can also improve the numerical results of the micromechanical model.

- The micromechanical model can be improved by considering a more comprehensive combination of twinning systems in NiTi based on experimental data.

- The nanoscale study can be improved by performing a detailed analyze on the structures with various crystal orientations. Many aspects of martensitic phase transformation can be studied by scrutinizing the thermomechanical response of NiTi nanowires and periodic supercells at different orientations.

- The stress induced martensitic phase transformation at high temperatures can be added to the nanoscale study of this research.
This research can be used for designing experimental tests on NiTi nanowires. The results can shed light to expectations from such a test because all the analyzes of this research are on NiTi at near room temperatures that would be the environment temperature if an in-situ test is designed for NiTi nanowires.
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