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Summary

Design is a wide-ranging and open-ended information-processing task. A common method for generating designs is to adapt previously encountered designs. In this method, selected elements of a previous design are transferred to the new problem. Such adaptive processes are believed to play an important role in reasoning underlying innovation and creativity. But current theories of adaptive design are limited to routine design. That is, they cover only design problems with fixed problem specifications, local modifications to previous designs, and within-domain transfer of design knowledge.

The goal of this research is to build a theory of innovative design that addresses these limitations. We characterize innovation in design as including (1) non-local modifications to previous designs, (2) cross-domain transfer of design knowledge, and (3) reformulation of problem specifications. Non-local modifications are changes in the topology of a past design, i.e., changes in the arrangement of elements in a design. Non-local modifications are needed in adaptive design because past designs with the required topology (for solving new problems) may not always be available. Non-local modifications are hard because in some domains the design elements can be strongly interacting and making changes to the arrangement of the design elements can globally affect the elements in different parts of the design.

Cross-domain transfer of design knowledge is the transfer of experience gained in solving design problems in one domain (such as electric circuits) to solve a problem in another (such as heat exchangers). Cross-domain transfer is needed because the necessary designs may not always be available in the same domain as that of a given problem. Cross-domain analogies are hard to make because of the difficulty in recognizing the similarity between a target problem and a source analogue; the difficulty may also be in determining what knowledge to transfer from the source domain to the target and how to do the transfer. These tasks are hard because the source and target domains may refer to different design elements at a given level of abstraction.

Problem reformulation means revisions to problem specifications, such as addition, deletion, or modification of constraints, after the design process begins. It is generally needed because of the late arrival of constraints into problems and the discovery of constraints later in the design process. Problem reformulation is hard because it requires a designer to reason about the current design and its failures, and then to formulate new constraints if necessary.

To address the above issues, we investigate two related hypotheses. First, we hypothesize that high-level abstractions in device design enable non-local modifications to previous designs, cross-domain transfer of design knowledge, and reformulation of design problems upon evaluation of initial designs. Our theory is that design patterns are a particularly useful class of
abstractions that enable innovative device design. Design patterns capture different kinds of relationships, for instance, functional and causal relationships, among design elements, and they can be represented as generic, case-independent models. This research focuses on two particular types of design patterns: generic physical processes (e.g., heat-flow process) and generic teleological mechanisms (e.g., cascading and feedback mechanisms). The former captures causal relationships among design elements while the latter captures functional relationships. We study how design patterns enable non-local modifications, cross-domain transfer, and problem reformulation.

Second, we hypothesize that design patterns can be acquired from specific design experiences including feedback from an oracle upon problem-solving failure. Since the particular types of design patterns considered in this research capture functional and causal relationships, the design experiences from which those design patterns can be learned need to also capture those types of relationships among specific design elements. A Structure-Behavior-Function (SBF) model of a device explicitly specifies how the device works, that is, how the functions of structural elements get composed into the functions of the device as a whole. SBF models of specific designs thus enable learning of the functional- and causal-type design patterns and also provide a language for representing them as models.

The theory of innovative adaptive design based on design patterns also leads us to a general theory of model-based analogy. Model-based analogy integrates learning of useful abstractions, such as design patterns, with their use in analogical problem solving. A computational system called IDEAL (Integrated Design by Analogy and Learning) implements model-based analogy and evaluates it for device design. Detailed experiments with IDEAL, involving some 50 different designs from five different device domains verify and validate our hypotheses.
CHAPTER I

INTRODUCTION AND OVERVIEW

Let us consider the problem of designing a structure that enables people to climb a small hill. Depending on the knowledge available, a designer may solve this problem in different ways. If the designer has access to a past design that achieves a similar function, he can adapt the design to the new problem. In this example, the previous design is from the same domain as the new problem, the domain of hills. Suppose that the previous design is a “staircase” whose structure is composed of stair steps of one-foot high each. If the terrains of the current and the past hills (for which structures are needed to climb) are similar, then the required modification may be small, simple, and local. Examples of simple modifications are increasing or decreasing the number of stair steps and changing the height of each stair step. These local modifications change only parameters of design elements but not their arrangement. Such local modifications to the structure in a past design sometimes can result in a new structure that meets the requirement of new problem.

Suppose the terrains of the current and the past hills are different: the terrain of the past hill has a gentle slope, but the slope of the current hill is steep. Suppose that the stairs in the previous design are linear: the structure consists of a sequence of stair steps placed along a straight line from the bottom to the top of the elevation of the hill. The linear configuration of staircase does not solve the new problem because the slope of the current hill is steep. The issue becomes how to modify the past design so that the new design delivers the desired functionality and satisfies the constraint from the terrain. In this example, small, simple, and local modifications do not suffice. Instead, there is need for a non-local modification such as the modification of the linear staircase into a circular one. A circular staircase is a sequence of stair steps arranged in a manner that they spiral around a vertical axis. Non-local modifications, in general, are more innovative because they make changes to design topology, i.e., the arrangement of the design elements.

Now consider the situation in which the designer does not have access to a past design for climbing hills. But suppose that he has seen the design of a flight of stairs used in a house that enables people to go from one floor to another. The designer might potentially use this knowledge to address the current problem. One possibility is that the designer is reminded of the staircase design from the domain of houses. This raises the hard issue of cross-domain reminding. Another possibility is that the designer may have already abstracted generic design knowledge from the past design. The generic design knowledge may enable the transfer of the “strategic
concept" of staircase to the new problem. The designer may now solve the new problem by designing a staircase that enables people to climb the hill.

Irrespective of the specific way in which the design is generated, it may fail. For instance, the use of a staircase for climbing the hill might reveal the difficulty of taking large, heavy objects to the top of the hill. The generated design for climbing the hill did not consider this requirement because it was not specified initially. But the design's evaluation may point out the failure of the design to support the initially unspecified constraint of taking heavy objects up the hill. In order to redesign the staircase to avoid the failure, the designer may form a causal explanation for the failure. The causal explanation may both reveal the unspecified constraint and help in the generation of a design. The designer may redesign the staircase into a ramp that satisfies both the original and the new requirements.

This is an example of innovative design. Although it is now common to use circular roads around steep hills for easy climbing, it surely was considered an innovative solution for the problem when it was originally designed.

1.1 Issues in Innovative Design

In the above design example, we saw three key high-level issues in innovative design:

1. non-local modifications to past designs, i.e., changes to design topology
2. cross-domain transfer, i.e., transfer of design knowledge between distant domains such as houses and hills, or electric circuits and mechanical controllers
3. reformulation of design problems, i.e., the revision of problem specifications during the design process

1.1.1 Research Problem

The goal of this research is to build a theory of innovation in design, where innovative design can be characterized as including one or more of the above three factors. We focus on

1. device design, in particular, design of physical devices such as electric circuits, heat exchangers, and mechanical controllers;
2. conceptual design which involves producing a high-level specification of a desired artifact given the functional and structural constraints on the artifact;
3. non-local modifications and cross-domain transfer.
1.1.2 Research Hypothesis

Our hypothesis is that high-level design abstractions in the form of generic design patterns enable non-local modifications, cross-domain transfer, and problem reformulation. A design pattern is a specific type of knowledge that encapsulates a specific kind of relationship among the design elements. One example of a design pattern is the replication of a design element. This pattern occurs in a linear staircase in which a stair step is replicated to achieve the needed height. In the example of designing a structure for climbing the hill, this pattern was used for making cross-domain transfer. Another example of a design pattern is the circular arrangement of design elements so that they form a spiral around a vertical axis. In the example of the structure for climbing a hill, this pattern was used for making non-local modification.

Functional and Causal Design Patterns

Design patterns are not specific to the domains of hills and houses. Instead, they occur in all design domains. In the domain of physical devices, we hypothesize that a specially useful class of design patterns capture functional and causal relationships among the design elements. For an illustration of the use of a functional design pattern, consider an example from the domain of electric circuits. Suppose that the problem is to design an electric circuit that produces light of 12 lumens. If the designer has access to a previously designed circuit that delivers light of 6 lumens, he can adapt the past design to solve the new problem. Suppose the past design contains a bulb, a battery, and a switch connected in series so that the intensity of light is directly proportional to the voltage of the battery. If the voltage of the battery in the past design is 1.5 volts, then the designer may decide to simply replace the 1.5-volt battery with a 3-volt battery. But suppose that a 3-volt battery is not available. Then the simple modification of replacing the 1.5-volt battery with a 3-volt battery is not feasible. The issue then becomes how to modify the past design to produce light of 12 lumens. Suppose the designer knows the generic design pattern of replication of structural elements of a given functionality to achieve a larger functionality of the same type. Then the designer may instantiate this pattern and replicate the 1.5-volt battery twice to obtain the needed voltage of 3 volts. The design pattern of replication (also called cascading in engineering) captures a specific kind of abstract relationship between the functions delivered and the causal structure of the design elements. This is the same pattern of replication used in the staircase example earlier. Indeed, the designer may acquire the design pattern from a different domain and use it in the domain of electric circuits.

1.2 Conceptual Framework

We will now elaborate on our research issues and hypotheses at three levels of description: conceptual framework, computational theory, and computer program. At the level of conceptual framework, we explore analogical reasoning in innovative design, where analogy is mediated by
high-level abstractions such as generic design patterns. At the level of computational theory, we describe a specific mechanism of analogical reasoning for device design that we call model-based analogy. Model-based analogy uses the knowledge of qualitative device models and generic design patterns. At the level of computer program, we study the theory of model-based analogy in several engineering domains.

Now, we begin our description of the conceptual framework along three dimensions: the task, the method, and the knowledge.

1.2.1 The Task: Design

Design is a very common, wide-ranging and open-ended information-processing task. Humans, laypersons as well as professionals, encounter design task in various complexities and perform it “everyday”—designing a picture, designing a symphony, designing a program and designing a device are only a few examples. In all these kinds of design activity, a design task can be routine or non-routine depending on the designer’s knowledge and the design product. More specifically, a design task can be routine or non-routine depending on how similar or different the new design is from known designs.

1.2.1.1 Conceptual Design

Design process generally involves several different phases (or stages), such as conceptual design, configuration design, design realization, and design optimization. We focus on conceptual design, the preliminary phase of design. In this phase, the goal is to produce a high-level, qualitative specification of a desired design.

The specification of a design problem may evolve during the design process. The conceptual design task generally takes as input a specification of desired artifact’s function(s) and gives as output a high-level specification of the artifact’s structure that achieves the desired function(s). Besides functional constraints, others such as constraints on structure and its realizability may also be specified.

1.2.1.2 Adaptive Design

Design tasks, in general, may be solved by different reasoning methods depending on the available knowledge. A common method for generating designs is to adapt previously encountered designs. In this method, a new design problem is solved by modifying an old design solution such that much of the old design’s structure is preserved. Broadly speaking, current theories of adaptive design are limited to routine design as follows:

1. Adaptations to previous designs are local and parametric such as the replacement of one design element in a past design by another.
2. The transfer of designs is within-domain where new problems and past designs are from the same domain (at a given level of description of the domain). An example of within-domain transfer is in designing a new staircase for a house by transferring knowledge from the design of a staircase in another house.

3. Problem specifications remain fixed during the design process.

1.2.1.3 Innovative Design

Within the context of adaptive design, we characterize innovative design in terms of how the new design is relative to known designs. Accordingly, a design task is innovative if the task involves modifications to a known design's elements and its topology. More generally, innovative design involves one or more of the following:

1. non-local modifications to previous designs
2. cross-domain transfer of design knowledge
3. reformulation of design problems

Non-Local Modifications

Modifications to designs can range as follows: (1) changes to the parameters of the design elements (while preserving the design elements and the topology of the design), (2) changes to design elements (while preserving the design topology), and (3) changes to the design topology itself. Non-local modifications are changes to the design topology. The topology of a design refers to the arrangement of the design elements, that is, the configuration of the connections among the elements. Changes to a design's topology include addition or deletion of design elements, and connecting them in a different way. An example of a non-local modification is in modifying the design of a linear staircase for a hill into a circular staircase for another hill.

Non-local modifications are generally needed in adaptive design for two reasons: past designs with the needed topology may not be available and thus simple, local modifications may not suffice; even when a design with the appropriate topology is available, specific design elements with the desired functions may not be available to replace elements in the known design.

Making non-local modifications is hard because they can globally affect different elements in all parts of the design. Computing the effects of non-local modifications to a design can become intractable if the number of design elements is large and the elements are strongly interacting. The major issue is what knowledge might enable the control of inferences in making non-local modifications.

Cross-Domain Transfer

A design domain may be characterized by the design elements available in it. Batteries, bulbs, and wires are examples of design elements in the domain of everyday, simple electric circuits.
They are different from design elements such as pumps and pipes available in the domain of heat exchangers. The notion of a “domain,” in general, is fuzzy because it depends on the level of abstraction at which primitive design elements of the domain are described. For instance, engineering devices may be considered as belonging to the same domain as computer programs if design elements are described at a high level of abstraction where both programs and (physical) devices are viewed as abstract devices. Due to the fuzzy notion of domains, there lies a continuum between what is within-domain transfer and what is cross-domain transfer. In that sense, the domain of electric circuits is considered distinct from the domain of mechanical controllers, but more so from the domain of computer programs. Cross-domain transfer of design knowledge is transferring the experience gained in solving design problems in one domain (such as electric circuits) to solve a problem in another (such as heat exchangers).

Cross-domain transfer of design knowledge is needed because the necessary designs may not always be available in the same domain as a given design problem. But cross-domain analogies are hard to make because of the difficulty in recognizing similarity between a target problem and a source analogue and the difficulty in determining what knowledge to transfer from the source to the target and how to do the transfer. These tasks are hard because at a given level of abstraction in the description of the source and target domains, the target problem and source analogues may refer to different kinds of design elements.

Problem Reformulation
We define problem reformulation as including addition, deletion, or modification of constraints in a given problem after the process of design begins. A constraint in a design problem is the specification of a value or a range of possible values for some design parameter desired in the new design. An example of a constraint from the problem of designing an electric circuit is specifying that the desired voltage is 3 volts. Another example is specifying that the height of a staircase needs to be same as that of the hill, which we saw in the scenario of designing a “staircase” for climbing a hill.

Problem reformulation, in general, is needed because of the late arrival of constraints into problems and the uncovering of constraints later in the design process. That is, first, constraints on design problems may not be completely specified at the beginning of the design process but instead may be specified by an external agent later in the process. Second, some new constraints may be discovered and added to a problem specification when its initial designs are evaluated, or some old constraints may be deleted or modified after the designs are evaluated. In this research, we focus on the latter type of problem reformulation. In the scenario of designing a staircase for climbing a hill, we saw an instance of the discovery of new constraints—it was discovered late in the process that the slope of the hill needs be considered in the design of staircase for the hill. Reformulating problems by discovering new constraints and redesigning to incorporate the new constraints can lead to innovative designs.
Problem reformulation due to the discovery of constraints is harder and more interesting than the one due to the late arrival of constraints because the former requires a designer to reason about the current design and its failures, and then to formulate new constraints if necessary. Such problem reformulation is needed because some constraints on a design are not uncovered until after the design is evaluated, for example, evaluated by its use in a real environment. The constraints that are generally discovered late in the process are about interactions of a design with its environment. The discovery of such constraints is late because the conditions of the environment may not be known completely at the beginning of the process. Even if the conditions were known, they might change from the time of initial problem specification to the time of design realization. Therefore, when the environments are thus dynamic, designs may fail, although they satisfy the constraints of initial problem specifications. This type of problem reformulation is hard because it requires the following: (a) evaluation of the design by realizing and using it in real environments, (b) understanding of external feedback on design failures, and (c) discovery of new constraints. Then the reasoning issues become what knowledge might enable the understanding of external feedback and the discovery of new constraints, and how it might enable the tasks.

1.2.2 The Method: Analogical Reasoning

Analogical reasoning plays an important role in human problem solving and learning (Gick and Holyoak, 1980, 1983; Gentner, 1983; Ross, 1984). Analogical reasoning is the process of retrieving knowledge of a familiar problem or situation (called source analogue) that is relevant to a given problem (called target problem) and transferring that knowledge to solve the given problem. In our characterization of innovative design, the ability to transfer knowledge across domains is one of the important aspects of innovation. Thus our theory of innovative design also leads to a theory of analogical reasoning in design.

Analogies, in general, can be of different types (Vosniadou and Ortony, 1989)): (1) within-problem, (2) cross-problem but within-domain, and (3) cross-domain. As we noted before in Section 1.2.1.3, there can be a continuum between what is within-domain analogy and what is cross-domain analogy because boundaries of a domain are generally fuzzy and they depend on the level of abstraction at which design elements in the domain are described. Within-problem analogy involves transferring knowledge from one subproblem to another subproblem within the context of solving the same overall problem, e.g., designing a staircase by transferring the design of another staircase in the context of designing a structure for climbing between floors in a multi-storeyed house. Cross-problem but within-domain analogy (hereafter called within-domain analogy) involves transferring knowledge from one problem in a domain to another problem in the same domain, e.g., designing a staircase for climbing a hill by transferring the design of a staircase for climbing another hill. Many existing computational models of analogical reasoning, such as case-based reasoning (Kolodner, 1993), address this type of analogy. Cross-domain
analogy involves transferring knowledge from a problem in one domain to another problem in a different domain, e.g., designing a staircase for climbing a hill by transferring design knowledge from the domain of houses (not necessarily from the design of a specific staircase in a specific house). Cross-domain analogies are the hardest to make because of the issue of recognizing similarity between two problems from two different domains and transferring knowledge between them. Some of the important issues in analogical reasoning include the following:

- What might be the content and representation of source analogues?
- How can a target problem be specified?
- Given a target problem, how does the retrieval of a source analogue occur? What kind of features in the target problem determine the retrieval?
- Once a source analogue has been retrieved, how might knowledge from the source be transferred to the target problem? Whether the knowledge from the source analogue is directly mapped onto the target or some abstraction shared by the source and the target mediates the transfer process?
- Since transferring knowledge from a source analogue to a target problem often may not satisfy the requirements of the target problem completely, how might the transferred knowledge enable inferences needed to complete the solution to the target problem? How might the transferred source analogue be modified?
- How can a solution for a target problem be evaluated? That is, how can a solution be verified to determine if it satisfies the requirements of a target problem?
- What might be learned from a target problem that may be “useful” for future problem solving? What might be abstracted from the target and source analogues? How might this abstraction occur? When does this abstraction occur: at problem-solving time or at analogue-storage time?
- How might a target analogue be stored for later use? Whether it is stored at all? If it is stored, how might it be indexed\(^1\) in memory? How might its indices be acquired dynamically?
- How might the abstractions (if any were formulated from the source and target analogues) be stored in memory? How might they be indexed?

Our theory of model-based analogy (MBA) attempts to address all the above issues. In our theory, each design analogue is associated with a model of the solution in the analogue (i.e., a

\(^1\)Indexing of knowledge can be generally viewed as “labeling” individual pieces of knowledge with appropriate information. That enables access of “a” particular piece of knowledge when a new situation specifies information similar to the label of that particular piece of knowledge.
device model). The transfer of design analogues from a source domain to a target domain is mediated by higher-level abstractions over device models in the form of functional and causal patterns.

1.2.3 The Knowledge: Device Models and Design Patterns

At the level of conceptual framework, our theory of model-based analogy in design depends on the content of knowledge that supports reasoning tasks in applying analogy for design. Our hypothesis is that design analogues, models of specific design solutions in the analogues (i.e., device models), and abstractions over device models (i.e., design patterns) enable innovative design by analogy. In our theory, a design analogue consists of a design problem, its solution, and a device model. The model of a device specifies and explains how the parts of the device give rise to addressing a design problem. The knowledge of device models is important for the control of reasoning in innovative design because the models capture how behaviors of design elements mediate between their functions and structures. For instance, consider the staircase design we saw earlier. A model for that design may specify how functions of each design element, i.e., 1-foot stair-step, get composed into achieving the overall function of enabling people to climb the hill. We hypothesize that the useful design abstractions for innovative design are abstractions over models of specific designs that we call design patterns. (More details on design patterns will be given later in Section 1.3.3.1.)

1.2.4 Issues and Research Hypotheses

The above characterization of innovative design (as in Section 1.2.1.3) in terms of non-local modifications, cross-domain transfer, and problem reformulation raises the following important issues. We summarize our research hypotheses at the level of conceptual framework for each of the issues below.

1. Content and Representation of Design Knowledge: What design knowledge might enable these three aspects of innovation? That is, what might be the content of design knowledge and how might it be represented?

Hypothesis: High-level design abstractions enable innovative design, i.e., non-local modifications to previous designs, cross-domain transfer of design knowledge, and reformulation of design problems upon evaluation of designs. These design abstractions are abstractions over models of specific design analogues (or cases). The model of a design may be characterized by the kinds of relationships it captures about the elements of the design. In particular, we refer to a model that encapsulates functional, structural, and causal knowledge about design elements. We call such models of specific designs as device models and the abstractions over them as design patterns.
2. **Access and Organization of Design Knowledge:** How might such design knowledge (as in (1) above) be accessed/retrieved from memory when a new problem is given? What kind of organization and indexing might support better retrieval of relevant knowledge from memory? How might the design knowledge be related to other types of knowledge, if any?

**Hypothesis:** Design knowledge, we refer to, can be of two types: (a) design analogues (and associated device models) and (b) design patterns (i.e., particular types of abstractions over device models). Design analogues and the associated device models can be retrieved by matching on problem specifications while design patterns can be retrieved by matching on types of functional relationships between designs. Design analogues need to be indexed based on the tasks for which they are used and they need to be organized hierarchically along those indices for an efficient and effective retrieval. Further, design analogues need to be associated with their models and the conceptual knowledge of design elements because that facilitates evaluation and elaboration subtasks in design.

3. **Use of Design Knowledge:** How might the design knowledge in (1) be used for innovative design? That is, what might be the specific processes by which that knowledge enables the three aspects of innovative design?

**Hypothesis:** Since the useful design knowledge is abstract (i.e., abstractions over models of designs such as design patterns), its use in new problems is through the instantiation of design patterns in the context of new problems.

4. **Origin and Acquisition of Design Knowledge:** Where does such design knowledge (as in (1)) that enables innovative design come from? How might it be acquired?

**Hypothesis:** Useful design abstractions such as design patterns can be acquired from specific design experiences including feedback from an oracle upon problem-solving failure.

### 1.3 Computational Theory

At the level of computational theory, our hypotheses are refined and focused in all the three dimensions: the task, the method, and the knowledge.

#### 1.3.1 The Task: Device Design

A device is an artifact that has both output functions and internal causal mechanisms that result in output functions. The device design task takes as input a specification of the functional and structural constraints on a desired device and gives as output a specification of the structure of the device that delivers the desired functions and satisfies the structural constraints. Innovation in device design is especially hard. Consider the two aspects of innovative design, namely, non-local modifications and cross-domain transfer. Making non-local modifications to a known
device design is hard because the structural elements of the device can be strongly interacting and modifications local to one part of the device can have non-local effects. The issue is how to control the reasoning about non-local effects in modifying a known device design. Similarly, cross-domain transfer is hard because of the difficulty in determining "what" to transfer between distant device domains. The issue becomes hard because at the level of specific structural elements used to describe domains, it may not be possible to see the relevance of a source design to the target problem.

1.3.2 The Method: Model-Based Analogy

Figure 1.1 shows the computational process we developed for model-based analogy in design.² This computational process includes the following different stages: (1) retrieval of a source analogue; (2) transfer and modification (i.e., adaptation) of relevant knowledge from a source analogue to the target problem—this is a multistrategy transfer mechanism in which specific adaptation goals determine whether simple adaptations are done or complex ones using design patterns are performed; (3) evaluation of a solution to the target problem—the computational process also accommodates understanding of external feedback on design failures and possible, subsequent reformulation of design problems; (4) learning from the source and target analogues by abstraction—the process also accommodates interaction with an oracle for acquiring the target solution in case of problem-solving failures; and finally (5) storage of the solution to the target problem and the learned knowledge (i.e., design patterns). This process covers not only cross-domain analogies but also within-domain analogies. This work builds on the model-based approach to case adaptation developed in (Goel, 1989) that covers within-domain analogies in device design. Goel used the theory of structure-behavior-function (SBF) models for exploring issues in within-domain adaptive design and for representing models of specific devices.

In the process of model-based analogy, solving some classes of problems may involve the retrieval and instantiation of design patterns. But, for some other classes of problems in which adaptation goals are different, the transfer process may not involve the use of design patterns; instead, it may involve only simple modifications to known designs. The two specific types of design patterns, namely, Generic Physical Processes (GPPs) and Generic Teleological Mechanisms (GTMs), enable different subtasks of analogical reasoning in the computational process shown (Figure 1.1).

1.3.3 The Knowledge: SBF Models of Devices and Design Patterns

We adopt the theory of SBF models (Goel, 1989) to represent device models and design patterns. This theory takes the component-substance view in which devices are composed of com-

²Our goal in this research was to develop a computational theory rather than a psychological theory. All our arguments are intended to be functional from a computational perspective. However, in the chapter on related work, we will relate some parts of our theory to psychological research on analogy and postulate psychological predictions from our computational theory.
Figure 1.1: A Computational Process for Model-Based Analogy in the Context of Design
ponents and substances that flow among the components. Since design elements in that view are components and substances, the model of a device in that view specifies how functions of the components in the device get composed into achieving the device’s functions. We will now elaborate on the structure-behavior-function (SBF) models of devices and of the two types of design patterns, which are the particular types of knowledge that enable innovative device design.

1.3.3.1 Design Patterns: GPPs and GTMs

Design patterns are a particularly useful class of abstractions that enable innovative device design. We hypothesize that in order to reason about devices with non-local, often global, effects in a tractable manner, modifications need to apply across collections of structural elements; otherwise, it is difficult to reason about non-local interactions among locally modified elements. In our theory, design patterns facilitate such controlled reasoning because they encapsulate the inferences needed to make non-local modifications in device design. Design patterns encapsulate relationships between functions and behavior of design elements, which, in turn, enable controlling the reasoning in innovative design. We also hypothesize that the cross-domain transfer of design knowledge needs to involve the use of high-level abstractions shared between the domains. More specifically, we hypothesize that design patterns abstracted from a source domain are “what” need to be transferred to solve problems in a target domain. Furthermore, the same kinds of high-level abstractions as above would be needed in order to deal with the hard issue of understanding device failures in the context of problem reformulation.

Different design patterns may capture different kinds of relationships among design elements, such as, spatial, temporal, functional, and causal relationships. Because of the kinds of relationships they capture, they can be represented as generic, case-independent models. Design patterns can be spatial patterns as in certain domains (e.g., design of pictures and buildings), or temporal patterns as in some others (e.g., design of symphonies and music), or functional and causal patterns as in yet other domains (e.g., design of physical devices such as electric circuits and heat exchangers). We focus on the functional- and causal-type design patterns, in particular, GPPs and GTMs.

A GPP is a causal-type design pattern which captures patterns of relations between the output and internal behaviors of physical devices. An example of a GPP is the process of heat flow—it specifies how heat flows from a hot body to a cold body when they are in contact. A GTM is both a functional- and causal-type design pattern which captures patterns of relations between functions (a subset of output behaviors) and internal behaviors of devices. An example of a GTM is a pattern which specifies how two or more devices with same functionality can be connected together to achieve a larger function—the mechanism is called “cascading.” A specific instance of the cascading GTM appears commonly in connecting two batteries together to get more voltage than the voltage each battery provides. Other examples of GTMs are feedback and feedforward mechanisms—which specify how to control variations in the output and the input.
of devices respectively. A common device where feedback mechanism is used (i.e., instantiated) is the room heater with a temperature-setting knob; given a temperature setting, this device turns the heater “on” or “off” depending on the room temperature.

Design patterns can be viewed as concepts or strategies depending on the types of relationships the patterns capture. For instance, GPPs are concepts while GTMs are strategies. Since a GTM captures relationships between functions and internal causal behaviors of devices, it can be used to derive behaviors that achieve new functions, which is the task of design. Therefore, a GTM is a design strategy—more specifically, it is a design-adaptation strategy because it specifies how the behavior of an existing device needs to be modified to achieve new but similar function. On the other hand, GPPs capture the knowledge of physics concepts.

We represent GPPs and GTMs using the language of SBF models. The SBF language provides primitives to represent three types of knowledge about devices: physical structure of devices, functions of devices, and internal causal behaviors of devices that explain how the functions of structural elements get composed into the functions of overall structure. Since the design patterns capture only “patterned” relationships (i.e., types of relationships as opposed to specific ones) among design elements, their SBF representations are devoid of information about any specific physical structure of devices. However, those representations still capture the causal structure in the behaviors of devices. Hence, the function and behavior aspects of the SBF language are especially useful for representing GPPs and GTMs. Figures 1.2 & 1.3 respectively illustrate the SBF representations of the Heat-Flow GPP and the Cascading GTM. Note that

---

Figure 1.2: An SBF Model of the Generic Physical Process of Heat Flow

---

3 More precisely, it captures mappings from the kinds of differences between functions to the kinds of differences between behaviors.
these do not refer to any specific substances or components that constitute the physical structure of any particular device. The SBF model of the Heat-Flow GPP shown in Figure 1.2 specifies how heat-flow occurs between any two substances when they are in thermal contact; it specifies how the temperatures of the two substances change in the heat-flow process. The SBF model of the Cascading GTM shown in Figure 1.3 specifies how a particular type of functional difference between any two designs maps onto particular types of relationships between the behaviors of those designs; it specifies how to modify the behavior of a candidate design in order to achieve a desired function.

1.3.3.2 Device Models and SBF Representations

Our hypotheses about the design patterns are based on a theory of device models. We defined a device model earlier in Section 1.2.3. That is, a device model specifies how causal relationships among specific structural elements in the device result in the device's functions. Because of the kinds of relationships in device models, we chose to represent them in the form of SBF models. The SBF model of a device captures the designer's comprehension of how the device works, that is, how the structure of its design results in its output behaviors (i.e., functions). As the name SBF model indicates, its constituents are the structure of a device (i.e., the physical structure), the functions delivered by the structure, and the internal causal behaviors that explain how the functions of structural elements get composed into the functions of the overall structure. An SBF model of a device thus organizes knowledge about the functioning of the device as a whole in terms of the functions of its elements.

We refer to the model of a device in a specific design analogue as a case-specific SBF model. In our theory, a design analogue not only encapsulates the problem (i.e., function(s) of the device) and its solution (i.e., the physical structure of the device) but also a model for the solution (i.e., the SBF model of the device). Figure 1.4, for example, shows a design for a simple electric circuit, EC1.5: Figure 1.4(a) presents a schematic of the device's structure; Figure 1.4(b) shows the device's function, which can be read as "given electricity with a voltage of 1.5 volts as input in the battery, the device produces light of intensity 6 lumens as output in the bulb when the switch is closed"; Figure 1.4(c) shows the device's causal behavior as a sequence of states and state-transitions that explains the internal causal process of the device. In SBF models, causal behaviors of devices can be represented at different levels of detail. For instance, Figure 1.4(d) shows the causal behavior of battery in the design at a more detailed level.

1.3.4 Refined Issues and Hypotheses

We now summarize the issues in innovative device design and our refined hypotheses at the level of computational theory.

1. Content and Representation of Design Knowledge: What knowledge of device design might enable the three aspects of innovation? That is, what might be its content
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Figure 1.4: A Design for A 1.5-volt Electric Circuit (EC1.5)
and how might it be represented?

**Hypothesis:** Useful high-level design abstractions of a particular type that we call design patterns enable innovative device design. Design patterns are useful because they encapsulate relationships between functions and behaviors of design elements, which, in turn, enable controlling the reasoning in innovative design. Two types of design patterns are specifically useful: GPPs and GTMs. GPPs capture patterns of relations between the output and internal behaviors of physical devices (e.g., heat-flow process). GTMs capture patterns of relations between the functions and internal behaviors of devices (e.g., cascading and feedback mechanisms). We adopt the theory of SBF models to represent not only the models of specific devices but also the GPP and GTM design patterns. Since the design patterns are abstractions over regularities in device models, the patterns can also be specified in terms of SBF models.

2. **Access and Organization of Design Knowledge:** How might such device-design knowledge (as in (1) above) be accessed/retrieved from memory when a new problem is given? What kind of organization and indexing might support better retrieval of relevant knowledge from memory? How might the design knowledge be related to other types of knowledge, if any?

**Hypothesis:** Since in device design, analogues are designs of specific devices and design problems consist of specifying different kinds of constraints, such as functional and structural, the analogues need to be indexed by the respective types of knowledge about devices. In our theory, any piece of knowledge should be indexed depending on the tasks for which that might be used and the nature of relationships that knowledge might capture. Designs of devices need to be hierarchically organized along functional and structural indices for an efficient and effective retrieval. We hypothesize that using the indices based on the vocabulary of SBF models enables an efficient and effective retrieval. Device designs can be accessed by matching on the specification of functions and structural constraints in a design problem respectively with the functions and structures in the problems of stored designs. Design patterns such as GPPs and GTMs do not refer to specific structural elements in devices. Since GPPs capture causal relationships and we use them for the task of understanding design failures in the context of problem reformulation, the GPPs are indexed by behavioral abstractions over causal behaviors in the GPPs. Similarly, since GTMs capture functional and causal relationships and are used as strategies for achieving design-adaptation goals, they are indexed by types of functional differences that the GTMs specify how to reduce.

3. **Use of Design Knowledge:** How might the design knowledge (in (1)) be used for innovative device design? That is, what might be the specific processes by which that knowledge enables the three aspects of innovation in device design?
**Hypothesis:** The use of design patterns in adaptive design is by their instantiation in the context of specific designs and problems. Such process enables innovative device design. When design patterns are instantiated in specific design analogues, they can enable non-local modifications in a tractable manner. When design patterns are acquired in one domain and problems are given in another, the design patterns can enable cross-domain transfer by being retrieved and instantiated in the new problem domain. Further, design patterns can enable problem reformulation by facilitating the formation of causal explanations for device failures. In particular, we explored how GPPs enable problem reformulation, how GTMs enable non-local modifications to known designs, and how both enable cross-domain transfer.

4. **Origin and Acquisition of Design Knowledge:** Where does such design knowledge that enables innovative device design come from? How might it be acquired?

**Hypothesis:** Design patterns can be acquired from specific design experiences by abstracting over the SBF models of specific devices in those experiences. This process may include feedback from an oracle in case of problem-solving failures. SBF models of specific designs enable learning of design patterns by abstraction over patterns of regularities in the designs, and provide a language for representing the design patterns as generic models. The SBF models of devices may themselves be acquired in different ways: (1) by revision of known models of similar devices (Goel, 1991b), (2) by a combination of model revision and composition of behaviors of primitive structural elements, and (3) by instantiation of design patterns in the models of known devices.

1.4 **The Computer Program: IDEAL**

The most refined level of our theory is the level of the computer program that instantiates the theory. We implemented the proposed theory of model-based analogy in a system called IDEAL\(^4\) in the context of innovative design of physical devices. In addition to supporting the “computational feasibility” test of our theory, IDEAL serves as an experimental testbed to evaluate the theory in several other dimensions that are described in a later section. IDEAL performs both within-domain analogies and cross-domain analogies in designing physical devices. It performs innovative design, i.e., non-local modifications to known designs, cross-domain transfer of design knowledge, and problem reformulation. In IDEAL, we implemented all stages of model-based analogy and integrated learning, memory, design problem solving, and comprehension of devices. IDEAL evaluates our theory in multiple domains such as electric circuits, heat exchangers, simple electronic circuits, coffee makers, and mechanical controllers. Furthermore, it demonstrates how the specific types of design patterns, namely, functional- and causal-type design patterns (e.g., GPPs and GTMs), enable innovative design.

\(^4\)IDEAL stands for Integrated “DEsign by AnalogY” and Learning.
IDEAL evolved from another system called KRITIK (Goel, 1989) which implements a model-based approach to making within-domain analogies for designing physical devices. Thus IDEAL inherits most of its capabilities of within-domain analogy from KRITIK. The most important and novel aspects of IDEAL are (1) its abilities to learn abstractions from design analogues in one domain and transfer them to solve design problems in other domains and (2) its ability to make non-local modifications to known designs when necessary.

1.4.1 An Illustrative Example

We will now illustrate how design patterns enable innovation in design with the example of a particular design pattern, namely, cascading GTM, from IDEAL. Cascading means connecting multiple devices of same functionality together to get a similar but large function. For instance, a common way of obtaining a 6-volt supply is by connecting four 1.5-volt batteries together that involves applying the cascading mechanism.

Figure 1.5 presents the complete story of our illustration. This story has two parts: as shown in the top half of the figure, one part concerns the learning of the cascading GTM, and as shown in the bottom half of the figure, the other part concerns the use of the cascading GTM in design adaptation. In this illustration, we first focus on how the cascading GTM enables non-local modifications to a known design in the domain of heat exchangers, and then present how the cascading GTM can be learned from specific designs in the domain of electric circuits. The specific examples of design problems and the GTM are from the computer program IDEAL. That is, in the following description, IDEAL is the designer solving the problems and learning the GTM.

Suppose now that a designer is given a problem which specifies the desired function as one of transforming the temperature of Nitric Acid from $T_1$ at one end of NAC-Device (an input location) to $T_1'$ ($T_1' < T_1$) at the other end of the device (an output location). Suppose also that the design of a Nitric Acid cooler (see Figure 1.5 bottom-left) that changes the temperature of Nitric Acid from $T_1$ to $T_2$ ($T_2 < T_1; T_2' << T_2$) is available in the designer's analogue memory and that the designer retrieves it. Figure 1.6 further shows the function and the partial behavior of the available design of Nitric Acid cooler. In model-based approach, a designer uses the model of a known design to determine which components (or substructures) in the design can be modified in order to achieve the desired function. In this example, suppose that the designer selects the entire device of Nitric Acid cooler to modify (because the device's model does not decompose the device behavior into behaviors of individual components). Consider that the designer's knowledge is in a state where no single component (or structure) available delivers the desired functionality. Then, under such knowledge state, simple modifications to a known design of Nitric Acid cooler such as replacing a substructure (e.g., heat-exchange chamber or the entire NAC-Device) by another will not result in a device that can solve the given problem because the required range of cooling is much more than $T_1$-$T_2$. It is in such problem-solving
Figure 1.5: An Illustration of the Learning and Use of Cascading GTM in Adaptive Design
Figure 1.6: Design Analogue of Nitric Acid Cooler that Cools Nitric Acid from $T_1$ to $T_2$
situations that the knowledge of design patterns can enable a designer to perform non-local, patterned modifications to the known design and thus solve the current problem.

Suppose for a moment that the designer knows of the cascading GTM (shown schematically in Figure 1.5 center). Figure 1.7 further illustrates the designer's model of the cascading GTM in SBF representation. The cascading mechanism encapsulates *when* and *how* to use multiple devices with same, small functions in order to achieve a large function. If the designer can recognize that the functional difference between the known design and the new design problem is "similar" to the functional difference that the cascading mechanism reduces, it can use the cascading mechanism in the current context and thus solve the problem. The solution obtained by retrieving and instantiating the cascading mechanism in the context of the current design (i.e., the entire NAC-Device) is shown in Figure 1.5(bottom-right). Figure 1.8 further shows the behavior resulting from instantiating the cascading GTM in the behavior of the known NAC device. Thus the use of the cascading GTM can result in innovative design by enabling topological, non-local modifications to known designs.

Let us now present the second part of our story in which we illustrate how a design pattern may be learned from design experiences. In particular, we describe how the designer may have learned the above cascading GTM from designs of electric circuits. Suppose first that the design of a 1.5-volt electric circuit (EC1.5) whose schematic is shown in Figure 1.5(top-left) is available in memory. Figure 1.4 shows the function and behavior of the design also. Consider now the scenario where the designer is presented with a problem of designing an electric circuit that delivers the function illustrated in Figure 1.9. The SBF representation in Figure 1.9 specifies that the desired function is to produce light of intensity 12 lumens as output in bulb, given electricity with a voltage of 3 volts as input in battery. Suppose an additional constraint is specified: there is no battery that can supply electricity with a voltage of 3 volts but there are batteries that can deliver electricity of 1.5 volts.

The designer can use the desired function as a probe into its memory of past designs and retrieve the design analogue EC1.5 because the given functional specification is similar to the function of EC1.5. Because there are differences in the desired function and the function of the retrieved design, the designer tries to adapt the retrieved design next. But if the designer knows only of simple modifications, then it may fail. (Note that the designer does not have the knowledge of the cascading GTM at this point.) The designer may then fail to solve the problem due to the additional structural constraint specified. Then, if the designer is given external feedback, such as a correct design that solves the new problem, it can learn adaptation knowledge (i.e., a strategy) that would be useful in problem-solving situations like the current one.

A solution to the given problem above is a circuit in which two 1.5-volt batteries are *cascaded*.

---

5Note that this is a partial model of the cascading GTM compared to one shown in Figure 1.3. This representation specifies the behavior modification needed when the transformation in a desired function is an integral multiple of that in a candidate function, i.e., \( n \) is an integer.
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Figure 1.7: A Partial Model of the Cascading GTM
Figure 1.8: Design Analogue of Nitric Acid Cooler that Cools Nitric Acid from $T_1$ to $T_2$. 

Note: All locations are with reference to components in this design. All labels for states and transitions are local to this design.
Figure 1.9: Functional Specification of A 3-volt Electric Circuit (EC3)

Figure 1.10: Behavior of the 3-volt Electric Circuit (EC3)

(see Figure 1.5 top-right). Given the correct structure of the new device, the designer can first learn how the device behaves (Figure 1.10) by revising the behavior of EC1.5, and then also learn a new strategy for adaptation (which we call cascading GTM).\(^6\) An SBF representation

\[^6\text{Based on the two design examples, one with a single battery and the other with two batteries, the designer can hypothesize a schema for replicating } n \text{ components by comparing the models of the designs and abstracting over regularity in the designs.}\]
of the learned (more precisely, hypothesized) cascading mechanism and its index are shown in Figure 1.7; the functional difference that the cascading mechanism reduces is the index for the mechanism. The description in Figure 1.7 is a partial model of the cascading mechanism. A more complete description for cascading would indicate that a behavior can be replicated as much as possible to achieve a desired function and then a goal can be formed to achieve any remaining function; such a residual function will be needed when the desired function is not an integral multiple of the function of each replicated segment. The complete description was shown in Figure 1.3 in this chapter.

The designer can revise the hypothesized (partial) description of the cascading mechanism into a more complete description when it encounters a new design problem whose solution has an instance of the complete cascading mechanism. Suppose for instance that the designer later encounters a design problem with a functional specification of producing light of intensity 16 lumens as output in bulb when the switch is closed, given electricity with a voltage of 4 volts in battery as input. In addition, suppose that there is a structural constraint: there is no battery that can deliver electricity with a voltage of 4 volts but there are batteries that can deliver electricity of 1.5 volts and one battery of 1 volt. A solution to this problem will have a physical structure where two 1.5-volt batteries and one 1-volt battery are cascaded. The designer can potentially revise the mechanism based on a design. Thus acquiring a complete model of the cascading mechanism may involve solving a number of design problems incrementally. We will revisit these examples and the learning process in more detail in later chapters.

As illustrated in the above story, design patterns that enable non-local modifications to known designs in one domain may be learned from design experiences in another. Thus design patterns can also enable cross-domain analogical transfer and thereby enable innovative design.

1.5 Methodology and Evaluation

In general, addressing issues in a complex phenomenon such as innovative device design raises a number of questions. Our hypothesis that high-level design abstractions enable innovative device design raised many that we listed in the previous sections. Most of those complex questions often do not have unique answers. Therefore, in addressing such issues, we take a “design science” view (Simon, 1969). The idea is “not to commit” to a single answer (e.g., a particular architecture, a particular processing, or a particular content theory) but rather to explore different possible answers and to identify conditions under which those answers might be plausible and identify the behaviors that they result into. For instance, in this research we explored different interaction conditions in acquiring design patterns from design experiences and external feedback rather than committed to a particular type of interaction.

7When a new piece of knowledge such as the cascading GTM is learned, its usefulness relies on the ability to also learn appropriate conditions under which it might be used. In other words, learning a piece of knowledge inevitably involves learning indices for the knowledge.
We believe that problem solving, learning, memory, and comprehension need to be closely integrated. For instance, learning of knowledge cannot be separated from the problem-solving tasks for which the learned knowledge might be used. It is also methodologically useful to consider several aspects of intelligence, such as problem solving and learning, together in building computational theories because theories of each aspect will be behaviorally constrained by those of the others. That is, the ways in which different abilities interact impose constraints on each ability. For example, learning can be constrained by the problem-solving task for which the product of learning might be used. Specifically, the problem-solving task can act as an evaluation of learning and can guide the selection of right indices for the learned knowledge.

Our general research methodology is an iterative process: propose a computational theory for the chosen task(s); implement the theory in a computer program; evaluate the theory by running several types of experiments (see below); revise the computational theory and then go back to the first step. For instance, our initial theory of learning GTMs was too specific to learning of the cascading mechanism and it failed to meet the evaluation criterion of generality (of learning different types of generic mechanisms). We then revised (more precisely, generalized and expanded) our theory so that it can also account for several other generic mechanisms such as feedback, feedforward, and device composition.

Evaluation
In this research, we used the following dimensions of evaluation to test the theory as implemented in the computational system IDEAL.

1. **Computational feasibility**: We implemented the proposed theory in IDEAL and it works in the problem domain(s) considered.

2. **Generality**: There are five different aspects to the criterion of generality.

   (a) **Coverage of Different Design Tasks**: The larger the coverage of specific problems or tasks in the domain(s) of consideration the better accepted and more general is the theory. We tested the proposed computational theory on a “representative” set of problems (i.e., different classes of problems) in the domains considered.

   (b) **Coverage of Different Types of Design Adaptation**: We have ensured that the theory is general enough to account for different types of design adaptation, for instance, adaptive design and redesign based on external feedback from an evaluation of designs.

   (c) **Coverage of Different Tasks in Analogy**: This means generality of the theory in that it covers multiple tasks in analogical reasoning. That is, we have ensured that our theory covers issues in multiple stages of analogical reasoning such as retrieval, transfer and modification, evaluation, learning, and storage. It is important to consider these different issues because solutions to each impose constraints on those for the others; otherwise, the resulting theories may be underconstrained.
(d) **Coverage of Different Types of Analogies:** A theory of analogy is more general if it covers multiple types of analogies, for instance, within-domain and cross-domain analogies. Our theory covers both types of analogies.

(e) **Coverage of Different Domains:** This is to ensure that the theory is applicable in multiple domains. We tested the proposed computational theory on problems from different domains. This evaluation was also necessary to show cross-domain analogies.

A major issue here is "how many different things" are sufficient to support any generality and whether the needed domain knowledge is easily accessible to the experimenter for testing. In the particular domains and tasks this research considered, it's been very hard to infuse the necessary knowledge into the system and conduct the evaluations.

3. **Different Interaction Conditions in Knowledge Acquisition from External Feedback:** This is to ensure that the theory is general enough to account for different interaction conditions with an oracle that provides external feedback to the designer when problem-solving failures occur. We ensured that our theory covers multiple instances of the task of learning GTMs where the input information varies across different instances.

4. **Common Representations:** This is to establish the adequacy of same representations, for instance, SBF models, in supporting a number of different processes and tasks such as generation of designs, evaluation of designs, and learning of different types of design patterns.

   (a) **For Different Types of Models:** In our theory, the same SBF language was sufficient to represent both device models and design patterns.

   (b) **Across Different Processes in Analogical Reasoning:** In our theory, same representations were used successfully to support inferences across different processes in analogy.

5. **Computational properties:**

   (a) **Efficiency:** This criterion ensures that the proposed theory is computationally tractable and efficient. That is, for instance, the system that implements the theory solves problems in reasonable number of steps and reasonable time. In developing methods for various tasks, we made sure that they are efficient. We tested our theory of indexing designs for efficiency on retrieval task and compared alternative schemes of indexing and organization.

   (b) **Scalability:** This is to ensure that the theory can account for complexity in individual designs and also do so for a number of different designs and other types of
knowledge. We tested our representations and methods for designs of moderate complexity and size (i.e., for instance, designs consisting of orders of 10 design elements and 10 structural relations).

(c) **Comparison of Different Adaptation Strategies:** This is to test the competence and the performance of alternative adaptation strategies for solving different design tasks and to identify conditions under which a given strategy may be more appropriate to use. Comparing the performance of different strategies is meaningful only if the strategies enable solving a common class of design tasks. In our theory, only two strategies (i.e., component addition and cascading GTM) satisfy these conditions and we compared them for efficiency at problem solving.

### 1.6 Organization of the Thesis

Chapter 2 describes the computational process of model-based analogy and its underlying theory, and gives a global picture of different subtasks in the process and the control of processing. It also introduces the different types of knowledge in the process and their content that enables the process(es).

Chapters 3-8 present the technical details of this work. Chapter 3 describes the content theory of device models and of GPP and GTM design patterns. Chapter 4 presents the indexing and organization of design analogues in memory, and describes how the analogues can be retrieved. This chapter also describes how different types of indices to new design analogues can be automatically learned and how the memory can be dynamically reorganized while storing the new analogues. Chapter 5 describes cross-domain analogical transfer in design and presents the model-based method that makes use of device models and design patterns. In particular, this chapter describes the use of GTMs in adapting source design analogues. Chapter 6 describes how new designs may be evaluated internally and externally, and how design failures can be explained using design patterns, in particular, GPPs. Chapters 7 & 8 describe the analogical learning tasks addressed in this research and the model-based methods proposed for them. Specifically, these learning tasks involve learning the two types of design patterns from design experiences and learning new device models. The former chapter covers learning of design patterns while the latter covers learning of device models.

Chapter 9 describes our experimental evaluation of model-based analogy and a detailed analysis of some subtasks and alternative ways of solving them. It also presents the limitations of our current theory and sets pointers to further work. Chapter 10 compares this work with related research. Finally, Chapter 11 concludes the thesis with contributions of this work to several specific issues in the research problem.
CHAPTER II

A COMPUTATIONAL THEORY OF MODEL-BASED ANALOGY

In this chapter, we will present a detailed account of our computational theory of model-based analogy (MBA). Figure 2.1 reproduces the computational process of model-based analogical design from Chapter 1. In MBA, the task of analogical design is decomposed into the following subtasks; each of these subtasks has a corresponding process (or set of processes) as illustrated in Figure 2.1.

1. Retrieval of a source analogue: this includes the elaboration of the target problem description, the recognition of relevant source analogues, and the selection of the best matching analogue.

2. Transfer and modification: this includes the identification of "what" knowledge in the source analogue to transfer to the target problem, the localization of differences between the source and the target to be fixed (i.e., spawning of adaptation goals—we also refer to this as diagnosis) and the elimination of those differences (i.e., achieving the adaptation goals by applying an adaptation strategy—we also refer to this task as repair), and completion of the solution (in case, the source analogue does not completely solve the target problem, a solution may be achieved by posing subproblems, solving for them, and composing their solutions).

3. Evaluation of the solution: this involves the verification of the proposed solution for the target problem by simulating a model for the solution or by implementing and executing the solution in the real world; when the solution fails in either type of evaluation, it may be redesigned by understanding failures if necessary; if a solution cannot be generated at all, then an oracle can interact with the MBA process and provide the process with different kinds of feedback on the solution which enables the next subtask in MBA.

4. Abstraction over the source and target analogues: this involves learning an abstraction (in particular, a design pattern) general enough to explain some aspects in both the source and target analogues; this also involves learning indices for the learned design pattern.

5. Storage of the solution (i.e., the target analogue) and the learned design pattern: this involves learning proper indices for the analogue and placing the analogue and the design pattern in memory in the "right" place.
Target Design Problem

To retrieve a different source analogue

Analogical Transfer

Spawning of Adaptation Goals

Adaptation Strategy-1 (Model-Based Case Adaptation)

GTM: Generic Teleological Mechanism
GPP: Generic Physical Process

Figure 2.1: A Computational Process for Model-Based Analogical Design
We will now consider each of the important aspects of MBA and describe the control of processing. First we will describe the task and the knowledge, and then describe each subtask in MBA. In the current implementation of the MBA process in IDEAL, each type of design pattern enables different aspects of innovative design. As shown in Figure 2.1, GTMs enable the subtask of achieving adaptation goals and GPPs enable the subtask of understanding design failures.

2.1 The Conceptual Design Task

We developed the MBA theory in the context of the conceptual design of physical devices. The conceptual design phase of the design task generally takes as input a specification of different types of constraints on a desired artifact, such as the functions desired of the artifact and the structural constraints on the artifact. It involves producing as output a high-level specification of the structure of the desired artifact. Therefore, in our theory, the design task takes as input a specification of the functional and structural constraints on a desired design (i.e., the target design problem), and gives as output a structure (i.e., the solution) that realizes the specified function and satisfies the structural constraints. However, in real world, problem specifications may not remain fixed during the design process; hence in MBA, the problems can be reformulated after the design process begins. Problem reformulation may be triggered by a number of different sources including the evaluation of candidate designs. (We refer to a potential solution for a target problem as a candidate design and the solution itself as a target design or desired design.) Our theory accounts for problem reformulation based on the evaluation of designs. Since a model of the designed artifact is an important source of knowledge for the model-based process, in our theory, the design task gives as output not only the structure of a new design but also an SBF model that explains how the structure realizes the desired function.

2.2 Design Analogues, Device Models, and Design Patterns

As shown in Table 2.1, a design analogue may consist of different constituents: a design problem, a design solution, a model of how the solution satisfies the requirements of the problem (i.e., a device model), an outcome of evaluating the solution, and a reasoning trace or a hint of the method(s) used. In principle, a design analogue may consist of any combination of these five constituents. In this research, we explore one combination in which a design analogue consists of a design problem, its solution, and a model of the solution (Goel, 1992). This combination is highlighted in Table 2.1.

In device design, a typical problem consists of the specification of the functions desired of the device and a solution consists of the specification of the structure of the device that achieves the desired functions. In some domains (such as engineering domains), a comprehension or model of how the structure of a device delivers its desired functions is often available. When such
Table 2.1: Different Constituents in A Design Analogue

<table>
<thead>
<tr>
<th>No.</th>
<th>Constituent</th>
<th>Its Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Design problem</td>
<td>A specification of different types of constraints, such as functional and structural, on the desired artifact.</td>
</tr>
<tr>
<td>2</td>
<td>Design solution</td>
<td>A specification of the structural elements and their composition that solves the design problem.</td>
</tr>
<tr>
<td>3</td>
<td>Device model</td>
<td>A model of the design solution, i.e., how the structure of the design achieves the desired function and satisfies the structural constraints in the problem.</td>
</tr>
<tr>
<td>4</td>
<td>Outcome</td>
<td>A specification of whether (and perhaps how) the solution succeeded or failed when implemented/simulated in an environment.</td>
</tr>
<tr>
<td>5</td>
<td>Reasoning trace</td>
<td>A specification of the decisions made along the design process and their justifications.</td>
</tr>
</tbody>
</table>
knowledge is available, a design analogue can also consist of the model of the device. These models are designer's (human or machine) "mental models" of how the devices work. This research adopts the structure-behavior-function (SBF) representations (Goel, 1989) to describe the models of devices. Hence, a design analogue in MBA specifies (1) the functions delivered by a known design, (2) the structure of the design, and (3) an SBF model of the design. As we stated in Chapter 1, indexing is "labeling" individual pieces of knowledge with appropriate information for enabling their retrieval (efficiently and effectively) in new situations. In MBA, design analogues are indexed both by functions that the stored designs deliver and by the structural constraints they satisfy because the problem specifications consist of them. In indexing, an important issue is to determine what vocabulary (i.e., terms) to use for labels of knowledge. Note that labels need not be single terms such as "design-1," instead they can be knowledge structures themselves such as functional specifications. In our theory, the language of SBF models provides the indexing vocabulary for both design analogues and design patterns in MBA. The design analogues are organized along multiple dimensions of generalization where the dimensions pertain to the constituents of design functions and structural constraints. Such an organization is chosen in order to enable efficient retrieval based on partial match between the target problem and the source analogues. A source analogue is considered to be a partial match to the target problem if only some information in the index of the source is same as the information specified in the target. If everything in the index of the source is same as the information in the problem, then that source analogue is an exact match.

Besides design analogues and device models, design patterns are also important source of knowledge in MBA. Design patterns are abstractions over functional and behavioral relationships in device models. Our hypotheses for different issues in analogy are based on a theory of design patterns and device models. Making cross-domain analogies requires abstractions that can be retrieved and instantiated in the context of the target problem. In design by model-based analogy, design patterns enable cross-domain analogies and other interesting issues in design such as non-local modifications and problem reformulation. Our theory, in particular, covers the content, representation, learning and use of the particular types of design patterns, which are generic teleological mechanisms (GTMs) and generic physical processes (GPPs). Hence, Figure 2.1 refers to only these two types of design patterns. We adopt and extend the SBF language for representing the design patterns; we chose the SBF language because of the specific types of relationships captured in the design patterns.

2.3 The Subtasks of Model-Based Analogy

We will now trace through the different paths of control in the process of MBA illustrated in Figure 2.1.
2.3.1 Retrieval of A Source Analogue

The first task in the MBA process is to retrieve similar analogues given a new problem. The main issue here is how to decide on the similarity of an analogue to the given problem. Addressing this issue requires a language for specifying the new problem. It also requires a vocabulary for indexing the analogues. In our theory, SBF models provide such a language. Thus in the MBA process new problems are specified in SBF language. Given a target design problem, the process of MBA first uses the problem as a probe into the analogue memory and retrieves a matching source design analogue (and the SBF model associated with the source design). The MBA process tries to retrieve as specific a design analogue as possible by searching through the multiple hierarchies along those dimensions that are specified in the problem. If a single perfectly matching analogue (i.e., an exact match) is retrieved, then the target problem is solved by simply transferring the solution from the retrieved analogue to the new problem without any modification. But often multiple design analogues match the given problem partially. Then there is a need for selecting “an” analogue from the retrieved. In MBA, the best matching analogue is selected because we believe that the solution from an analogue that matches the best with a given problem would require the least modification to become a solution to the given problem.

The issue then becomes how to determine the best matching analogue. One method for selecting the best matching analogue is to compute differences between the target problem and the problems of the retrieved analogues and order them by the differences. Then the best matching analogue is the retrieved analogue that is least different from the target problem. Comparing the differences with one another requires a uniform language to express those differences. In MBA, the SBF language provides the vocabulary to capture the differences between the target and source problems. But, the SBF language by itself does not provide enough guidance on the issue of ordering the differences. Therefore, MBA uses qualitative heuristics to address that issue and to select an analogue.

Computing Differences between the Source and Target Problems: Since the SBF language provides the vocabulary for representing a variety of design problems, and it is a well-defined and uniform language across different problems, computing the differences between problems in MBA is not computationally complex. Computing the differences between two problems simply involves comparing the features of the functions in the problems and classifying the differences in the values of the features into known types of functional differences. Examples of the types of functional differences due to the SBF language are substance difference, substance-property-value difference, and component difference (Goel, 1989). The differences between problems computed for the purpose of ordering the retrieved analogues will also be useful in the next subtask of MBA, which is transfer and modification. In general, some differences between two problems may be more important than others and it may be useful to determine
the relative importance of differences. In our theory of MBA, this issue is not yet dealt with. But we addressed in MBA how multiple differences between two problems can be ordered among themselves (as described below) for the purpose of transfer and modification.

2.3.2 Transfer and Modification

This subtask is activated when the source analogue matches the given problem partially. This involves first setting up the adaptation goals given the differences between the source design problem and the target problem, and then achieving those goals. On the other hand, when the source analogue is an exact match to the target problem, this task is trivial: it only involves copying the solution and the model from the source analogue to the target problem and no adaptation of the solution from the source analogue is needed. Hence we will only discuss this task in case of a partially matching source analogue for the target problem.

2.3.2.1 Spawning of Adaptation Goals

When the functions specified in the target problem and the source analogue are different, MBA spawns the goal of adapting the partial design solution in the source analogue. The issue is how to form adaptation goals given the differences in the source and target problems. Addressing this issue requires a typology of differences that can be mapped to a typology of adaptation goals. Since in MBA the SBF language provides a typology of functional differences, the same typology can be viewed as indicative of adaptation goals. Different types of functional differences lead to different types of adaptation goals. Some functional differences may give rise to multiple goals to achieve. In these cases, MBA uses the heuristic of achieving simpler goals first and more complex ones later. The question then becomes how to determine which goals are simpler and which are complex. For addressing this question, the MBA process uses the same qualitative heuristics as it uses for ordering functional differences. As mentioned in Chapter 1, some functional differences in some domains may give rise to goals that require global changes to source designs. Depending on the complexity of the source design, making global changes can be computationally complex. Therefore, in order to keep the adaptation computationally tractable, it is desirable to localize the differences to smaller substructures in the source design as much as possible. Forming localized adaptation goals requires knowledge that decomposes the design not only structurally, but also both functionally and behaviorally. Such knowledge is necessary because the task is a complex task of mapping from the differences in the problems (i.e., the functions) onto the structure to be modified. SBF models exactly satisfy these knowledge needs. Hence the process of MBA uses the SBF model of the source design and the overall functional differences, and traces through the model to identify all possible, local differences to be reduced (i.e., basically the process of diagnosis). In solving certain classes of design problems under specific knowledge conditions (i.e., when specific types of designs are available and when models are incomplete), however, it may not be possible to localize the differences and hence the goals. In those situations,
to control the processing complexity in making non-local adaptations, MBA uses the knowledge of design patterns because design patterns encapsulate the inferences needed for making non-local modifications.

### 2.3.2.2 Multistrategy Adaptation

In general, different adaptation strategies are applicable for achieving different adaptation goals. Some goals may be achieved by strategies that make simple modifications (such as parameter tweaks) and some others may require strategies that make more complex modifications (such as topological changes). The need for some of the complex, non-local modifications may arise from the structural constraints which specify what components can be used in (or are available for) the new design. As shown in Figure 2.1, the process of MBA has multiple adaptation strategies including model-based case adaptation. Some of these strategies are simple ones such as component replacement and some are more complex ones such as instantiation of GTMs. Given an adaptation goal, the process of MBA checks in a fixed order if the known adaptation strategies achieve the goal. The known strategies are assumed to be preordered from simpler ones to more complex ones. The typology due to the SBF language is not sufficient to enable the MBA process determine which strategies are simpler and which are complex. Thus in MBA, simple modifications to the source design are attempted first, and only if the simpler ones do not apply to the current adaptation goals or do not lead to a target solution, then more complex ones are considered.

Some adaptation strategies use the knowledge of GTMs in making complex, non-local modifications that involve changes to the device topology in the source analogue. The issue then is how to access GTMs given the adaptation goals. In the MBA process, GTMs are indexed by the patterned functional differences for which they suggest patterned modifications, and the adaptation goals are expressed in terms of specific functional differences to be reduced. The choice of the indexing scheme is also influenced by the specific task for which the GTMs are used in MBA. The MBA process uses the adaptation goal as a probe into its memory of GTMs in order to retrieve a GTM and instantiates the retrieved GTM in the context of the target problem. To use a retrieved GTM, it is necessary to check if its instantiation violates any given structural constraints (i.e., to check if the needed structural elements are available in memory). If the retrieved GTM satisfies these tests, it can then be instantiated in the target problem. GTMs specify the patterned modifications not in terms of the physical structure of devices but in terms of their causal behaviors. Therefore, a GTM is required to be instantiated in the causal behavior of the source design. The MBA process modifies the structure of the design only after verifying that the modification satisfies the target problem constraints by simulating the modified behavior(s). Thus, it not only generates a solution to the new problem but also generates a functional and causal explanation (in the form of an SBF model) for how the solution satisfies the requirements of the problem.
2.3.3 Evaluation of the Solution

We refer to a design solution proposed for the target problem as a *candidate design* while we refer to a solution for the target as a *target or desired design*. Since the modifications proposed to a source design may not always result in a design solution, it is best to first verify them before making them to the structure itself. The main issue is how to do the evaluation. One method for evaluating a candidate design is by qualitative simulation. The knowledge of the SBF model of the design enables this method in MBA. We call this method internal evaluation. Clearly, this method is limited by the knowledge the MBA process has. Another method for evaluating a candidate design is by implementing the design in the real world and verifying how the design meets the given constraints. This method requires interaction with an oracle to find the outcome of implementing the design. We call the second method external evaluation.

2.3.3.1 Internal Evaluation and Design Failures

Since in our theory, the structure of a design is modified only after verifying that the proposed modifications work, the internal evaluation of the design is interleaved with the transfer and modification. Therefore, once the behavior of the candidate design is generated, MBA evaluates the design by qualitative simulation of the SBF model of the design. Qualitative simulation, as in the KRITIK system, involves tracing through the states and transitions in the model from the modified state to the final state by substituting new values for the parameters and checking if the desired function is achieved. If MBA finds that the candidate design (i.e., the proposed solution) delivers the desired functions, it goes to the next step of learning from the source and the target designs.

Suppose the process finds that the design does not satisfy the constraints of the given problem. Then the question is where should the control go in the MBA process. There are several paths for the flow of control in the process. In IDEAL, we developed a particular control flow—that involves backtracking to the nearest previous decision point in the process in case of failure. Figure 2.1 shows the backward-flowing control paths from the evaluation task to the spawning of adaptation goals and to the retrieval of a source analogue. That is, when the qualitative simulation identifies that the candidate design fails, the MBA process in IDEAL first tries an alternative adaptation strategy if one is available for the same adaptation goal. An example would be applying the cascading GTM to the same substructure in a source design after trying component replacement. If no alternative strategies are applicable, then it tries to make a different modification to the source design if there are alternative modifications identified that could result in reducing the functional differences. An example would be modifying bulb instead of battery in a simple electric circuit to deliver a different intensity of light. If no alternative modifications are possible, then it tries to adapt a different source design. An example now would be given the problem of designing a high-acidity Sulfuric Acid cooler, making an analogy from the design of a high-acidity Nitric Acid cooler after having tried unsuccessfully from the design
of a low-acidity Sulfuric Acid cooler. When there are no alternative source designs available for the given problem or they do not lead to a target solution, the process fails.

2.3.3.2 External Evaluation and Design Failures

Since the MBA process uses the SBF model of the candidate design to verify if the design works and the SBF model may be incomplete, it may not be possible to detect some design failures by simulating the model (in internal evaluation). Also, some design failures may not be detected internally for various reasons: the initial problem specifications may not always be complete; they may not clearly indicate the constraints from the environments in which the designs are intended to work; and the intended environments may themselves have changed from the time of problem specification to the time of design use. However, if an oracle interacts with the process and presents feedback on failures of the design (i.e., the outcome of implementing the design), then the feedback can be interpreted and the solution redesigned.

Knowledge Acquisition and Problem Reformulation: When the MBA process interacts with an oracle and acquires feedback on the design failures, then its first step is to interpret and understand the feedback. In MBA, the design failures are represented as failure behaviors, i.e., undesired behavioral state transitions, in the SBF language. One method for understanding the design failures is to form causal explanations for them. Then the question is what knowledge might the MBA process use for this purpose. We explored how GPPs, another interesting type of design patterns besides GTMs, can be retrieved and instantiated for this purpose because of the causal relationships that the GPPs capture. As in the indexing of GTMs, the task for which the GPPs are used determines the indexing scheme for the GPPs. In MBA, GPPs are indexed by their behavioral abstractions and are accessed by design failures as probes into the memory of GPPs. The causal explanations formed by instantiating GPPs enable the MBA process to reformulate the design problems if necessary. One way problems can be reformulated is by the discovery of new constraints and addition of those constraints to the problems. Problem reformulation may also involve deletion and modification of constraints in the problems.

Once the target problem is reformulated, there are two possible approaches to complete the design: (1) abandon the failed candidate design and look for a new source design to adapt or (2) redesign the failed candidate design to incorporate the new constraints. In IDEAL, we explored the second approach. Generating a design for the reformulated target problem requires designing for the new constraints and composing the new sub-designs with the failed candidate design. Figure 2.1 shows the control flow from the external feedback to redesign via the task of understanding design failures and the task of reformulating problems—depending on whether there is any reformulation of the problem, the redesign task may involve recursively applying the step of analogue retrieval (i.e., the retrieval of a source analogue) and the subsequent steps of analogy. Thus the MBA process can acquire the knowledge of design failures from an external
agent, reformulate the problems of the failed designs, and redesign the failed designs.

2.3.4 Learning from the Source and Target Analogues

The MBA process relies on different types of knowledge. One issue is where does this knowledge come from. In MBA, different kinds of knowledge may be learned from the experience of solving a target problem—whether it be success or failure. The knowledge that can be learned may include the design solution itself, a model for the design solution, and an abstraction over the models of the source and the target design analogues (such as a design pattern). Learning in both successful and failed problem-solving situations is justified and useful—for instance, learning some design patterns under failure can enable the process to avoid similar failures in future; and learning some design patterns under both success and failure can enable the process to do cross-domain transfer in future.

2.3.4.1 Problem-Solving Failures and Knowledge Acquisition

When the MBA process evaluates a candidate design by simulating the SBF model of the design and finds that the design does not satisfy the constraints of the problem, it tries different alternatives for fixing the design (as described above in Section 2.3.3.1). If no alternatives result in solving the problem, the process fails. Then there is an opportunity for the MBA process to learn knowledge that can help the process to avoid similar failures in future. But the issue is where does it acquire knowledge that enables its learning. One method is interaction with an oracle. That is, at such a problem-solving failure, the process can interact with an oracle (i.e., an external agent) in different ways to acquire knowledge and learn from the failure. We explored different interaction conditions where the information presented by the oracle varies. The oracle can present the MBA process different kinds of information on a solution to the target problem: (1) the complete structure of the target design that satisfies the problem constraints and an SBF model for the design, (2) only the complete structure of the target design, or (3) only the localized structure for the target design (i.e., a solution to the specific, local adaptation goal). Under all these conditions, the MBA process can acquire a solution to the target problem and learn a new GTM from the source and the target design analogues. Because GTMs encapsulate strategic knowledge, the problem-solving failures (more precisely, the failures in adaptation) provide a good context for learning the GTMs.

Comparing the source and target design analogues and abstracting the relevant functional and causal relationships to form a useful design pattern can be very complex. The complexity may be partly due to the dimensions along which the designs can differ and partly due to the complexity of the designs. The MBA process uses the SBF models of the source and target designs to keep the learning of design patterns computationally tractable. Since the learning of design patterns in MBA is thus model-based and in some of the above interaction conditions the SBF model for the new design is not available, there is a need for learning the SBF model
itself. In MBA, different methods are used for acquiring the SBF models of new designs. When the MBA process tries to modify a source design, it first generates the SBF model for the target design by revising the model of the source design. MBA has two different methods for that: (1) simple revision of the model of the source design (Goel, 1991b) and (2) complex revision of the model by the instantiation of design patterns in the model of the source design. These two methods are feasible when the modification of the source design is successful, i.e., it results in a design for the target problem. But when the MBA process fails to generate a design solution, it requires different methods to learn an SBF model of the target design. The MBA process interacts with an oracle and acquires the different kinds of information listed above. When the oracle directly gives the SBF model for the new design, the acquisition is trivial. But in the other two conditions, the MBA process uses a new method for learning SBF models. The new method we developed combines the methods of model revision and composition of behaviors of primitive structural elements.

2.3.4.2 Model-Based Learning of Design Patterns

The task of learning design patterns takes as input a target design analogue and a source design analogue and gives as output a design pattern such as GTM and GPP. When the target design that solves the given problem is available (whether generated automatically or given by an oracle), the MBA process can abstract over the source and the target analogues to acquire a new design pattern. The issue is what knowledge in the source and target enables the learning of design patterns. Because of the knowledge (i.e., relationships) captured in design patterns, the MBA process uses the SBF models of the source and target designs to learn the design patterns. It compares the SBF models of the two analogues along all dimensions of the representation and discovers patterns of regularity in the functions and behaviors of the two analogues. The MBA process does not have access to any a priori knowledge of the patterns it learns. Therefore, its goal is to identify what differences in the behaviors of the two designs might be responsible for the differences in the functions of the designs. Such a "blame-assignment" task can be quite complex depending on the complexity of the designs. Therefore, this comparison in MBA is constrained by the internal organization of the SBF models and the problem-solving context in which the learning occurs. For instance, if the MBA process failed in the context of modifying a substructure of the source design and received the target design from an oracle, then the behavior segments in the SBF models that correspond to the source and target substructures are relevant for comparison, and the process focuses on them. Once it finds some regularity between the designs, the MBA process abstracts over them along the dimension of structure and forms the relationships between functions and behaviors as design patterns. The reason for abstracting along the dimension of structure is that the structure characterizes and represents the specificity of a domain.

Although in Figure 2.1 learning is shown as separate from the problem-solving steps (i.e.,
transfer and modification, and evaluation of the solution), much of the work considered part of learning—for example, generating the explanation of how a solution satisfies the constraints of the given problem (i.e., the SBF model)—is actually done during problem solving, and thus the separation is only functional.

**Learning at Different Stages of Analogy:** In Figure 2.1, learning is shown to occur at the time of storing a target design analogue. That is merely an artifact of the current implementation of the MBA process in the system IDEAL, but the theory makes no commitment to such an architecture. Learning could very well occur at the time of problem solving using the same model-based method, although it involves a different scheme of indexing design analogues and accessing them in the context of a target problem. When a source analogue is distant from the target problem, transferring knowledge from the source involves abstracting relevant information in the model of the source analogue and instantiating the abstract model in the target problem. The relevant information for abstraction would be the relations in the model of the source analogue that were functionally responsible for solving the source problem. The rationale is that the information that is functionally important in the source domain when abstracted and instantiated into the target domain would solve the target problem because the source problem and the target problem are similar. The same rationale underlies the above learning method. Abstractions necessitated by problem solving and formed during problem solving can also be stored in memory for later use.

Yet another stage for learning abstractions is the retrieval of a source analogue itself! Although it may seem possible and useful in certain tasks such as explanation completion, it does not appear to lead to abstractions of the kind this research addresses in tasks such as design. If any, only the abstractions of target problems seem possible during retrieval because there would be no target analogues available at that stage! But, in general, abstractions can thus be learned at different stages in the process of analogical reasoning: during the retrieval of a source analogue, during the transfer and modification of a source analogue, and during the storage of a target analogue. In this research, we focused on learning of abstractions such as design patterns while storing target analogues in memory.

When a design pattern is formed from the source and target design analogues, it is only postulated as a hypothesis which can be revised based on later experiences of using it. If the design pattern is used to generate a solution in a later problem-solving situation and the solution is evaluated to have failed, the design pattern may be revised based on feedback from an oracle. When the oracle presents the correct solution to the problem, following the same learning process described above, a new hypothesis for the design pattern could be postulated. The new design pattern can then be assimilated (i.e., merged or kept separate) with the old design pattern which may result in generalizing the old pattern further or refining it.
2.3.5 Storage of the Target Analogue and the Design Pattern

Finally, the MBA process involves storing the target design analogue and the learned design pattern (if any) into its memory for potential reuse. In our theory, memory is an important component of the process of analogy. The organization and indexing of design analogues and design patterns in memory can influence whether some subprocesses of MBA occur or they do not occur. Since the utility of a piece of knowledge learned depends on learning the right indices for the knowledge so that it can be brought to bear at the right time, this subtask involves index learning too. Thus, the MBA process first identifies the appropriate indices for the target design analogue and the design pattern. In MBA, the SBF models together with the task context suggest what features should be used as indices for design analogues and design patterns, and enable automatic, dynamic acquisition of those indices. Since the MBA process has only a few design patterns, it currently does not organize them hierarchically (because the efficiency of their retrieval is not an issue). However, in order to enable an efficient and effective retrieval, it organizes design analogues in multiple hierarchies where each hierarchy is along a feature in the function or structure of the design analogues.

2.4 Model-Based Analogical Design: An Illustrative Example

We will now illustrate the process of MBA for design with an example of learning and use of a specific design pattern, i.e., one type of feedback GTM, from IDEAL. The specific examples of design problems and the GTM are from the computer program IDEAL. That is, the MBA process in this description refers to the process in IDEAL. Figure 2.2 presents the complete story of this illustration. The story has two parts. As we present the two parts, one describing how the feedback GTM is learned in the domain of electronic circuits and the other describing how the learned feedback GTM is used as an adaptation strategy in designing in the domain of mechanical controllers, we walk through the different steps of the process (that are relevant to the example) twice. The story goes through the following sequence. First, given a target problem in the domain of electronic circuits, the MBA process retrieves a past, similar design that is a partial match to the problem. It then identifies the differences between the functions in the target problem and the source design and tries to form the adaptation goal. The target design problem and the source design are such that the MBA process cannot localize the functional difference to making a modification to a component. Hence, its attempts to perform simple modifications such as component replacement or substance substitution fail. Suppose that the MBA process does not have the knowledge of any GTM that matches the functional difference to be reduced. (The particular GTM needed is the feedback GTM and the process does not have it at this time.) The process fails because it cannot make alternative modifications to the source design. Then the process can interact with an oracle to receive the design solution and an SBF
Figure 2.2: An Illustration of the Process of Model-Based Analogical Design via Learning and Use of A GTM that We Call Feedback
model of the design. The MBA process then learns a GTM (that we call feedback GTM) from the source design and the target design by abstracting over a regularity in their SBF models so that the GTM is useful to avoid similar failures in future. The process also learns an abstraction over the current functional difference as an index to the learned GTM and stores the GTM in its memory.

In the second walk-through of the process, the MBA solves a problem in the design domain of mechanical controllers. This time, however, the process is able to access the learned feedback GTM when it tries to solve the adaptation goal (which is not local) and is able to apply the strategy of the GTM successfully. It instantiates the GTM in the context of the SBF model of the design of a mechanical controller (i.e., the source design) and generates first an SBF model of the target design. It simulates the SBF model to verify if the proposed design achieves the desired function and then modifies the structure of the design. Since there is no problem-solving failure at this time, the MBA process does not interact with the oracle and does not learn a new GTM. However, it identifies indices for the target design and stores the design in the memory of analogues.

Let us now consider the first walk-through of the process of analogical design. Suppose that the MBA process is given the problem of designing an electronic circuit whose function is to produce an electricity with a voltage value, \( V'_{\text{out}} \) \( = V_{\text{avg}} \pm \delta \), where \( \delta \) represents a small fluctuation over an average value \( V_{\text{avg}} \), taking an electricity of voltage \( V_{\text{in}} \) as input. Figure 2.3 shows this desired function in the SBF language.

![Figure 2.3: Desired Function of A New Electronic Circuit](image)

Given the above problem, the MBA process first probes its memory of design analogues to retrieve matching designs. Suppose that its memory contains the design of a simple amplifier whose structure is shown schematically in Figure 2.2(top-left). Figures 2.4 & 2.5 respectively illustrate the function and the behavior of the simple amplifier. The function of the design in

\(^1\)We are only considering one interaction condition for the simplicity of the illustration.
memory specifies that the device takes as input an electricity of voltage $V_{in}$ volts at the location $i/p$ and gives as output an electricity of voltage $V_{out}$ volts (i.e., $V_{avg} \pm \Delta$ where $\Delta$ is a large fluctuation around an average value and $V_{out} > V_{in}$) at the o/p location. The function also points to the internal causal behavior of the device shown as a sequence of states and state transitions in Figure 2.5. The behavior explains how the structure of the device achieves the

**Figure 2.4: Function “Amplify Electricity” of A Simple Amplifier**

function, i.e., how the input electricity is amplified at the output. Note that each transition is annotated with the function of a structural component that contributes to that transition and with the qualitative relationships between state variables.\(^2\) MBA retrieves this design of a simple amplifier when it probes its memory with the desired function because the functions match on the property “voltage” specified in them. However, the match is only partial because the MAKES states in the two functions do not match on the voltage value.

Since there are differences in the functions of the desired design and the source design, the MBA process now tries to form an adaptation goal. The functional difference is in the range of fluctuation of an output property value (i.e., while the source design’s output fluctuates over a large range, the desired output fluctuation is small). The fluctuations in the output of a device can, in general, arise due to several reasons, for instance, due to the fluctuations in the input of the device or due to unstable device parameters. The MBA process, using the SBF model of the source design and the functional difference, tries to identify which structural components in the source design may be modified in order to reduce the overall functional difference. But.\(^2\)

\(^2\)In general, there can be many other types of information that may be specified in a transition and the SBF language provides primitives for that. We will see some of them in other examples in later chapters.
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Figure 2.5: Behavior "Amplify Electricity" of A Simple Amplifier
in this particular example, it cannot localize the needed modification to any single structural component because the SBF model of the source design does not indicate any relationships between the fluctuations and the component parameters.\(^3\)

Suppose that the MBA process only has simple strategies, such as replacing a component in a past design or substituting a new substance for one in a past design, to deliver new functions. In the current scenario, none of these simple strategies is applicable. That is, given the adaptation goal of reducing the specific functional difference, which is \textit{large} vs. \textit{small} fluctuation in the output property value, the MBA process cannot find any of the adaptation strategies to be applicable. Since there are no alternatives available for modification, including a different source design, the process fails.

Next, the MBA process interacts with an oracle to receive the design solution for the target problem and an SBF model for the design. Figure 2.2(top-right) shows the structure of the target design schematically and Figure 2.6 shows the internal behavior of the design.

Given the SBF models of the source design (i.e., the simple amplifier) and the target design, the MBA process compares them state-by-state and transition-by-transition along all possible dimensions in their SBF representation in order to identify the regularity between them. That is, it performs a differential diagnosis on the two models by which it determines (1) if there is a behavior segment in the SBF model of the target design that matches with the SBF model of the source, and (2) if so, what additional segments there are in the SBF model of the target and how they are related to the matching segment. Once the MBA process determines those relationships, it abstracts over the specific substances, properties and values in the relationships and forms a GTM that encapsulates the abstracted functional differences and the abstracted (causal) behavioral relationships. The mapping between the functional differences and the behavioral relationships in the new GTM will help the MBA process avoid failures similar to the current one. That is, they would suggest how to modify the behavior of a source (candidate) design in order to generate the behavior of a target (desired) design, and reduce the functional difference between them.

Figure 2.7 illustrates the SBF representation of the new GTM that the MBA process learns. Note that this representation does not refer to any specific substances or components, or their properties. But the functional and causal relationships between the specific source design and the target design are preserved: the left half of the figure illustrates the functional differences and the right half the behavioral relationships. The MBA process indexes the new GTM by the functional differences the GTM reduces, and stores the GTM in a flat memory.

Finally, in order to store the target design in analogue memory for later use, the MBA process first identifies the appropriate indices for the design. Using the knowledge in the SBF model of the target design, it selects only those features in the function of the design that are relevant to

\(^3\)Even if there is a relationship between the open-loop gain of the op-amp and the fluctuation, and if the op-amp can be selected as a localized component to modify, replacing the op-amp with another will not satisfy the constraint that the output fluctuation be small.
the working of the device. In the current example, however, the process stores the target design along the dimension voltage which is the only property specified in the function.\footnote{We will describe a more interesting index learning situation from the MBA process in a later chapter on memory.}

That completes our first walk-through of the MBA process. Let us now consider the second walk-through of the process. Suppose now that the MBA process is given the problem of designing a gyroscope control system whose function is to produce an angular momentum with a magnitude, \( L' \) \( = L_{avg} \pm \delta \), where \( \delta \) represents a small fluctuation over an average value \( L_{avg} \), taking an input angular momentum of magnitude \( L_{in} \). Figure 2.8 shows this desired function in the SBF language.

Given the above problem, the MBA process first probes its memory of design analogues to retrieve matching designs. Suppose that its memory contains the design of a simple gyroscope...
Figure 2.7: SBF Model of the Feedback GTM Learned from the Designs of the Simple Amplifier & the New Device
control system whose structure is shown schematically in Figure 2.2 (bottom-left). Figures 2.9 & 2.10 respectively illustrate the function and behavior of the simple gyroscope control system. The function of the available design is similar to the desired function except that the output angular momentum fluctuates over a larger range. The function also points to the internal causal behavior of the device that explains how the structure of the device achieves the function. The MBA process retrieves this design of a simple gyroscope control system because the functions of the target problem and the source design are similar. But, of course, the match is only partial as it was in the previous scenario because the MAKES states in the two functions do not match on the magnitude of angular momentum.

Like in the previous scenario, since there are differences in the functions of the target design and the source design, the MBA process now tries to form an adaptation goal. Again, using the SBF model of the source design, the process tries to localize the required modification but in vain. It first checks if any of the simple adaptation strategies applies in the current context.
Figure 2.10: Behavior “Transfer Angular Momentum” of the Design Analogue (a simple Gyroscope Control System)
and finds that none does. Unlike before, however, since the MBA process now knows a GTM, a more complex design adaptation strategy, the process tries to probe the memory with the current adaptation goal. It now finds that the adaptation goal (characterized in terms of the overall functional difference to be reduced) matches with the index of the feedback GTM it had learned from the designs of electronic circuits. The match is successful because the index of the GTM is specified in abstract, generic terms and the type of functional difference in both the adaptation goal and the GTM are the same (i.e., large vs. small fluctuation in the output property value).

Then, in order to instantiate the GTM, the MBA process needs to match the decomposability condition on the desired function in the GTM (see Figure 2.7 for the condition $F_2 = ...$) with the current desired function and find the subfunction $f$ that needs to be designed for and composed with the function of the source design. From the initial match of the functions, the MBA process gets bindings for the two input states of the subfunction. But, in order to find the bindings for the output state of the subfunction, the process needs to backtrack the SBF model of the source design and find an intermediate state that can match the output state of the subfunction. In the current example, there are only two possible candidate states, state$_2$ and state$_3$ in Figure 2.10 for this purpose. The choice between the two is very simple because state$_2$ describes a different substance, namely, linear momentum, rather than angular momentum. Hence, the MBA process selects state$_2$.\footnote{But, in general, if there are multiple states all of which refer to the same substance, then the heuristic for selection is that the state causally nearest to the MAKES state should be chosen.} Now, instantiating the “template” subfunction from the GTM with the bindings from state$_1$, state$_4$, and state$_2$ of the behavior of the source design, the process formulates the specific subfunction shown in Figure 2.11. Note that the relationships in the subfunction come from the knowledge in the GTM. Informally, the subfunction is to produce an angular momentum with a different magnitude ($L'_{wu}$) at the location of pivot, given the angular momentum ($L_i$) at the gyroscope location and the angular momentum at the o/p-shaft location that fluctuates over a large range ($L_o = L_{avg} \pm \Delta$).

To complete the instantiation of the GTM in the context of the source design, the MBA process needs to solve the subproblem, i.e., design for the subfunction, and compose the behavior of the subdesign with the behavior of the simple Gyroscope Control System as per the relationships specified in the GTM. In the current design scenario, the subfunction for which the process needs to design really has two parts (because the subfunction specifies two inputs and one output). But the behavior of the source design already explains how one of those state transformations (state$_1$ $\rightarrow$ state$_2$) is achieved, and hence the MBA process only needs to design for the other state transformation (i.e., the transformation from the state of angular momentum with magnitude $L_o$ to the state of angular momentum with magnitude $L'_{wu}$). Suppose now that the process has the knowledge of a component (called worm) whose function exactly matches the desired part of the subfunction. After substituting the appropriate parameters in the behavior of the retrieved subdesign (i.e., worm), the process composes it with the behavior of the
Figure 2.11: The subfunction formed by the Instantiation of the Feedback GTM

initial source design (i.e., simple Gyroscope Control System) as per the behavioral relationships specified in the GTM and produces the behavior of the target design shown in Figure 2.12.

Next, the MBA process propagates the changes in the values of the state variables due to the behavior composition forward in the causal behavior (until the end of the behavior is reached or until the same state repeats) and verifies if the modified behavior achieves the desired function. Note that it also propagates the changes to the other behaviors in the model of the device that are dependent on the currently modified behavior. In the current example, the new value for the magnitude of angular momentum in state_2 (i.e., L'_{ww}) is propagated forward through the states state_3 and state_4. Once the MBA process thus simulates the behavior, it modifies the structure of the source design. The structure of the target design is shown schematically in Figure 2.2(bottom-right).

Since the MBA process is now able to successfully use the GTM in solving the current design problem, it does not learn any new abstraction. The process finally identifies the indices for the target design analogue and stores it in memory along the dimension magnitude of angular momentum. That of course completes our second walk-through of the MBA process for design. As illustrated in this two-part story, the MBA process can learn a GTM in one domain such as electronic circuits and use it in another such as mechanical controllers. Thus, the MBA process can do an interesting cross-domain transfer via GTMs. Note however that the SBF models of devices also play a significant role in different steps of the MBA process for design.
Figure 2.12: Behavior of the New Design Achieved by Composing the Behaviors of the Design Analogue (i.e., simple Gyroscope Control System) and the Subdesign (i.e., worm)
CHAPTER III

THE CONTENT OF DEVICE MODELS AND DESIGN PATTERNS

As we described in the previous two chapters, two different types of models play significant roles in different stages of analogical design: SBF models of specific devices and of design patterns. In addition, our theory of analogical design uses knowledge of primitive components, substances, and functions in design domains. In order to enable the three facets of innovative design, i.e., non-local modifications, cross-domain transfer, and problem reformulation, and address the complexity in reasoning required, the MBA process requires the knowledge of design patterns. Some useful design patterns in the context of device design are high-level design abstractions that capture relationships between functions and behaviors of devices (in particular, patterns of those relations). Therefore, to represent design patterns, we need primitives that capture functions and behaviors of devices and regularities in their relationships. We adopt the Structure-Behavior-Function (SBF) representations (Goel, 1989) for this purpose.

In order to explore our hypothesis about the learning of design patterns, we need to represent device models too. A device model encapsulates functions and behaviors of the device in terms of its specific structure. The theory of SBF models was developed precisely to capture device models. We also represent device models in the form of SBF models. The SBF model of a device if available in a design analogue not only enables learning of design patterns, but also enables other subtasks of analogy such as adaptation (Goel, 1991a) and evaluation of a solution (Goel, 1991b).

In this chapter, we will first describe the content of device models in terms of SBF representations. The SBF representation in IDEAL is based on the previous work on Kritik (Goel, 1989) and Kritik2 (Bhatta and Goel, 1992; Stroulia et al., 1992). Using the representation in this work has led us to add some new primitives to the original formulation of SBF (representation) language. We will indicate them in this chapter where appropriate. Then we will describe how the SBF language can be used and extended for representing the content of design patterns, which was our focus in this research with respect to knowledge representation. In addition, we describe other types of conceptual knowledge, i.e., primitive functions, substances, and components, which form the basis for the SBF representations of device models.
3.1 Structure-Behavior-Function Models of Devices

SBF models of devices specify how the causal relationships between the specific structural elements in the devices result in the devices' functions (i.e., output behaviors). The primary characteristic of these models is that they capture teleological, causal, and structural knowledge of devices. The SBF model of a device captures the designer's comprehension of how the device works, that is, how the functions of structural elements get composed into the functions of the overall structure. These models are based on a component-substance ontology (Bylander and Chandrasekaran, 1985). This ontology gives rise to the SBF language (Goel, 1989, 1991a) for describing the model of a design that is a generalization on Sembugamoorthy and Chandrasekaran's (1986) functional representation scheme. The constituents of the SBF model—structure of the device (i.e., the physical structure), the functions delivered by the structure, and the internal causal behaviors—are described below.

In addition to the schema-like descriptions of the constituents of SBF models, we also present a formal specification of them. In the formal notation, an n-tuple representation for a type of knowledge indicates that this type of knowledge has n constituents. For example, a case (or an analogue) is a 3-tuple where the elements are function F, structure S, and an SBF model M; it is also implicit that these three constituents for a case are “coherent” in that the model M specifies the internal causal behaviors that explain how the structure S delivers the function F. Each tuple here corresponds to a schema in the IDEAL system and each element in the tuple corresponds to a slot in the schema.

\[ \text{Case} = (F, S, M) \]

Each of the constituents is recursively described/defined in terms of its lower-level constituents. In the following descriptions, all the enumerated entities are intended to be only partial sets that were necessary to deal with the class of devices IDEAL represents. In general, it is an empirical question as to how many different classes of devices these partial sets can cover. The constituents of the SBF models and their formal specification are now given below.

3.1.1 Structure

The structure of a design is expressed in terms of its constituent components and substances and interactions between them. Figure 3.1 shows a Sulfuric Acid Cooler (SAC) and Figure 3.2 its structure schema. Components and substances can interact both structurally and behaviorally. For example, in SAC, water can flow from \( H_2O \)-pipe to heat-exchange chamber only if they are connected, and Sulfuric Acid flows from p1 to p2 due to the behavior allow of \( H_2SO_4 \)-pipe-1.

Figure 3.3 shows the representation of schema for the device structure in the SBF language. The structure of a device is described hierarchically in terms of its constituent structural elements. The constituent elements of a device may be primitive domain components, such as a

\[1\text{The formalization was done in collaboration with Eleni Stroulia.}\]
STRUCTURE SAC

COMPONENTS:
- Heat-Exchange-Chamber
- $\text{H}_2\text{SO}_4$ pipe-1
- $\text{H}_2\text{SO}_4$ pipe-2
- Water-pump
- ...

STRUCTURE Heat-Exchange-Chamber

RELATIONS: (SERIALLY-CONNECTED
Heat-Exchange-Chamber $\text{H}_2\text{SO}_4$ pipe-1 )
(INCLUDES
Heat-Exchange-Chamber $\text{H}_2\text{SO}_4$ pipe-2 )
...

PARAMETERS: (volume $v_1$)
FUNCTIONS: (ALLOW Water)
CONNECTING-POINTS: (p2 p3 p5 p6)
...

STRUCTURE $\text{H}_2\text{SO}_4$ pipe-2

RELATIONS: (SERIALLY-CONNECTED
$\text{H}_2\text{SO}_4$ pipe-1 $\text{H}_2\text{SO}_4$ pipe-2 )
...

PARAMETERS: (Capacity R0)
FUNCTIONS: (ALLOW $\text{H}_2\text{SO}_4$ )
CONNECTING-POINTS: (p2 p3)
...

Figure 3.2: The Structure Schema for the Sulfuric Acid Cooler

battery, or they may be complex structures, such as an air-conditioning unit, which can them-
selves be further described in terms of smaller constituent elements. Each structural element, except the overall structure of the device, points to another structural element of which it is a part. In addition to the part-of relation between structural elements, other structural relations, such as connectivity, inclusion, and containment are explicitly represented in the structure schema. The structural relations can currently be one of the four enumerated types: contains, includes, serially-connected, and parallelly-connected. The structural relationships, contains and includes are different in that the former specifies a relationship between a component and a substance while the latter specifies a relationship between two components. Serially-connected and parallelly-connected are also different: the former specifies a relationship between components such that the output of one becomes the input to the other, while the latter specifies that the two components share the same input and the same output. Figure 3.2 shows the structure of the Sulfuric Acid cooler and the specific components in it.

structure:
(components: A set of structural elements into which the structure under description can be decomposed.
part-of: The larger device structure of which this is a part.
structural-relations: A set of relations among the sub-elements of the structure under description.)

Formally, a structure can be specified as

\[ S = \text{Comp}|\text{SA} \]

which means that the structure can be a primitive component Comp OR (denoted by |) an assembly of substructures SA.

An assembly of substructures itself can be specified formally and recursively as one or more of structures S, that is, \( SA = \{S\}^+ \). A primitive component Comp is a non-decomposable structure and is itself represented as a schema consisting of the slots: is-a, modes, parameters (component parameters and their values), structural-relations, functions, and connecting-points. A partial schema for the specific component battery-1 is shown in the dashed box in Figure 3.12. Is-a links a specific component to the general knowledge of its prototype component in IDEAL's conceptual memory of components. Components are described in more detail in a later section.

Formally, a Comp is a 6-tuple whose elements are is-a (e.g., \( H_2O \)-pipe is-a pipe), zero or more Modes (e.g., closed mode of a Switch and open mode of a Valve), Parameters (as shown below), structural-relations (like those described above), functions (i.e., primitive functions delivered by the component), and connecting-points (the points on the component where other components in a structure can be connected). Parameters is one or more of triplets of component Parameter,
its Value and Units (e.g., the parameter volume of a heat-exchange chamber may have a value of 1 cu. ft.). IDEAL’s knowledge about the primitive components in a specific device are linked to the general knowledge about the primitive components via the link is-a. Figure 3.12 shows IDEAL’s partial memory of components.

\[
\text{Comp} = \left( \text{Is-a, \{Mode\}*, Parameters, Structural-Relations, Functions, Connecting-Points} \right)
\]

\[
\text{Parameters} = \{(\text{Parameter, Value, Units})\}^+
\]

### 3.1.2 Function

A function is represented as a schema that specifies the behavioral state the function takes as input, the behavioral state it gives as output, and a pointer to the internal causal behavior of the design that achieves the function. Figure 3.4(a) shows a function of the SAC, namely, heating water. The input state of this primary function specifies that water at location p5 in the topography of the device (Figure 3.1) has the properties temperature and flow, and corresponding values \( t_1 \) and \( r' \). The input state also specifies that the water contains another substance heat whose magnitude is \( q_1 \). Similarly, the output state specifies the properties and the corresponding values of the substance at location p6.

This representation of functions gives rise to a typology of functions in the domain: transformation functions, control functions, maintenance functions, and prevention functions. In this work, we primarily focus on transformation functions, which themselves are of several types such as substance transformation, substance-property transformation, and substance-location transformation. For example, the function of SAC is both a substance-property transformation and a substance-location transformation because it specifies a change in the value of the substance temperature as well as a change in the substance location. A substance-transformation function is one where the substance in the input state changes to a different substance in the output state. In addition to transformation functions, we also consider control functions, although implicitly, in the context of devices with feedback and feedforward mechanisms.

Figure 3.5 shows the schema for the representation of functions in IDEAL. Besides the input and output behavioral states (GIVEN and MAKES respectively), the schema for a functional specification contains a pointer to the internal causal behavior that transforms the input state into the output state, a stimulus that triggers the functioning of the device, and provided that specifies the environmental conditions necessary for the functioning of the device. In a specific schema for function, the slots given, stimulus, and provided may not be filled. The stimulus in a function schema is a primitive to capture the device’s interaction with the environment external to the device. An example of stimulus is Force on Switch in the representation of the function of a flash-light circuit.

Formally, in this work, a function \( F \) is a 6-tuple with the elements: type (the only type of functions considered here are of transformation type, indicated by ToMake, where a device
GIVEN:  
state 2  
WATER  
loc: p  
temperature: t_1  
flow: r  

MAKES:  
state 3  
WATER  
loc: p  
temperature: t_2  
flow: r  

BY-BEHAVIOR: pointer to the behavior "heat water"

Figure 3.4: Function and Behavior of Sulfuric Acid Cooler
Figure 3.5: Functional Specification Schema

transforms an input state into an output state), input state, output state, an internal causal behavior of this function, an external stimulus on which the function depends, and zero or more external conditions necessary for the function. That is,

\[ F = \langle Type(ToMake), \{State_{IN}\}, State_{OUT}, B_F, \{Stimulus\}, \{Provided\} \rangle \]

where \{State_{IN}\}, \{Stimulus\}, and \{Provided\} are optional.

3.1.2.1 Behavioral State

The behavioral states of a device can be characterized by the state variables whose values may be transformed causally. A behavioral state (input, output, or intermediate states of an internal causal behavior) can be of two types: component state (State_{COMP}) which concerns a component in the device and substance state (State_{SUB}) which concerns the state of a substance in the device. Figure 3.6 shows the schema for a behavioral state in IDEAL. Both these types of states contain links to previous state, next state, preceding transition, and succeeding transition, and a component-state schema or a substance-state schema.

The schema for a component state specifies the component under description and its mode of operation in that state. The component schema itself consists of several slots such as its is-a and its parameters (i.e., the properties of components and their values) as explained earlier in the description of the structure. An example of a component state is the state of switch when its mode is closed.

The schema for a substance state specifies a partial description of the state of a substance at a particular point in the device topology. It consists of the slots for the location of a main substance, the schema for the main substance, and any substances contained in the main substance. The schema for a substance itself consists of is-a and a PropertyList. The schema for a specific substance Nitric Acid is shown in the dashed box in Figure 3.10. In IDEAL's memory of substances, is-a is a pointer through which a specific substance is linked to a general substance. Substances are described in more detail in a later section. In the description of a substance in a behavioral state, only some of the characteristic properties of the substance are of interest, and thus only their values will be specified.

Formally, the behavioral state is specified as follows:
behavioral state: \( (\text{previous: previous state} \quad \text{next: next state} \quad \text{enabled-by: preceding state-transition} \quad \text{enabling: succeeding state-transition}) \)

substance-state-schema: substance description at current state:
- location
- main-substance: the schema for the substance:
  - is-a
    - (property value unit)*
    - \{contained substances' description\}

OR

component-state-schema: component description at current state:
- component: the schema for the component:
  - is-a
    - (parameter value unit)*
  - mode

Figure 3.6: Behavioral State Schema
\[ State = State_{SUB} || State_{COMP} \]

\( State_{SUB} \) is a 3-tuple consisting of the location of a main substance \( L \), the schema for the main substance \( Sub \), and zero or more of substances contained in the main substance \( Contained-Sub \). That is,

\[ State_{SUB} = (L, Sub, Contained-Sub) \]

\( Contained-Sub = \{Sub\}^* \)

The schema for a substance \( Sub \) is a pair consisting of \( \text{Is-a} \) (e.g., Nitric Acid \( \text{is-a} \) liquid) and a PropertyList. A PropertyList is one or more of triplets of Property, its Value and Units (e.g., the property temperature of Nitric Acid with a value of \( T_1 \) degrees). That is,

\[ Sub = (\text{Is-a}, \text{PropertyList}) \]

IDEAL's knowledge of substances in a specific device is linked to its general knowledge of substances via \( \text{is-a} \). IDEAL's memory of substances is organized in a \( \text{is-a} \) hierarchy as shown in Figure 3.10. Note that in Figure 3.10 many properties for a substance Nitric Acid are shown as \(<\text{no-specification}>\) which means that IDEAL knows that these properties are relevant to this substance but in its general knowledge there are no values specified for these properties. However, a specific substance, for instance, Nitric Acid in the low-acidity NAC can have some more values specified (i.e., acidity: low; temperature: \( T_1 \)).

\( State_{COMP} \) is a pair consisting of the schema for a component \( Comp \) and its Mode in that state:

\[ State_{COMP} = (Comp, Mode) \]

### 3.1.3 Behavior

The internal causal behaviors of a device are viewed as sequences (including cycles) of alternating state transitions between behavioral states. Annotations on the state transitions express the causal, structural, and functional context in which the transformation of state variables, such as substance, location, properties, and values, can occur. The causal context provides causal relations between the variables in preceding and succeeding states. The structural context specifies different kinds of structural information such as substances, components, structural relations among components and substances, and spatial locations in the device. The functional context indicates which functions of components in the device are responsible for the transition. Figure 3.4(b) shows the causal behavior that explains how water is heated from temperature \( t_1 \) to \( t_2' \). \( State_6 \), the preceding state of \( transition_{6-7} \), describes the state of water at location \( p_5 \) and \( state_7 \), the succeeding state, at location \( p_6 \). The different types of annotations on \( transition_{6-7} \) indicate the different types of context under which the transition can occur. For example, the annotation USING-FUNCTION in \( transition_{6-7} \) indicates that the transition occurs due to the behavior allow of \( H_2SO_4\)-pipe.

Note that the function of a device in IDEAL is an abstraction over an internal causal behavior of the device, that is, the initial state and the final state in an internal causal behavior are
respectively the input state and the output state in the function (i.e., an observable, output behavior of the device). For instance, the input state and the output state of the “Heat Water” function of Sulfuric Acid cooler (Figure 3.4(a)) are respectively the same as the initial state (state_6) and the final state (state_7) in the internal causal behavior “Heat Water” of the Sulfuric Acid cooler (Figure 3.4(b)). However, a designer may not intend every output behavior of a device as a desired function of the device. For instance, in a Nitric Acid cooler device, an abstraction over the internal causal behavior “Heat Water” may not be intended as a function of the device; instead, an abstraction over the internal causal behavior “Cool Acid” may be intended as its function. Thus, the functions of a device are a subset of its output behaviors which were actually intended by its designer.

A model \( M \) in a design case (or analogue) is an n-tuple consisting of a causal behavior \( B_F \) that delivers the function \( F \) in the case and zero or more behaviors exhibited by the structure \( S \) in the case. Like states can be of two types, causal behaviors can also be of two types corresponding to the types of states the behaviors contain. For instance, a causal behavior \( B_{SUB} \) is a sequence of alternating states \( (State_{SUB}) \) and state transitions \( (Trans_{SUB}) \).

\[
B = B_{SUB}\|B_{COMP}
\]
\[
B_{SUB} = \{State_{SUB}Trans_{SUB}\} + State_{SUB}
\]
\[
B_{COMP} = \{State_{COMP}Trans_{COMP}\} + State_{COMP}
\]

3.1.3.1 Behavioral State Transition

A behavioral state transition is a partial description of a transformation of some device element during the functioning of the device. Figure 3.7 shows the schema for representing such a transformation in the SBF language. In addition to the links to the previous and next states, the behavioral state transition schema contains the slots by-behavior, using-function, as-per-domain-principle, parameter-relations, and conditions of different kinds that need to hold good in order for the transition to occur.

\[
\text{state-transition:}
\]
\[
\begin{align*}
&\text{(previous.state: preceding state} \\
&\text{next.state: succeeding state} \\
&\text{by-behavior: pointer to a more detailed behavior explaining the transition)} \\
&\text{using.function: component's function) }^* \\
&\text{as-per-domain-principle)}^* \\
&\text{parameter-relations)}^* \\
&\text{condition)}^*
\end{align*}
\]

Figure 3.7: Behavioral State Transition Schema
A behavioral transformation of a device element may be explained at several levels of abstraction and detail. Thus, the state-transition schema may include a pointer to another behavior (i.e., by-behavior slot) which explains in greater detail the transformation described by that transition. The by-behavior pointer results in the hierarchical organization of the device internal behaviors.

In addition to pointing to a more detailed behavior, a state transition may explain a behavioral transformation in terms of the functions of structural elements of the device (i.e., using-function slot), or in terms of a domain principle (i.e., as-per-domain-principle slot) such as the physics laws (e.g., the law of conservation of momentum). The using-function slot of a behavioral state transition schema is filled with a list of schemas each of which refers to a component in the device and a primitive function of that component. A partial set of primitive functions consists of allow, pump, create, and destroy.

Moreover, the transition schema may be annotated with qualitative equations (i.e., parameter-relations slot) describing the changes to the values of different substance properties and component parameters because of the transition. Qualitative equations may be based on physics principles, but they are specific to the device parameters. The parameter-relations slot of the state-transition schema is filled with a list of qualitative equations, where each qualitative equation itself consists of a qualitative relation between values of two substance properties or between values of a substance property and a component parameter. A qualitative relation is an enumerated type and can currently have one of the two values: directly-proportional-to and inversely-proportional-to. In addition, the SBF representations have been extended to include a specification of quantitative equations involving simple operators (addition, subtraction, division, multiplication, and exponent). These equations are useful in enabling simple quantitative simulations.

Often, the occurrence of a state transition in a device behavior is conditioned upon the co-occurrence of other behavioral states in the device (a pointer to the state via under-condition-state), or the co-occurrence of other state transitions (a pointer to the transition via under-condition-transition), or specific structural relations among the device elements (a list of structural relations via under-condition-structure), or specific property values of a substance (a pointer to the partial description of the substance via under-condition-substance), or specific parameter values of a component (a pointer to a partial description of the component via under-condition-component). Thus there can be five different types of conditions described in a state transition schema in the SBF language.

A transition between two substance states TransSUB is a 5-tuple consisting of zero or more qualitative equations (Qual-Equation), zero or more principles (Principle), zero or more conditions (Condition), zero or more functions of components (Using-F), and an optional behavior (B) all of which form different kinds of context under which the transition can occur.

$$Trans_{SUB} = \langle \{Qual\text{-}Equation\}^*, \{Principle\}^*, \{Condition\}^*, \{Using\text{-}F\}^*, \{B\} \rangle$$

Similarly, a transition between two component states TransCOMP is specified as:
TransCOMP = \{\text{Principle}\}^*, \{\text{Condition}\}^*, \text{Stimulus}

A qualitative equation \textit{Qual-Equation} is a 3-tuple consisting of a qualitative relation \textit{Relation} between values of two substance properties or between values of a substance property and a component parameter. \textit{Relation} can be one of the two enumerated types, \textit{directly-proportional-to} and \textit{inversely-proportional-to}. In general, there may be other types of relations but in the class of devices we have dealt with, they were sufficient. A \textit{Qual-Equation} captures a qualitative relationship between two properties of a substance, or between properties of different substances, or between properties of substances and parameters of components. Whereas a \textit{Principle} refers to domain principles such as physics laws (e.g., conservation of momentum). That is,

\textit{Qual-Equation} = (\text{Relation}, \text{LHS}, \text{RHS})

\text{Relation} \in \{\text{directly-proportional-to}, \text{inversely-proportional-to}\}

\text{LHS} = (\text{Sub}, \text{Property}, \text{Value})

\text{RHS} = (\text{Sub}, \text{Property}, \text{Value}) \| (\text{Comp}, \text{Parameter}, \text{Value})

\text{Using-F} in a transition is a pair consisting of a component \textit{Comp} in the device and a primitive function \textit{FP} achieved by that component. An \textit{FP} can be one of the four enumerated types: allow, pump, create, and destroy.

\text{Using-F} = (\text{Comp}, \text{FP})

\text{FP} \in \{\text{allow, pump, create, destroy}\}

A \textit{Condition} under which a transition can occur can be of five types: a condition on a structural relation (\textit{Condition_{STRUCT}}), a condition on a substance property (\textit{Condition_{SUB}}), a condition on a component parameter (\textit{Condition_{COMP}}), a condition on the existence of a state (\textit{Condition_{STATE}}), and a condition on the occurrence of a transition (\textit{Condition_{TRANS}}). That is,

\text{Condition} = \text{Condition_{STRUCT}} \| \text{Condition_{SUB}} \| \text{Condition_{COMP}} \| \text{Condition_{STATE}} \| \text{Condition_{TRANS}}

where each of these conditions is a tuple as shown below.

\text{Condition_{STRUCT}} = (\text{Struct-Relation}, \text{Comp}, \{\text{Comp}\}^*)

\text{Struct-Relation} \in \{\text{contains, includes, serially-connected, parallelly-connected}\}

\text{Condition_{SUB}} = (\text{Sub}, \text{Property}, \text{Value})

\text{Condition_{COMP}} = (\text{Comp}, \text{Parameter}, \text{Value})

\text{Condition_{STATE}} = (\text{State})

\text{Condition_{TRANS}} = (\text{Trans})

In the above structural relationships, \textit{contains} and \textit{includes} are different in that the former specifies a relationship between a component and a substance while the latter specifies a relationship between two components. The relations \textit{serially-connected} and \textit{parallelly-connected} are also different: the former specifies a relationship between components such that the output of one becomes the input to the others, while the latter specifies that the two components share the same input and the same output.

For instance, in \textit{transition_{6-7}} (shown in Figure 3.4(b)), the \text{UNDER-CONDITION-}
STRUCTURE annotation specifies that the behavior allow of H₂SO₄-pipe can allow the flow of heat only if the H₂SO₄-pipe CONTAINS Sulfuric Acid with a temperature of T₁ that is greater than t₁. The qualitative parameter relations on the substance properties, such as those shown for temperature in Figure 3.4(b), are a crucial part of describing the causal process underlying a transition. Annotations may also include conditions on other transitions as indicated by UNDER-CONDITION-TRANSITION. For example, transition₆₋₇ refers to another transition in which the temperature of H₂SO₄ changes from T₁ to T₂. In addition, a transition may be annotated by the knowledge of deeper domain principles and qualitative equations.

The state transitions, in addition to being causal transitions, capture an implicit temporal ordering of events in the device functioning. Since, in general, the cause temporally precedes the effect, the antecedent state temporally precedes the consequent state. Moreover, the conditions on the transition implicitly capture temporal co-occurrence, i.e., if two state transitions are dependent upon each other, then they occur at the same time.

### 3.2 Primitive Functions

Bylander and Chandrasekaran (1985) have proposed a few primitive functions, such as allow, pump, and create, for the domain of physical devices, though not intended as a complete set. Unlike any higher-level function, primitive functions cannot be further decomposed into any subfunctions or associated internal behaviors, and thus a primitive function is also a primitive behavior.

A primitive function, like any other function, is represented in terms of an input state, an output state, and a set of behavioral requirements under which such a transformation is possible. For example, Figure 3.8 shows a representation of the primitive function allow. Kritik (Goel, 1989) has primitive functions such as allow, pump, create, and destroy for the domain of physical devices. The functional context of transitions in behaviors of devices index into these primitive functions. Thus these primitive functions are the building blocks to compose higher level functions. Govindaraj (1987), in his Qualitative Approximation Methodology to model large dynamic systems, has proposed primitives to describe components in a system; but those primitives are primitive components and not primitive functions. However, the primitive components are closely related to "primitive" functions as they are responsible for the basic functions performed by the components. For example, the primitive conduit from his set of primitives has a function similar to the primitive function allow.

Primitive functions are also useful to classify functional differences between designs so that classes of designs can be discriminated at the top-level in a functionally organized memory of design analogues (explained later in Chapter 4).

Dealing with a variety of devices from new domains and mechanisms such as feedback and feedforward in this research has necessitated us to introduce two new primitive functions in the SBF theory: transform and sense. Transform is used to describe the behavior of a component
that causes a transformation in a property value of an input substance when such change cannot be described by any of the other primitives. It is because the other primitives capture semantics of changes in specific properties of substances—for instance, the primitive allow specifies changes only in the location loc of a substance. Sense is used to describe the behavior of a component that generates a signal (or some substance, in general) proportional to fluctuations in the value of some property of an input substance. The primitive function sense is necessary to capture the functioning of a class of devices that have feedback control or feedforward control mechanisms.

3.3 Substance Knowledge

Since the function of a device can be specified as a pair of input and output states of a substance in the device, general knowledge of substances is essential and useful in determining partial matches between functions during the retrieval of an analogue. In other words, it helps to index and organize design analogues hierarchically based on substances. In our theory, each substance is represented as a schema that consists of a name, its category information (i.e., is-a), and properties and corresponding values (default or ranges). To address the issue of what should be represented in a substance, we take a functional approach, that is, represent only that much required by the class of tasks and the domains considered. An analysis of some specific designs in the domain of physical devices suggests certain properties for specific substances; only those properties are included in the representation. For example, an analysis of designs of reaction-wheel assembly indicates that the properties of the substance angular momentum, namely, magnitude and direction, are important to describe their function. Hence

\[ 2 \text{In the current implementation of IDEAL we expanded the semantics of allow to include that of the new primitive transform.} \]

\[ 3 \text{In component-substance ontology, things such as angular momentum, heat, and electricity which cannot be "seen" are also viewed as substances that can flow through components in realizing a behavior of a device. But in order to distinguish them from all those things that can be "seen" and/or that have one or more of the properties of shape, state of matter, and form, substances like angular momentum are categorized as abstract substances.} \]
Angular momentum
is-a: abstract-substance
property-list: property-list:
magnitude: ---
direction: <positive or negative>

Nitric Acid
is-a: acid
state: liquid
acidity: ---
temperature: ---
flow: ---

'---' indicates <no-specification>

Figure 3.9: Representation of Substances: Examples

A general representation of angular momentum should specify these properties. For example, the representations of two substances, angular momentum and nitric acid, are given in Figure 3.9. Note that in Figure 3.9 many properties for the substances Angular Momentum and Nitric Acid are shown as <no-specification> which means that IDEAL knows that these properties are relevant to this substance but in its general knowledge there are no values specified for these properties. However, a specific substance, for instance, Nitric Acid in low-acidity NAC may have some more values specified (i.e., acidity: low; temperature: T₁).

Substances are organized in a taxonomy (is-a hierarchy), with substances at the top-level divided into two categories: abstract substances and concrete substances. Figure 3.10 illustrates a partial memory of substances in IDEAL. Under the two top-level categories, substances are distinguished among them based on their properties. For example, concrete substances can have three subcategories based on their state of matter corresponding to solid, liquid, and gas. These distinctions are important in design-analogue adaptation because a component such as pipe can allow only liquids and gases to go through; hence the pipe can be substituted for a component only under certain substances. Further, liquids are divided into acids, alkalis, and neutral liquids. Abstract substances are divided into categories such as angular momentum, heat, and electricity.

Substances are indexed by specific substances used in design analogues. The representation of a specific substance in a design includes a pointer to the corresponding conceptual representation. For example, a specific substance Sulfuric Acid in the design of a high-acidity Sulfuric Acid cooler will have a pointer to the substance schema describing its general properties. Although this is a primitive way of indexing, it provides a way of linking conceptual information of substances and design analogues in which specific substances are used. This also helps in finding a substance for replacement during the adaptation of a design analogue.
3.4 Component Knowledge

Components are the building blocks of structure of any physical device. Like some functions can be specified as pairs of substance states, some other functions may be specified as pairs of component states. Therefore the general knowledge of components is also useful in determining partial matches between functions during analogue retrieval. In our theory, each component is represented as a schema that consists of a name, its category information (i.e., is-a), its structural relations, its modality (i.e., modes of operation because a component can have multiple modes), its parameters and corresponding values (default or ranges), its functions, and its connecting points. For example, the representations of two components, namely, switch and battery, are given in Figure 3.11.

*Structural-relations* slot of a component specifies a list of structural relations between the component and the other components in the device. *Modes* in a component schema specifies one or more modes of operation of the component. *Parameters* contains a list of characteristic parameters of the component and the corresponding values and units. For example, the volume of a heat-exchange chamber has a value of 1 cu. ft. The *functions* slot of a component contains the set of primitive functions that the component delivers and the *connecting-points* specifies the structural points in the component where the other components can be connected. Note that the general representation of a component does not specify values to all these different slots. But a specific component in a device would have most of these slots specified.

Similar to substances, components can also be organized in a is-a hierarchy. Figure 3.12 illustrates a partial memory of components in IDEAL. In addition, components may also be functionally organized because in a design task, components are accessed and grouped together primarily based on the functions they deliver. Within a functional group of components, however, further distinctions may be drawn based on component categories. For example, electrolyte
batteries and nickel-cadmium batteries have the same function (i.e., pump electricity) and are batteries. Within electrolyte batteries, there can be subclasses based on voltage they deliver such as low-voltage electrolyte batteries and high-voltage electrolyte batteries (or, 1.5-volt electrolyte batteries, 3-volt electrolyte batteries, and 9-volt electrolyte batteries).

Like substances, components can also be indexed by specific components used in the design analogues. The representation of a specific component in a design includes a pointer (via is-a) to the corresponding conceptual representation. This indexing scheme coupled with functional indexing for components helps in some adaptation processes, for example, in structure modification due to the instantiation of component-replacement. An appropriate new component to replace a component in a design analogue can be found by accessing the general knowledge of a component whose instance the current component is.
Design patterns, in general, capture different kinds of relationships between design elements, such as spatial, temporal, functional, and causal relationships. Design patterns are generic and case-independent because of the nature of the relationships and the level of abstraction of those relationships. They can be of different types depending on the kinds of relationships they capture. For instance, design patterns can be spatial patterns in certain domains (e.g., the design domains of pictures and buildings) because they capture spatial relationships. Or they can be temporal patterns in some other domains (e.g., the domains of designing symphonies and music), or functional and causal patterns in yet other domains (e.g., the domains of designing physical devices such as electric circuits and heat exchangers). In this research, we focus on the functional- and causal-type design patterns because the task context is design of physical devices.

The functional- and causal-type design patterns themselves may be of different types. We focus on two specific types of design patterns, namely, generic physical processes (GPPs) and generic teleological mechanisms (GTMs), and provide a content theory for them in terms of the SBF language. The same SBF language we used to represent device models can be used to represent models of GPPs and GTMs. Although the SBF language provides primitives for the physical structure of devices, the functions of devices, and the internal causal behaviors of devices, since design patterns capture only patterned relationships between design elements, the SBF representations of design patterns are devoid of information about devices’ specific physical structure. However, those representations still capture the causal structure in the behaviors of the classes of devices. Hence, the function and behavior aspects of the SBF language are especially useful for representing the GPPs and GTMs. We will describe their SBF representations in the following two sections.

3.5.1 Generic Physical Processes

A Generic Physical Process captures causal relationships between the output behaviors and the internal behaviors of physical devices. Depending on the level of abstraction of the specific substances and components in these relationships, GPPs can be represented at different levels of abstraction. For instance, at lower levels of abstraction, the causal relationships in a GPP may refer to prototypical structural elements that characterize the class of devices to which the GPP applies. An example of such a GPP from IDEAL is the SBF model of a heat exchanger (Figure 3.13) that is general enough to provide explanations of how a cooling device works as well as how a heating device works. Thus the primary characteristics of a lower level GPP are as follows:
Figure 3.13: An SBF Model of a Heat Exchanger
• Overall structural topology can be same as in its specializations but there is no information of specific components (instead of specific components, classes of components may be described as in, for example, Figure 3.13—note that the component pipe is not a specific component in a device but rather is a prototype component).

• The function is more general than in its specializations (for example, the range of transformation in a property is higher than in the specializations, or parameters in the function are variablized, that is, variables are substituted for the values of properties).

• At least one of the several types of context in a transition in the causal behavior of the device is more general than the context in its specializations (for example, in Figure 3.13, relations between the values of temperature cover changes in both directions, that is, increase in temperature and decrease in temperature).

Note that the representation of the GPP of heat exchange process shown in Figure 3.13 uses the same primitives as described earlier for the SBF models of devices, such as behavioral states, state transitions and the different types of annotations for transitions. But instead of referring to specific substances and property values, this representation specifies variablized or parameterized substances, property values, and conditions. This representation of the GPP specifies that the transformation of the temperature of some substance \( \text{sub}_1 \) flowing with some flow rate \( R \) from a location \( p_2 \) to another location \( p_3 \) is mutually dependent on the transformation of the temperature of some other substance \( \text{sub}_2 \) flowing with some flow rate \( r \) from a location \( p_5 \) to another location \( p_6 \). The direction of the transformation in one substance is opposite to that in the other as indicated by the relations on substance temperatures annotating the transitions. In addition, it specifies (using the UNDER-CONDITION-STRUCTURE annotations) the structural relations that need to hold good in order for the two behavioral state transitions to occur.

GPPs at higher levels of abstraction typically encapsulate causal processes that underlie a larger class of devices and describe physical principles. They explain how certain properties of substances and parameters of components undergo transformation or how they are maintained in a particular state without referring to any specific structural information. Examples of such GPPs are the process of heat flow and the process of electric flow which are also abstract descriptions of behaviors, often associated with a corresponding physical principle. That is, the Heat-Flow GPP is essentially the behavior that the zeroth law of thermodynamics epitomizes; the Electric-Flow GPP is the behavior that Ohm's law epitomizes. The SBF model of the Heat-Flow GPP shown in Figure 3.14 is also a representation of the physical principle of the zeroth law of thermodynamics. Note that, in general, physical processes may have more than one causal transition in their descriptions. This representation of the Heat-Flow GPP specifies that the transformation of the temperature of some substance \( \text{sub}_1 \) is mutually dependent on the transformation of the temperature of some other substance \( \text{sub}_2 \) that is in thermal contact
Figure 3.14: An SBF Model of the Heat-Flow GPP (i.e., The Zeroth Law of Thermodynamics)

Note: Symbols prefixed with ? denote variables.
All locations are with reference to components in this design.
All labels for states and transitions are local to this design.
with $\text{sub}_1$. The direction of the transformation in one substance is opposite to that in the other as indicated by the relations on substance temperatures annotating the transitions. Note also that unlike the lower-level GPP of heat exchange, the Heat-Flow GPP does not refer to the flow of the substances $\text{sub}_1$ and $\text{sub}_2$, nor does it refer to the change of locations, because the Heat-Flow GPP is a higher-level abstraction.

Physical principles such as the zeroth law of thermodynamics and Ohm's law are abstract and cryptic descriptions of behaviors that a large class of devices exhibit and obey. For example, the behavior of a cooling device includes a specialization of the zeroth law of thermodynamics and the behavior of a simple electric circuit obeys Ohm's law. Physical principles typically capture relations and dependencies between properties of substances and parameters of components without referring to any specific structural information. For example, Ohm's law relates the properties voltage, current, and resistance that certain classes of substances have and that may be delivered by some functions of components in the domain of electrical devices.

### 3.5.2 Generic Teleological Mechanisms

GTMs capture functional and strategic relationships between differences in functions of devices (i.e., a subset of output behaviors) and differences in their internal causal behaviors. A few examples of GTMs are cascading, feedback, feedforward, and device composition. GTMs are teleological in that they result in specific functions. For example, the cascading mechanism takes as input the desired function and the function (with a lesser range) of any single component available and suggests a behavioral pattern where the behaviors of several components of the lower-range functionality are replicated in a functional additive manner (that is, they are composed such that the overall function is a sum of the individual functions) and which results in the desired higher-range function. These mechanisms are generic in that they are device independent. The cascading mechanism, for example, can be instantiated in any specific device that satisfies its applicability conditions (that is, the change in a property value is additive with respect to the replication of a device that delivers a smaller change).

Since GTMs do not refer to any specific physical structure, they are also represented using the behavior and function aspects of the SBF representations. The SBF representation of a GTM encapsulates two types of knowledge: knowledge about the patterned difference between functions of known designs and desired designs that the GTM can help to reduce, and knowledge about modifications to the internal causal behaviors of the known designs that are necessary to reduce this difference. For example, Figure 3.15 shows an SBF model of the cascading mechanism from IDEAL: Figure 3.15(a) illustrates the former type of knowledge for the cascading GTM and Figure 3.15(b) illustrates the latter type of knowledge for the GTM. The behavior modification that the cascading GTM suggests is to replicate end-to-end the internal causal behavior of the known design from the initial state of the desired function $n$ times and form a goal to achieve the residual transformation, the behavior of which needs to be composed at the end state of
the replicated segment. The number of replications $n$ is the integer dividend of the ratio of the desired functional transformation to the functional transformation achieved by the known design (i.e., $n = \lfloor \text{desired functional transformation} / \text{candidate functional transformation} \rfloor$). Note that this representation captures only the serial cascading of causal behaviors in order to achieve larger transformations.

**DESIRED DESIGN:**

GIVEN: 

<table>
<thead>
<tr>
<th>SUB</th>
<th>prop1: val12</th>
</tr>
</thead>
</table>

MAKES: 

<table>
<thead>
<tr>
<th>SUB</th>
<th>prop1: val22</th>
</tr>
</thead>
</table>

BY-BEHAVIOR: Behavior B2

**CANDIDATE DESIGN:**

GIVEN: 

<table>
<thead>
<tr>
<th>SUB</th>
<th>prop1: val11</th>
</tr>
</thead>
</table>

MAKES: 

<table>
<thead>
<tr>
<th>SUB</th>
<th>prop1: val21</th>
</tr>
</thead>
</table>

BY-BEHAVIOR: Behavior B1

CONDITION:

\[ \text{val22} - \text{val12} > \text{val21} - \text{val11} \]

(a) Functional Difference the Cascading Mechanism Reduces

(b) Behavior Modification the Cascading Mechanism Suggests

Figure 3.15: A Complete Description of the Cascading Mechanism in SBF Representation
CHAPTER IV

ANALOGUE MEMORY: MODEL-BASED INDEXING, ORGANIZATION, RETRIEVAL AND STORAGE

The theory of MBA raises three sets of issues concerning the analogue memory. The first set of issues concern the indexing and organization of analogues in memory. The indexing and organization of analogues is important precisely because the successful retrieval of a right analogue is closely tied with the way analogues are indexed and organized in memory. The issues here are: How might the design analogues be indexed in memory? Whether they need to be indexed in one way or multiple ways? How might they be organized in memory? The overall task (such as design) for which a source analogue needs to be retrieved partly determines the nature of indices for the analogues in memory because the task really determines what is specified in the problem and in turn what is available to match with the indices. Similarly, the types of information specified in problems determine whether the analogues need to be indexed in multiple ways.

The second set of issues relate to the retrieval of analogues from memory. Given a target problem and a set of source analogues, what are the processes of retrieval? What kind of features in the target problem might determine the retrieval of analogues? What are the criteria for measuring similarity between a problem and a design analogue in memory? Since retrieval is the first step in model-based analogy, and an important one for the method of analogical reasoning, one of the issues is how can it be made efficient and effective? The retrieval of a "right" source analogue for a given problem is important for the success in subsequent steps in model-based analogy.

The third set of issues relate to storage of analogues in memory for later use. It is important to assimilate a new analogue with the other analogues in memory appropriately. The issues here are: How can the memory be dynamically re-organized when new design analogues are stored? Where do the indices for a new design come from? How might they be acquired automatically?

This chapter is organized in 3 parts: first, we describe the model-based indexing and multiple organizations of design analogues; then we describe the retrieval task and its subtasks; and finally, we describe how new design analogues are stored and how models help in learning indices for the analogues. Our descriptions will be at 3 levels of abstraction: English narrative, algorithms, and specific examples (in particular, sulfuric acid cooler and nitric acid cooler designs).
4.1 Indexing and Organization of Design Analogue Memory

In model-based analogy, the issues of indexing and organization of analogues in memory are important because the subtask of analogue retrieval is dependent on the particular indexing and organization. Given a new problem, the task of retrieving a similar analogue is to bring out the "best" matching analogue from memory. Since tasks can be sent as probes into memory, indexing schemes and methods of index learning depend on the functional requirements of the tasks if not specific to a task. Since in the context of design problem solving, a problem involves specifying functions desired of the new device and sometimes the structural constraints that the new design should satisfy, the stored design analogues in IDEAL are indexed both by their functions and structure. Thus it uses multiple types of indices for its design analogues. Furthermore, the indexing scheme thus reflects the reasoning tasks addressed in our computational process. IDEAL's functional indexing scheme is similar to that in KRITIK (Goel, 1992b); but the latter does not index designs structurally. Also, KRITIK organizes its designs only in a flat memory, unlike IDEAL.

4.1.1 Functional Indexing and Organization

In order to enable successful, efficient and effective retrieval of analogues from memory, in IDEAL we organize them hierarchically along the specific types of indices. We chose the generalization-specialization relationship between the values of features in device functions as the principle of hierarchical organization because that supports the need of retrieving a source analogue that may match partially but as close as possible with the given functional specification in the target problem. Thus the design analogues in IDEAL are organized in generalization-specialization hierarchies. A generalization-specialization hierarchy of design analogues contains designs whose functional specifications are generalized at the higher levels and designs whose functional specifications are specialized at the lower levels in the hierarchy. As described in Chapter 3, a function in model-based analogy is expressed in terms of substance schemas. Since the substance schema specifies properties of substances, IDEAL uses them as dimensions along which design analogues are generalized/specialized. For example, designs of acid coolers are organized along the dimension of property acidity, and discriminated on the corresponding values low vs high as shown in Figure 4.1. The $HNO_3$ cooler case in Figure 4.1 is a design of low-acidity nitric acid cooler and hence stored under the category that refers to low-acidity coolers.

The functions at the higher-level nodes are more general than those at the lower-level nodes in the sense that the values of the property (that is the dimension of generalization in this hierarchy) in the functions of design analogues associated with a node at a higher level subsume the values of the property in the functions of design analogues associated with a node at a lower

---

1 For instance, the property acidity is important because the choice of pipe in the design depends on whether it has to allow a low-acidity substance or a high-acidity substance.
level. For instance, the higher-level node Acid-Coolers in Figure 4.1 has both classes of designs, low-acidity coolers and high-acidity coolers, associated with it. In contrast, the lower-level node Low-Acidity-Coolers has only the designs of acid coolers with low acidity. Formally, the set of analogues associated with a node in the hierarchy is a superset of those associated with any of its immediate child nodes.

![Diagram](image)

Figure 4.1: A snapshot of a functionally organized analogue memory

### 4.1.2 Organization Based on Primitive Functions

Figure 4.2 illustrates a snapshot of IDEAL's memory organized around primitive functions of devices at the top level of the hierarchy and along the properties of substances in device functions at the lower levels. This type of organization is useful in tasks where the probes specify the primitive functions of a desired design and not the functional specifications. That is, for instance, a design adaptation subtask of the process of MBA spawned by reasoning from the behavior of a source design could specify the primitive functions of a desired component (or in general, a desired substructure) to replace an old one in the source design. Suppose that the memory is organized around primitive functions (as illustrated in Figure 4.2). Since the desired functions in the input to the overall design task are specified in terms of input and output states (substance or component state schemas), retrieval from this type of memory incurs an additional inferential burden necessary to infer what may be the primitive functions that compose into the given function. Therefore, to support the retrieval tasks triggered from the different stages of MBA, it is desirable to organize analogues both by the primitive functions and by the device functions (i.e., substance properties in the input and output states of the device functions).
Figure 4.2: A Snapshot of A Memory Organized by Primitive Functions
4.1.3 Structural Indexing and Organization

The design problems in device design generally specify the functions desired of the new devices. But some class of problems may also specify structural constraints besides functional ones. The output of the design task for a problem in that class is the device structure that delivers the desired function and also satisfies the given structural constraints. Since the mapping between desired functions and the device structures (that can deliver the desired functions) is many-to-many in some domains, neither the function nor the structural constraints alone are sufficient to retrieve a small set of source design analogues. Therefore in order to constrain the retrieval subtask and solve such class of design tasks by analogy, it is useful to index past designs by the structure of the devices in addition to their functions.

In device design, the structural constraints are specified in terms of the structural relations desired in the design, types of components (or substructures) to be used, and values or ranges desired for component parameters. Therefore in MBA we use the structural relations between different components in a design structure and the parameters of components in the design as dimensions of generalization-specialization for organizing design analogues structurally. For example, Figure 4.3 illustrates how acid coolers are organized in IDEAL along the dimensions of structural relations INCLUDES and CONTAINS at one level, and further discriminated between them based on values of component parameters. The $HNO_3$ cooler case in Figure 4.3(a) is stored under the structural relation (INCLUDES Heat-Exchange-Chamber $HNO_3$-pipe-2) and along the parameter capacity of the pipe.

Figure 4.3: Snapshots of IDEAL's structurally organized analogue memory
4.2 Retrieval of Design Analogues

The first step in solving problems by model-based analogy is the retrieval of a best matching design analogue from the memory given the target design problem. This subtask is important in the computational process because the output of the retrieval partly determines whether a solution to the given problem can be generated or not. The desirable properties of a process for the analogue retrieval are that it is successful, efficient and effective. Some of the important issues in the retrieval of analogue are: how to index the source analogues in memory in order to enable quick and effective retrieval; what features in the target problem may be used to probe the memory of analogues; whether and how any additional features may be derived from what is specified in the target problem so that it facilitates retrieval of “a” source analogue (i.e., elaboration of the target problem); and when there are multiple partial matches, how they can be ordered.

The information available for the retrieval subtask to probe the memory is determined by the overall task being solved by the computational process and the indexing scheme used. If, for a given problem, no analogues can be retrieved then it results in an immediate failure of the process of MBA to solve the problem. The reasons may be that there is no design analogue in the memory that is relevant for the given problem by any means, or that the problem features and the indices are not of the same type or same level. In such situations, it is desirable to have a process that elaborates the given problem and transforms the features or derives other features because the features resulting from such a process may give rise to retrieving a source analogue. Under the condition that the retrieval of “a” source analogue, even if it becomes hard to adapt, is more desirable than a failure at retrieval, then a process of problem elaboration is useful.

When there are multiple analogues that match with the target problem, then there is a need for ordering them by some criteria so that the best analogue can be selected for adaptation. In MBA, we use a qualitative estimate of the ease of adaptation of the retrieved analogues for satisfying the requirements of the new design as the ordering criterion (Kolodner, 1989). The best matching source analogue is first selected for transfer & modification, and when using that analogue does not lead to a satisficing design for the target problem, then the next best matching analogue is selected, and so on.

The retrieval subtask thus has three further subtasks in our computational process of MBA: elaboration of design problems, selection of candidate design analogues, and ordering of candidate design analogues. We will illustrate these three subtasks in the following three sections with an example from IDEAL. Consider, for instance, the task of designing a device that delivers the function of cooling a high-acidity sulfuric acid. IDEAL accepts representations of target problems in the SBF language. The specification of the desired function in the SBF language is shown in Figure 4.4.
Figure 4.4: Function of Cooling High-Acidity Sulfuric Acid

4.2.1 Elaboration of Design Problems

The elaboration task takes as input a possibly incompletely specified problem. It has the goal of giving as output a more complete specification of the problem so that the given problem can be compared with the problems of past analogues. For instance, in design, it takes an incomplete functional specification and gives as output a functional specification with more properties and values specified.

Since the functions of devices may be specified as substance schemas, elaboration in design, for instance, could involve specifying more properties of the substances. General knowledge of substances in the domain (e.g., an is-a hierarchy of substances as described in Chapter 3) helps in deriving/implying unspecified properties for a substance. For example, even if the functional specification of sulfuric acid cooler (Figure 4.4) did not mention the property acidity, IDEAL could have elaborated the specification to include the property inferring the same from the knowledge that sulfuric acid is an acid. However, the values for the properties that it could infer would only be the default values (or no values) specified in the general knowledge of acids. Nevertheless, identifying the unspecified properties in this way helps in retrieving analogues that are stored under those properties. For instance, given the function shown in Figure 4.4 without any specification of acidity, IDEAL'S elaboration process enables it to retrieve analogues organized in memory along the dimension of acidity.

4.2.2 Selection of Candidate Design Analogues

The selection task takes as input the specification of a target problem and gives as output a set of past design analogues whose problem specifications match at least partially with the target problem. Since a perfect match for a given problem may not always be available, we allow partial matches to be retrieved in the process of MBA. The selection of a candidate analogue is based on
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matching analogue based on whatever criteria used can be chosen as the source analogue for further processing. The ordering task thus takes as input a set of candidate analogues and gives as output an ordered set of analogues based on some measure of their ease of transfer and modification (i.e., adaptation). In MBA, the ordering of analogues is based on the ordering of differences between the target problem and the problems of the candidate design analogues.

**Computing Differences between the Source and Target Problems:** Computing the differences between a source design problem and the target problem requires that the two problem specifications be in a uniform representation and at the same level of abstraction. Otherwise, the comparison between the problems becomes hard or even impossible. In MBA, we use the SBF representations to specify the design problems. Since the SBF language provides primitives for representing a variety of design problems, and it is a well-defined and uniform language across different problems, identifying differences between problems in MBA is not computationally complex. The SBF language provides a taxonomy of functional differences between design analogues. The measures used in model-based analogy are based on a qualitative, heuristic estimate of how easy it might be to reduce the difference.

**A Typology of Functional Differences:** The SBF language provides a vocabulary for expressing certain types of functional differences between design analogues. Since the device functions are expressed in certain ways in the SBF language, there are a small number of dimensions along which two functions can differ; the differences can be many along each dimension. The typology of functional differences includes the categories of substance difference, substance-property-value difference, substance-location difference, component difference, and component-parameter difference (Goel, 1989). These differences are along the dimensions of all possible constituents of the representation of functions in SBF language. Modeling devices with the control mechanisms such as feedback and feedforward and the task of designing such devices in this work has brought out another important type of functional difference that we call **substance-property-value-fluctuation difference**. That is, the difference between a desired function and the function in a retrieved design is in the range of fluctuation of a property value for the input or output substance. For instance, the difference between the function of a device without feedback mechanism and that of a device with feedback is in the fluctuation in a value of the output substance property such as large vs. small fluctuation.

There can be several different types of matches possible upon the retrieval of a set of candidate analogues: (1) the set contains an **exact match** in which case the target problem is solved; (2) the set is empty in which case the target problem cannot be solved by analogy; (3) the set is a singleton in which case there is no need for ordering (but the differences between the source and target problems are computed for use in the task of transfer and modification); and (4) the set contains multiple partial matches in which case the ordering is performed.

In the current example (i.e., retrieving based on the functional specification shown in Fig-
ure 4.4), the situation is single partial match because the stored design of Nitric Acid Cooler is the only design analogue that matches partially with the desired function of high-acidity sulfuric acid cooler. But, for the purpose of illustrating how IDEAL orders analogues, consider a different situation where two low-acidity cooler designs, a low-acidity NAC and a low-acidity Sulfuric Acid cooler, were selected.

IDEAL adopts its metrics of ordering from KRITIK. The measure of how “large” is a functional difference is dependent on the following two aspects: matching of behavioral states and matching of behavioral state features. IDEAL’s heuristic estimate for ordering is based on how many of the input and output behavioral states match, and which state features and how many of them match in the target functional specification and the function of the candidate design analogue. In the situation where both a low-acidity NAC and a low-acidity Sulfuric Acid cooler were selected, IDEAL would order the latter as a better match than the former because the Sulfuric Acid cooler matches with the desired function on the substance also.

Although the above description of the selection and ordering tasks focused on probing the memory of analogues with a desired functional specification, those methods for matching on structural constraints of the given problem are very similar. Since the structural organization of analogues in memory is also similarly hierarchical, the same kind of search down the hierarchy as in Figure 4.5 works except that the matching now is on structural relations, components and substances, and their properties, as opposed to input and output states of a desired function. Similarly, the ordering of analogues is based on structural differences as suggested by the SBF language, and the heuristic estimate of the degree of match is based on how many of the structural relations, and component-parameters and substance-properties in the structural constraints of the target design problem match with those of the candidate design analogue.

### 4.3 Storage of the Target Design Analogues

When a new problem is solved and the target design solution is generated (or is acquired from an oracle in case of problem-solving failure), it needs to be stored in analogue memory for future use. Thus the final task in solving problems by analogy is to store the target analogues. For instance, IDEAL stores the new designs it has generated in its analogue memory for later use. In order for a new design analogue to be useful in later problem solving, it needs to be stored in “right” place. That is, the new design needs to be appropriately indexed by its functions and structural constraints because device-design problems specify both the desired functions and the structural constraints that the desired designs should satisfy. Since the analogue memory may not have all the indices predetermined, storing a new analogue requires the indices to be determined for the analogue. If the analogue memory is hierarchically organized, then learning of new indices and even the addition of the new analogue causes the need for re-organizing the memory; it is necessary in order for the future retrievals to be efficient and effective. Since in the representation of analogues in MBA the design analogue points to the SBF model of the
design, the newly learned case-specific SBF model of the device is also stored in the memory. (Adaptation of design analogues and learning of SBF models will be discussed in later chapters.)

4.3.1 Learning of Indices to Target Design Analogues

Generalization-Specialization hierarchies provide a very general model for organizing the analogue memory. Since analogues can be discriminated along multiple dimensions, the analogue memory in general may contain multiple generalization-specialization hierarchies. In order to be able to retrieve an analogue when a new problem is specified, the vocabulary used for indexing the analogues has to match the dimensions of generalization/specialization. In addition, the level of generalization at which an analogue is stored also determines whether it will be retrieved when a new problem is given. Storing an analogue in such an analogue memory thus implies two distinct issues in index learning: learning the indexing vocabulary and learning the right level of generalization. Deciding on the indexing vocabulary generally requires some notion of what is important about the new analogue and the task for which it is likely to be reused. The level of generalization depends in part on the analogues already stored in memory and the inductive biases that can be generated at storage time.

In model-based analogy, we explored the hypothesis that the SBF model of a design, together with a specification of the task for which the design analogue may be reused, provides the vocabulary for indexing the design analogue in memory. Furthermore, we explored how the model-based method, together with similarity-based learning (using earlier design analogues in memory) helps to determine the level of index generalization.

4.3.1.1 Functional Indices

Recall that the design analogues in IDEAL are indexed by their functions and are organized in generalization-specialization hierarchies along the dimensions of properties of substances. In order to illustrate IDEAL's learning of indices, let us suppose that its memory has a snapshot as shown in Figure 4.9(a).

Now consider the task of identifying indices for the design of high-acidity SAC (Figure 4.7(a)), whose structure, function, and behavior are shown in Figures 4.7(b), 4.7(c), and 4.7(d) respectively, before storing it in memory. This design may have been generated by adapting the similar design analogue, for instance the design of low-acidity NAC, currently available in memory (Goel, 1991a) or it may have been given directly by an oracle. Although the analogue memory presently has designs of acid coolers organized only along the dimension of property acidity, the new design analogue may better be indexed along other dimensions also so that it is more useful in future design episodes. In general, there are two different issues concerning the selection of functional indices for the new design analogue. First, if a new design is stored only along the substance properties specified in its function, the retriever would not be able to make use of knowledge of other substance properties relevant to the design. Second, if the new
Figure 4.7: Design of High-Acidity Sulfuric Acid Cooler
design is indexed by all the properties of the substance in its functional specification, then the analogue retriever may retrieve a design based on a match with an unimportant property, which can make adaptation hard or even impossible. Hence, the issue becomes how to determine the substance properties that are relevant to the functioning of the design. Therefore, the important issue is how to learn new indexing vocabulary.\textsuperscript{3}

4.3.1.2 Model-Based Learning of Functional Indices

In MBA, SBF models provide the knowledge to constrain these tasks of index learning. The process of MBA capitalizes on the knowledge of the causal behavior in the SBF model of the new analogue. In particular, it uses the behavioral requirements on the substance expressed under UNDER-CONDITION-SUBSTANCE to identify the substance properties relevant to the functioning of the design. These behavioral requirements of a substance specify that in order for the transition to take place the properties of the specified substance should satisfy certain conditions and hence are important to the design. Thus they help to learn new indices appropriate for the new design.

IDEAL's algorithm for selecting useful indices to a new analogue is shown in Figure 4.8. Given a new design analogue and the type of indexing (i.e., functions), this method traverses through the causal behaviors in the SBF model of the design to identify substance properties on which the working of the design is predicated. Since the SBF model can specify multiple behaviors, the outer loop in the algorithm analyzes each causal behavior in the model. The second loop is for analyzing the transitions of a causal behavior. If a substance property is a part of the causal context of a transition,\textsuperscript{4} then the algorithm adds it to the set of indexing features if it is a property of the containing substance in the functional specification; and, it adds it to the set of alternative indexing features if it is also in the parameter-relations on the transition. Since the causal behaviors in IDEAL's SBF model are specified at different levels of detail, the algorithm searches the space of behaviors in a breadth-first manner. If a higher level behavior does not lead to the identification of any useful substance properties, then the more detailed behavior, indicated by by-behavior, is added to the list of plausible sources of indexing features.

For example, given the functional specification of high-acidity SAC (Figure 4.7(c)) and its causal behavior (Figure 4.7(d)), the above method results in acidity and state as the indexing features for storing this analogue in memory. This is because the annotation on transition\textsubscript{2-3} specifies that the transition can occur only under certain conditions on properties state and acidity of the substance flowing through $H_2SO_4$-pipe-2. The initial analogue memory (Figure 4.9(a)) did not have the property state as part of its indexing vocabulary. The SBF model

\textsuperscript{3}By new indexing vocabulary, we do not mean that the vocabulary is new to IDEAL but rather it is new for the purpose of indexing.

\textsuperscript{4}get-under-conditions in the algorithm gets the annotations such as UNDER-CONDITION-SUBSTANCE and UNDER-CONDITION-COMPONENT from the given transition corresponding to the type of indexing used.
Input:
- Design analogue, C, that needs to be stored.
- Functional specification of the design, F.
- Type of indexing, T, that is, functional.
- One causal behavior (subset of model), M, corresponding to F.

Output: Exact vocabulary for indexing C, i.e., the set of useful features from F.

Procedure:
initialize
containing-substance-props \( P \) = get-containing-substance-properties(\( F \));
indices = alternative-indices = plausible-sources-of-indices = {};
while true do
1. foreach causal behavior \( B \in M \) do
   - foreach transition \( t \in B \) do
     - conditions-on-features = get-under-conditions(\( T, t \));
     - indices = indices \cup \{ f \mid \text{feature } f \in \text{conditions-on-features} \wedge f \in P \};
     - alternative-indices = alternative-indices \cup \{ f \mid \text{feature } f \in \text{conditions-on-features} \wedge f \in P \wedge \text{parameter-relations}(t) \};
     - if indices = \( P \) then exit(indices);
     - if conditions-on-features = {} then plausible-sources-of-indices = { } then plausible-sources-of-indices = { };
   end
2. if plausible-sources-of-indices = { } then
   - if indices \neq {} then exit(indices);
   - if alternative-indices \neq {} then exit(alternative-indices);
   - indices = \{ p \mid p \in P \wedge \text{input-state-value}(p) \neq \text{output-state-value}(p) \};
     if indices \neq {} then exit(indices);
   - indices = \{ p \mid p \in \text{get-contained-substance-properties}(F) \wedge \text{input-state-value}(p) \neq \text{output-state-value}(p) \};
     if indices \neq {} then exit(indices);
   - exit(\( P \));
3. \( M = \) plausible-sources-of-indices;
4. plausible-sources-of-indices = { };
end

Figure 4.8: A model-based method to obtain functional indices for design analogues
however suggests that state is a useful index to the new design analogue, and so IDEAL indexes the new analogue by state also. A snapshot of the analogue memory after storing this design is shown in Figure 4.9(b).

Once the indexing features are selected, IDEAL uses similarity-based learning to generalize them. Under each property, IDEAL organizes the analogues in a binary tree discriminated on values of the property in the analogues. It uses the differences in the values of a given property that constitute a type of functional difference between two designs to determine whether the two designs belong to the same category or to different categories. For example, the design of high-acidity SAC is stored under the category of Acidity-High-Node8 that is different from that of Low-Acidity-Coolers (Figure 4.9(b)) because their values of acidity differ. The level to which the indices are generalized depends on how similar are the corresponding values in the new and old analogues in memory. For instance, a more general category Acidity-Spec-Root-Node7 is created that covers both low and high values of acidity.\(^5\) Note that $H_2SO_4$ Cooler Case is stored in multiple levels corresponding to the nodes Acidity-Spec-Root-Node7 & Acidity-High-Node8 under the property acidity and at one level corresponding to the node State-Spec-Root-Node9 under the property state.

4.3.1.3 Structural Indices

IDEAL uses the structural relations between different components in a design structure and the parameters of components in the design as dimensions for organizing design analogues struc-

\(^5\)The general value of acidity at this higher-level node comes from IDEAL's knowledge of qualitative values and quantitative values. If the values are qualitative, it is determined by climbing up a known value hierarchy. And, if the values are quantitative, a new value range is created that spans from the lowest of the two child nodes in the discrimination tree to the highest of the two.
urally. That is because some class of design problems involve specifications of structural relations desired and values or ranges desired for parameters of components to be used in the designs. For example, as shown in Figure 4.3(a), it organizes acid coolers along the dimension of structural relation (INCLUDES Heat-Exchange-Chamber $HNO_3$-pipe-2) at one level, and further discriminates between analogues based on values of component parameters. The $HNO_3$ cooler case that cools $HNO_3$ from $T_1$ to $T_2$ is stored under the structural relation (INCLUDES Heat-Exchange-Chamber $HNO_3$-pipe-2) and along the parameter capacity of the pipe in Figure 4.3(a).

4.3.1.4 Model-Based Learning of Structural Indices

Now consider the task of identifying structural features as indices for the design of high-acidity SAC (Figure 4.7). This task is analogous to, but different from, that of learning functional indices. The same issues as we have seen in learning of functional indices arise in this task as well. Again, IDEAL capitalizes on the knowledge of the causal behavior in the SBF models in order to address these issues. It uses the behavioral and structural requirements on the structure expressed under UNDER-CONDITION-COMPONENT and UNDER-CONDITION-STRUCTURE respectively to identify the structural features relevant to the functioning of the design.

IDEAL’s algorithm for selecting useful structural indices to a new analogue is shown in Figure 4.10. Given a new design analogue and the type of indexing (i.e., structural features), this method traverses through the causal behaviors in the SBF model of the design to identify structural relations and component parameters on which the working of the design is predicated. Note that the method in Figure 4.10 is very similar to that in Figure 4.8—the major difference is in the types of context captured in the transitions of SBF models that come to bear upon the task; context stored in UNDER-CONDITION-SUBSTANCE is used for learning functional indices while the contexts in UNDER-CONDITION-COMPONENT and UNDER-CONDITION-STRUCTURE are used for learning structural indices.

For example, given the structure of high-acidity SAC (Figure 4.7(b)) and its causal behavior (Figure 4.7(d)), this method results in the structural relations (INCLUDES Heat-Exchange-Chamber $H_2SO_4$-pipe-2) and (CONTAINS $H_2SO_4$-pipe-2 $H_2SO_4$), and the component parameters capacity of $H_2SO_4$-pipe-2 and volume of Heat-Exchange-Chamber as structural indices for storing the design of high-acidity SAC. This is because the annotation on transition23 specifies that the transition can occur only under certain structural relations between components and certain conditions on parameters of components. Note that the structural organization of analogue memory after storing this design (Figure 4.3(b)) has new indices, namely, the structural relation (CONTAINS $H_2SO_4$-pipe-2 $H_2SO_4$) and the parameter volume of Heat-Exchange-Chamber.
Input:
• Design analogue, $C$, that needs to be stored.
• Structural description of the design, $S$.
• Type of indexing, $T$, that is, structural.
• All causal behaviors (model), $M$, including one for the function.

Output: Exact vocabulary for indexing $C$, the set of useful features from $S$.

Procedure:
initialize
component-parameters $P = \text{get-component-parameters}(S)$;
component-structural-relations $R = \text{get-component-structural-relations}(S)$;
indices-strl-relations = indices-comp-params = {};
plausible-sources-of-indices = {};
while true do
  1. foreach causal behavior $B \in M$ do
      
      • foreach transition $t \in B$ do
          
          • indices-strl-relations = indices-strl-relations
            $\cup \text{get-under-conditions}(T, t)$;
          • indices-comp-params = indices-comp-params $\cup \{(p, c) \mid p \text{ is a parameter of component }$ $c \land$ $p \in (\text{parameter-relations}(t) \cup \text{get-under-conditions}(T, t))\}$;
          • if ((indices-strl-relations = $R$) $\land$ (indices-comp-params = $P$)) then
              exit(indices-strl-relations, indices-comp-params);
          • if ((indices-strl-relations = {}) $\land$ (indices-comp-params = {})) then
              plausible-sources-of-indices =
              plausible-sources-of-indices $\cup \text{get-detailed-behavior}(t)$;
      end
    end
  2. if plausible-sources-of-indices = {} then
      
      • if ((indices-strl-relations $\neq$ {}) $\land$ (indices-comp-params $\neq$ {})) then
          exit(indices-strl-relations, indices-comp-params);
      • if indices-strl-relations = {} then indices-strl-relations = $R$;
      • if indices-comp-params = {} then indices-comp-params = $P$;
      • exit(indices-strl-relations, indices-comp-params);
  3. $M = \text{plausible-sources-of-indices}$;
  4. plausible-sources-of-indices = {};
end

Figure 4.10: A model-based method to obtain structural indices for design analogues
In the previous chapter, we described the memory issues in the MBA process such as indexing and organization of analogues, retrieval of analogues, index learning, and storage. In this chapter, we discuss the issues of non-local modifications and cross-domain transfer that arise in the transfer and modification subtask of the MBA process. This subtask is to transfer the solution in the retrieved source analogue to the target problem and modify the solution to fit the target problem. Retrieval of a source analogue can lead to one of several conditions: no match, exact match, and partial match. If no analogue is retrieved for the target problem, the MBA process fails to solve the problem. If the match between the target problem and the retrieved source analogue were exact, then the transfer of the solution from the source analogue to the target problem is trivial because no aspect of the solution needs to be modified. On the other hand, adaptation (i.e., transfer and modification) becomes necessary in the MBA process when the source analogue is a partial match to the given problem. This task raises two issues.

The first issue is to identify "what" in the source design analogue needs to be modified, given the differences in the source problem and the target problem. That is, the task is to set up adaptation goals. Differences between the source and the target problems are computed in the retrieval stage of the MBA process. In some domains such as the design of physical devices, since a single difference in the problems can map onto multiple differences in the solutions (i.e., a one-to-many relationship), the reasoning required to solve this task can be very complex. The reasoning can become very expensive especially when there are multiple differences in the source and target problems. It is even harder in analogical reasoning because the target solution is not available yet at this stage and the modifications to the source design solution need to be identified. Therefore, the issue becomes how to control this reasoning. In MBA, our solution is to use the knowledge of device models to guide the process. The SBF representations of device models are especially useful because they explicitly capture how the functions of structural elements get composed into the overall device function and what aspects of the device are important for its functioning. That is, the knowledge of composition encapsulated in the device model helps in decomposing the device and thus controlling the inferences in identifying structural modifications for the given functional differences.

The second issue is how to actually make the modification to the solution in the source design analogue given a difference in the problems. That is, the task is how to achieve adaptation goals.
To make the modification computationally tractable, it is desirable of a computational process to localize the modification to a small structural element when possible. In device design, once a structural element is localized for modification for a given functional difference, there can be multiple ways of realizing the modification to reduce the difference. The selection of a strategy depends on the specific functional difference, the structural elements available, and the very knowledge of making modifications (i.e., the strategic knowledge). A simple modification such as replacing a selected structural element with a new one is not always sufficient and may not even be possible due to the above dependency. Moreover, it may not always be possible to localize the functional difference to a modification to a structural element. Therefore, there is a need for multiple strategies for handling all these different types of modifications (for instance, local and non-local). In the MBA process, we use different strategies for achieving different adaptation goals. One of the central foci in this work is on making non-local modifications. Making non-local modifications can be hard because of the reasoning required to infer interactions between non-local elements and take care of their effects. Therefore, to control the reasoning, there is a need for design knowledge that encapsulates the relationships and dependencies between non-local modifications and their effects. In MBA, our solution to this issue is to use design patterns. In this chapter, we describe how GTMs are used for this purpose in the MBA process. But first, let us indicate how the MBA process integrates two different types of transfer.

Multiple Types of Transfer: Depending on the level of abstraction of the retrieved knowledge (i.e., a source design analogue or a design pattern) and the source of strategic knowledge for adaptation, there are two different types of transfer mechanism possible in the MBA process: (1) modification of the retrieved design to achieve the functionality of the desired design and (2) transfer of design knowledge from a different design domain. The first type of transfer assumes that an adaptation strategy that makes the needed modification is available in the domain of the target problem. This type of transfer is possible when the retrieved knowledge is a specific design from the same domain as the target problem. We call the process involved in this type of transfer model-based adaptation. The second type of transfer is possible when the retrieved knowledge is an abstraction such as a design pattern learned in a different domain.

In this chapter, we will describe the two types of transfer processes at two levels in a nested manner: at the outer level, we describe the process of model-based adaptation between specific designs (i.e., transfer process-1); and at the inner level, we describe the process of instantiation of a design pattern such as GTM (i.e., transfer process-2) to solve a subtask of transfer process-1. Thus transfer process-2 supports transfer process-1 in MBA. Figure 5.1 illustrates this relationship between the two types of transfer processes. The transfer of design patterns occurs for achieving the adaptation goals that arise in transferring between specific designs. This will become clearer as we walk through the process(es) in the following sections.
5.1 Spawning of Adaptation Goals

When there are differences between the functions specified in the target problem and the source analogue, IDEAL sets up the task of spawning the adaptation goals—the specific goals for adapting the partial design solution in the source analogue. (Computation of functional differences was described in the previous chapter in the context of ordering retrieved analogues.) This task involves localizing (if possible) the possible “faults” in the source design that when fixed can help to deliver a solution to the target problem, given the functional differences to be reduced. In other words, this task is to propose candidates for modification that can help to deliver the desired function. That is, this task of diagnosis takes as input the desired function, a source design analogue, and the functional differences between the source and the desired, and gives as output a set of possible faults. Each possible fault can be described as a triple consisting of either a substance or a component in the source design, a property of that substance or compo-
ment, and a relation between that property and some property in the output state of the desired function. In order to control the complexity of reasoning in this task, we use the knowledge of device models in the process for MBA. That is, in the model-based approach, the device model indexed off the source analogue guides the localization and identification of the faulty parts that need to be repaired.¹

The task of mapping a given set of functional differences to the candidate structural modifications is in general very hard, especially when there are multiple differences and the needed modifications are non-local, many, and interacting. In order to deal with the computational complexity of this task, IDEAL uses the knowledge of device models to constrain the process. That is, it uses the algorithm shown in Figure 5.2, which given the functional differences and the SBF model of the source design traces through the model and identifies specific structural elements (components or substances) that need to be modified.² The functional differences to be reduced and a selected modification together constitute an adaptation goal.

If the function desired of a design and the function delivered by the device in the source design analogue differ in more than one feature, then IDEAL heuristically ranks the differences in order of the difficulty of reducing them. For instance, in the domain of physical devices that can be modeled in terms of the flow of substances between components, reducing the difference $\text{substance}_1 \rightarrow \text{substance}_2$ is heuristically believed to be less difficult than reducing $\text{value}_1 \rightarrow \text{value}_2$ of a property.

Let us now trace through the algorithm given in Figure 5.2 in order to understand IDEAL’s process of identifying possible faults in the source design. IDEAL first accesses the SBF model of the source design using the function of that design, that is, using the pointer $\text{by-behavior}$ in the function schema. Then it traces the behavior backwards starting from the final state and identifies the substance properties or component parameters that are related to the property in the output state of the candidate design function. In the traversal, it finds the transitive closure of the property that needs to change, that is, all the properties that are either directly related to this property or that are related to this property through one or more properties.³ In order to avoid infinite traversals through the causal behaviors with loops, IDEAL keeps track of all the visited states and checks if it has already visited the current state; and if the answer is 'yes' then it stops.

The loop in the BACKTRACE procedure essentially considers if the knowledge encapsulated

¹IDEAL’s method for diagnosis basically comes from its predecessor system KRITIK2. The original algorithm has been reported in (Stroulia et al., 1992). In this work, we have adapted it to apply for diagnosing “non-linear” causal behaviors that involve causal loops, and forks and joins in a causal sequence.

²In this and the subsequent algorithms, the notation $\text{slot-name(schema)}$ denotes the value of a slot in a schema. For example, $\text{PropertyList(StateOUT(F))}$ denotes the value of the slot $\text{PropertyList}$ in the schema for $\text{State}_N$ which in itself is a slot of the schema for function $F$. All these notations are similar to those introduced in the formal descriptions of SBF models in Chapter 3.

³Suppose that P is the property to change. If there is a relationship between P and another substance property or component parameter Q, then Q is added to the set. Similarly, if there is a relationship between Q and another property R, then R is also recursively added to the set.
Input:  
• Desired function, $F_{new}$.
• Source design analogue, $C$.
• Functional difference, $FD = F_{new} - F_{old}$, where $F_{old}$ is the function in $C$.

Output:  
• A set of possible faults (or candidate modifications), $S_{possible-faults}$.

Procedure:

initialize

$F_{old} = functional-spec(C)$;

$S_{possible-faults} = \{(E, P_i, Relation) \mid E \in \{Sub, Comp\}, P_i \in PropertyList(E), and$

$\exists P' \in PropertyList(StateOUT(F_{new})) s.t. P' Relation P_i holds good$

and $P'$ is the property whose value needs to be changed,

and $Relation \in \{directly-proportional-to, inversely-proportional-to\}$;

$B_{old} = function-by-behavior(F_{old})$; visited-states = {};

begin

$S_{possible-faults} = \text{BACKTRACE}(behavior-final-state(B_{old}), S_{possible-faults}, visited-states)$;

end.

BACKTRACE (state, $S_{possible-faults}$, visited-states)

current-state = state;

LOOP: previous-state = state-previous-state (current-state);

if previous-state = NIL \lor current-state \in visited-states, then exit LOOP;

case:

(1) if there is a qualitative equation in state-previous-transition(current-state),

and property $P_i \in S_{possible-faults}$ such that $P_{old}^{i} Relation P_i$, where

$P_i$ is a parameter of a component or a property of another substance $E$,

and $P_{old}^{i}$ is a property in the current design,

then $S_{possible-faults} = S_{possible-faults} \cup \{(E, P_i, Relation)\}$

where $P_{new}^{i} Relation^{-1}(P_{new}^{i})$, and

$P_{new}^{i}$ is the value of $P_i$ in the desired design;

(2) if there is a functional abstraction of a component $E$ (i.e., Comp in USING-FUNCTION) and a condition on the substance properties on which $E$ operates (i.e., $Condition_{SUB}$) in state-previous-transition(current-state),

and property $P_i \in S_{possible-faults}$ such that $P_{old}^{i} = P_i$, where

$P_i$ is a property of the substance in $Condition_{SUB}$, and

$P_{old}^{i}$ is a property in the current design,

then $S_{possible-faults} = S_{possible-faults} \cup \{(E, P_i, directly-proportional-to)\}$

where $P_{new}^{i}$ determines the type of component $E$, and

$P_{new}^{i}$ is the value of $P_i$ in the desired design;

(3) if there is a pointer to a new behavior sequence $B'$ such that the transition state-previous-transition(current-state) depends on a transition, $tr$, of $B$

then BACKTRACE (transition-next-state($tr$), $S_{possible-faults}$, visited-states);

end-case

visited-states = visited-states $\cup \{\text{current-state}\}$;

current-state = previous-state; goto LOOP;

end.

Figure 5.2: IDEAL's Method for Spawning Adaptation Goals
in the previous transition of the current state indicates whether any of the current possible faults are related to some substance property or component parameter; if the transition does indicate so, then the particular property is added to the set. There are three different types of knowledge in the transition that may lead to adding a new property to the set of possible faults: (1) if there is a qualitative equation in the transition that relates a property in the current set of possible faults to a substance property or a component parameter, then that property is added to the set (i.e., actually, the triple consisting of substance/component, its property/parameter that is related to one in the current set, and the relationship between the properties/parameters); (2) if a component contributes a function to the transition, and there is a condition on the property of a substance on which the component operates, and if that property is related in an equality relationship to a property in the current set of possible faults, then that property is added to the set (the relationship between the properties is treated as directly-proportional-to); and (3) if the transition is dependent on a transition in another internal behavior of the device, then that behavior is also traversed in the same way as the current one, starting from the next state of the transition in that behavior.

At the end of the process described above, IDEAL finds all the possible candidates (substances and components) for modification. But, it is not necessary that for all types of functional differences IDEAL would find the set that is a proper subset of the substances and components in the entire structure of the candidate design (that is, it may not be able to localize the modifications to a subset of the structural elements.). For instance, when the functional difference is of the type substance-property-value-fluctuation difference, IDEAL cannot localize the modification because such a difference is not localizable. We will present an example with such a functional difference later in this chapter.

When there are multiple candidates for modification to reduce the functional differences, IDEAL tries them one-by-one until either it is able to successfully modify the candidate design to deliver the desired function or it exhausts all the possible modifications (and it fails). When none of the modifications to the current candidate design lead to a solution, then IDEAL tries to adapt a different source design, if there is one; otherwise, it fails.

5.2 Multiple Adaptation Strategies

Once a set of possible candidate modifications is identified for the candidate design, the task is to choose one and execute it in the candidate design. In general, different types of modifications require different kinds of adaptation knowledge. Therefore, to facilitate selection of an appropriate strategy for a given modification, we need a typology of modifications.

A Typology of Structure Modifications: The SBF language provides a vocabulary for expressing certain types of modifications to the structure of a design. The typology of structure modifications (or, in other words, adaptations) includes the categories of substance substitution (including substance generalization and specialization), component replacement, substance-
property modification, component-parameter modification, and component (or in general, device
substructure) composition (i.e., component addition), and instantiation of a GTM (including
structure replication or cascading, feedback control, and feedforward control mechanisms). In
this work, the central focus is on the adaptation strategy that uses the knowledge of GTMs.

Recall that in IDEAL the functional differences to be reduced and a selected modification
together constitute an adaptation goal. The adaptation goals are used as probes into the memory
to retrieve the applicable adaptation strategies (otherwise also known as repair strategies). The
task of "repair" is to execute a candidate modification given a set of possible modifications
and strategies. In the context of design, it involves modifying the candidate design so that the
possible faults are eliminated. That is, it takes as input the desired function, the candidate design
analogue, functional difference between the desired and the candidate, and a set of possible
faults, and gives as output a modified model and the corresponding function.\footnote{The structure of the candidate design analogue is modified only after evaluating the modified behavior by simulation.} It uses two
types of knowledge: knowledge of functional differences and knowledge of adaptation strategies.
In model-based analogy, the application of an adaptation strategy includes both repair and
evaluation of the candidate solution. (Hence, these strategies may also be referred to as repair
& evaluation strategies.) In IDEAL, these two steps are interleaved because that helps in avoiding
the modification of the device structure in case it would not achieve the desired function.

Given a functional difference, there may be more than one potential structural modification
possible, any of which when applied can result in reducing the difference. And, similarly, given a
selected modification, there may be multiple strategies applicable to achieve that modification.
When such multiple strategies are applicable, IDEAL chooses the simpler ones (i.e., those that
make local modifications, for instance, the strategies of substance substitution and component
replacement) prior to the more complex ones (i.e., those that make non-local modifications,
for instance, the strategies corresponding to the instantiation of different GTMs). Furthermore,
when a functional difference involves differences in multiple constituents (for instance, in multiple
properties of the input substance or output substance), reducing the functional difference may
require application of several strategies one after another.

We will now briefly describe each of the above modifications and the corresponding strategies
in IDEAL, and then later focus on the strategy of instantiation of GTMs. For details on the
types of modifications, see (Goel, 1989).

\textbf{Substance Substitution:} In this type of structure modification, a substance in the candidate
design analogue is \textit{substituted} by another substance. This is one of the simplest modifications in
design, and it does not result in any changes to the structural topology of the candidate designs.

\textbf{Substance-Property Modification:} This type of modification is applicable when the func-
tional difference is of the type substance-property-value difference. That is, when the desired
function differs from the candidate design in the value of a substance property. Making this modification may require modifying a component that affects the substance prop-
property. Such component modification may be simply a component-parameter modification or component replacement, or it may even involve component addition or instantiation of cascading GTM in the particular component. Thus even achieving substance-property modification may result in changes to the structural topology of a candidate design under the additional structural constraints on the available components.

**Component Replacement:** In this type of modification, a component in the candidate design analogue with a specific function is replaced by another component that achieves the new, different, localized function as determined by the desired function.

**Component-Parameter Modification:** This type of modification is applicable when the overall functional difference maps onto the difference between the value of a parameter of a component in the desired design and the corresponding value in the candidate design. For instance, a substance-property-value difference in the desired and candidate functions may map onto changing the parameter value of a component in the candidate design.

**Component Addition (or Device Composition):** This type of modification involves inserting (adding or composing) a component whose function is less than or equal to the local desired function in a candidate design. That is, when the component is (serially) added, the functional difference between the desired and the candidate designs reduces. In general, this modification may be repetitively applied to solve an adaptation problem. Further, the revision of the SBF model of the candidate design involves inserting the behavior segment that corresponds to the function of the added component after the state resulting as output of the component in the candidate design. Suppose that the problem is to adapt a simple electric circuit that produces light of intensity 6 lumens taking electricity of voltage 1.5 volts as input for generating a design to produce light of 12 lumens. That adaptation may involve the addition of a 1.5-volt battery when the battery is selected for modification. The component addition is a special case of the more general strategy of device composition. While component addition involves adding only a primitive structural element at a time, the more general device composition involves adding a device that may be composed of multiple structural elements to the candidate design.

**Instantiation of GTMs:** The instantiation of GTMs is applicable for achieving different types of structure modifications depending on the particular GTM instantiated and the particular functional difference to be reduced. For instance, this is applicable for reducing both the substance-property-value difference and the substance-property-value-fluctuation difference. While cascading GTM is applicable for reducing substance-property-value difference when there are structural constraints on the available components, the feedback GTM and feedforward GTM are applicable for reducing substance-property-value-fluctuation differences. More specifically, the feedback GTM is applicable when the fluctuation in the output substance property value of a device needs to be reduced, and the feedforward GTM is applicable when the fluctuation in the input substance property value needs to be reduced. We will describe the strategy of instantiating GTMs in much detail in the next section.
5.3 Adaptation by Instantiation of GTMs

GTMs can be used in the transfer process by their instantiation in the context of target problems and candidate designs. GTMs can also play other roles in analogical design: act as indices to different analogues and help in the retrieval process; and mediate the mapping between the source analogue and the target problem and help in the transfer process. In IDEAL's computational process, GTMs are learned from design analogues (as explained in the Chapter 7), stored in an abstraction memory, and used for solving new design problems by instantiation, where the original designs and the new problems might be from different device domains.

Figure 5.3 illustrates the IDEAL's partial process of analogical design via GTMs. (Compared to the process of model-based analogy in Figure 2.1, this figure excludes the stages that use GPPs and perform problem reformulation.) When a target design problem is presented, IDEAL first uses it as a probe into its analogue memory and retrieves a best matching source design analogue (and its SBF model). When there are differences between the functions specified in the target problem and the source analogue, it spawns the goal of adapting the design solution in the source analogue. Different types of functional differences lead to different types of adaptation goals.
some requiring only simple modifications (such as parameter tweaks) and some others requiring more complex modifications (such as topological changes). IDEAL first tries to perform simple modifications to the source design and considers more complex ones only when the simpler ones do not lead to a target solution. In order to control the reasoning involved in making complex, non-local modifications in design, a computational process such as in IDEAL needs knowledge that can encapsulate the relationships between non-local modifications and their effects; in device design, such relationships really are relationships between functional differences and the differences in causal behaviors, which exactly is the type of knowledge GTMs encapsulate. Therefore, IDEAL uses the knowledge of GTMs in making some types of complex modifications that involve changes to the device topology in the source analogue. It uses the adaptation goal as a probe into its memory of GTMs in order to retrieve a GTM and instantiate the retrieved GTM in the context of the target problem. By instantiating a retrieved GTM, it first modifies the behaviors in the SBF model of the candidate design and then modifies the structure of the design.

An Example GTM: Feedback Mechanism

Recall that in model-based analogy, the GTMs are also represented using the same SBF language as that used to represent device models. The SBF representation of a GTM encapsulates two types of knowledge: knowledge about the patterns of differences between the functions of known designs and desired designs that the GTM can help reduce; and knowledge about the patterns of modifications to the internal causal behaviors of the known designs that are necessary to reduce the differences. That is, it specifies relationships between patterns of functional differences and patterns of behavioral modifications to reduce those functional differences. For example, Figures 5.4(a) & (b) respectively show these two types of knowledge for a partial model of the feedback mechanism. Figure 5.4(a) shows the patterns of functions $F_1$ and $F_2$ respectively of a candidate design available and the desired design, and the conditions under which the mechanism is applicable. Because of the tasks for which they are used in model-based analogy, the GTMs are indexed by the patterned functional differences such as shown in Figure 5.4(a) (i.e., the fluctuations in the output substance property values are large vs. small). The model of the feedback mechanism indicates that the desired behavior ($B_2$) can be achieved by modifying the candidate behavior ($B_1$) through setting up the indicated causal relationships between the latter and the additional behaviors (that achieve the subfunctions of $F_2$ other than $F_1$ characterized in the applicability conditions of the mechanism). In particular, the feedback mechanism suggests the modification of looping back some output to the input and modifying the effective input to the device. Figure 5.4(b) shows (both diagrammatically and textually) the relation-

---

5Feedback can be open loop or closed loop in devices. Closed-loop feedback itself can be of 4 different types depending on the relationships between the output substance and feedback substance, and between the feedback substance and the input substance. The feedback mechanism described here is only one type of closed-loop feedback in which the output substance, feedback substance, and the input substance are all same. Also, there is no claim that there are only 4 types of feedback mechanisms; in general, there may be more.
ships in a partial model of the feedback mechanism that IDEAL indeed learns from the designs of amplifiers (as explained in Chapter 7).

![Diagram of IDEAL's use of GTMs in design by analogy](image)

**Figure 5.4: The SBF Representation of A Feedback Mechanism**

### 5.3.1 Retrieval of GTMs

We will now illustrate the IDEAL’s use of GTMs in design by analogy. Consider a design problem it solves in the domain of mechanical controllers.\(^6\) Suppose that the new problem has a functional specification that given the substance angular momentum with a magnitude of \(L_i\) and

\[ F_2 = f : (?val11, ?val21) \rightarrow ?val11' + F_1 : (?val11) \rightarrow ?val21 \]

\[ B_2 = B_1 + B_{22} \]

where \(B_{22}\) achieves function \(f\)

The relationships between \(B_1\) and \(B_{22}\) are such that:

- **Final States (B1)** ↓ **Initial States (B22)**
- **Final States (B22)** ↑ **States (B1)**

\(^6\)The representations of the designs of gyroscope control system here are shown in more detail than their corresponding ones in Chapter 1.
clockwise direction at an input location (gyroscope), the device needs to produce the angular momentum with a magnitude $L_0'$ proportional to the input and the same direction at a specified output location. In addition, it specifies the constraint that the output cannot fluctuate much around an average value (i.e., $L_0'$ needs to be $L_{avg} \pm \delta$, where $\delta$ is a small fluctuation). This is the problem of designing a gyroscope follow-up (Hammond, 1958).

Let us also suppose that the design of a device (shown in Figure 5.5 (a), (b), & (c)) which transfers angular momentum from a gyroscope to an output shaft location is available in IDEAL's analogue memory (or is given explicitly as part of the adaptive design problem). The functional specification of the available device is that given an input angular momentum of magnitude $L_i$ and clockwise direction at the input (gyroscope) location, it produces a proportional angular momentum of magnitude $L_o$ and of clockwise direction at the output shaft location; however, $L_o$ fluctuates over a large range, i.e., $L_o = L_{avg} \pm \Delta$, where $\Delta$ is large. Figure 5.5 shows the design of the available device: Figure 5.5(a) presents the functional specification of the device; Figure 5.5(b) shows the structure of the device schematically; and finally, Figure 5.5(c) shows the causal behavior of the device as a sequence of alternating states and state-transitions that explains the internal causal process of the device. IDEAL retrieves (if not given explicitly) the design of gyroscope control system available in analogue memory because the desired function matches with the function of this design.

Now, the task for IDEAL is to transfer and modify the candidate design of gyroscope control system to deliver the desired function. (Here, we are referring to the transfer process-1 illustrated in Figure 5.1.) Simple modifications such as replacing a component in the given design analogue will not result in a device that can solve the new design problem. It is because there is no single component in the device that seems responsible for the large fluctuations and that which may be selected for modification. Then the issue becomes if and how IDEAL can solve such a non-local adaptation problem using the knowledge of GTMs.

The first step for IDEAL in this process of analogical transfer is to retrieve the GTM: It uses the difference in the functions of the candidate and desired designs as a probe into its memory because it indexes the mechanisms by the functional differences and the decomposability conditions on the desired functions. It retrieves the feedback mechanism because the current functional difference, namely, the fluctuation in the output property is large vs. small (i.e., $\Delta$ vs. $\delta$), matches with the difference that the feedback mechanism reduces which is specified in a device-independent manner. Then, it tries to match the decomposability condition on the desired function in the feedback mechanism (see Figure 5.4(a) for the condition $F_2 = ...$) with the current desired function in order to find the subfunctions $f$ (or $g$) that need to be designed for and composed with the candidate function. By performing this match, as guided by the language of SBF models, IDEAL finds the subfunction $f:(L_i, L_0') \rightarrow L_{ww'}$, that is, it needs to design for a structure that takes two inputs, angular momentum with a magnitude of $L_i$ and angular momentum with a magnitude of $L_0'$, and gives as output an angular momentum of $L_{ww'}$. 
Figure 5.5: The Two Designs of Gyroscope Follow-up before and after instantiating the Feedback Mechanism
in the opposite direction at the location of pivot in the candidate design.  

5.3.2 Instantiation of GTMs

The next step for IDEAL in this process is to transfer the retrieved GTM to the target design problem by instantiating it in the context of the target problem. (Now, we are referring to the transfer process-2 illustrated in Figure 5.1). The algorithm for IDEAL's process of instantiating the GTMs is shown in Figure 5.6. Some of the bindings for the state variables in the subfunctions of the GTM are obtained while doing the matching itself. But, some others need to be determined by tracing the relevant behavior of the candidate design backwards and identifying the possible states in the behavior that can be part of the subfunctions. For instance, in the example of gyroscope follow-up design, tracing back from state_4 in the behavior shown in Figure 5.5(c), IDEAL selects the state_2 as a possible candidate for instantiating the MAKES state of the subfunction f. State_3 is not a possible candidate because it specifies a different substance than what is already bound to the substance in the subfunction (i.e., linear momentum vs. angular momentum). Although in this example, there is only one candidate state for modification, in general, there can be multiple candidates. When there are multiple intermediate states that can be candidates for modification by composing with the subfunctions, the nearest from the final state is selected. The rationale behind such a selection heuristic is that the later the modification done in a causal sequence, the lesser the disturbance caused in it (i.e., the lesser the distance the disturbance needs to be propagated before it reaches the output state).

Once a state in the causal behavior of the candidate design is selected for modification, then the template states in f and g are instantiated with the corresponding state-variable values in the selected states. The desired values in the selected state themselves are computed based on the overall functional differences and by regressing through the parameter relations annotating the transitions between the selected state and the final state. For instance, the magnitude of angular momentum in state_2 of the behavior of the candidate design of gyroscope follow-up can be determined to decrease if the output angular momentum rises due to fluctuations, given the specific qualitative relationships between state variables. Once the subfunctions are thus instantiated, the process involves designing for them and composing the new sub-behavior(s) with the behavior of the candidate design as per the relationships specified in the retrieved mechanism.

In the current design scenario, the subfunction IDEAL needs to design really has two parts (as it takes two inputs and produces one output): one that specifies the need for transferring angular momentum from the input location to the pivot location, and the other for transferring angular momentum from the output shaft location to the pivot location. In such cases where f or g have multiple GIVEN or multiple MAKES states, the behavior of the candidate design is

---

7 These specific substances, their properties and values, and their locations are coming from the current design and are thus bound to the template specifications in the SBF representation of the feedback mechanism during matching.
first checked to see if any of the desired state transformations are already achieved by a segment. If so, the effective subfunctions to be designed for will have these states removed from the specification. That is, in the gyroscope follow-up design example, the first part of the subfunction formed is already designed for in the candidate design as the behavior segment \( \text{state}_1 \rightarrow \text{state}_2 \) (Figure 5.5(c)) achieves it. Therefore, in successfully instantiating the mechanism in the candidate design of gyroscope follow-up, IDEAL only needs to find a behavior (and a structure) that accomplishes the second part of the subfunction.⁸

Consider the concrete scenario from IDEAL in which it has the knowledge of a component (called \textit{worm}) whose function is to transfer an input angular momentum to an output location with the magnitude proportional to the output component and the direction dependent on the direction of threading on the worm. This component reverses the direction of the input angular momentum. IDEAL retrieves that component because the desired part of the subfunction matches with its function. It substitutes the appropriate parameters in the behavior of the retrieved design (i.e., worm) to generate a behavior for the desired subfunction.

### 5.3.3 Composition of Behaviors

In order to complete the modification of the candidate design and generate new causal behaviors, IDEAL needs to compose the behavior of the candidate design with the behaviors for achieving the subfunctions. Therefore, in the next step, IDEAL composes that behavior (i.e., \( B_{22} \)) with the behavior of the candidate design (i.e., \( B_1 \)) as per the specification of the causal relationships in the feedback mechanism (as in Figure 5.4(b)) to propose a behavior (shown in Figure 5.5(f)) for achieving the desired function. In general, it needs to compose two sub-behaviors, each corresponding to one of the subfunctions \( f \) and \( g \). Finally, the changes in state variables due to the composition of behaviors need to be propagated forward in the causal behavior (until the end of the behavior or until the same state repeats) and any other behaviors in the model of the device that are dependent on the currently modified behavior. Note that the resulting modification in the design of gyroscope follow-up is a non-local modification because the topology of the candidate design changed. Thus the instantiation of GTMs can enable non-local modifications in device design.

---

⁸Of course, the existing partial design in the candidate design imposes constraints on what kind of design IDEAL can come up with for the part of the subfunction. For instance, the new component needs to be compatible with the worm-wheel if it were to be connected there.
Input:  
- $M_1$, the SBF Model of the Design Analogue, and its Function $F_1$.
- $F_2$, the desired function.
- $G$, a GTM (retrieved by matching $F_2 \sim F_1$).

Output:  
- $M_2$, the SBF Model of the new device that achieves $F_2$.

Procedure:

begin

(1) Select the behavior $B_1$ in $M_1$ relevant to $F_1$.

(2) Bind the initial & final states of $B_1$ to the appropriate GIVEN and MAKES states of the subfunctions $f$ and $g$ in $G$.

(3) if $\exists$ an unbound state variable in $f$ or $g$
then backtrace $B_1$ to find states in $B_1$ that may be modified, considering the bindings from step 2.

(3.1) if $\exists$ multiple candidate states for modification
then Select the state that is nearest to the final state in $B_1$.

(3.2) Compute values of unbound state variables in $f$ and $g$ based on the selected state, $(F_2 \sim F_1)$, and PARAMETER-RELATIONS in $B_1$.

(4) if $\exists$ multiple GIVEN or MAKES states in $f$ or $g$
then Check if $\exists b \in B_1$ that achieves the transformation from any of the GIVEN states to any of the MAKES states in $f$ or $g$.

(4.1) if yes
then $f' = \text{rest of the transformation in } f$.

\quad \text{(i.e., } \langle (\text{GIVEN-states}(f) - \text{initial-state}(b)),
\quad \quad \text{MAKES-states}(f) - \text{final-state}(b) \rangle > \text{).}

$g' = \text{rest of the transformation in } g$.

\quad \text{(i.e., } \langle (\text{GIVEN-states}(g) - \text{initial-state}(b)),
\quad \quad \text{MAKES-states}(g) - \text{final-state}(b) \rangle > \text{).}

(5) Retrieve subdesigns for $f'$ and $g'$.

(5.1) if $\exists$ no subdesigns for $f'$ or $g'$ then FAIL.

(5.2) else

\quad (5.2.1) Adapt the retrieved subdesigns for $f'$ and $g'$ (if necessary).

\quad (5.2.2) Compose $B'_f$, the behavior for $f'$, and $B'_g$, the behavior for $g'$, with $B_1$ as per the relationships in $G$.

\quad (5.2.3) Propagate the resulting changes in state variables forward in $B_1$ and in the dependent behaviors in $M_1$.

end.

Figure 5.6: IDEAL's Method for Instantiating A GTM
CHAPTER VI

PROBLEM REFORMULATION: USE OF GPPS

In the previous chapter, we described how the computational process of model-based analogy addresses different issues in the subtask of analogical transfer. The output of that subtask is a candidate solution to the target problem. More specifically, the proposal is in terms of a model for the candidate solution. The next issue is whether the candidate solution for the target problem really meets the constraints of the problem. The issues then become how to evaluate a candidate solution, and what knowledge may be needed to enable the evaluation and control the reasoning involved.

In general, there are two ways of evaluating a candidate design for the target problem: (1) verification by simulating a model of the device, which we call internal evaluation and (2) implementing the design in a real world and observing its behavior, which we call external evaluation. Since the output of the transfer step in the MBA process is a model for the target design, the process uses a model-based method for evaluating candidate designs internally. The crucial idea in this method is that the SBF model of the source analogue can be modified and simulated to verify if the proposed modifications indeed result in a solution for the target problem without actually making the modifications to the solution (i.e., the structure of the design). Designs may fail for several reasons. When the evaluation is done by simulating the model, if the MBA process finds that the design fails, the process tries to make a different modification to the source analogue and the control goes back to the transfer step.

When the evaluation is done externally by an oracle, if the design fails, there is an opportunity for the computational process to interact with the oracle and acquire feedback on the design failures. When design failures are observed in external evaluation, the interpretation (or understanding) of those design failures is a hard issue and subsequent redesign is yet another hard issue. Understanding the design failures is hard because it involves finding a cause for the failure in the context of the failing design. The model of the design alone is not sufficient for doing this task because it may not be complete. Therefore an issue is what knowledge might be needed to interpret design failures and finding their causes.

In this chapter, we will first describe how designs may be evaluated internally by simulating their SBF device models. Then we will describe how design failures in an external evaluation of designs can be understood, how their design problems can be reformulated and how the failed designs can be subsequently redesigned.
6.1 Internal Evaluation and Design Failures

We described in the previous chapter how the causal behaviors of a source design are modified according to the selected adaptation strategy to generate an SBF model for the desired design. Once the SBF model for the desired design is generated, the model is modified appropriately by propagating the changes to all parts of the behavior. Then the model is simulated to verify if the candidate design indeed achieves the desired function. Only then, the structure of the candidate design is modified to reflect the changes in the behavior and to generate a new design solution. In this section, we will focus on how localized changes are propagated throughout the behavior of a candidate design and how the design is internally evaluated.

In IDEAL, simulation of the effects of candidate modifications on the functions of the design involves tracing through the states and transitions in the model from the modified state to the final state by substituting new values for the parameters and checking if the desired function is achieved. Thus IDEAL uses the method of model revision and learns a new device model as a by-product. The types of knowledge required for revising the SBF model of the candidate design depend on the type of candidate modification to be executed on it. For instance, the method for model revision corresponding to the candidate modification of component replacement requires knowledge of how to compose causal behaviors, specifically, how to compose the causal behavior of the retrieved component with causal behavior segments from the candidate design. Similarly, each of the GTMs, the cascading, feedback and feedforward GTMs, specify different ways of revising the behaviors of candidate designs. Figure 6.1 shows the algorithm that IDEAL uses for revising the model of an old design and evaluating the proposed modifications by simulating the behavioral effects (i.e., the substeps of behavior modification and behavior verification). The original model-revision methods were developed outside the context of GTMs and were reported in (Goel, 1991b). In this research, we adapted and expanded them to deal with non-linear causal behaviors and new adaptation strategies such as the instantiation of GTMs. The function update in the algorithm updates the value of a given property in a given state or a given qualitative equation. At the end of SIMULATE, comparing the initial and final states of the new modified behavior with those in the desired function verifies whether the modifications worked.

Let us now trace through the algorithm given in Figure 6.1 in order to understand IDEAL’s process of model revision. First, given a new state inserted or modified in the behavior of the candidate design, it stores all those properties whose values have changed from old to new. Then, it traces the behavior forward starting from the newly added state and propagates the changes to subsequent states and dependent behaviors.

The loop in the SIMULATE procedure essentially considers if the knowledge encapsulated in the next transition of the current state indicates whether any of the current changed properties are related to some substance or component property; if so, all those dependent properties are also modified and added to the set of changed properties (i.e., triples consisting of the property, its old value, and its new value). There are four different types of knowledge in the transition
**Input:**  
- Behavior in new design, \( B_{\text{new}} \), in which a chosen property from the diagnosis has been changed.  
- Model of the old design, \( M_{\text{old}} \).  

**Output:**  
- Model of the new design, \( M_{\text{new}} \), modified to be consistent with the changes in \( B_{\text{new}} \).  

**Procedure:**  
- Model of the new design, \( M_{\text{new}} \), modified to be consistent with the changes in \( B_{\text{new}} \).  

**Procedure: initialize**  
\[
S_{\text{diff}} = \{ (P_i, P_{i,\text{old}}, P_{i,\text{new}}) \mid P_i \text{ is a property whose value } P_{i,\text{old}} \text{ in state } state_{\text{old}}^i \text{ has changed to } P_{i,\text{new}} \text{ in state } state_{\text{new}}^i \text{ and } state_{\text{old}}^i \text{ and } state_{\text{new}}^i \text{ are respectively from } B_{\text{old}} \text{ and } B_{\text{new}} \}
\]
visited-states = \{\};  
SIMULATE \((state_{\text{new}}^i, S_{\text{diff}}, \text{visited-states})\)

SIMULATE \((state, S_{\text{diff}}, \text{visited-states})\)

current-state = state

LOOP

next-state = next-state (current-state);

IF next-state = NIL \(\cup\) current-state \(\notin\) visited-states, THEN Exit LOOP

CASE:

(1)  
IF \( P_i \) is mentioned in next-state
THEN update\((P_i, \text{next-state, current-state})\)

(2)  
IF there is a qualitative equation \( qe \) in state-next-transition\((current-state)\),
such that \( P_i = f(P_i) \) where \( (P_i, P_{i,\text{old}}, P_{i,\text{new}}) \in S_{\text{diff}} \)
and \( P_i \) is mentioned in next-state
THEN update\((P_i, qe)\)
\[
S_{\text{diff}} = S_{\text{diff}} \cup \{(P_i, P_{i,\text{old}}, P_{i,\text{new}})\}
\]

(3)  
IF there is a functional abstraction of a component \( E \)
(i.e., Comp in USING-FUNCTION)
and a condition on the substance properties on which \( E \) operates
(i.e., \( \text{Condition}_{\text{SUB}} \)) in state-previous-transition\((current-state)\)
such that \( P_i = P_i \), where
\( P_i \) is a property of the substance in \( \text{Condition}_{\text{SUB}} \), and
\( (P_i, P_{i,\text{old}}, P_{i,\text{new}}) \in S_{\text{diff}} \)
THEN update\((P_i, \text{Condition}_{\text{SUB}})\)
\[
S_{\text{diff}} = S_{\text{diff}} \cup \{(P_i, P_{i,\text{old}}, P_{i,\text{new}})\}
\]

(4)  
IF there is a pointer to a new behavior sequence \( B' \) such that
the transition state-next-transition\((current-state)\)
affects a transition \( \text{trans} \) of \( B' \)
THEN spawn
SIMULATE \((\text{transition-prev-state} \text{(trans)}, S_{\text{diff}}, \text{visited-states})\)

END-CASE

visited-states = visited-states \(\cup\) \{current-state\}
current-state = next-state
goto LOOP

END-LOOP

Figure 6.1: IDEAL's Method for Model Revision
that may lead to revising the next state: (1) if the property is specified in the next state, then the
next state is updated according to the changed value of the property; (2) if there is a qualitative
equation in the next transition that relates a property in the current set of changed properties
to a substance or component property, then the property value is updated and added to the
set; (3) if a component contributes a function to the transition, and there is a condition on the
property of a substance on which the component operates, and if that property is related in an
equality relationship to a property in the current set of changed properties, then that property
is also modified and added to the set; and (4) if the transition is dependent on a transition in
another internal behavior of the device, then that behavior is also traversed and modified in the
same way as the current one, starting from the previous state of the transition in that behavior.

At the end of the process described above, IDEAL would have modified all the behaviors by
propagating the changes in the properties due to the application of a strategy. It then compares
the output behaviors (i.e., functions) of the new design to the desired function to see if the
design solution achieves the desired function. If IDEAL finds that the candidate design (i.e.,
the proposed design) delivers the desired functions, it considers that design as the target design
and goes to the next step of learning from the source and the target designs. Suppose it finds
that the design does not satisfy the constraints of the given problem. Then, it first tries an
alternative adaptation strategy if one is available (i.e., for instance, applying the mechanism of
cascading after trying component replacement to the same substructure in the source design).
If no alternative strategies are applicable, then it tries to make a different modification to the
source design if there are alternative modifications available that could result in reducing the
functional differences (i.e., for instance, modifying the bulb instead of the battery in a simple
electric circuit to deliver a different intensity of light). If no alternative modifications are possible,
then it tries to adapt a different source design (i.e., for instance, given the problem of designing
a high-acidity sulfuric acid cooler, it draws the analogy from the design of a high-acidity nitric
acid cooler after having tried from the design of a low-acidity sulfuric acid cooler unsuccessfully).
When there are no alternative source designs available or they do not lead to a target solution,
IDEAL fails.

6.2 External Evaluation and Design Failures

Since IDEAL uses the SBF model of the candidate design to verify if it works and the SBF model
may be incomplete, the system may not be able to detect some design failures by simulating the
model. Also, some design failures may not be detected internally because the initial problem
specifications may not always be complete, they may not indicate clearly the constraints from
the environments in which the designs are intended to work, and the intended environments
may themselves have changed from the time of problem specification to the time of design
use. However, if an oracle presents the external feedback on failures of the design, IDEAL can
understand the feedback and redesign the device. Figure 6.2 illustrates IDEAL's partial process
of model-based analogical design that centers around the evaluation task. A candidate design may fail due to a variety of reasons, e.g., it may not deliver the function desired of it, it may produce an undesirable behavior, etc. When a candidate design fails for some reason, several new tasks are set up: (1) understanding the feedback from evaluation of a candidate design (for instance, by forming a causal explanation for the undesired behaviors), (2) reformulating the problem (for instance, by discovering and incorporating new design constraints), and (3) redesigning the candidate design. When the candidate design fails, there are several ways of generating a new design: repair the failed candidate design to meet the new problem constraints or generate an alternative candidate design.

Figure 6.2: IDEAL's Partial Process (Evaluation and Redesign) of Analogical Design

We will consider the design of a coffee maker in order to illustrate this process model. This example has been adopted from (Prabhakar and Goel, 1992). Informally, the function of a coffee maker may be described as automatic brewing of hot coffee from coffee powder and hot water. Suppose that the designer generates a candidate design for achieving this function as illustrated in Figure 6.3(a). This design has two containers and a filter in between these two containers. Initially, Container-1 contains coffee powder. When hot water is added to it, the coffee powder dissolves in the water, forming a mixture of coffee powder, water and coffee decoction as indicated in Figure 6.3(a). Coffee decoction permeates through the filter and gets collected in container-2 as illustrated in Figure 6.3(b).

Suppose that the candidate design is implemented in a real device. Suppose further that an
evaluation of the device in a real environment shows that while this coffee maker achieves the function desired of it, two problems occur: (1) coffee-decoction formed in Container-2 is only lukewarm and (2) coffee-decoction does not stay warm in Container-2.

![Coffee Maker Diagrams](image)

**Figure 6.3: Failed and Redesigned Coffee Makers**

Then the issue becomes how might a designer understand such feedback from evaluation and incorporate it in a new design for the coffee maker? One way a designer might understand this is by forming a causal explanation for the observed, undesired behaviors. The plausible causal explanations for the undesired behaviors in the coffee maker are (1) the coffee-decoction in Container-2 is only lukewarm because coffee making process is taking a long time during which heat escapes from the coffee-decoction in Container-1 to the environment and (2) coffee-decoction does not stay warm in Container-2 because it loses heat to the environment over time, which lowers its temperature.

Such causal explanations might enable a designer to discover new constraints on the design that introduce new variables and thereby change the design problem space. For instance, the causal explanations for the two undesired behaviors respectively suggest these two new constraints: (1) need to reduce the time for brewing coffee and (2) need to either reduce the time coffee stays in Container-2 (which is not under designer’s control) or supply heat to Container-2 to compensate for the heat loss.

Given the reformulated problem with new constraints, a designer can either redesign the failed coffee maker or generate a new candidate design altogether. The failed design of the coffee maker may be redesigned, for example, by introducing a Plunger into Container-1 and a Hotplate beneath Container-2, where these design modifications address the two newly discovered constraints. Figure 6.3(b) illustrates the redesigned coffee maker.

The above computational process requires two kinds of knowledge: (1) comprehension of how the coffee maker works and (2) comprehension of the process of flow of heat from hot object
to cold ones (i.e., the zeroth law of thermodynamics). In IDEAL, these two types of knowledge are represented in SBF language. Figures 6.3(a), 6.4(a) & 6.4(b) respectively illustrate the structure of the coffee maker, its function, and its internal causal behavior.

Figure 6.4: Function and Behavior of An Initial Design of Coffee Maker

6.2.1 Knowledge Acquisition: External Feedback on Design Failures

Since all failures cannot be determined automatically by means of simulating a model, knowledge of some of them may have to be acquired externally from an oracle. That is, if an oracle presents the external feedback on failures of the design, IDEAL can understand the feedback and redesign the device. One of the important issues in providing external feedback on designs concerns with the language in which the design failures may be described. In IDEAL, they are described in the same SBF language used to describe the comprehension of devices. Therefore, the primitives for describing the device failures include undesired states and undesired behavioral state transitions. For instance, the second failure of coffee maker mentioned earlier can be described as an undesired behavioral state transition illustrated in Figure 6.5, while the first
the undesired behaviors of a device in terms of states and state transitions. The use of this vocabulary allows it to access the relevant knowledge of physical processes. For instance, given the second failure of coffee maker design, IDEAL uses a description of the undesired behavior (Figure 6.5) as a probe into memory and retrieves the SBF representation of the GPP of heat flow (i.e., the zeroth law of thermodynamics) because the behavioral abstraction of the process (i.e., temperature change in a substance) matches with the specified undesired behavior (i.e., change of temperature of coffee-decoction from high to low). The retrieved model of the heat-flow process and its index are illustrated in Figure 6.6.

6.3.2 Instantiation of GPPs

Once a GPP is retrieved as match for the given undesired device behavior, IDEAL forms a causal explanation of why and how the given undesired behavior arises by instantiating the retrieved GPP in the context of the undesired behavior and the candidate design. The annotations on the transitions in the SBF representation of a GPP provide an explanation for the behavioral abstraction of the process used as an index for it. For instance, IDEAL instantiates the retrieved GPP of heat flow in the context of the second failure of coffee maker to form a specific causal explanation for the failure as illustrated in Figure 6.7. That is, it substitutes the specific substances and the values of their properties from the given undesired behavior into the retrieved process, according to the correspondences set up in retrieval.

Figure 6.6: The GPP of Heat Flow
6.4 Problem Reformulation and Redesign

6.4.1 Discovery of New Constraints

Once the causal explanation for the failure has been formed, IDEAL can find the causes for the failure from the annotations on transitions in the explanation. It then hypothesizes new constraints on the design problem in the form of violation (or negation) of the causes for the failure. For instance, it finds from the causal explanation illustrated in Figure 6.7 that the cause for the second failure of coffee maker is due to the flow of heat from coffee-decoction in Container-2 to some substance outside the coffee maker (that is, in the device environment). Hence, it formulates a new constraint: avoid the loss of heat from coffee-decoction in Container-2.

In general, problem reformulation may involve one or more of the addition of new constraints and the deletion or modification of some old constraints. IDEAL reformulates the design problem of the coffee maker by adding the discovered constraints to the initial set of design constraints.

6.4.2 Designing for the New Problem

Once the design problem has been reformulated, IDEAL redesigns the failed design to generate a new candidate design. This involves two steps: (1) formation of behaviors for satisfying the new constraints (which might involve the addition of substructures in the design) and (2) composition
of the new behaviors with the behaviors of the failed design to generate a revised model.

For each new constraint, IDEAL postulates a new device function and posits it as a new design subproblem to be solved. For instance, it generates the new subfunction illustrated in Figure 6.8 for the new constraint it discovered from the explanation of the second failure of coffee maker. It generates this subfunction by reasoning that the transformation of the temperature of coffee-decoction from high to low (see Figure 6.7) needs to be reversed in order to eliminate the failure. IDEAL does so because the type of redesign it performs in this case is *compensatory redesign*. In this type of redesign, the goal is to introduce new behaviors into the device behavior such that they achieve the desired states from the undesired states. An alternative type of redesign is *corrective redesign* in which the current device behaviors are modified such that the undesired states or behaviors do not even occur. These types of redesign are discussed well in (Prabhakar and Goel, 1992).

![Figure 6.9: Function and Behavior of A Design Analogue of Hot-Plate](image)

IDEAL then uses the subfunction as a probe into its memory of analogues to retrieve a matching design. Let us suppose that its memory contains the design of a HOT-PLATE whose function and behavior are illustrated in Figure 6.9. Informally, the function of this HOT-PLATE is to heat water contained in a Beaker. IDEAL indexes the design of HOT-PLATE by its function. Given the subfunction as a probe into the memory of analogues, it retrieves the designs whose functions match with the subfunction. In this example, it retrieves the design of HOT-PLATE because its function (Figure 6.9(a)) matches with the new subfunction to be achieved by the coffee maker (Figure 6.8). Since the retrieved design differs from the given subfunction in the substances involved, IDEAL adapts the retrieved design by a repair strategy called *substance substitution* (Goel, 1991a; and Section 5.2 in this chapter), that is, it substitutes the substances in the given subfunction for the corresponding substances in the function and behavior of the retrieved design. Similarly, it replaces the substance locations in the given subfunction for the corresponding ones in the retrieved design. By substituting *coffee-decoction* for *water and*
Container-2 for Beaker in the behavior of the HOT-PLATE, it generates a new behavior, illustrated in Figure 6.10, that satisfies the constraint specified in the subfunction (Figure 6.8). By this process, it proposes that the loss of heat from coffee-decoction in Container-2 can be compensated by supplying heat to coffee-decoction by introducing a HOT-PLATE below Container-2.

![Figure 6.10: A new sub-behavior of Coffee Maker that achieves the new subfunction](image)

6.4.3 Composition of Behaviors

Next, the behavior thus formed for the new subfunctions (Figure 6.10) is composed with the behavior of the failed design of coffee-maker (Figure 6.4(b)) to generate a behavior for the new coffee-maker design. In general, this process of model revision involves identifying the behavior segment (i.e., a transition and its preceding and succeeding states) or a state in the old behavior where the new behavior is to be added. In general, the composition may involve addition of old and new behaviors end-to-end (i.e., serial composition), in parallel, or merging of behavioral state transitions from both behaviors. IDEAL matches the initial and final states in the new behavior against the states in the old behavior, and selects a behavior segment where the new behavior can be added. For instance, it finds that the final state in the old behavior (Figure 6.4(b)), which is an undesired state, matches with the initial state of the new behavior, and hence it needs to add the new behavior at the end of the old behavior. For instance, the new behavior (Figure 6.10) is appended at the end of the behavior segment $state_2 \rightarrow state_3$ of the behavior of the failed coffee maker (Figure 6.4(b)). This process results in the revision of the behavior of failed coffee maker into the behavior of a new design of coffee maker, which is illustrated in Figure 6.11.

In a similar process, IDEAL redesigns the coffee maker to eliminate the first failure described earlier. It first forms a causal explanation for the failure by instantiating an SBF model of the heat exchange process and finds the cause for the failure as: the flow-rate of coffee-decoction
Figure 6.11: A Fragment of the Behavior of The Redesigned Coffee Maker
from Container-1 to Container-2 is small. It then postulates a new device subfunction which is
to increase the flow-rate of coffee-decoction. It uses this subfunction to retrieve the design of a
PLUNGER from its memory and adapts it to achieve the new subfunction of the coffee maker.
Then it composes the adapted behavior of PLUNGER with the new behavior of coffee maker as
illustrated in the behavior segment $state_2 \rightarrow state_3$ in Figure 6.11. In this case, the composition
involves merging the new behavioral state transitions with the relevant state transitions in the
old behavior, and modifying the rest of the old behavior accordingly. This redesign for the first
failure of coffee maker is an example of corrective design.

IDEAL now evaluates the redesigned candidate design by qualitatively simulating (Goel and
Prabhakar, 1991) the revised device model (Figure 6.11), generated by the above procedure. If
the simulation reveals inconsistencies between the new functions of the device and its output
behaviors, the redesign step needs to be repeated. In the case of the new coffee-maker, however,
the simulation of the new SBF model (Figure 6.11) verifies that the candidate design indeed
satisfies the new set of constraints (i.e., make coffee as well as keep it warm).

Nevertheless, the new design of coffee-maker may again fail when deployed in a real envi-
ronment just like the initial design did, due to new interactions with the environment. And, in
some cases, the environment may itself need to be adapted to suit the constraints of the device.
A related project outside the realm of this thesis explores various issues in explicit modeling of
environments and reasoning about their interactions with devices (Prabhakar, Goel and Bhatta,
1995).
CHAPTER VII

LEARNING DESIGN PATTERNS

In the previous two chapters we have discussed the use of design patterns in the tasks of analogical transfer and design modification, and the evaluation of candidate solution and its redesign. The next step in the MBA process is learning of design patterns from the source and target analogues. This step is triggered when a solution is available for the target problem, whether it is generated by the previous steps or is given directly by an oracle upon problem-solving failure. This step raises a number of issues such as: What might be learned from the target analogue that may be 'useful' for future problem solving? What might be abstracted from the target and source analogues? How might this abstraction occur?

Answers to these issues depend on the specific overall task being solved and the specific content theory of the SBF models in the task context. In the context of the design of physical devices and the theory of SBF models of devices, the pattern abstraction task involves a number of different learning tasks, each corresponding to a different type of design pattern that can be abstracted from a given source and target design analogues. We have explored the pattern abstraction task for learning of models of GPPs and GTMs. Each of these learning tasks takes as input the target design analogue and produces as output the respective type of model at a higher level of abstraction.

Our central hypothesis in addressing these two learning tasks is that the SBF models of specific devices provide the content for the abstraction, and they, together with the problem-solving context, provide the constraints for addressing the different issues in the abstraction process. In general, different methods such as similarity-based learning and explanation-based learning may be applicable for solving each of these learning tasks. Or, an integration of two or more methods may be more appropriate for the tasks. In this work, we have developed an approach that integrates model-based learning and similarity-based learning in which the model-based learning method is used first to focus on the relevant part and then the similarity-based learning is used to abstract over the selected part.

7.1 Issues in Learning by Abstraction

Abstraction over design experiences raises three important issues:

1. **The issue of relevance**: This is the issue of deciding what to abstract from an experience.
   We show that the problem-solving context in which learning occurs together with the
specification of the function of a new device and the hierarchical organization of the SBF model of the device helps in determining what to abstract from the model. Further, the SBF models lead to a typology of patterns of behavioral regularity over which the abstraction process can result in learning each type of abstract model. However, the computational process of MBA does not have a priori knowledge of what the regularities are, but rather, given two design experiences (one without an instance of the physical process or generic mechanism that might be learned and another with the instance of the respective model), it can discover the appropriate regularity by comparing and analyzing the given designs. Also, note that the SBF models define the dimensions and thus constrain the comparison of any two given behaviors (in the form of directed graphs that can include cycles).

2. **The issue of level of abstraction:** This is the issue of determining how far to abstract a chosen aspect of the device. We show that the similarities in the SBF models of the current design analogue and related design in a memory of analogues can help to determine how far to abstract. The knowledge of design objects, such as components and substances, help in determining the similarity between two design analogues.

3. **The issue of method selection:** This is the issue of deciding what methods to use for abstraction. This is especially relevant when there are multiple, specialized methods for learning different classes of abstractions. We show that a typology of device functions can help not only to determine what strategy to use but to determine whether physical processes (or principles) or models of prototypical devices (i.e., lower-level descriptions of physical processes) are formed. Furthermore, the typology of the patterns of regularity suggested by SBF models can help to determine what strategy to use.

We will now describe our model-based approach for each of the two learning tasks and present our explorations with different *situations* in which the learning tasks might occur.

### 7.2 Learning of GTMs

The task of learning generic teleological mechanisms takes as input a design analogue and forms an SBF representation of the GTM that is instantiated in the structure and behavior of the specific SBF model associated with the given design analogue. The input knowledge structure for the learning task is the SBF model of the given design analogue (which is case-specific) and the output knowledge structure is the case-independent model of a GTM. The learned generic mechanism is such that it is an abstraction over certain patterns of behavioral regularity (explained later) observed in the given SBF model and the model of the most similar design in analogue memory (i.e., the source design analogue). A formal characterization of the learning task is shown in Figure 7.1. We have explored the learning of different generic mechanisms such as cascading, feedback, feedforward, and device composition mechanisms.
Input:  
- Design Analogue [consisting of design problem (i.e., function), solution (i.e., structure), and explanation (i.e., SBF model)].  
e.g., design of a sulfuric acid cooler.

Output:  
- Generic teleological mechanism (represented in SBF language).  
e.g., cascading mechanism.

Method:  
- Model-based learning and similarity-based learning.  
e.g., function of a design determines what parts of the experience to focus on, and similarities between the given design analogue and the source design analogue determine how far to abstract the focused part.

Knowledge:  
- Typology of primitive functions in the domain.  
e.g., ALLOW, PUMP.  
- Typology of functions in the domain (consisting of primitive functions).  
e.g., substance-parameter transformation.  
- Typology of behavioral regularities in SBF representations.  
e.g., causal loops, forks, and joins.  
- Substances in the domain.  
e.g., nitric acid, water.  
- Components in the domain.  
e.g., pipe, chamber.  
- Past design analogues in memory.  
e.g., design of a nitric acid cooler.

Figure 7.1: Task of Learning Generic Teleological Mechanisms from Design Analogues

7.2.1 An Illustrative Learning Task: Learning of Cascading GTM

Since in our theory, learning is closely integrated with problem solving and memory, it is necessary to preface our description of the learning method with the appropriate problem-solving context and the state of memory. Suppose, for instance, IDEAL’s analogue memory has the design of a 1.5-volt electric circuit (EC1.5) reproduced in Figure 7.2 from Chapter 1. Figure 7.2(a) shows the structure of the circuit schematically. Figure 7.2(b) shows the function “Produce Light” of EC1.5. Informally, the function specifies that the device takes as input electricity with a voltage of 1.5 volts in Battery and gives as output light with an intensity of 6 lumens in Bulb. Figure 7.2(c) shows the internal causal behavior that explains how electricity in Battery is transformed into light in Bulb. The causal behaviors can be specified at different levels of detail. For instance, state_1 is an aggregation of a sequence of several states and state transitions at a different level as shown in Figure 7.2(d).

Let us now consider the scenario where IDEAL is presented with a problem of designing a 3-volt electric circuit (EC3). The problem specifies that the desired function of the device is to produce light of intensity 12 lumens in the bulb when the switch is closed, given an electricity with a voltage of 3 volts in the battery. In addition, it also specifies a structural constraint
Figure 7.2: Design of A 1.5-volt Electric Circuit (EC1.5)
that the design cannot have a single 3-volt battery. IDEAL retrieves the design analogue EC1.5 because the given functional specification is similar to the function of EC1.5. However, IDEAL may know only how to replace a component in a past design to solve the current problem. The component-replacement strategy specifies how to replace the component that is responsible for the functional difference by a new component that reduces the functional difference and thus enables the overall device to deliver the desired function. In such cases, IDEAL fails to solve the current problem due to the structural constraint specified. Then an oracle can interact with IDEAL and provide feedback so that it can learn. Suppose that an oracle presents the correct solution that both delivers the desired function and satisfies the structural constraint (the schematic of the structure of the new device is shown in Figure 7.3(a)). Then IDEAL first learns how the new device behaves (a segment is shown in Figure 7.3(b)) by revising the behavior of EC1.5. This problem-solving context enables IDEAL to focus on the substructure that delivers the required voltage for comparing with the corresponding substructure in the source design EC1.5. By abstracting over the pattern of regularity in the behavioral segments of the corresponding substructures in the two designs, it learns the cascading mechanism. We will now focus on the learning of the cascading mechanism.

![3-volt Electric Circuit (EC3)](image)

**Figure 7.3: Design of A 3-volt Electric Circuit (EC3)**
7.2.2 Different Interaction Conditions and Learning Situations

As mentioned above, when IDEAL fails, an oracle can provide it with different kinds of feedback so that it can learn. We have in fact explored several different learning situations here. The external feedback from an oracle may have different kinds of information: (1) all the three constituents of a design analogue, i.e., the function, structure and behavior for the new design; (2) only the function and structure for the new design; or (3) only the function and the localized substructure in the context of the failure (i.e., a solution for the specific, local adaptation goal). Alternatively, IDEAL may not even fail but rather produce a design for the given problem by exploring with the knowledge of alternative strategies such as the component-addition strategy. In this case, IDEAL may take more modification steps than necessary.

In this chapter, we assume that the oracle presents the desired design and its SBF model, the simplest of the interaction conditions. We will consider the other interaction conditions in the next chapter, and describe how the SBF model of the new design itself is first learned. Given the SBF models of the retrieved design and the desired design, IDEAL compares the respective behaviors in the two models and forms any generic mechanisms it can discover.

7.2.3 The Model-Based Learning Method

The learning method is model-based in that the SBF models of the design analogues provide the content for abstracting over the patterns of regularity in the device structure and device behavior. The method is shown in Figure 7.4. The representation vocabulary of the SBF models further defines the dimensions along which two behaviors can be compared and leads to several classes of regularity based on the "cause-effect" relationships between behavior segments.\(^1\)

For instance, behavioral states, transitions, and behavioral segments (state-transition-state) are some dimensions at a top level along which two behaviors can be compared. Within comparing two behaviors along these dimensions a few of the lower level dimensions are substances and components, their properties and values, and primitive functions and their ranges of transformation. A few patterns of regularity in device behaviors, say, \(B_1\) and \(B_2\), are illustrated in Figure 7.5; \(B_1\) is the behavior of an available or candidate design (i.e., a source design analogue) and \(B_2\) is the behavior of the desired design (i.e., the target design analogue). In the following discussion, \(F_1\) denotes the function of the candidate design and \(F_2\) that of the desired design.

The learning method first traverses the two focused behaviors and compares them for similarity. When the behavior of the source design analogue \((B_1)\) matches with (or is similar to) some segment in the new device behavior \((B_2)\), then there is an opportunity for IDEAL to learn a generic mechanism that specifies how to modify a behavior like \(B_1\) to get a behavior like \(B_2\) that achieves the function like \(F_2\). Suppose that \(B_2 = B_{21} + B_{22}\), a composition of two behavior segments, and that \(B_1\) matches with \(B_{21}\). Under such conditions, IDEAL can form a generic

---

\(^1\)A behavior segment is a partial sequence of states and transitions in a behavior. The smallest behavior segment will have just two states and a transition between them.
Input:  
- $F_1$, Function of Device1 and $M_1$, its SBF Model.
- $F_2$, Function of Device2 and $M_2$, its SBF Model.

Output:  
- $G$, the SBF representation of a GTM (whose instance is in Device2’s model).

Assumptions:  
1. $B_1$, the internal behavior of $F_1$, is without an instance of a GTM.
2. $B_2$, the internal behavior of $F_2$, has an instance of only one GTM.
3. $\text{Length}(B_1) \leq \text{Length}(B_2)$, where Length is measured in terms of number of state transitions.

Procedure:

begin

1. Select internal behavior segments $B_1$ & $B_2$ respectively in $M_1$ & $M_2$ relevant to $F_1$ & $F_2$ and $(F_2 \sim F_1)$.

2. Compare $B_1$ & $B_2$ to find $(B_2 \sim B_1)$ along all dimensions of the representation by traversing $B_1$ & $B_2$ state by state.  
   
   **Termination conditions for traversal:**
   
   (B2 reaches FINAL-STATE) \cup (a state is revisited).

   (2.1) if $B_1 \notin B_2$ then NO LEARNING.

   (2.2) else

   (2.2.1) Separate matching segments and unmatching segments in $B_2$ into 3 sets.

   \begin{align*}
   B_{21} &= \{B_{2i} \mid B_{2i} \text{ matches } B_1\} \\
   B_{22-1} &= \{B_{2j} \mid B_{2j} \text{ precedes } B_{21} \text{ in } B_2\} \\
   B_{22-2} &= \{B_{2j} \mid B_{2j} \text{ succeeds } B_{21} \text{ in } B_2\} \\
   \end{align*}

   (2.2.2) Form a functional abstraction over each of these behavior segments, and record the causal relationships among them.

   \begin{align*}
   f &= <\text{INITIAL-STATES}(B_{22-1}), \text{FINAL-STATES}(B_{22-1})> \\
   g &= <\text{INITIAL-STATES}(B_{22-2}), \text{FINAL-STATES}(B_{22-2})> \\
   \text{if } |B_{21}| > 1 \\
   & \quad \text{then } F_2 = f + n \ast F_1 + g, \text{ where } n = |F_2| / |F_1| \\
   & \quad \text{else } F_2 = f + F_1 + g \\
   \end{align*}

   (where $a \ast b$ denotes composition of behaviors that achieve functions $a$, $b$.)

   (2.2.3) Generalize all the states in these subfunctions as per the similarities and differences in $B_1$ & $B_2$.

end.

Figure 7.4: A model-based method for abstracting GTMs over regularities in design analogues

mechanism only on the basis of its analysis of differences between $B_1$ and $B_2$, in particular, the relationships between $B_1$ and $B_{22}$. IDEAL’s hypothesis is that the difference in the functions of the two devices ($F_2 - F_1$) can be attributed to the difference in the behaviors ($B_2 - B_1$, which is the additional behavior $B_{22}$) and the relationships between $B_1$ and $B_{22}$. The basic idea is to decompose $B_2$ in terms of $B_1$ as much as possible because that informs how to modify a design that achieves $B_1$ into achieving $B_2$. While comparing $B_1$ and $B_2$, when the traversal of $B_1$ reaches the end (i.e., its final state), then $B_1$ is compared again from its initial state with the remaining
is a state  \[\triangleleft\] is a transition or a behavioral sequence
\[\triangledown\] denotes set containment and \[\triangledown\] its negation

Suppose \( B_2 = B_{21} + B_{22} \) (a composition of two behavior segments)

---

A behavior segment \( B_2 \) reoccurs in traversal of \( B_2 \)
\( B_1 \triangleleft B_{22} \)

A state reoccurs in traversal of \( B_2 \)
\( B_1 \triangleleft B_{22} \)

Single Cause - Multiple Effects in \( B_2 \)
\( B_1 \triangleleft B_{22} \)

A state (final state) reoccurs in traversal of \( B_2 \)
\( B_1 \triangleleft B_{22} \)

---

Figure 7.5: A Few Patterns of Regularity in Device Behaviors

states and state-transitions in \( B_2 \) (i.e., \( B_{22} \) after the first traversal of \( B_1 \) when \( B_1 \) matches with \( B_{21} \)). And, this process is repeated until all the states of \( B_2 \) have been traversed at least once. While traversing the two focused behaviors, IDEAL can recognize the end of a behavior, recurrence of states, single cause-multiple effects (i.e., a fork in the directed graph representation of causal behavior), and multiple causes-single effect (i.e., a join in the directed graph), and repetition of a behavior segment, without an explicit a priori knowledge of them. Recognition of these basic patterns is necessary for a terminable traversal of a behavior! From these basic patterns, IDEAL discovers the regularities in the relationships between \( B_1 \) and \( B_{22} \) and forms mechanisms such as cascading, feedback, and feedforward. It then abstracts over the specifics of these relationships so that the learned mechanism is useful in different problem-solving contexts.

In addition, in order for a new mechanism to be useful, IDEAL needs to identify the appli-
cability conditions for the mechanism. Because IDEAL believes that the relationships between $B_1$ and $B_{22}$ to be responsible for the difference in the candidate and desired functions, it forms the decomposability condition on the desired function as one of the applicability conditions. For instance, when a desired function, $F_2$, is specified, and a candidate design delivers $F_1$, one applicability condition for using "a" generic mechanism is to check if $F_2$ can be decomposed in terms of $F_1$ and any other subfunctions and precisely what those additional subfunctions are. Hence it finds the subfunctions besides the candidate function ($F_1$) that the desired function can be decomposed into (i.e., $F_2 = f + n \cdot F_1 + g$ or $F_2 = f + n \cdot F_1$ or $F_2 = n \cdot F_1 + g$ where $n \geq 1$) is the number of different behavior segments in $B_2$ that match $B_1$). Since, in general, segments in $B_{22}$ can be distributed partly preceding $B_{21}$ and partly succeeding $B_{21}$, there can only be at most two subfunctions other than $F_1$ (or multiples of it)—one subfunction $f$ that is an abstraction over the behavior segments that precede $B_{21}$ (i.e., $B_{22-1}$) and the other subfunction $g$ that is an abstraction over the behavior segments that succeed $B_{21}$ (i.e., $B_{22-2}$). By tracing $B_{22}$ back from the initial state of $B_{21}$ and tracing it forward from the final state of $B_{21}$ in $B_2$, IDEAL can identify the segments $B_{22-1}$ and $B_{22-2}$ and find their functional abstractions $f$ and $g$ in order to learn an applicability condition for the new mechanism. IDEAL analyzes in this manner because it would enable discrimination among competing mechanisms in terms of these subfunctions of a desired function, while using the mechanisms in later problem solving. For instance, $f$ and $g$ would be different for feedback and feedforward mechanisms. Thus IDEAL describes all the generic mechanisms it learns in a uniform representation, that is, in terms of relationships between candidate and desired functions and the corresponding behaviors. In sum, a generic mechanism specifies in a pattern-like, device-independent manner, yet using the SBF representation language how to compose the candidate behavior (that achieves $F_1$) with the behaviors that achieve the subfunctions $f$ and $g$ to generate a behavior that achieves the desired function $F_2$ where $F_2$ can be decomposed into $f$, $F_1$ (or multiples of it), and $g$.

In addition to the higher level dimensions of comparison described above, there are two important variables of interest that are provided by the representation vocabulary of the SBF models: primitive functions and their ranges of transformation in each behavior segment ($r$) and the number of different behavior segments in $B_2$ that match with $B_1$ ($n$). The possible outcomes of interest for comparing $r$'s are whether the range of transformation for $B_1$ is equal to the range of transformation in each matching behavior segment in $B_2$ or they are not equal, and the values of interest for $n$ are whether $n = 1$ or $n > 1$. Given the task of learning from two design analogues and the above values for the two variables, four different situations are possible as shown in Table 7.1. An SBF representation of the cascading mechanism can be learned when the regularity in the source and target design analogues is as in situation 2.

In the problem-solving scenario of designing EC3 from EC1.5, the problem-solving context indicates that the behavioral segments to focus on for learning are those that correspond to

---

2 Only these two values of $n$ are of interest because they define qualitatively different kinds of modifications to $B_1$ in order to make it into $B_2$. 
Table 7.1: Situations of Regularity Between Similar Behavior Segments in Two Design Analogues

<table>
<thead>
<tr>
<th>Situation</th>
<th>Range of Input-Output Transformation in both behavior segments, ( r )</th>
<th>Number of Repetitions of ( B_1 ) in ( B_2 ), ( n )</th>
<th>What can be Learned?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>equal</td>
<td>( n = 1 )</td>
<td>Abstracted Behavior-Function relationships between ( B_1 ) and ( B_2 ). (e.g., generic mechanisms such as feedback, feedforward, and device composition)</td>
</tr>
<tr>
<td>2.</td>
<td>equal</td>
<td>( n &gt; 1 )</td>
<td>Abstraction over ( n ). (e.g., cascading mechanism)</td>
</tr>
<tr>
<td>3.</td>
<td>not equal</td>
<td>( n = 1 )</td>
<td>Abstraction over ( r ). (e.g., prototypical device models)</td>
</tr>
<tr>
<td>4.</td>
<td>not equal</td>
<td>( n &gt; 1 )</td>
<td>None due to lack of regularity.</td>
</tr>
</tbody>
</table>
the function of Battery in the two designs, EC1.5 and EC3. They are respectively \( \text{state}_{1-1} \rightarrow \text{state}_{1-2} \) shown in Figure 7.2(d) (i.e., \( B_1 \)) and \( \text{state}_{1-1} \rightarrow \text{state}_{1-3} \) shown in Figure 7.3(b) (i.e., \( B_2 \)). Applying the above learning method, it is easy to identify that the regularity is as in situation 2 shown in Table 7.1. That is, \( B_1 \) matches with more than one behavior segment, namely, \( \text{state}_{1-1} \rightarrow \text{state}_{1-2} \) and \( \text{state}_{1-2} \rightarrow \text{state}_{1-3} \), in \( B_2 \); and the range of parameter transformation in \( B_1 \) as well as each matching behavior segment from \( B_2 \) is same (i.e., 1.5 volts and the primitive function is "PUMP electricity"). Abstracting over the number of repetitions of \( B_1 \) in \( B_2 \) (which is > 1) and variablizing the range of parameter transformation, IDEAL hypothesizes a generic mechanism that would help in a problem-solving context similar to the current one. The model of the hypothesized cascading mechanism and its index are shown in Figure 7.6 (representations in (a) and the shaded region of (b)); the functional difference that the cascading mechanism reduces is the index for the mechanism.\(^3\) In addition, the index for the cascading mechanism consists also of the decomposability condition, which is \( F_2 = n \times F_1 \); since there are no preceding or succeeding segments in \( B_2 \) that do not match with \( B_1 \), both \( f \) and \( g \) are null functions.

### 7.2.4 Incremental Revision of the Learned Mechanisms

Forming an initial hypothesis for a mechanism based on the current source and target design analogues is itself a difficult task and involves the kind of comparative analysis described and illustrated above. But revising an already formed hypothesis based on the new set of source and target design analogues is a harder task and brings up several new issues: (1) at any given time, will there be only one description of the mechanism or several alternative descriptions held? (2) if only one description is held, how is a new hypothesis unified with the existing one? (3) if multiple descriptions are held, how is it decided whether the new hypothesis gets added as yet another alternative description or it gets unified with one of the existing descriptions? (4) how is a new hypothesis unified with an existing one? (5) how many problem-solving situations (i.e., training examples) does it take to arrive at a stable description of a generic mechanism (or multiple stable descriptions as the case may be)? and (6) whether the order of problem-solving situations presented matters, and if so, how does it affect learning?

In this work we take the approach of maintaining minimal number of alternative descriptions for a mechanism at any time. The decision of whether the new hypothesis is unified with an existing one or is held as yet another alternative is predicated upon whether their indices can be unified seamlessly. By seamless unification we mean that the two indices are transformed into a single entity (and not merely as a disjunctive set). Since the generic mechanisms are indexed by the functional differences between the candidate design and the desired design, and by the decomposability condition of the desired function, the representation vocabulary of the SBF language used provides a way of determining (and unifying if possible) whether two given indices

\(^3\) A new piece of knowledge learned is futile unless its applicability conditions (or indices as we call them) are also learned.
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Figure 7.6: A Complete Description of the Cascading Mechanism in SBF Representation
can be unified seamlessly. Suppose that two indices for two different descriptions of a mechanism specify the decomposability conditions as \( F_2 = f_1 + n_1 \cdot F_1 + g_1 \) and \( F_2 = f_2 + n_2 \cdot F_1 + g_2 \). Then, in order for these indices to be unifiable, the corresponding constituents (\( f_1 \) and \( f_2 \), \( n_1 \) and \( n_2 \), and \( g_1 \) and \( g_2 \)) must all be unifiable. We should note that a null constituent unifies with a non-null constituent and their unified description will be same as the non-null constituent. Since the \( f \)'s and \( g \)'s are functional abstractions and are represented using the SBF language, it is easy to determine whether two given functions can be unified into a single function. The unifiability of two functions can be recursively defined by the conjunctive unifiability of the corresponding constituents of the functions. That is, two functions can be unified if their input states can be unified as well as their output states. Similarly, two states can be unified if both are of the same type (substance state or component state) and both refer to the same substance or the same component (or variablized place-holders for them). When unifying two substances or components, if both of them specify a property, then the corresponding values are unified (that is, they are replaced by a single value that is more general than each individual value and that covers both). As far as \( n \)'s are concerned, since our theory makes a commitment to distinguish between \( n = 1 \) and \( n > 1 \), considering them to be qualitatively different, the same commitment has to be respected in any inference that concerns \( n \). Therefore, two \( n \)'s are unifiable if both are 1 or both are > 1. Once the given two indices are unified, it is easy to unify the parts of the mechanism that specify the behavior modification along the same lines as the functions are unified.

An analysis of our learning method suggests that the order of design problem-solving situations only affects how fast a stable description of a generic mechanism can be arrived at. For any given order of presentation, the number of training situations needed to arrive at a stable description of a generic mechanism is different for different types of generic mechanisms. For instance, learning feedback mechanism (all different types of feedback) requires more training situations than learning cascading mechanism. Overall, however, even in the worst case, it requires only a few (< 10) design situations to learn the most complex type of generic mechanism; this is because the case-specific SBF models of the design analogues together with the problem-solving context constrain the learning process by providing focus.

Let us now consider the revision of the initially hypothesized model of the cascading mechanism in order to illustrate our theory. That learned model of the cascading mechanism is a partial model in that it specifies that it can be used only when the larger functionality desired is an integral multiple of the smaller, candidate functionality. IDEAL can revise the hypothesized model into a more complete one when it solves a new design problem whose model has a behavioral pattern that is an instance of the complete cascading mechanism. For instance, such a design problem will specify a desired function and a structural constraint as follows. The desired function is to produce light of intensity 16 lumens in the bulb as output when the switch is closed, given as input an electricity with a voltage of 4 volts in the battery. And, the structural constraint is that there is no battery which can deliver electricity with a voltage of 4
volts but there are batteries that can deliver electricity of 1.5 volts and one battery of 1 volt. The solution to this problem will have a structural pattern where two 1.5-volt batteries and one 1-volt battery are cascaded. Thus acquiring a complete model of a generic mechanism may involve solving a number of design problems incrementally.

Given this new problem, both the designs EC1.5 and EC3 are retrieved because both of them are functionally similar to the new desired function. Suppose that EC1.5 is selected for transfer and modification. Both the component-replacement and the learned cascading mechanism are applicable in this situation in order to modify the retrieved design; but the latter is more applicable than the former because of the structural constraints specified. Nevertheless, since the learned cascading mechanism is only partial, applying it in the current situation does not lead to a successful design for the new problem. Recall that the learned cascading mechanism is partial: it does not specify that a candidate design which achieves a smaller function $F_1$ can be replicated as many times as possible (say, $n$) so that the composite function is $\leq$ the desired function $F_2$ and that an additional design can be composed to achieve the residual function $(F_2 - n \times F_1)$. Under such failure conditions, if the correct solution (Figure 7.7) to the new problem is provided to IDEAL (either directly or when knowledge of component addition is available IDEAL itself generates a design by using an available component repetitively), it can revise the previously learned model of the cascading mechanism into a more complete one.

![Electric Circuit Diagram](image)

**Figure 7.7: Design of A 4-volt Electric Circuit (EC4)**
IDEAL's revision of a learned mechanism involves first, forming a new hypothesis from the current source and target design analogues using the method described in Section 7.2.3, and then unifying (merging or assimilating) the new hypothesis with the so far learned mechanism. Following the learning method described, IDEAL focusses on the behavioral segments that correspond to the function of Battery in the two designs EC1.5 and EC4, and finds by comparing the two that the regularity is as in situation 2 (Table 7.1). That is, $B_1$ (the behavior segment in EC1.5) matches with more than one segment in $B_2$ (the behavior segment in EC4). It also finds that there is a behavior segment in $B_2$ that does not match with $B_1$ and a functional abstraction of that segment (i.e., $g$) needs to be noted in the decomposability condition of the desired function $F_2$. Hence, the newly hypothesized model of cascading mechanism specifies a more general decomposability condition, which is $F_2 = n \cdot F_1 + g$; since there is no preceding segment in $B_2$ that does not match with $B_1$, $f$ is a null function. Note that IDEAL could have found $f$ to be the functional abstraction over the preceding segment in $B_2$ and $g$ to be null if the new design were as shown in Figure 7.8. (The two designs in Figures 7.7(a) & 7.8 differ in the way 1-volt battery is composed with the other two batteries.) Once a new model of the cascading mechanism is hypothesized, IDEAL compares it with the previous model and unifies the two (as per the process described in the beginning of this section); the result is a model as shown in Figure 7.6 (including both shaded and unshaded representations shown in the figure).

![Figure 7.8: An Alternative Design of the 4-volt Electric Circuit (alternative with respect to the configuration of batteries)](image)

7.2.5 Learning of Feedback GTM

Let us now consider a scenario in which IDEAL learns one type of feedback mechanism. The scenario is that given two designs from the domain of electronic circuits, one without an instance of the feedback and the other with an instance, IDEAL compares their models and abstracts over a pattern of regularity to learn the feedback mechanism. We have described the same scenario of learning feedback GTM in Chapter 2. But there is a subtle difference in the representation...
of fluctuations of output values. In that scenario, we assumed that the fluctuations are already specified in qualitative, abstract terms (e.g., large vs. small) in the representation of the specific designs while in the current scenario we relax that assumption. A more realistic representation of specifying fluctuations in device design is in terms of a specification of quantitative/numerical tolerance limits (e.g., the output property value is 100 ± 10). The question then would be how might the qualitative values be defined and inferred from the quantitative specifications of fluctuations in the learning of feedback or feedforward GTMs. One way to address this issue is to define them in specific domains for specific properties in terms of a threshold for tolerance limits. In order for the threshold to be not dependent on the specific values, it can be specified as a percentage of fluctuation in the average value of the property. For instance, a threshold may be defined as follows: if the fluctuation in a property value is ≤ 5% of the average value of the property, then it may be considered qualitatively small; otherwise, large.

Similar to the scenario of learning cascading mechanism, IDEAL forms the initial hypothesis for the feedback mechanism from the two design examples. Suppose that IDEAL's analogue memory contains the design of a simple amplifier as illustrated in Figure 7.9(a,b). The structure of the device is shown schematically, its function as the pair of initial and final states of the behavior (indicated by GIVEN and MAKES in the Figure 7.9(b)), and the behavior itself as the sequence of states and transitions that explains how the structure achieves the function. The pair of states indicated by GIVEN and MAKES in Figure 7.9(b) shows the function “Amplify Electricity” of the simple amplifier. Informally, the function specifies that the amplifier takes as input electricity with a voltage of $V_{in}$ volts (i.e., 1) at $i/p$ and gives as output electricity with a voltage of $V_{out}$ volts (i.e., 100 ± 20 where 100 is the average value and 20 is the fluctuation around the average value) at $o/p$. Figure 7.9(b) shows the causal behavior that explains how electricity applied at the input location $i/p$ of the simple amplifier is transformed at the output location $o/p$. Note that the output of op-amp (operational amplifier, one of the components of the device) is dependent on the open loop gain ($A_{VO}$, a device parameter) of the op-amp and is typically very high (ideally $\infty$) and unstable.

Let us now consider the scenario where IDEAL is presented with a problem of designing an electronic circuit. For instance, the function specifies that the desired output is electricity with a voltage value, $V'_{out}$ volts (i.e., 100 ± 3 where 100 is the average value and 3 is the fluctuation allowed around the average value) given an input electricity of 1 volt. See MAKES and GIVEN states in Figure 7.9(d). IDEAL retrieves the design of the simple amplifier (Figure 7.9(a, b)) because the given functional specification is similar to the function of the simple amplifier. But the difference is that the output fluctuations in the retrieved design are more than those allowed

---

4 In the current version of IDEAL, we use such a characterization.

5 This is basically the problem of designing a device whose output is controlled and does not fluctuate much. A typical solution in electronics is to use an op-amp with feedback control. An op-amp is always used with feedback, whether it be in inverting or non-inverting configurations (Sedra and Smith, 1991). In the inverting configuration the input is given at the negative terminal of op-amp, and in the non-inverting configuration it is at the positive terminal.
Figure 7.9: Learning of Feedback Mechanism
in the desired. The fluctuations in the output of a device can in general arise due to several reasons, for instance, due to fluctuations in the input of the device or due to unstable device parameters. In the case of the design of a simple amplifier with op-amp, for example, the fluctuations in the output voltage could be due to the device parameter, open-loop gain, $A_{\text{Vo}}$ of the op-amp.

Suppose that IDEAL only has simple strategies such as replacing a component in a past design or substituting a new substance for one in a past design to deliver new functions. In the current scenario, given the model of the simpler amplifier as shown in Figure 7.9(b), IDEAL cannot localize the functional difference (i.e., more fluctuations than can be allowed) to any subset of components in the design because the model does not indicate any source of fluctuations. In that case, any component in the design could be a potential candidate for modification. Suppose that op-amp is chosen. Then IDEAL would only suggest that the op-amp needs to be replaced with another one that has a different $A_{\text{Vo}}$ because that is the parameter of op-amp on which its output depends. But such replacement is not feasible in general because op-amps with any arbitrary $A_{\text{Vo}}$ are not available! Even if the op-amp can be replaced, doing so will not satisfy the constraint on the output fluctuation. Therefore, IDEAL fails to modify the retrieved design to generate a design for achieving the new function.

Now the question is whether and how IDEAL can learn a model of the feedback mechanism if it is given the correct design for the current problem. When IDEAL thus fails to solve a problem due to its knowledge conditions, the additional constraint specified (i.e., the output fluctuations to be in certain limits), and due to the fact that some components are not available with arbitrary parameters, it has an opportunity to learn. Then, if an oracle presents the correct design that both delivers the desired function and satisfies the additional constraint (the schematic of the structure of the new device is shown in Figure 7.9(c)) and the SBF model of the new device (shown in Figure 7.9(d)), IDEAL can form the initial hypothesis for a model of the feedback mechanism.

Given the SBF models of the retrieved design (i.e., the simple amplifier) and the desired design, IDEAL compares them state-by-state and transition-by-transition along all possible dimensions in their SBF representation in order to identify the regularity between them. That is, it performs a differential diagnosis on the two models by which it determines (1) if there is a behavior segment in the new SBF model that matches with the retrieved SBF model, and (2) if so, what additional segments there are in the new SBF model and how they are related to the matching segment. Once IDEAL determines those relationships, it abstracts over the specific substances, properties and values in the relationships and forms a GTM that encapsulates the abstracted functional differences and the abstracted behavioral relationships. We will now focus on the learning of the feedback mechanism.

Recall from Section 7.2.3 that our model-based learning method involves first traversing the two focused behaviors and comparing them for similarity. When the behavior of the source design analogue ($B_1$) matches with (or is similar to) some segment in the new device behavior
(B_2), then there is an opportunity for IDEAL to learn a generic mechanism that specifies how to modify a behavior like B_1 to get a behavior like B_2 that achieves the function like F_2. Also, suppose that B_2 = B_{21} + B_{22}, a composition of two behavior segments, and that B_1 matches with B_{21}.

In the current problem-solving scenario, applying the model-based learning method (described earlier in Section 7.2.3), IDEAL finds that the behavior segment (state_1 → state_2 → state_3 in Figure 7.9(d), excluding the transition from state_3 to state_2) in B_2, the behavior of the inverting amplifier, matches with B_1, the behavior of the simple amplifier (state_1 → state_2 → state_3 in Figure 7.9(b)). Continuing to traverse the additional segments in B_2, it discovers that there is a cycle (or loop) in B_2 and picks out the relationships between the matching segment B_{21} (i.e., state_1 → state_2 → state_3) and the succeeding behavior segment (i.e., (state_3, state_1) → state_2 which constitutes B_{22}) in B_2. The functional abstraction over this segment is f and it becomes part of the decomposition of F_2. Since in the specific behavior of the new design there are no additional states besides those in the matching segment that are not already taken into account in B_{22}, there is no subfunction g in the decomposition of F_2. IDEAL then abstracts over the specific substances, properties and values, and the relationships to form an initial hypothesis for a generic mechanism, which is the mechanism of feedback. In order for it to abstract over the quantitative specifications of fluctuations, IDEAL needs to have a characterization of what ranges of numerical values constitute different qualitative values such as large and small. It uses the specific characterization we described in the beginning of this section. That is, it computes the percentage of fluctuation with respect to the average value and considers the fluctuation to be small if the percentage is ≤ 5% or large otherwise. In general, the 5% threshold will not work for all devices or all domains; in IDEAL we use it only as a heuristic. Based on this, the fluctuation in the retrieved design of simple amplifier is abstracted to large and that in the new design to small. The model of the hypothesized feedback mechanism and its index are shown in Figure 7.9(e, f).

Note that the feedback mechanism IDEAL learned in the current scenario (Figure 7.9(e, f)) is only a partial model of the feedback mechanism because it assumes that the controlling or feedback substance is same as the controlled or output substance (?Sub), which is not true in general. A more complete model of the feedback mechanism as illustrated in Figure 7.10 needs to distinguish between the feedback substance (?SubC) and the controlled substance (?Sub) as well as consider the more general decomposition of F_2 in terms of f, F_1, and g. When the feedback substance and the controlled substance are different, the subfunction g would involve sensing the fluctuations in a property value of the controlled substance.

Note also that the feedback mechanism IDEAL had learned does not capture the subtleties of open loop feedback and closed loop feedback. Even Figure 7.10 shows only a model of closed loop feedback. In order to learn those distinctions, however, IDEAL requires more design experiences

---

6 In fact, IDEAL does not even recognize that the feedback and controlled substances could be different because the current design experiences do not indicate that.
in which the substances fed back are different and the points in the device topology to where they are fed back are different. Thus acquiring a complete model of the feedback mechanism (or, in other words, all the different types of feedback mechanism) may involve solving a number of design problems incrementally and revising the hypothesized mechanism.
7.3 Learning of GPPs

Now, let us consider the task of learning a different type of design pattern. Informally, the learning task here is: given a design analogue, form a GPP underlying the causal mechanism involved in the behaviors of the specific device model associated with the given design experience. A formal characterization of the learning task is shown in Figure 7.11.

| Input: | • Design Analogue [consisting of design problem (i.e., function), solution (i.e., structure), and explanation (i.e., SBF model)]. e.g., design of sulfuric acid cooler. |
| Output: | • Generic physical processes (represented in SBF language). e.g., the GPP of Heat Flow and the Heat Exchange. |
| Method: | • Model-based abstraction with inductive biasing. e.g., function of a design determines what parts of the experience to focus on. |
| Knowledge: | • Typology of primitive functions in the domain. e.g., ALLOW, PUMP. • Typology of functions in the domain (consisting of primitive functions). e.g., substance-parameter transformation. • Substances in the domain. e.g., nitric acid, water. • Components in the domain. e.g., pipe, chamber. • Past design analogues in memory. e.g., design of nitric acid cooler. |

Figure 7.11: Task of Learning Generic Physical Processes from Analogues

7.3.1 An Illustrative Learning Task: Learning of GPP of Heat Flow

In this section, we illustrate the task of learning GPPs with an example task of learning the GPP of Heat Flow from specific design analogues. The GPP of Heat Flow specifies how heat flows from a hot body to a cold body when they are brought in thermal contact.\(^7\) We describe how the models of GPPs can be acquired by a gradual removal of structural information (i.e., physical structure) from the SBF models of specific devices. This process of abstraction occurs while storing a design analogue for potential reuse.

Consider, for example, the situation in which IDEAL finds multiple (e.g., two) analogues to be similar in their functions while it is storing a new design in the functionally organized

\(^7\)The physical principle of the Zeroth Law of Thermodynamics also captures the same (Fermi, 1937).
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7.3.1 An Illustrative Learning Task: Learning of GPP of Heat Flow

In this section, we illustrate the task of learning GPPs with an example task of learning the GPP of Heat Flow from specific design analogues. The GPP of Heat Flow specifies how heat flows from a hot body to a cold body when they are brought in thermal contact.\footnote{The physical principle of the Zeroth Law of Thermodynamics also captures the same (Fermi, 1937).} We describe how the models of GPPs can be acquired by a gradual removal of structural information (i.e., physical structure) from the SBF models of specific devices. This process of abstraction occurs while storing a design analogue for potential reuse.

Consider, for example, the situation in which IDEAL finds multiple (e.g., two) analogues to be similar in their functions while it is storing a new design in the functionally organized
analogue memory. We will consider the designs of sulfuric acid cooler (Figure 7.12) and nitric acid cooler whose function and behavior are shown respectively in Figures 7.13 & 7.14 for the purpose of illustrating the task and methods. (In this illustration, we consider the “Heat Water” function of sulfuric acid cooler (SAC) and the “Cool Acid” function of nitric acid cooler (NAC).)

The similarity between two functions is determined by comparing the input state and output state in them. Furthermore, similarity between two states is determined by comparing different slots in the schemas, such as substance, location, and other properties. For instance, a function \( F_1 \) is more similar to another function \( F_2 \) than it is to \( F_3 \) if the substance in both \( F_1 \) and \( F_2 \) is same while it is different in \( F_3 \). For example, the function of a nitric acid cooler that cools nitric acid from \( T_1 \) to \( T_2 \) is more similar to another nitric acid cooler that cools nitric acid from \( T_1 \) to \( T_3 \) than it is to a sulfuric acid cooler that cools sulfuric acid from \( T_1 \) to \( T_2 \). This is based on the heuristic that changing a substance altogether in a design is harder than changing a property of a substance. These similarity measures are based on those used in KRITIK for accessing cases from memory (Goel, 1992b). In addition to abstracting the functions of similar design analogues, IDEAL can also abstract the associated SBF models for use in solving problems by analogy in a different domain with the experience gained in one domain. However, IDEAL does not know a priori what the target “concept” will be; hence, it formulates the abstracted model as a hypothesis.

As mentioned earlier, the function of a device determines what parts of its model to abstract. If the function is a transformation function (e.g., substance transformation, substance-parameter transformation, substance-location transformation) then any relations in the different types of context annotating the transitions in the behavior that describe the corresponding change and the transitions themselves can be abstracted to form meaningful abstractions of behaviors. For example, since the function “heat water” of sulfuric acid cooler is to transform the temperature of the substance water from one value to another, the transition \( transition_{6-7} \) in Figure 7.13(b) is useful to focus on. The relations on the parameters of temperature describing the change can be abstracted along with the similar behavior of another cooler or heater. In addition to
After identifying what parts of the specific models to focus on, the issue is to determine what kinds of changes along a dimension are meaningful for abstraction. In other words, the issue is what similarities between the two models (in the focused segments of the behaviors) are retained, as they are, in the abstraction and what differences are abstracted. The same kind of similarity metrics as those for comparing functions are used for this purpose as well, because a focused segment of behavior includes a sequence of states and state-transitions. However, in addition to comparing states, the annotations on the transitions are also compared as guided by the functions (explained above). Since abstractions tend to deal with more qualitative parameters than specializations, we consider positive changes (i.e., increase) and negative changes (i.e., decrease) in the parameter of the chosen property for abstraction. The changes across different models under consideration suggest the level of abstraction. Since SBF models specify different kinds of structural information (e.g., locations, structural relations, components etc.), successive removal of each kind leads to the formation of models at different levels of abstraction. By removal we mean two things: (1) substitution of specific values (e.g., low and medium) by a value from a more general class of values (e.g., qualitative-value) in a value hierarchy and (2) a complete deletion of specific structural information (e.g., deleting the information that some substance moves from one location to another). These will become clearer from the example.
7.3.1.1 Learning to Different Levels of Abstraction: Heat Exchange and Heat Flow GPPs

Since some functions such as that of a sulfuric acid cooler can be classified in multiple ways, multiple subtasks of abstraction can be performed—abstraction over parameter changes and abstraction over changes in location. Depending on which abstraction is performed on given experiences, different types of abstract models will be formed. However, in some cases, both might be applicable; in such a case of multiple subtasks, abstraction occurs to multiple levels. IDEAL applies both methods, when applicable, in a specific order, that is, it abstracts over parameter changes prior to changes in location. Models at intermediate levels of abstraction are models of prototypical devices (similar to design prototypes (Gero, 1990)) such as the model of
a heat exchanger that is applicable to both coolers and heaters. Models at still higher levels of abstraction are such as the model of a physical principle "the zeroth law of thermodynamics" or the physical process "heat flow."

### 7.3.2 The Model-Based Learning Methods

Consider the design of a sulfuric acid cooler (Figure 7.12) and its function of heating water for the purpose of illustrating the methods. The type of this function (i.e., substance-parameter transformation as well as substance-location transformation) suggests two methods for abstraction: (1) abstraction over substance-parameter transformation (Figure 7.15) and (2) abstraction over substance-location transformation (Figure 7.16). The transitions transition\textsubscript{2-3} in the behavior "cool acid" of NAC (Figure 7.14(b)) and transition\textsubscript{6-7} in the behavior "heat water" of SAC (Figure 7.13(b)) are selected for abstraction because they transform parameters of the substance temperature and the substance location.

The application of the method shown in Figure 7.15 to these two behaviors results in the description of an abstracted model as shown in Figure 7.17, which is the SBF model of the GPP of Heat Exchange (i.e., the model of a heat exchanger which is a prototypical device). Note

---

**Input:**
- $E_1$, the new design experience.
- $E_2$, a design experience found to be similar to $E_1$ under the same node in memory.

**Output:**
- AbSTRACTED model from $E_1$ and $E_2$.

**Procedure:**

if (function of $E_1$ is substance-parameter-transformation) then

begin

(1) Get transitions $TR_1$ and $TR_2$, corresponding to the transformed parameter in $E_1$ and $E_2$ respectively.

(2) Compare the change in parameters in $TR_1$ and $TR_2$ qualitatively.

if (direction of change is same in $TR_1$ and $TR_2$) then abstract over "range" of the parameters;

else abstract over the direction of change;

(3) Modify other context in $TR_1$ and $TR_2$ that specifies this parameter. That is, if (any "inequalities" exist on the parameter-relations)

then abstract the inequalities to conditional inequalities;

(4) Propagate this abstraction to other dependent parameters and transitions, and then repeat step (3) until all the context is abstracted.

(5) Store the abstracted model from $E_1$ and $E_2$.

end.

Figure 7.15: A model-based method for abstracting over parameter transformation

---

that the structural information in the behaviors of SAC and NAC is abstracted and so are the
parametric relations in the corresponding transitions (Figure 7.17). For instance, the specific components $H_2SO_4$-pipe and $HNO_3$-pipe that achieve the function "allow heat" are abstracted to the abstract component pipe achieving the same function, which is prototypical of a heat exchanger.

IDEAL's knowledge of components that $H_2SO_4$-pipe and $HNO_3$-pipe belong to the class of pipes helps in doing this abstraction. Also, the parametric relations in Figure 7.17 cover both possibilities, that is, increase and decrease in the substance temperature, unlike those in the behavior of either SAC or NAC alone. This is essential to describing the behavior of a heat exchanger. Further, the abstractions are propagated to the behaviors of those substances on which the transitions depend, which is indicated by UNDER-CONDITION-TRANSITION in the Figures 7.13(b) & 7.14(b). That is, in step 4 of the method (Figure 7.15), for instance, the abstractions performed on the behavior segment (say, "heat water" of sulfuric acid cooler) are propagated to the dependent transition (i.e., "cool acid" of sulfuric acid cooler) which results in the abstracted segment "cool substance" shown in Figure 7.17.

---

**Input:**
- $E_1$, the new design experience or newly abstracted experience.
- $E_2$, a design experience (perhaps abstracted before) found to be similar to $E_1$, if any, under the same node in memory.

**Output:**
- Abstracted model from $E_1$ (and $E_2$).

**Procedure:**

if (function of $E_1$ is substance-location-transformation) then
  begin
    (1) Get transitions, $TR_1$ and $TR_2$, corresponding to the location in $E_1$ and $E_2$ respectively.
    (2) Compare the causal context that involves location in $TR_1$ and $TR_2$.
      if (causal context is similar in $TR_1$ and $TR_2$) then abstract/variablize locations;
      else abstract over the associated structural elements;
    (3) Modify other context that involves locations and associated structural information.
      That is,
      if (any structural conditions exist in $TR_1$ and $TR_2$ and they are similar) then remove the structural conditions;
      else check for similarity at a more abstract level of components involved;
    (4) Propagate this abstraction to other dependent parameters and transitions, and then repeat step (3) until all the context is abstracted.
    (5) Store the abstracted model from $E_1$ and $E_2$.
  end.

---

**Figure 7.16:** A model-based method for abstracting over location transformation

The application of the method shown in Figure 7.16 to the result of applying the first method, that is, to the model of the heat exchanger, leads to the formation of an even further abstracted
model as shown in Figure 7.18. This is a partial description of the generic physical process "heat flow" or the principle that we call the zeroth law of thermodynamics. However, the system, conforming to the classical "term problem" in learning, does not realize that this is the zeroth law of thermodynamics nor does it realize that this is a partial description of the process "heat flow," but rather considers it simply as an abstract model possibly applicable to a wider class of devices. Again, note that the structural information in the behavior of heat exchanger is further abstracted in the behavior of heat flow. For instance, the component pipe that achieves the

Figure 7.17: Behavior of a Heat Exchanger (i.e., the GPP of Heat Exchange) abstracted from SAC and NAC

function "allow heat" is abstracted to an abstract component connector achieving the same function.

In addition to the result of abstraction over structure, the abstracted parametric relations in Figure 7.18 that cover both increase and decrease in the substance temperature are also crucial to representing the heat flow GPP. These relations are represented as conditions on substance properties indicated by the annotation UNDER-CONDITION-SUBSTANCE in Figure 7.18 because the structural conditions (in Figure 7.17) are removed by the application of step 3 in

---

\[ A \text{ complete description should also indicate that heat continues to flow from a hot body to a cold body only until an equilibrium temperature is reached.} \]
Figure 7.16. Again, step 4 in the method shown in Figure 7.16 leads to the propagation of abstractions performed in one behavioral segment to the dependent ones.

Figure 7.18: The Zeroth Law of Thermodynamics (i.e., the GPP of Heat Flow)
CHAPTER VIII

LEARNING DEVICE MODELS

In the previous chapter, we considered four different interaction conditions (3 under problem-solving failure, and 1 when there are no problem-solving failures) for knowledge acquisition. In brief, the three conditions under problem-solving failure were (1) oracle provides all the three constituents of the target design analogue, i.e., the function, structure and behavior for the new design; (2) oracle provides only the function and structure for the new design; and (3) oracle provides only the function and the localized substructure in the context of the failure (i.e., a solution for the specific, local adaptation goal). The fourth condition was when there was no problem-solving failure, i.e., the MBA process generates a design by exploring with alternative strategies, perhaps taking more modification steps than necessary.

In all the four conditions, an SBF model of the new device is acquired. The learning of an SBF model of the device is important because the SBF model, in turn, enables several subprocesses in MBA including learning of design patterns, learning of indices, and transfer and modification of this device in future problem solving. In the first condition above, since the oracle directly gives the SBF model of the new device the acquisition is trivial. But in the other conditions, acquiring a new device model can be computationally hard. The fundamental issue common to learning in all those conditions is how to derive the internal causal behaviors of the new device given its structure. This task is hard because in some domains structural elements may have multiple behaviors and selecting the appropriate behavior(s) for each element in the given structure and composing them to generate the behaviors for the entire structure can be very complex. It is more so when the given structure is complex. Therefore, the computational issue is how to control the inferences needed in achieving this task.

The models of devices can be generally acquired in a number of ways: acquisition from a teacher, acquisition from natural language descriptions of devices and their behaviors (Peterson et al., 1994), acquisition by composition of primitive structural elements (i.e., consolidation (Bylander, 1991)), and acquisition by revision of models of similar devices (Goel, 1991b). We introduce two new methods for the acquisition of device models. In our theory, new device models may be acquired by the following three methods: (1) revision of models of known devices as in KRITIK (Goel, 1991b), (2) a combination of model revision and composition of behaviors of primitive structural elements, and (3) instantiation of design patterns in the models of known devices. All three methods involve revising the models of known, similar devices. By avoiding the need for composition of behaviors of each primitive element in the structure, they control
the inferences.

IDEAL uses methods (1) & (2) for acquiring a new SBF model under the interaction conditions (2) & (3). But IDEAL uses all three methods under condition (4). Since we already described method (3) in Chapters 5 & 6, we focus here on methods (1) & (2). In particular, we will describe how IDEAL acquires a new SBF model using method (1) under condition (4) and using method (2) under conditions (2) & (3).

8.1 Learning by Model Revision and Primitive-Behavior Composition

IDEAL uses this method in two of the interaction conditions under problem-solving failure: when it receives only the desired design (i.e., the structure) and when it receives only the solution to the specific adaptation goal. This new method is necessary because of the following reasons. Although the method of behavior composition can be used for deriving behaviors from most structures, it is computationally expensive and hence not desirable. Although the method of model revision addresses the complexity issue, it alone is not sufficient for solving all classes of structure-to-behavior generation problems. For instance, when the given structure has new components and the known devices do not have them, then revising the model of a known device requires composition of the behaviors of the new components. Therefore, we developed this new method that combines model revision and composition of primitive behaviors.

8.1.1 When Oracle presents only the Desired Design upon Problem-Solving Failure

Since IDEAL uses a model-based method that requires the SBF models of the source and target design analogues for it to learn any abstractions, under this condition of interaction, it requires the additional inference step of deriving the behavior for the given structure of the new design. Therefore, given the structure and the function (available as part of the problem specification) of the new desired design, IDEAL first derives the internal causal behaviors of the given structure in order to comprehend how the given structure achieves the desired function. It uses the method of model-revision and primitive-behavior composition for this task; that is, it revises the behavior of the retrieved design analogue by mapping the components in the given structure onto those in the structure of the retrieved design and by composing the behaviors of any additional components in the new structure with the behavior of the retrieved analogue.

Once IDEAL comprehends the functioning of the given structure in terms of the internal causal behaviors of the structure, it can learn design patterns as described in the previous chapter. We have tested IDEAL for its learning of SBF models under these knowledge conditions in the domains of electric circuits, heat exchangers, and electronic circuits (with operational amplifiers) in the context of learning cascading and feedback mechanisms. We will now illustrate its learning of the SBF model for EC3 (the 3-volt Electric Circuit that produces light; Figure 7.3)
from that of the design, EC1.5 (the 1.5-volt Electric Circuit that produces light; Figure 7.2) under the current knowledge conditions.

Recall from Chapter 7 (Section 7.2.1) the situation in which IDEAL fails to generate a design for the problem of EC3 by modifying the retrieved design analogue EC1.5. Suppose that IDEAL is now given the structure of a correct design for achieving the function of EC3 as shown in Figure 8.1. As a first step, IDEAL copies the behavior of EC1.5 and modifies each unitary behavior segment (i.e., single state-transition-state) by mapping a similar component in the new structure onto the one in the behavior. For mapping these components, it uses the structural context (i.e., what other components to which the particular component is connected and how it is connected) and the functions of the particular components. For instance, the Bulb in EC1.5 is mapped only onto the Bulb in EC3 (and not onto any other component) because the structural context (i.e., a serial connection with a battery at a particular end and a serial connection with
switch at a particular end) and functions of Bulb in EC1.5 (in general, all its functions) are respectively similar to the structural context and functions of Bulb in EC3. These principles of mapping are similar to the systematicity principle of the structure-mapping theory of (Gentner, 1983). These principles however do not guarantee a single, unique mapping between the structure of the retrieved design and the new design. For instance, either of the batteries in EC3 can map onto the battery in EC1.5, but both mappings are equivalent in this particular case because of symmetry in the connections. In general, IDEAL can work with any of these multiple valid mappings, but it chooses one randomly and proceeds with it. Hence, let us suppose that it maps the battery in EC1.5 onto Battery2 in EC3. The incomplete and incoherent behavior for the new structure before adding the behavior of the additional component (i.e., Battery1 in EC3) will be as shown in Figure 8.2.

Figure 8.2: Incomplete & Incoherent Behaviors of the 3-volt Electric Circuit in the middle of the process of generating behavior from structure.
In order to revise the incomplete behavior to include the behaviors of any additional components in the new structure, for each additional component IDEAL first needs to determine where to compose the component behavior. That is, it needs to determine at which point in the incomplete behavior it should add the new component behavior. This task requires that the states in the behavior be specified at the locations between components (i.e., the structural points at which components are connected). So, for instance, IDEAL finds that the behavior of Battery1 in EC3 needs to be added after the state at location $T_2'$ in the incomplete behavior of EC3 (Figure 8.2). For each component, its behavior is specified as a transition between two states, the states at the input end and output end of the component. Based on the points at which the component behavior will be added in the incomplete behavior of the given structure and the input and output ends of the component, first the input and output states of the component behavior are generated. Then one of the functions of the component that best describes the transformation between those input and output states is selected to describe the transition between them. That is necessary because a component can have multiple functions, only one of which may be relevant in the current device. In the specification of components, each of its functions also specifies qualitative relations between parameters at the input end and the output end. When a function of the component is selected to describe the transition, the corresponding qualitative relations are also selected. Then those relations are modified to reflect the parameters in the input and output states of the component behavior, and added in the transition. For instance, the component behavior thus generated for Battery1 in EC3 is shown in Figure 8.3. Then this behavior of Battery1 is added after the state at location $T_2'$ (i.e., $state_{1-2}$) in the incomplete behavior of EC3, and the parameter changes due to this insertion are propagated to the subsequent states and transitions in the incomplete behavior to generate a complete and coherent behavior for the given structure of EC3 as shown in Figure 8.4.

![Diagram of Battery1 behavior](image-url)
8.1.2 When Oracle presents only the Solution to the Specific Adaptation Goal upon Problem-Solving Failure

This section describes our exploration of IDEAL’s learning under a different situation. The input knowledge conditions in this situation are such that when IDEAL fails to generate a design for a new problem it is given only the localized structure for a correct design. Recall that the computational process of MBA (Chapter 2) that IDEAL uses is such that it localizes, whenever possible, its modifications to a retrieved design analogue while solving a new design problem. Therefore, when it fails to generate a design, it has the knowledge of the localized structure in the retrieved design that it could not modify. In such a situation, if IDEAL is given the
correct localized structure,\(^1\) then in order to learn any generic mechanism it needs to do two additional inference steps. The first is to revise the structure of the retrieved design to include the given new localized structure, and the second is to revise the behavior of the retrieved design to generate the internal causal behaviors for the new structure.

Once IDEAL generates the structure for the new design problem, it can generate its internal causal behaviors as described in the previous section, and then learn design patterns as described in the previous chapter. We have tested IDEAL for its learning of SBF models under these knowledge conditions in the domains of electric circuits, heat exchangers, and electronic circuits (with operational amplifiers) in the context of learning cascading and feedback mechanisms. Since we have described in the previous section IDEAL's process for going from the structure of the new design to form its SBF model, we will now focus on the generation of the structure from a given localized structure. We will illustrate its process with the designs of EC\(_{1.5}\) and EC\(_{3}\) from the overall context of learning cascading mechanism under the current knowledge conditions.

Recall from Chapter 7 (Section 7.2.1) that when IDEAL failed to generate a design for the problem of EC\(_{3}\) by modifying the design of EC\(_{1.5}\), the localized structure it was trying to modify was the Battery. Now let us suppose that IDEAL is given the new localized structure (i.e., just the part of the structure of EC\(_{3}\) that contains Battery\(_{1}\) and Battery\(_{2}\)) to replace the Battery in EC\(_{1.5}\). Since IDEAL knows which localized structure in the retrieved design to replace and what is the new localized structure, it can very easily revise the structure of the retrieved design to reflect the new localized structure as its part and correspondingly revise all the structural relations that are involved. That is possible precisely because its learning is situated in its problem-solving context. However, one important, necessary inference it needs to draw before revising the structure of the retrieved design is to determine the mappings between the ends (the input and output ends) of the old and new localized structure (i.e., the connecting-points at which these structures are connected to the remaining structural elements in the design). The SBF language for structure enables IDEAL to perform this mapping consistently. That is, IDEAL maps the input end of the old structure onto the input end of the new structure, and so it does for the output ends also.\(^2\) This is to make sure that the direction of flow of substance(s) in the new structure is consistent with that in the old structure. Figure 8.5 illustrates the structure of the design of EC\(_{1.5}\), the new sub-structure that generates 3 volts, and the structure of the design of EC\(_{3}\) that IDEAL generates from the former two. Once the structure of the new design is available, IDEAL can generate its internal causal behaviors as described in the previous section.

---

\(^1\)The overall desired function is known as it is part of the problem specification and the function of the localized structure is also known as the problem-solving context provides that.

\(^2\)In general, it is more difficult and not clear how to infer the mappings when there are multiple input ends (for instance, there are two input ends for an op-amp) or multiple output ends. That remains as an open issue.
8.2 Learning by Model Revision

IDEAL uses this method for generating the behavior of a new design when the modifications to the retrieved design are simple and when there are no problem-solving failures. In this section, we illustrate how it can use this method repetitively to make a complex modification to the behavior of the retrieved design.

8.2.1 When there are no Problem-Solving Failures

Until so far, we have only considered how IDEAL could learn in a failure situation (i.e., it either cannot generate a design for the given problem or it generates an incorrect design) under different interaction conditions. We will now describe how it can learn a new SBF model completely autonomously. Obviously, this task requires IDEAL to be endowed with some alternative strategies so that it can use them in solving new design problems successfully; it may have to do some exploration with this alternative source of knowledge in order to be able to solve the
new problems.\(^3\)

To the extent this research has explored, there were no alternative strategies for the mechanisms of feedback, feedforward, and device composition. But, for the cascading mechanism, an alternative is component-addition strategy. Hence, the discussion here will concentrate on how the strategy of component addition and the exploration to repetitively apply it in a problem-solving context enable IDEAL to solve the design problems and generate the new SBF model in which the cascading mechanism can be learned.

The strategy of component addition suggests that a component, whose functional transformation is \(\leq\) the difference between the desired transformation and that of a candidate component, can be added (serially) to the candidate component in order to reduce the difference.\(^4\) Therefore, when a component whose function is same as the difference between the desired and that of a candidate in a retrieved design analogue can be found, component addition leads to generating in one step a design that achieves the new function: it will require more than one step to generate a design if the available components only achieve functions that are \(<\) the difference. That is, for instance, when the desired function is to achieve 2.5 volts and a candidate component achieves 1.5 volts, component addition suggests that a component that achieves 1 volt can be added to the candidate. Similarly, when the desired function is to achieve 4.5 volts and a candidate component achieves 1.5 volts, it suggests to add in two steps two 1.5-volt components to the candidate; that is when there is no single 3-volt battery available. With the knowledge of component addition, IDEAL can solve all those problems under which it can learn the cascading mechanism.

Let us now consider how the repetitive use of the component-addition strategy in a problem-solving context leads to a design (that further enables IDEAL to learn a model of the cascading mechanism). Recall from Chapter 5 that IDEAL's adaptation process involves first revising the model of the retrieved design and only then its structure. To make the discussion concrete as well as related to the earlier discussions of learning models, we will consider the same problem of designing EC3. Furthermore, we suppose that IDEAL has retrieved the design of EC1.5. IDEAL recognizes that the component-addition strategy is applicable in this context because the functional difference between the problems of EC3 and EC1.5 matches with what the component addition can reduce and there is a component available (a battery with 1.5 volts) whose function is \(\leq\) to the functional difference to be reduced (which is 1.5 volts). Hence applying the component addition with a battery of 1.5 volts to the design of EC1.5 involves adding the battery in series with the one already in EC1.5. As per the computational process of model-based analogy, the modification suggested by the strategy is instantiated first in the behavior of the retrieved

\(^3\) This implies that the alternative mechanisms provide IDEAL with the same competence as would any "new" generic mechanisms that may be learned with oracle interaction under failure after learning the new SBF model. But the new generic mechanisms learned in this situation may make a difference in the performance of IDEAL, that is, they enable it to solve similar design problems faster. Thus IDEAL's learning of GTMs in these situations is equivalent to knowledge compilation.

\(^4\) along the same motivations as means-ends analysis suggests.
design. Then the behavior is simulated to make sure that the local modification is consistent with the overall function and that it reduces the functional difference. Finally, the structure of the retrieved design is revised. It generates the behavior of the new design by revising that of EC1.5 (Figure 7.2) with the addition of the behavior of a 1.5-volt battery (Figure 8.3) after the state $state_{1-2}$. The resulting behavior is same as shown in Figure 8.4. Since in the current context, IDEAL finds by simulating the model that the addition of the 1.5 volt battery to the one in EC1.5 reduces the functional difference to null, the generation of a design for the problem of EC3 is considered complete.

In the above example, only one application of the component-addition strategy was sufficient to complete the design problem. But in general, it may require several repetitive applications of the strategy. In order to illustrate such an exploratory process, let us consider a different design problem, namely, that of designing a 6-volt Electric Circuit (EC6). The function of the new desired design can be informally specified as producing light of intensity 24 lumens in the bulb as output when the switch is closed, given an electricity with a voltage of 6 volts in the battery as input. Similar to the earlier problems we considered, the new design problem also specifies a structural constraint that the desired design cannot have a single 6-volt battery. Furthermore, suppose that a constraint from the memory of available batteries is that there are only 1.5-volt batteries to use. Supposing that IDEAL has the design of EC1.5 in its memory of analogues, given the new problem, it can retrieve the design of EC1.5 because their functions are similar.

IDEAL recognizes that the component replacement will not work in this problem due to the structural constraint, but instead, the component addition would. The component-addition strategy is applicable because the functional difference between the problems of EC6 and EC1.5 matches with what the component addition can reduce and because there is a component available (a battery with 1.5 volts) whose function is $\leq$ to the functional difference to be reduced. When testing the applicability of the strategy, IDEAL first looks for a component with a function exactly equal to the difference to be reduced (i.e., a battery with 4.5 volts); if such a component cannot be found, then it looks for a component that reduces the difference most (i.e., the battery with the most voltage capacity $<$ the difference to be reduced). In the current context, such a component would be a battery with only 1.5 volts because of the constraints from the memory of available components. Hence, applying the strategy with the 1.5-volt battery in the design of EC1.5 will only produce a design as shown in Figure 8.6(a). The behavior of EC1.5 (Figure 1.4) is revised by adding the behavior of a 1.5-volt battery (similar to one shown in Figure 8.3) resulting in the behavior shown in Figure 8.7(a). IDEAL can recognize by simulating the behavior of this design that it does not achieve the desired function. Then, IDEAL starts to explore with the partial design thus far generated. That is, it views the partial design as a retrieved design analogue and applies the strategy of component addition to it. The second application of the strategy results in the partial design shown in Figure 8.6(b). The resulting behavior due to the second application of component addition is shown in Figure 8.7(b). Note that although the second partial design is closer to achieving the desired function than the first one, it does not
completely achieve the desired function. IDEAL thus continues to explore with the partial design until either it arrives at a design that achieves the desired function or it reaches any resource limitations (such as an upper bound on the number of repeated steps of transfer & modification). In the current context, the third application of the strategy results in the complete design for the given problem as shown in Figure 8.6(c). The behavior of the final design after revising that in the previous step is shown in Figure 8.7(c). Thus by making a simple modification to the model of a retrieved design in each step, IDEAL can make a complex modification in multiple steps that is equivalent to the one due to the instantiation of cascading mechanism in the retrieved design.

Figure 8.6: Evolving Design for EC6 with repeated Applications of Component-Addition Strategy on the Design of EC1.5
(a) Partial Behavior "Deliver 6 volts" of EC6 after One revision of the behavior of EC1.5

(b) Partial Behavior "Deliver 6 volts" of EC6 after Two revisions of the behavior of EC1.5

(c) Partial Behavior "Deliver 6 volts" of EC6 after Three revisions of the behavior of EC1.5

Figure 8.7: Evolving Behavior for EC6 with repeated Applications of Component-Addition Strategy on the Behavior of EC1.5
CHAPTER IX

EVALUATION AND ANALYSIS

IDEAL provides an experimental testbed to evaluate our theory of innovative design. In this chapter, we describe the evaluation of our theory at two levels: the theory as a whole and the individual "components" of the theory.

At the level of the theory as a whole, our theory of innovative design concerns with three core issues: (1) non-local modifications to known designs, (2) cross-domain transfer of design knowledge, and (3) reformulation of design problems. The evaluation question at this level is how well our theory accounts for these three issues. That is, (1) what classes of non-local modifications can it cover and what it cannot, (2) what classes of cross-domain transfer can it account for and what it cannot, and (3) what classes of problem reformulations can it cover and what it cannot? We have evaluated our theory along the following dimensions:

- Computational feasibility

- Generality in the sense of coverage of different tasks and domains, in particular, the following 4 types of coverage:
  - Coverage of different types of design adaptation
  - Coverage of different tasks in analogy
  - Coverage of different types of analogies
  - Coverage of different domains

- Common representations in two different ways:
  - For different types of models
  - Across different processes in analogical design

- Scalability

For the purpose of evaluating the theory at the level of individual components, our theory can be considered to have four main components: problem solving, learning of design patterns, qualitative modeling and learning of device models, and memory (i.e., its organization, indexing, and index learning). We have evaluated each of these components along different dimensions. Table 9.1 shows the dimensions of evaluation for each of these four components of our theory. We have used five different methodologies of evaluation listed below:
Table 9.1: Individual Components of Our Theory and The Dimensions of Evaluation for Each

<table>
<thead>
<tr>
<th>Component of Our Theory</th>
<th>Dimensions of Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem Solving</strong></td>
<td>Coverage of different design tasks</td>
</tr>
<tr>
<td></td>
<td>Comparison of different adaptation strategies for efficiency</td>
</tr>
<tr>
<td></td>
<td>Quality of solutions</td>
</tr>
<tr>
<td></td>
<td>Use of the problem solver for a completely different task</td>
</tr>
<tr>
<td><strong>Learning of Design Patterns</strong></td>
<td>Coverage of different types of design patterns</td>
</tr>
<tr>
<td></td>
<td>Expanded coverage of design problems</td>
</tr>
<tr>
<td></td>
<td>Different interaction conditions in knowledge acquisition from external feedback</td>
</tr>
<tr>
<td></td>
<td>Interactions of learning with other components of the theory</td>
</tr>
<tr>
<td><strong>Qualitative Modeling and Learning of Device Models</strong></td>
<td>Coverage of different types of models</td>
</tr>
<tr>
<td></td>
<td>Different methods of acquiring device models</td>
</tr>
<tr>
<td></td>
<td>Use of the same representations for a completely different task</td>
</tr>
<tr>
<td><strong>Memory: Organization, Indexing, and Index Learning</strong></td>
<td>Efficiency (of retrieval)</td>
</tr>
<tr>
<td></td>
<td>Use of the indexing scheme for retrieval in a completely different task</td>
</tr>
</tbody>
</table>
• **Testing the computational feasibility**—where we not only make sure that different parts of the theory are implemented and operational in a computer program, but also include the testing involved in establishing the coverage of different classes of problems, tasks, and domains.

• **Mapping of design decisions to program (system) behavior**—that is, various kinds of ablation studies where we also include the comparative evaluations between different strategies and different types of knowledge.

• **Changing the interaction conditions**—with the external world as well as among the different components of the theory.

• **Changing the input conditions**—for different components of the theory, especially learning.

• **Trying the program on a completely different task** (than it is originally designed for) such as Knowledge Acquisition from Natural Language—in other words, subjecting the theory to new constraints arising from new task contexts.

### 9.1 Evaluation of the Theory as a Whole

In this section, we will describe how our theory is evaluated along specific dimensions that are applicable to the theory as a whole. We will defer our discussion of how well our model-based theory of innovative design accounts for the three facets of innovative design until the end of the chapter.

#### 9.1.1 Computational Feasibility

Our model-based theory of innovative device design is computationally feasible as it is implemented in IDEAL. IDEAL has been tested with 50 different designs from 5 different domains for different aspects of the theory: 28 designs were used to test the learning of 6 different GTMs and the use of 3 of them; 4 designs were used to test the learning and use of GPPs (at different levels of abstraction); and 20 designs were used to test the model-based indexing, index learning, and retrieval. These designs were also used to test the other components of the theory in IDEAL along the specified dimensions of evaluation.

#### 9.1.2 Generality

By generality of a theory, we mean how well it covers different types of tasks, different types of knowledge, and different domains. In particular, we describe below how our theory is general along four different dimensions:

1. **Coverage of Different Types of Design Adaptation**
2. Coverage of Different Tasks in Analogy

3. Coverage of Different Types of Analogies

4. Coverage of Different Domains

9.1.2.1 Coverage of Different Types of Design Adaptation

iDEAL's theory covers not only adaptive design tasks but also redesign based on external feedback from an evaluation of designs. iDEAL demonstrates the use of GTMs in adaptive design task and the use of GPPs in redesign based on evaluation.

9.1.2.2 Coverage of Different Tasks in Analogy

This means generality of the theory in that it covers multiple tasks in analogical design. For instance, iDEAL addresses both learning and use of design patterns in analogical design; it also addresses the tasks of retrieval of source analogues, evaluation of new designs, and learning of indices for design analogues and design patterns for storing them in memory. Thus an important aspect of iDEAL's evaluation is that it addresses several interesting and hard issues in analogical design. It is important to consider different issues because solutions to each imposes constraints on the others; otherwise, the resulting theories may be underconstrained. For example, the memory processes impose constraints on the kinds of problem solving that can be supported. Problem-solving processes impose constraints on the kinds of learning that are needed, and the learning processes impose constraints on what is available in memory.

More specifically, the indexing scheme for design analogues in memory strongly constrains the class of design problems that can be solved and also constrains the retrieval processes. For instance, indexing only by functions of designs limits the class of problems to one where functional specifications are given. Since the next step is the transfer of source design analogue to the target problem, the types of source designs that can be retrieved puts constraints on the processes of transfer and modification by specifying the types of modifications that are needed for successful problem solving. Similarly, the processes of transfer also put constraints back on the retrieval. In addition, covering both retrieval and transfer brings out the issue of interaction (and control) between the two stages which will not surface if only either stage alone were modeled; and thus it constrains our theory more. Similarly, covering the stage of evaluation of the target analogue puts different requirements on the previous stage of transfer and vice versa. iDEAL also covers the issue of learning abstractions from the source and target design analogues, and as a result, it imposes constraints on the stages of transfer and modification, and evaluation in terms of the information that those stages have to generate as input to the learning stage. Finally, if the storage of target design analogue and learning of indices are also covered, they bring out the interactions with both indexing of design analogues in memory and
their organization. For instance, index learning can relax certain assumptions about memory, such as not requiring the complete knowledge of indices to source analogues a priori.

9.1.2.3 Coverage of Different Types of Analogies

Within a given characterization of what a "domain" is, IDEAL covers different types of analogies ranging from within-domain to cross-domain. For instance, it can use its design patterns learned in one domain (say, electric circuits) to solve adaptive design problems in the same domain and to solve problems in a different domain (say, heat exchangers) as well. We have varied the domains in which IDEAL learns the design patterns and tested whether it could successfully use the learned patterns in the others (including the one in which it learns). As we describe in the next section, IDEAL could learn the design patterns in different domains and use them successfully in different, other domains as well as it could in the same domains.

9.1.2.4 Coverage of Different Domains

This is to ensure that the theory is applicable in multiple domains. IDEAL has been tested in five different domains, namely, the domains of simple electric circuits, heat exchangers, electronic circuits, mechanical devices (including momentum controllers and velocity controllers), and coffee makers for both learning and use of design patterns. IDEAL can learn the design patterns in different domains and also use them in different domains. For instance, it can learn the feedback mechanism in the domain of electronic circuits and use it in the domain of mechanical controllers, and vice versa. Similarly, IDEAL could equally use the cascading mechanism in the domains of simple electric circuits, heat exchangers, and electronic circuits (with op-amps), irrespective of the source domains (i.e., simple electric circuits including devices of flashlight circuits and electric heaters, and heat exchangers) in which it had learned the mechanism.

9.1.3 Common Representations

This is to establish the adequacy of the same representations, for instance, SBF models, in supporting a number of different processes and tasks such as the generation of a design, evaluation of a design, and learning of different types of design patterns.

9.1.3.1 For Different Types of Models

IDEAL uses the same SBF language to represent both models of devices and models of design patterns. The representation of design patterns is a graceful extension of SBF models.

9.1.3.2 Across Different Processes in Analogical Design

An important aspect of IDEAL's evaluation is the uniformity of its representations across different stages of analogical design. IDEAL uses the same representations of device models for
supporting different stages. Of course the inferences drawn, and, therefore, the functional role played by the models changes from one stage of processing to another. The functional part of SBF models acts as index into the memory of analogues, and this enables IDEAL to infer similarity between the target problem and the stored analogues in the retrieval stage. The SBF model of a source design provides the functional and causal explanations of how the design works and this enables IDEAL to infer the parts of the design that need to be repaired in the transfer and modification stage. SBF models enable design verification by qualitative simulation in the evaluation stage. The functional and causal explanations that an SBF model provides of how the target design works enables IDEAL to learn abstractions in the next stage of analogical design, and so on.

9.1.4 Scalability

IDEAL now contains 50 design analogues from 5 different domains. It learns eight different design patterns that fall into two different types. The largest design in IDEAL has the orders of 10 structural elements and 10 structural relations, and the order of 3 inter-dependent behaviors in its SBF model. That is the design of a gyroscope control system with feedback. Although IDEAL is thus not-a-small system, the scalability of the model-based approach still remains an open issue.

9.2 Evaluation of the Individual Components of the Theory

In this section, we will describe how the individual components of our theory are evaluated along different dimensions (Table 9.1) that are appropriate for each.

9.2.1 Problem Solving

In the problem-solving component of our theory, we include from our computational process of model-based analogy (Figure 2.1) the stages of analogical transfer and modification, and evaluation of the solution. We describe our evaluation of this component of our theory along four different dimensions:

1. Coverage of Different Design Tasks
2. Comparison of Different Adaptation Strategies for Efficiency
3. Quality of Solutions
4. Use of the Problem Solver for a Completely Different Task

An analysis of our methods for the tasks in problem solving indicates that they are efficient. For instance, our method for the spawning of adaptation goals (i.e., the diagnosis of the source
design analogue) is efficient because the organization of the SBF model of the source design enables quick localization of the search for "faults" in the given design to a small portion of the SBF model, yet enabling non-local modifications due to the instantiation of appropriate GTM.

9.2.1.1 Coverage of Different Design Tasks

Under this dimension, we are interested in finding and characterizing the classes of design problems that our theory of adaptive design covers. In our theory, the ability to make modifications to known designs is determined by the knowledge of the adaptation strategies (whether those strategies are learned or given). Some of the adaptation strategies make use of the knowledge of design patterns (in particular, GTMs) and some others do not. While describing how our theory covers different non-local modifications, we will later give in Table 9.2 a characterization of the types of non-local modifications that each of the GTMs enables. In addition, we will also indicate what type of non-local modifications that the component-addition strategy can enable. That, we hope, will indicate to some extent the classes of adaptive design problems covered in our theory. We will now try to characterize for each GTM the class of problems it enables in a more formal specification. That is, we specify the class of problems in terms of templates for the functions of candidate designs and desired designs, and the conditions under which the particular GTM is applicable. Figures 9.1, 9.2, and 9.3 respectively show such characterization of the classes of problems for component-replacement strategy, GTM of one type of feedback, and GTM of another type of feedback.

In addition to being able to make non-local modifications, IDEAL can also do some simple modifications to known designs. Although the class of problems that the simple adaptation strategies enable are not as interesting, they nevertheless contribute to the coverage of design problems. Just to reiterate from Chapter 5, IDEAL has these four simple adaptation strategies: Substance Substitution, Substance-Property Modification, Component Replacement, and Component-Parameter Modification. Each of these strategies enables IDEAL to solve a different class of adaptive design problems.

9.2.1.2 Comparison of Different Adaptation Strategies for Efficiency

When there are multiple, alternative types of knowledge that can be used to solve the same class of problems, problem-solving efficiency is one criterion that may be used to compare those alternatives for their merits and demerits. Of the different GTMs this research has explored, only the cascading mechanism has an alternative strategy that can be used to solve the same class of problems. That is the strategy of component addition. Hence this discussion centers around only the cascading mechanism and component addition. We measure the problem-solving efficiency in terms of the number of steps of modification (and evaluation) required to successfully generate a solution. Each step involves both making the modification to the source design and verifying if that modification results in the desired function.
We have tested IDEAL for the comparison of these two adaptation strategies: instantiation of cascading mechanism and component addition. In this testing, we found that these two adaptation strategies have equal competence in solving the same class of design problems but different performance. The use of the cascading mechanism enables IDEAL to solve any problem from the same class in one step of modification (and evaluation), while the use of component addition requires $n$ steps (where $n$ is a measure of the size of the adaptive design problem). Therefore, by learning the cascading mechanism, IDEAL becomes more efficient at solving the same class of problems.

We have described in Chapter 8 how the component addition strategy can enable IDEAL to solve the design problems from which it can learn the cascading mechanism. In applying the component addition strategy, generating a design for a new desired function requires only one step when there exists a component whose function is same as the difference between the desired and that of one in the retrieved design analogue; but it will require more than one step to generate a design if the available components only achieve functions that are $< \text{the difference}$. That is, for instance, when the desired function is to achieve 3 volts and an available component achieves 1.5 volts, component addition suggests that a component that achieves 1.5 volts can be added to the available one; similarly, as we illustrated in Chapter 8, when the desired function is to achieve 6 volts and an available component achieves 1.5 volts, it requires three steps, adding one 1.5-volt battery in each step. Thus, with the knowledge of component addition, IDEAL could solve the same class of problems as it could with the cascading mechanism when all the following conditions hold good: (1) there exists a design analogue in which the component selected for modification has a parameter value that is smaller than the parameter value desired, as determined by the new range of transformation in the desired function; (2) there are components whose parameter values are $\leq \text{the difference}$ (new parameter value – the smaller parameter value); (3) such components can be selected in some combination so that the sum of their parameter values is equal to the difference (new parameter value – the smaller parameter value); and (4) the component parameter values are additive when connected in series and so are their ranges of functional transformation.

From the above description of the component addition strategy, it is clear that for all the problems to which the cascading mechanism applies the component addition also applies. However, generating a design for a problem in this class using the component addition strategy requires $n$ iterations of its application and evaluation (i.e., $n$ steps of modification and evaluation) where $n$ is the number of replications of a component needed (that is, the desired function $F_2 = n \cdot F_1 + F_3$ where $F_1$ is the function of a component being modified in the retrieved design analogue and $F_3$ is the function of a similar type component that specifies a smaller range of transformation than what $F_1$ does). Whereas, generating a design for every problem in the same class using the mechanism of cascading requires only one step of its application and evaluation, independent of $n$. Therefore, learning the cascading mechanism (and using it) significantly improves IDEAL's problem-solving efficiency for the same class of problems in comparison to using
the component addition strategy.

In the above comparison, we only considered the common class of problems to which both the strategies apply. But there are differences in the coverage of problems each strategy potentially provides! Since, in general, for any iterative approach (i.e., repeated application of a strategy) there needs to be a finite upper bound on the number of iterations one could do using the same knowledge, there could be design problems (for which $n >$ the finite upper bound) that may not be solvable using the component addition strategy alone. However, using the cascading mechanism for those problems could lead to successful designs. At the same time, the component addition strategy facilitates solving certain design problems that the cascading mechanism alone cannot. Those problems have a desired function $F_2$ in relation with the function of the available component such that $F_2 = F_1 + F_3$ where $F_3$ is smaller than $F_1$; in other words, there is no replication of the available component required at all in solving these problems! This class may also include problems where $F_3$ is smaller or larger than $F_1$ and the structural constraints specify that there is only one component available to achieve $F_1$ (i.e., the structural constraint inhibits replication of the component for $F_1$ even when $F_3 > F_1$).

9.2.1.3 Quality of Solutions

In adaptive design, one way the quality of a solution can be measured is in terms of the number of components used in the design for a given problem. In our theory, the quality of a solution generated depends on the available knowledge in device models and what inferences that knowledge can enable. For instance, a model described in detail can enable localization of a needed modification to a primitive component while a model that describes the behavior of a device only at a high level cannot. When a modification to a known design in order to achieve new functions can be localized to a primitive component, the resulting solution can be of better quality (i.e., it can be more parsimonious in terms of the number of components used); of course, it also depends on the particular adaptation strategy used. For example, using the component addition strategy may result in more parsimonious designs than using the instantiation of the cascading mechanism because the latter suggests the use of several components to achieve a function while the former suggests the addition of one component.

KRITIK2, the earlier version of IDEAL, has been specifically evaluated for the quality of solutions as follows (Strouilia and Goel, 1992): the question was how is the quality of solutions affected by the detail in the known device model when the adaptation strategy available is the instantiation of the cascading GTM. That evaluation led to the finding that the more detailed the known device model is, the more the quality of solutions generated by using the cascading GTM.
9.2.1.4 Use of the Problem Solver for A Completely Different Task

Initially, the theory of our problem-solving component has been developed for the task context of design. In this task context, the design problems are specified in SBF representations. But, later in a companion project called KA (Peterson et al., 1994), we have used the same problem solver for solving problems specified in Natural Language and for understanding design descriptions in Natural Language. We found that the same theory was equally applicable in that task context as well.

9.2.2 Learning of Design Patterns

We evaluated this component of our theory along the following different dimensions:

1. Coverage of Different Types of Design Patterns
2. Expanded Coverage of Design Problems
3. Different Interaction Conditions in Knowledge Acquisition from External Feedback
4. Interactions of Learning with Other Components of the Theory

An analysis of our methods for learning indicates that they are efficient because the organization of the SBF models together with the problem-solving context provides constraints on learning of design patterns and the comparison of design analogues takes place only on small, focused behavior segments in their models.

9.2.2.1 Coverage of Different Types of Design Patterns

Learning and Use of GTMs: IDEAL covers six different GTMs: one cascading GTM, four types of feedback GTM, and one type of feedforward GTM. It could learn all these six different GTMs using the same model-based learning method—it could learn them by abstracting over the patterns of regularity in device models of the design analogues. Furthermore, IDEAL could recognize the relevance of the appropriate GTM (of the three on which it was tested), retrieve it, and instantiate it in the context of adaptive design scenarios. By instantiating the retrieved GTMs in the SBF models of the source designs, IDEAL produced solutions to the target problems.

Learning and Use of GPPs: IDEAL covers two different GPPs (the physical process of heat exchange at a lower level of abstraction and the physical process of heat flow at a higher level of abstraction—the difference between them being in the specification of the amount of specific structural information from the devices of cooler and heater from which it learns them). Using the same model-based approach as above, but using a different strategy/algorithm as suggested by the type of regularity in the given design analogues, IDEAL could learn both GPPs from two actual KRITIK2 which is an earlier version of IDEAL.
designs, one of acid cooler and the other of water heater. We have tested IDEAL then for its use of the learned physical processes in the task of redesigning a failed coffee maker. It could successfully recognize the relevance of these GPPs and use them for forming causal explanations of the observed undesired behavior in the coffee maker. It could subsequently redesign the coffee maker to compensate for the failures. Although both the physical processes (heat exchange and heat flow) were applicable in the context of the coffee maker redesign, using the process of heat exchange required more specific elements (such as heat-exchange chamber, pipes and the relationships among them) in the model to be adapted to the target design of coffee maker than those in using the process of heat flow. Thus, the higher the level of abstraction of a GPP, the lesser the adaptation needed in order to transfer it to a new design situation.

9.2.2.2 Expanded Coverage of Design Problems

The larger the coverage of tasks in the domain(s) of consideration the better accepted and more general is a theory. Since IDEAL's design task is really adaptive design, the design tasks can be characterized by the differences in the functions of the known, retrieved design and the desired design that need to be reduced. Under the knowledge conditions that IDEAL knows only simple adaptation strategies such as component replacement and substance substitution, it can only solve the class of problems that involve simple, parametric differences. However, its acquisition of each new GTM enables it to solve a different class of problems, where each class is characterized by a different type of functional difference. That is, learning of GTMs increases the coverage of problems in IDEAL.

Consider for instance the cascading mechanism. Before learning it (or in general without the knowledge of the cascading mechanism), under the above knowledge conditions, IDEAL could only solve a simple class of design problems. A design problem in this class has a functional specification of the form shown in Figure 9.1, which is of type substance-property transformation. The state of analogue memory is such that it has a design analogue whose range of functional transformation ($V_1 \sim V_2$, where $V_1, V_2$ are respectively the input and output values of the substance in the function) is dependent on some parameter of a component in the design.\(^2\) Without the knowledge of the cascading mechanism, IDEAL could solve this class of design problems only if the range of transformation desired is same as the range of transformation in a matching design analogue or there exists a component of the desired parameter value as determined by the new range of transformation. For instance, a device to achieve 0-3 volt transformation function can be designed only if there exists a battery with a 3-volt capacity.

After learning the cascading mechanism, however, IDEAL could solve a larger class of design problems (including the above shown in Figure 9.1) whose specifications may also involve structural constraints of the kind that specific components with specific parameter values are not available (or are non-standard). In general, these structural constraints can be part of the

\[^2\text{In general, the memory can have a class of design analogues each of which satisfies this condition.}\]
DESIRED DESIGN:

GIVEN:  
F₂  
MAKES:  

There exists a

CANDIDATE DESIGN:

GIVEN:  
F₁  
MAKES:  

such that

CONDITION:

?val22 ≠ ?val21

(?val11 - ?val21) R some component parameter

Figure 9.1: The Class of Problems IDEAL Can Solve BEFORE It Learns the Cascading Mechanism
problem specification, or they can also come from the memory of available components. That is, for instance, a design problem may specify that the new design to achieve 3 volts cannot use a 3-volt battery. Alternatively, the memory of available components may not have a 3-volt battery because it is non-standard. With the knowledge of the cascading mechanism, IDEAL could solve this new, larger class of design problems under certain conditions: (1) there exists a design analogue in which the component selected for modification has a parameter value that is smaller than the parameter value desired as determined by the new range of transformation in the desired function; (2) there are sufficient number (\( \lceil (\text{new parameter value} / \text{smaller parameter value}) \rceil \)) of components of the smaller parameter value; (3) when the residue of the ratio (new parameter value / smaller parameter value) is non-zero, there exists a component of the parameter value equal to the residue; and (4) the component parameter values are additive when the components are connected in series and so are their ranges of functional transformation.

Similarly, we can specify for each of the other GTMs, namely, feedback, feedforward, and device composition, the class of problems "before" and "after" learning. It is clear for each of these generic mechanisms that the class of problems IDEAL could solve after learning that generic mechanism is larger than those that it could solve before. For instance, Figure 9.2 illustrates the class of problems that the feedback mechanism of one type enables. In this type of feedback mechanism, the input, output, and feedback substances are all the same. Before learning this type of feedback mechanism, IDEAL cannot solve the illustrated class of problems. Similarly, Figure 9.3 illustrates the class of problems for a second type of feedback; in this type, although the input substance and the feedback substance are the same, the output substance is different from the feedback substance. Again, IDEAL cannot solve the illustrated class of problems before learning the second type of feedback mechanism.

9.2.2.3 Different Interaction Conditions in Knowledge Acquisition from External Feedback

IDEAL has been tested for its learning of design patterns under different interaction conditions with an oracle that provides external feedback upon a problem-solving failure. When IDEAL fails to solve design problems, it is given external feedback from which it learns the GTMs. We have varied the information presented as feedback and observed in those different learning situations what processes might be involved in IDEAL's learning and whether it can learn at all. In all the four different interaction conditions with which IDEAL was tested, we found that it could learn the GTMs. However, it required to make more inferences as the information in the external feedback reduced. Three interaction conditions involved presentation of

1. desired design for the target problem and an SBF model for the solution or

2. only the desired design for the problem or

3. only the solution to the local, specific adaptation goal.
DESIRED DESIGN:

\[
\begin{array}{c|c|c}
\text{GIVEN:} & \text{SUB} & ?\text{prop1: } ?\text{val11} \\
F_2 & \text{SUB} & ?\text{prop1: } ?\text{val22} \\
\end{array}
\]

MAKES: There exists a

CANDIDATE DESIGN:

\[
\begin{array}{c|c|c}
\text{GIVEN:} & \text{SUB} & ?\text{prop1: } ?\text{val11} \\
F_1 & \text{SUB} & ?\text{prop1: } ?\text{val21} \\
\end{array}
\]

such that

\[
\text{CONDITION:}
\]

\[
?\text{val22} \neq ?\text{val21} ; ?\text{val21} = ?\text{val} \pm \Delta
\]

\[
?\text{val22} = ?\text{val} \pm \delta
\]

The fluctuations in the output substance–property value \( R \) a single component parameter.

\[
F_2 = f : (?\text{val11}, ?\text{val21}) \rightarrow ?\text{val11}'
+ F_1 : (?\text{val11}') \rightarrow ?\text{val21}
\]

and there exists a design for achieving \( f \) and

\( ?\text{val11}' \) is the substance–property value at

an intermediate state in the candidate design behavior.

\[
?\text{val11}' = f(?\text{val11})
?\text{val11}' = f(?\text{val21})
\]

Figure 9.2: The Class of Problems IDEAL Can Solve AFTER It Learns One Type of Feedback Mechanism
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Figure 9.3: The Class of Problems IDEAL Can Solve AFTER It Learns A Second Type of Feedback Mechanism
The fourth condition, in contrast, involved no interaction with the oracle; instead, IDEAL is given alternative adaptation strategies such as component addition that enabled it to solve the problems but it took more modification steps than necessary for some problems. In the following sections we use the cascading mechanism as an example GTM to describe the evaluation under these conditions.

**Interaction Condition 1: When Oracle presents the Desired Design and its SBF Model** This is the simplest condition in terms of the inferences needed on IDEAL's part in order to learn the GTMs. Since the SBF model for the desired design is also given by the oracle, IDEAL only needs to compare the models of the source design (that it was modifying) and the desired design. We have described this process in sufficient detail in Chapter 7. IDEAL could learn all the cascading, feedback, and feedforward mechanisms under this condition.

**Interaction Condition 2: When Oracle presents only the Desired Design** Since IDEAL requires the SBF models of the source and target design analogues in order to form any abstractions, under this condition, it requires an additional inference step that involves deriving the behavior for the given structure of the desired design. Hence, given the structure and the function (which is already available as part of the problem specification) of the target/desired design, IDEAL first derives the internal causal behaviors of the given structure in order to comprehend how the given structure achieves the desired function. Once it comprehends the functioning of the given structure in terms of internal causal behaviors of the structure, it compares the new behavior with the behavior of the source design analogue and forms any generic mechanisms it can discover. We have tested IDEAL for its learning of the cascading and feedback mechanisms under these knowledge conditions in the domains of electric circuits, heat exchangers, and electronic circuits (with operational amplifiers). We have described IDEAL's method and illustrated its generation of an SBF model in the context of learning the cascading mechanism in Chapter 8.

**Interaction Condition 3: When Oracle presents only the solution to the local, specific adaptation goal** In this interaction condition, the information presented to IDEAL by the oracle upon problem-solving failure is much less compared to the information in Conditions 1 & 2. As a result, IDEAL has an additional inferential burden in learning generic mechanisms. The input knowledge conditions in this situation are such that when IDEAL fails to generate a design for a new problem it is given only the localized structure for a correct target design. When IDEAL fails, it will also have the knowledge of the old, localized structure that it could not modify. However, in order to learn a generic mechanism in this situation, IDEAL needs to make two additional inferences. The first is to revise the structure of the source design to include the given new localized structure, and the second is to revise the behavior of the source design to generate the internal causal behaviors for the new structure. Once IDEAL generates the structure for the target design problem, it can generate its internal causal behaviors and then compare the behaviors of the source design analogue and the target design to form any generic mechanisms it can discover. We have tested IDEAL for its learning of the cascading
and feedback mechanisms under these knowledge conditions in the domains of electric circuits, heat exchangers, and electronic circuits (with operational amplifiers). We have described and illustrated IDEAL’s process for the generation of structure of a new design from a given localized structure in the context of learning the cascading mechanism in Chapter 8.

**Interaction Condition 4: When there are no problem-solving failures** This condition is quite distinct from the other three on which we have tested IDEAL because it involves no interaction with the oracle and no problem-solving failure. That is, IDEAL need not receive any information from the oracle in order to learn some generic mechanisms under certain conditions. Also, it need not fail and receive feedback for learning. Instead, it can also learn from successful, but inefficient, problem solving. Obviously, IDEAL needs to be given some alternative strategies for adaptation using which it can solve the given design problems. However, using this alternative knowledge, it may take more modification steps than necessary. This implies that the alternative strategies provide IDEAL with the same competence as would any “new” generic mechanisms that may be learned. But the new generic mechanisms learned in this situation may make a difference in the performance of IDEAL, that is, they enable IDEAL to solve similar design problems faster. Thus IDEAL’s learning task in this situation is equivalent to knowledge compilation.

To the extent this research has explored, there were no alternative strategies for feedback, feedforward, and device composition. But for the cascading mechanism, an alternative is component addition. Therefore, we have tested IDEAL only on learning of the cascading mechanism under this interaction condition. In Chapter 8, we have described and illustrated how IDEAL generates the new design and its SBF model by taking a number of inference steps where the number is proportional to the size of the problem with respect to the source analogue (i.e., n is the ratio of the desired component parameter and the available component parameter where the parameters are determined by the difference in the functions of the candidate and desired designs).

### 9.2.2.4 Interactions of Learning with Other Components of the Theory

In this section, we describe our evaluations of IDEAL’s learning of design patterns (in particular, the learning of the cascading GTM) for the interactions with other subtasks of analogical design and knowledge conditions. We have evaluated along six different dimensions:

1. Influence of Design Analogue Selection on Learning
2. Influence of the Order of Presentation of Design Situations on Learning
3. Learning from Different Sets of Specific Design Situations
4. Learning from Design Examples with Different Structural Configurations
5. Influence of the Representation of SBF models on Learning
6. Influence of the Internal Organization of SBF models on Learning
All the following descriptions are in the context of examples presented in Chapter 7, i.e., learning of the cascading mechanism from the designs of 1.5-volt electric circuit (EC1.5) and 3-volt electric circuit (EC3), and learning of the feedback mechanism from the designs of a simple amplifier and an inverting amplifier.

9.2.2.4.1 Influence of Design Analogue Selection on Learning

Recall from Chapter 7 (Section 7.2.4) that when the problem of EC4 was presented, both designs EC1.5 (Figure 7.2) and EC3 (Figure 7.3) were retrieved because their functions were all similar. In that section, we supposed that EC1.5 was selected and described how the initially hypothesized cascading mechanism (Figure 7.6: representation in (a) and the shaded region of (b)) would be revised based on EC1.5 and EC4. It is however interesting to explore what the processing would have been and what the outcome would have been if EC3 were selected. Using the functional difference between the problems of EC3 and EC4 and diagnosing the SBF model of EC3 (as per the process described in Chapter 5) results in either of the batteries in EC3 as possible candidates for modification. Selecting either of the batteries for modification is equivalent. Hence let us suppose that Battery1 is selected. The functionality of Battery1 can be informally described as producing electricity with a voltage of 1.5 volts. The new desired voltage is 2.5 (i.e., 4 - 1.5) volts because Battery2 already provides 1.5 volts. Both the component-replacement and the learned cascading mechanism are applicable in this situation to modify the retrieved design; but the latter is more applicable than the former because of the structural constraints specified. The difference between the functions of Battery1 and the new desired component match the functional-difference index of the cascading mechanism, but the decomposability condition on the desired function cannot be satisfied (i.e., 2.5 \( \neq \) n * 1.5 for any integer n). Therefore IDEAL fails to generate a design for the new problem.

Suppose now that a correct solution for the new problem (Figure 7.7) is given. Then, IDEAL's learning is triggered. The above problem-solving context enables IDEAL to focus on the behavior segments \( \text{state}_{1-2} \rightarrow \text{state}_{1-3} \) which is \( B_1 \) (in Figure 7.3(b)) and \( \text{state}_{1-2} \rightarrow \text{state}_{1-4} \) which is \( B_2 \) (in Figure 7.7). By comparing these two segments according to the model-based learning method described in Chapter 7, IDEAL finds that \( B_1 \) matches with the segment \( \text{state}_{1-2} \rightarrow \text{state}_{1-3} \) in \( B_2 \) and that there is a succeeding segment in \( B_2 \) that does not match with \( B_1 \). Note that n, the number of segments in \( B_2 \) that match with \( B_1 \), is now 1. As it can be seen, the regularity situation is as in 1 in Table 7.1. Therefore, IDEAL learns a different generic mechanism as shown in Figure 9.4, which is a device-composition mechanism. This will not unify with the existing cascading mechanism, as it should not be, according to our theory because their indices won't unify. (See Section 7.2.4 for a description of when two GTMs unify.) That is, the decomposability conditions of \( F_2 \) in the two mechanisms won't unify because they specify qualitatively different values for n (n = 1 vs. n > 1). It is interesting to note that although both

\[ ^3 \] That is the problem of designing a circuit that takes 4 volts of electricity as input and produces 16 lumens of light.
EC3 and EC4 have instances of the cascading mechanism, the current problem-solving context and the focus have led to learning a different generic mechanism. Thus the selection of a design analogue can potentially influence what GTMs may be learned.

Figure 9.4: An SBF Representation of the Device-Composition Mechanism

Suppose that the focus was on the entire substructure consisting of both batteries in EC3 and all three batteries in EC4. In such conditions also, IDEAL’s learning process results in
learning the device-composition mechanism as opposed to learning the cascading mechanism! This is because the comparison of the two focused behaviors was at the level of the entire focused behavior of the existing design (battery substructure in EC3) against the entire focused behavior of the new design (battery substructure in EC4). In contrast, if an external bias were given to compare at the level of a unitary behavior segment (i.e., a state-transition sequence consisting of two states and a single transition between them), then IDEAL could learn the cascading mechanism (as shown in Figure 7.6)! Then one might wonder why such a bias is not incorporated in our design of the model-based learning method! There are at least two reasons why it is not part of the method: (1) In general, for any two given design analogues, comparing at the level of a unitary behavior segment is computationally expensive and it results in a number of pairs of matches that can be combinatorial—the learner can be overwhelmed with the number of regularities! and (2) Even if the learner were to go through all possible regularities, it will postulate either the same set of generic mechanisms again and again, or such generic mechanisms that may never be useful in later design problem solving!

9.2.2.4.2 Influence of the Order of Presentation of Design Situations on Learning

Let us consider the effects of presentation ordering in just two design situations, i.e., the problems of EC3 and EC4. Suppose now that the design problem of EC4 is presented before that of EC3. Given the knowledge conditions as they were at the time EC3 was presented (Section 7.2.1) in the previous order of presentation, and given the problem of EC4, IDEAL would retrieve the design of EC1.5. Furthermore, it fails to generate a design due to the knowledge conditions and the structural constraints specified in the design problem. Given the correct solution for the problem of EC4 like earlier, IDEAL would hypothesize by following the process of model-based learning the model of cascading mechanism shown in Figure 7.6 (including both the shaded and unshaded representations in the figure). Now, presenting the problem of EC3 does not change the learned model of the cascading mechanism because (1) the learned cascading mechanism becomes applicable and its application results in a correct design for the problem of EC3 and (2) the cascading mechanism that can be hypothesized from EC1.5 and EC3 is anyway subsumed by the model learned from EC1.5 and EC4. Note that one design situation would be enough to learn the same description of the cascading mechanism if the right design situation were presented first, while it would require two situations in a different order! These are only specific situations, but the general point is that the model-based learning method provides the necessary competence which can result in the highest performance under the right situation(s). Thus the order of presentation of design situations can affect the speed of learning GTMs.

9.2.2.4.3 Learning from Different Sets of Specific Design Situations

Of course, the training examples do determine what exactly a learner can learn. But, the question is how dependent is the learner on the specifics of the examples. Within each source domain in which IDEAL learns the generic mechanisms, we have tested it for learning from different sets of specific
design situations. Consider, for instance, the design situations for the learning of the cascading mechanism. The different sets of design examples, we have tried, varied in the specific component that was repeated in the design, that is, battery in one set, resistor in another, and so on. We have tested IDEAL with the minimal number of training examples in each set. At the minimum, for each learning session, one design problem is presented and IDEAL learned from the target design and a source design analogue. The two design examples in each set are such that one does not have an instance of the mechanism to be learned and the other has an instance of the mechanism (e.g., a design of 1.5-volt electric circuit with one 1.5 volt battery and a design of 3-volt electric circuit with two 1.5 volt batteries connected in series).

We have tested IDEAL with 10 different sets: four in electric flashlight circuits, one in electric flashlight circuits with explicit resistors, two in electric heaters with resistors, and three in heat exchangers. In all these situations except when the electric flashlight circuits with explicit resistors were presented did IDEAL learn the same partial model of the cascading mechanism! When the designs of electric flashlight circuits with explicit resistors were presented, it could not learn the cascading mechanism because the functions of the resistors in the two designs (i.e., the ranges of voltage transformation each resistor causes) were different. That is, in order for IDEAL to learn the cascading mechanism, the function of the particular component (in terms of a substance property value transformation) in one design should repeat more than once in the other with the same range of value transformation in each of the repetitions.

Thus, IDEAL's learning is independent of the specific components that repeat in the design examples but it is dependent only on the regularity in the SBF models of the designs. If the given designs do not have any of the regularities, obviously enough, it does not learn any generic mechanisms.

9.2.2.4.4 Learning from Design Examples with Different Structural Configurations
Design examples with certain regularities such as those for feedback and feedforward cannot have much flexibility in changing the structural configuration, but those with the replication of a component can have equivalent alternative structural configurations. Hence, we have tested IDEAL for how independent its learning of the cascading mechanism can be of the specific structural configuration in the design examples. For instance, we have tested if IDEAL could learn the same cascading mechanism from EC1.5 (Figure 7.2) and the design of EC3 with an alternative structural configuration (as shown in Figure 9.5) as it would learn from the design of EC1.5 and EC3 (Figure 7.3). Note that the two batteries in the alternative structural configuration of EC3 are not “contiguous,” that is, they are not connected right next to one another. IDEAL indeed can learn the same cascading mechanism from two designs irrespective of the structural contiguity of the repeated components in the designs.

That is, they have the structural regularity that can enable learning the cascading mechanism.
9.2.2.4.5 Influence of the Representation of SBF models on Learning We have explored how important the representations of SBF models of the design examples are to learning of the generic mechanisms. In particular, we have experimented with the representation of states in the SBF models: states represented at the locations of structural connections vs. states represented at the level of components. All the examples so far presented have the representations of the former kind. The design analogue of EC1.5 is shown in the latter form of representation in Figure 9.6. Note that there are no states represented at the connections between Battery and Bulb, and between Battery and Switch; instead, a state is represented at the Battery specifying that electricity has a voltage of 1.5 volts.

As we have explained and illustrated before, with the SBF models represented in the first form, IDEAL could learn the appropriate generic mechanisms from the given design examples. With the second form of representations of SBF models, however, it could not learn the generic mechanisms. It is because in the second form of representing SBF models, the functions of the particular components that participate in the regularity are not explicit as a transformation of substance-property value. For instance, the representation of the SBF model of EC1.5 in Figure 9.6 does not indicate that the function of Battery is a transformation of voltage from 0 volts to 1.5 volts. This experiment establishes that in order for IDEAL to be able to learn, an important aspect of the representation of SBF models is that the functions achieved by each component in the design (that participates in the instance of the mechanism to be learned) need to be explicit in terms of a property value transformation.

9.2.2.4.6 Influence of the Internal Organization of SBF models on Learning We have tested IDEAL for how the internal organization of SBF models of the design examples affects learning of generic mechanisms. That is, in particular, we have experimented with two different internal organizations of SBF models: organization of behaviors of all the components in the device at the same, single level of detail (i.e., a flat organization) vs. organization of behaviors in a hierarchy with behaviors of substructures at a lower level of detail (i.e., in a
Figure 9.6: An Alternative Specification of the Behavior of EC1.5
two-level organization, behaviors of the substructures of a device are at the lower level and the overall behavior of the device is at the higher level).

Figure 9.7: Flatly Organized Behavior of the Design of A 3-volt Electric Circuit

We have done this experiment with the design examples for learning of the cascading mechanism. The internal organization of the SBF models in EC1.5 and EC3 presented earlier are, for instance, in the second category. A flat organization of the behavior in the SBF model of EC3 is shown in Figure 9.7. We found that IDEAL can learn the cascading mechanism in the same way in both cases of the internal organization of SBF models. One would expect that
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9.2.3.3 Use of the Same Representations for a Completely Different Task

The content theory of qualitative device models has been initially developed for the context of design task. But we have subjected this to the constraints of a completely different task. In particular, we refer again to the KA project in which the same SBF representations were used but for a different task. KA's task is understanding of Natural Language descriptions of designs and design problems. This indicates that our theory of qualitative modeling is flexible and general to support multiple functionalities (i.e., tasks).

9.2.4 Memory: Organization, Indexing, and Index Learning

We have evaluated this component of our theory along the following two dimensions:

1. Efficiency of Retrieval for Different Indexing and Organization Schemes

2. Use of the Indexing Scheme for Retrieval in a Completely Different Task

IDEAL uses model-based indexing of design analogues and design patterns. It could learn multiple types of indices, functional and structural, for design analogues automatically as design analogues were acquired and learn functional indices for design patterns as they were acquired. It organized the design analogues in multiple hierarchies. In our evaluation with 20 designs, IDEAL's model-based index learning was found to be more effective in the performance task of retrieval of design analogues than its indexing without the knowledge of models. With the addition of design analogues to memory, the average retrieval time typically increases irrespective of the memory organization, but in IDEAL it increases slower if model-based indexing and organization were used than otherwise. IDEAL's model-based indexing and organization are such that the addition of more and more analogues in a given domain affects the retrieval of analogues only within that domain.

9.2.4.1 Efficiency of Retrieval for Different Indexing and Organization Schemes

The model-based approach is quite efficient because the organization of analogue memory and the functional indexing scheme enable a quick retrieval of analogues relevant to the current problem. We have measured the effect of model-based indexing on the efficiency of analogue retrieval and the measurements as described below support this conclusion.

We used 20 different designs from two different domains (electric circuits and heat exchangers) to test the effect of model-based index learning on the retrieval of analogues. The independent variable is the number of analogues added to memory and the dependent variable is the normalized average time for retrieving any of the analogues in memory. The retrieval time is measured in terms of the number of comparisons needed between a specified problem and the stored analogues along each dimension (i.e., property of substance in functional specification) common to the problem and the stored analogues. The retrieval time is normalized with respect to the time it takes to retrieve an analogue when only that analogue is in memory.
As analogues are added to any memory, the subsequent retrieval time increases. In the first set of experiments, the question was whether model-based index learning has any useful effect on the growth of the retrieval time. Within each domain, we compared the retrieval times on 10 problems as the 10 analogues are added to memory under three different conditions: (1) analogues are stored using model-based index learning, (2) analogues are stored along all possible features in the respective problems (i.e., models are not used to select the relevant indices), and (3) analogues are stored without any organization in memory (i.e., the bottom-line condition in which the retrieval requires an exhaustive search through a list). The results are shown in Figure 9.8(a). It is evident from the graph in Figure 9.8(a) that the rate of growth of retrieval time in the model-based index learning condition is the slowest. The next best is condition (2), with condition (3) being the worst. The reason condition (1) is better than condition (2) is precisely because the SBF models help to store the analogues in a relevant, smaller number of features in the problems. In this experiment, new indices are added to memory when the first analogue is stored. The difference in the number of features selected under conditions (1) and (2) is just one. The difference in the retrieval times in these two conditions when only one analogue is stored hence indicates the advantage due to pruning out merely one feature. In condition (2), the retrieval time grows faster as analogues are added because of the addition of analogues along irrelevant feature(s) which in turn increases the retrieval cost due to matching on those features also. This experiment is controlled such that there is no confounding effect due to retrieval on partial match (because a partial match requires less number of comparisons in a hierarchy, as the search would stop at a higher level, than a perfect match requires). That is, for each of the problems used to measure the retrieval time, there is a perfect match in the stored analogues, and the retrieval under all three conditions results in the retrieval of the same analogues.

We have also tested another effect of model-based indexing on the analogue retrieval. The question here was how the addition of analogues to memory under this indexing scheme in one domain affects the retrieval of analogues in another domain.\[^5\] We first stored the 10 analogues in the domain of electric circuits. There are two features under which IDEAL stored these analogues hierarchically based on the feature values. Then, we measured the normalized average retrieval time on the retrieval of these 10 analogues as 10 more analogues from the domain of heat exchangers are stored. IDEAL stores the second set of 10 analogues under different features than those for the first 10 (as the different sets of features in the problems characterize the domains to be different). The results are shown in Figure 9.8(b). As evident from the graph in Figure 9.8(b), the retrieval of analogues in the domain of electric circuits is unaffected with the addition of analogues in the domain of heat exchangers except for the spike in the retrieval time once when a new feature is added to memory as an index. The spike in the retrieval time is due to the comparisons required at the root node in analogue memory to discriminate between analogues.

[^5]: Two domains are considered distinct if the structural elements (e.g., batteries, pipes) in the domains are different.
(a) Effect on retrieval under 3 conditions of indexing

(b) Effect of the addition of analogues in one domain on the retrieval in another

Figure 9.8: Performance Measures on the Analogue Retrieval Task
the features (for instance, to select the hierarchy under voltage and weed out the hierarchies under acidity and state). Thus model-based indexing is effective in grouping analogues based on their content, and this in turn enables the retrieval of only semantically relevant analogues for given problems. Although this suggests a useful effect of model-based indexing on the quality of retrieval in restricting the retrieval to a relevant domain, it is yet to be empirically determined how exactly it affects the quality of retrieval within a given domain.

9.2.4.2 Use of the Indexing Scheme for Retrieval in a Completely Different Task

Initially, we developed our theory of indexing and index learning for retrieval in the context of design task. In this task context, the problems are specified in the SBF language and can involve both functional constraints and structural constraints. Later, we have subjected this theory to the constraints of retrieval task in a completely different task context. In particular, we refer to the KA project (Peterson et al., 1994) in which one task is to design for problems specified in Natural Language. Our indexing scheme worked equally well for the retrieval in that context. In fact, the KA project indicated that the structural indexing scheme is essential for covering some classes of design problems because their descriptions in Natural Language may only refer to the structure and none about the functions.

9.3 Limitations

Although our theory covers a number of issues in innovative design in sufficient depth as illustrated in the evaluation, there are some limitations. Like the evaluation of the theory, the limitations can also be stated at two different levels of the theory: the theory as a whole and the individual components of the theory. Unlike the descriptions of the evaluation, we will describe first the limitations of the components of the theory and then the limitations of the theory as a whole.

9.3.1 Limitations Of Components of the Theory

Recall that our theory has four main components: problem solving, learning of design patterns, qualitative modeling and learning of device models, and memory (i.e., its organization, indexing, and index learning). In the following sections, we will describe the limitations of these four components of our theory.

9.3.1.1 Problem Solving

In our theory, the problem-solving component includes the stages of analogical transfer and modification (i.e., spawning of adaptation goals and achieving them), and evaluation of the solution. As we have already mentioned, the coverage of this theory depends on the adaptation strategies that are assumed to be known or that can be learned. Those strategies determine
the classes of design problems that can be solved. Currently, our theory can deal with only a limited number of different types of functional differences, for instance, only substance difference, substance-property-value difference, and substance-property-value-fluctuation difference. More specifically, the differences between the functions of a target design and a source design can be only in the output states (i.e., MAKES states of the functions); however, when the difference is substance-property-value-fluctuation type of difference, then it can be either in the input states of the functions or in the output states. While our theory can deal with differences in components that are due to the substance-related differences, it cannot cover differences in functions that are expressed in terms of component states. Neither can it cover design of devices with fields (for instance, electro-magnetic devices with electric field and magnetic field). Similarly, it is not clear whether our theory is applicable outside the design of physical devices, for instance, design of pictures (or buildings) where spatial reasoning may be more predominant than functional and causal reasoning.

Furthermore, our theory is applicable only when the SBF model of a design to be modified is available. And, in particular, the SBF model needs to specify the qualitative or quantitative relationships between different properties of substances and components. That type of knowledge is needed in the device model in order for the diagnosis to work as well as for the repair and evaluation. If the relationships are qualitative, they can be only directly-proportional-to or inversely-proportional-to. On the other hand, if the relationships are quantitative, they can be simple algebraic equations relating one or more variables that conform to these constraints: if there is only one term in the equation, then it can have multiple variables, but otherwise, each term in the equation can have only one variable. These assumptions are important because the inferences required in problem solving regarding the changes in values of variables and the inter-dependencies between variables are limited by the assumptions.

9.3.1.2 Learning of Design Patterns

Although our theory of learning of design patterns has been evaluated extensively and has been made to be flexible, there still are some limitations, because the issues it addresses are hard. While the theory covers a reasonable variety of GTMs (in exact, six of them), its coverage of GPPs is poor—learning of only two GPPs has been explored. Even for the specific GTMs, learning has not been explored for some specializations of the GTMs. For instance, the current theory has been tested only for serial cascading but not for parallel cascading. Similarly, there are only four different types of feedback mechanism and only one type of feedforward mechanism for which our theory has been tested.

The current theory only accommodates learning at the time of storing a target analogue. That is, design patterns are learned when a target analogue is available (either generated auto-

---

6An example of the acceptable equation with one term is \( x = a_1 \cdot y / z \). An example of the acceptable equation with multiple terms is \( x = a_1 \cdot y \pm a_2 / z \pm a_3 \cdot p^2 \). This analysis has benefited from discussions with Bill Murdock.
matically or given by an oracle upon problem-solving failure) for storage. But, in general, design patterns may very well be acquired at the time of solving a problem in a different domain. A preliminary analysis has indicated that the same learning methods would be useful for learning at the problem-solving time also but different indexing and organization of design analogues would be necessary because the specific design analogues from a different domain would need to be accessed.

Also, the issues in the incremental revision of learned design patterns have not been explored in sufficient depth. It is not clear yet, when and whether a new GTM is altogether formulated in a learning situation, or whether an existing GTM is revised. In the current theory, a new GTM is first formed in each learning situation. Then the new GTM is checked to see if it "merges" with an already acquired (or available) GTM—if so, the available GTM is revised to incorporate the additional content from the new GTM; otherwise, the new GTM is stored as a separate GTM.

In our theory, the learning of design patterns involves comparing the SBF models of two designs, one without an instance of the GTM to be learned and the other with an instance of that GTM. The current theory assumes that the behaviors in both the SBF models are described at the same level of detail. Ideally, the theory should cover the comparison of two behaviors described at two different, arbitrary levels of detail. The theory also assumes that there is only one GTM instantiated in the behavior of the new design from which learning occurs. That is, for instance, the new design example cannot have both the cascading mechanism and the feedback mechanism, at least not in the same, single behavior.

9.3.1.3 Qualitative Modeling and Learning of Device Models

In our theory, new SBF models are acquired by three different methods: (1) revision of known, similar devices, (2) instantiation of design patterns in known models, and (3) a combination of model revision and primitive-behavior composition (given a partial or complete structural specification of the new device). The first method is limited by the kinds of revision strategies that our theory currently accommodates. That is, those revisions are simple and local as determined by the adaptation strategies: substance substitution, substance-property modification, component replacement, and component-parameter modification. Similarly, the second method is limited by the kinds of design patterns the theory accounts for, namely, cascading, feedback, and feedforward GTMs. But these revisions are more complex and non-local, which involve changes to the structure of the known models.

Since the third method involves an additional dimension of processing from structure and composing the behaviors of primitive structural elements, the limitations of the method are characterized by the kinds of input structural specifications relative to the structures of known devices it can handle (i.e., the classes of structural differences for which it can revise the known models). Currently, this method accounts for learning new device models only under the fol-
lowing conditions: (1) the new device structure can have one or more new structural elements compared to those in a known device structure, but there cannot be less; (2) the new structural elements are only serially connected to those that map onto the structural elements in the known device (but can handle circular connections of the structural elements also when the direction of flow of substances through each element is known); (3) the primitive behavior of each new structural element needs to specify the input substance and the output substance (if they are different) and the direction of flow for the substances through the structural element; (4) the primitive behavior of each new structural element needs to also specify the qualitative/quantitative relationships between properties of the input substance and those of the output substance; (5) each new structural element can have only one input and only one output; and (6) the SBF model of the known, similar device needs to represent the internal causal behaviors such that the behavioral states are specified at the locations that are the connecting points between the structural elements.

9.3.1.4 Memory: Organization, Indexing, and Index Learning

In our current theory, all the knowledge is indexed in a task-directed manner. This, of course, implies that the indexing schemes may be limited only to those tasks for which they are designed. While the design analogues are organized hierarchically in multiple ways, the organization of design patterns is poor and only flat. In general, a theory perhaps needs to have a better account of the organization of design patterns. Moreover, the two types of design patterns the theory covers, i.e., GPPs and GTMs, are not currently cross-indexed, and they themselves are not connected to design analogues. But, in general, to enable a wider class of tasks, cross-indexing of the design analogues and design patterns may be necessary.

As pointed out in the description of evaluation of indexing, the theory is limited in its characterization of the quality of retrieval of design analogues. As a result, the effects of particular indexing schemes on retrieval quality are not yet clear.

Our theory of model-based index learning too is limited in that it is applicable only when specific types of knowledge are available in the SBF models of design analogues. For instance, learning of functional indices is better only when the transitions in the SBF models explicitly specify conditions on the properties of substances in the functions. Similarly, learning of structural indices is better only when the transitions in the SBF models explicitly indicate conditions on the properties of components and structural relations among components. Although our theory accounts for how the new SBF models may be acquired in different ways, it does not indicate how these specific types of knowledge in a new SBF model may be acquired.

9.3.2 Limitations Of the Theory as a Whole

Our evaluation at the level of the theory as a whole concerns with the three facets of innovative design, namely, non-local modifications, cross-domain transfer, and problem reformulation. We
will now give the long-deferred description of how well our model-based theory of innovative design accounts for these three facets of innovative design, i.e., we will give for each of the three facets, what classes our theory covers and what it cannot.

### 9.3.2.1 Coverage of Non-Local Modifications

The question here is what classes of non-local modifications does our theory cover, and how well does it cover them. Since in our theory, the non-local modifications to known designs are primarily done by instantiation of design patterns, the coverage is limited to the kinds of design patterns known (or that can be learned). That is, the design patterns are the GTMs of cascading, feedback, and feedforward. However, there is also an adaptation strategy called "component addition" that can be applied to make non-local modifications by adding a component in the structural topology of known devices. Each of these different GTMs enables a different type of non-local modification, and so does the component-addition strategy. Table 9.2 summarizes the types of non-local modifications that the theory can account for and the limitations.

#### Table 9.2: The Types of Non-Local Modifications that our Theory can Account for and its Limitations

<table>
<thead>
<tr>
<th>Design Pattern or Adaptation Strategy</th>
<th>Type of Non-Local Modification</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascading GTM</td>
<td>Serial addition of one or more device elements with the same function into the structural topology of a known device.</td>
<td>Cannot account for Parallel addition of device elements to the known structure.</td>
</tr>
<tr>
<td>Feedback GTM</td>
<td>Addition of a causal loop, that is, the addition of a device element in parallel to the known device but with the reverse flow of substances.</td>
<td>Cannot account for Open Loop Feedback, and those types of Closed Loop Feedback that require both a Sensing element and a Comparator element.</td>
</tr>
<tr>
<td>Feedforward GTM</td>
<td>Addition of a device element in parallel to the known device with the same flow of substances.</td>
<td>Cannot account for those types of feedforward that require both a Sensing element and a Comparator element.</td>
</tr>
<tr>
<td>Component Addition</td>
<td>Serial addition of a single component to the structural topology of a known device.</td>
<td>Cannot account for non-serial and non-parallel additions of components such as inclusion.</td>
</tr>
</tbody>
</table>

A complement to the component-addition strategy is component deletion. Application of component-deletion strategy can also enable non-local modifications to known devices. But IDEAL is limited in that it does not have this strategy and hence it cannot currently make such non-local modifications as in component deletion.
9.3.2.2 Coverage of Cross-Domain Transfer

The question here is, of course, what types of cross-domain transfer does our theory account for, and how well does it account for them. In our theory, cross-domain transfer occurs via design patterns. That is, the design patterns may be learned in one domain and used in another. In fact, the design patterns themselves are the knowledge that gets transferred. Therefore, in that sense, our theory accounts for only abstraction-based cross-domain transfer. Furthermore, it covers such transfer only in the context of design of physical devices where a design analogue consists of the problem specification (i.e., the desired function), its solution (i.e., the structure of the device), and a model of the solution (i.e., an SBF model that explains how the structure delivers the desired function).

Another type of cross-domain transfer may also involve design patterns, but the transfer may occur between two specific designs. In this type of transfer, the design patterns are learned at the time of problem solving (as opposed to the time of storing a new design). Our current theory of analogical design does not cover this type of cross-domain transfer.

Yet another type of cross-domain transfer may not even involve design patterns or any abstractions. Instead, the transfer might occur directly between a source analogue and a target problem. However, the applicability of such transfer is not clear for the situations where a source analogue and the target problem are from two distant domains. An example of a theory that covers only direct transfers is Structure-Mapping Theory (Gentner, 1983). Our theory of analogical design currently does not cover this type of cross-domain transfer either.

9.3.2.3 Coverage of Problem Reformulations

The third important issue in our theory of innovative design is problem reformulation. The evaluation question here is what classes of problem reformulations does our theory account for. In our theory, problems are reformulated when the designs fail in new environments. Design patterns, in particular, GPPs, help in understanding design failures by forming causal explanations and in formulating new constraints. Our theory is limited to covering a small class of design failures that can be specified as undesired behavioral state transformations. An example of such a failure is the undesired cooling of hot coffee in a coffee-making device. Moreover, our theory is limited to the class of problem reformulations that involve addition of new functional constraints to the problem (i.e., addition of new sub-functions to the problem specifications); these new constraints are assumed not to interact with the old constraints.

In general, problem reformulations may also involve deletion of constraints from the problem specifications and modification of constraints. But, our theory currently does not cover these types of problem reformulations.
CHAPTER X

RELATED WORK

Our work intersects with several lines of research in AI: qualitative modeling, design, case/model-based learning (of abstractions, strategies, and indices), and analogical reasoning. It builds upon previous work in these areas but also explores new issues in new directions. Here we relate our work to previous work along the following dimensions: tasks addressed in a computational model (i.e., types of design tasks, types of learning tasks, etc.); methods used for each of the tasks (i.e., analogy for design, model-based method for learning, etc.); types of knowledge used and learned (i.e., types of design cases or analogues, device models, design patterns, indices, etc.); inferences and control of processing; domains covered by a computational model (i.e., single domain vs. class of domains); class of problems solved in a domain (i.e., complete generation of designs as in the function-to-structure mapping task, design completion, etc.); and autonomous vs. interactive (i.e., whether the agent is completely autonomous or needs human intervention during the process).

10.1 Qualitative Modeling

AI research in qualitative modeling goes at least as far back as Hayes (1979). Much work on naive physics and qualitative reasoning (e.g., Hayes, 1979; Hayes, 1985; de Kleer and Brown, 1984; Forbus, 1984; Kuipers, 1984; Iwasaki and Simon, 1986) has focused on the representation of the physical world (including devices) and the simulation of causal processes. Similarly, some work in human-machine systems (e.g., Govindaraj, 1987; Rasmussen, 1985, 1987) has dealt with the representation of plant operators' mental models of large, dynamic, physical systems. Yet other work in psychology has also considered how models capture other types of relations such as structural relations between electrons and the nucleus in an atom (Gentner, 1983). Our work differs from the past work in qualitative modeling in a number of different dimensions: (1) content and representation, (2) indexing and organization, and (3) acquisition of particular kinds of models. An important difference between our work and most previous work in qualitative modeling is in the organization of models: we emphasize hierarchical and functional organization of behaviors. In particular, our work emphasizes that the way device models are organized in memory and linked to other types of knowledge significantly affects their use in various problem-solving tasks and their acquisition.
10.1.1 Content and Representation of Device Models

Goel's SBF models, Sembugamoorthy and Chandrasekaran's Functional Representation, and Bylander's Consolidation: Our work borrows from KRITIK (Goel, 1989) the representation of device models in the form of SBF models and extends it to represent different types of abstract, generic models of design knowledge—models of design patterns such as GPPs and GTMs. IDEAL's SBF representations are based on the same component-substance ontology as developed by Bylander and Chandrasekaran (1985). The difference is in the methods of acquisition as we describe later as well as the internal organization of device models. That is, the SBF models organize the internal causal behaviors hierarchically based on functions of substructures. Both IDEAL and KRITIK share Sembugamoorthy and Chandrasekaran's (1986) notion of an explicit representation of internal causal behaviors and their indexing by functions. That is, the SBF models share the principles of functional representation framework (Chandrasekaran et al., 1993). But Sembugamoorthy and Chandrasekaran's work does not use a well-defined ontology for behaviors. In fact, SBF models combine the good aspects of functional representation scheme and component-substance ontology.

Rieger's Commonsense Algorithms: Rieger's work (Rieger, 1975; Rieger and Grinberg, 1978) on commonsense algorithmic representations emphasizes the explicit representation of causal knowledge of how to do things and how things (e.g., physical devices) work. In his work, the internal behaviors are represented as compiled sequences of behavioral state transitions. The SBF representations are similar to that in capturing causal knowledge explicitly in sequences of behavioral state transitions. Like in Rieger's work, a behavioral state in SBF models too is represented in terms of state variables describing the partial state of a device. While the representation of transitions in SBF models is also motivated by the commonsense representations of Rieger, the specific types of structural and causal relations that annotate the transitions are different. The differences are partly due to the difference in the use of the representations (for instance, design vs. language comprehension).

Forbus' Qualitative Process Theory: Our work concerning models of devices and physical processes is related and similar to Forbus' work (1984) on modeling physical processes, yet quite distinct from it. In Qualitative Process Theory (QPT), Forbus provides a formalization of process that can be used in qualitative dynamics. In QPT, the explicit representation of a process is for a generic physical situation, and it captures all possible behaviors. In that sense, the representation of a physical process in an SBF model of a device is different as it captures a specific process. However, our representations of GPPs are similar to the representations of processes in QPT, although the specific content theory is different. That is, our theory has representational analogues to constructs that Forbus has proposed. For instance, the "quantity conditions" and "relations" in the representation of a process in QPT capture a similar type of knowledge as do our representational primitives "under-condition-substance" (i.e., behavioral requirements on the properties of substances) and "parameter-relations." Although QPT distinguishes be-
between relations and influences, our representations do not make such a distinction. Instead, our representation explicitly captures the individual state changes and sequences of state changes, and causes for those changes, which immediately indicates what relations are important in a particular state change. In QPT, processes need to be applied to specific instances of individuals to generate behaviors, while they are explicitly represented in SBF models. IDEAL's representations are different partly because it takes an adaptive approach to modeling devices while QPT takes a compositional, generative approach. And, the differences are also due to the tasks IDEAL addresses being different from those QPT does. Further important differences between QPT and SBF models are that the former does not have any explicit notion of function and it does not capture quantitative relationships. In the SBF representations of GPPs a function is a behavioral abstraction.

deKleer's Qualitative Differential Equations: Similarly, our work on modeling devices with feedback control is well related to deKleer's (1984) work on representations of circuits with feedback using qualitative differential equations and confluences. (His system was called EQUAL.) But there are a number of differences on several aspects in the two representations, which we believe are important for enabling certain classes of design problems. First, IDEAL not only represents the causal processes in specific devices with feedback but also (acquires and) represents them in generic terms. IDEAL's representation of feedback enables it to solve design problems that involve devices with feedback and enable cross-domain transfer of that knowledge. While IDEAL's representations explicitly capture the global causal pattern in the behavior of a device with feedback, deKleer's representations of the feedback only specify the relationships between individual variables. Furthermore, deKleer's representations do not capture the notion of fluctuations in the input/output values, although we believe that if the representations of feedback were to support design of devices with feedback, they need to capture the notion of fluctuations explicitly.

Govindaraj's Qualitative Approximation Methodology: KRITIK's primitives for functions of components, and hence those of IDEAL, are related to but not the same as the primitives proposed in Qualitative Approximation Methodology (Govindaraj, 1987). Govindaraj, in his methodology to model large dynamic physical systems, has proposed primitives to describe components in a system; but those primitives are primitive components and not primitive functions. However, the primitive components are closely related to "primitive" functions as they are responsible for the basic functions performed by the components. For example, the primitive conduit in Govindaraj's set of primitives has a function similar to the primitive function allow. He developed the representations in the context of simulation of physical systems and tutoring the operators of the systems, both very different from the design task. He has applied the methodology to model very large systems, consisting of the order of 500 components, but IDEAL's representations are not yet shown to be scalable to that level of complexity. The hierarchical organization of the physical system in his work follows the principles of Rasmussen's (1985) hierarchical knowledge representation (and representation at multiple levels of abstraction), and
is also similar to our functional organization of behaviors.

**Gero et al.’s Function-Behavior-Structure Models:** IDEAL’s SBF models are also related to the function, behavior, and structure representations of design knowledge and design prototypes developed by Gero and his colleagues (Gero, 1990; Gero et al., 1991). However, their representations are generalized models as opposed to specific SBF models of devices in IDEAL. While in their work, design prototypes are intended to capture generalized design knowledge, in ours, GPPs and GTMs capture two very different kinds of generalized knowledge, one about devices and the other about design strategies. In contrast to IDEAL, their representation of behaviors is only in terms of variables linked to structural elements. In fact, by behavior, Gero refers to the output behavior of an artifact/device, while behavior in IDEAL’s representations refers to the internal causal behavior of a device. As a result, in IDEAL, the representation of behavior explicitly captures the states, state changes and their causes, and thus provides a functional organization for behavior variables.

### 10.1.2 Content and Representation of Generic Models

Our work on modeling design patterns such as GPPs and GTMs is related to previous work on generic models as in modeling of qualitative processes (Forbus, 1984), modeling of causal patterns (Pazzani, 1991), and modeling of scientific discovery (Darden, 1991; Nersessian, 1995a). As we have already discussed in the previous section, GPPs are similar to Qualitative Processes yet different in the specific content theory. Also, Forbus’ work does not cover modeling of generic mechanisms.

IDEAL’s causal patterns, namely, the generic models of physical processes, are similar to the general patterns of causality used in OCCAM (Pazzani, 1991). However, the specific content of the patterns is different because their domains are very distinct. While IDEAL’s domain is physical devices, OCCAM dealt with the patterns of causality in social domain (i.e., volitional agents’ goals, actions, and events in the context of story understanding). AQUA (Ram, 1989) also has patterns of causality in social domains represented as explanation patterns that it uses for story understanding. OCCAM cannot learn its causal patterns while IDEAL and AQUA can learn their respective patterns from experiences. In addition, IDEAL also has another type of design patterns, namely, the generic models of engineering mechanisms (i.e., GTMs).

IDEAL’s generic models of engineering/physical mechanisms are also similar to some of the concepts postulated in some recent work in scientific discovery. For instance, Darden’s (1990) work on modeling Mendelian’s theory of genetics has found models to be useful in theory revision or redesign; and Nersessian’s (1995a, 1995b) work on analyzing historical records of Maxwell’s discovery of electromagnetic field equations suggests that Maxwell used generic models in his reasoning by analogies. In addition to generic mechanisms, our theory also covers the content, representation and acquisition of other types of generic models such as physical principles and processes. We have also shown how those other types of generic models facilitate discovery of
new constraints in a problem and thereby support innovative adaptive design (Bhatta, Goel and Prabhakar, 1994).

Darden's work views scientific theories as devices and theory revision as design-adaptation task. In some personal communication (Darden, 1991), she has conjectured that the content theory of GTMs and their use for design adaptation might provide a basis for modeling the formation of early theories of heredity and genetics. Thus the use of GTMs could be a very general domain-independent innovative method of case adaptation.

Similarly, Nersessian's (1995a, 1995b) analysis of Maxwell's discovery of electromagnetic field equations starting with the theories of Newtonian or continuum mechanics suggests the use of generic models or abstracted models in the theory formation. However, Maxwell's representations of those models were often diagrammatic or visual. But, nevertheless, the kinds of relationships captured in those models are similar to the kinds of relationships in the generic models of physical processes such as the process of heatflow (and generic models of physical principles such as the zeroth law of thermodynamics), and the generic models of the engineering mechanisms such as cascading.

**Generic Tasks:** Since IDEAL's knowledge of generic teleological mechanisms is strategic knowledge for solving some classes of design adaptation tasks, the models of GTMs seem similar to Chandrasekaran's Generic Tasks (Chandrasekaran, 1983) for any problem solving in general. Chandrasekaran analyzed that all problem solving tasks may be classified in terms of generic tasks. The advantage of such a classification, he suggested, is that the generic tasks can then become building blocks for systems to solve any problem-solving task in specific domains. Then an arbitrary problem-solving task can be solved by a combination of the methods/strategies in generic tasks. Similarly, GTMs are such "generic" tasks for some classes of design adaptation. That is, given a design adaptation task, we believe, it can be solved by applying one or more of GTMs. Like generic tasks, GTMs specify the tasks—the task is specified in terms of the functional difference a GTM reduces. Like generic tasks are strategies for tasks, GTMs too are strategies for design adaptation tasks—the strategy is specified in terms of the patterned modification a GTM suggests to a behavior in order to achieve an instance of the task it represents.

**AUTOGNOSTIC** (Stroulia, 1994) is a model-based reflective system that can learn new knowledge and new strategies for problem solving from failures. It uses models represented in a similar language as IDEAL's (i.e., SBF representations) for capturing the functioning of a problem solver, which is an abstract device. In addition, it uses models of generic tasks that enable AUTOGNOSTIC to redesign the problem solver itself to include new subtasks. That in turn enables it to expand the class of problems it can solve. Similarly, IDEAL's models of GTMs enable it to expand the class of design adaptation tasks it can solve, although it does not do a reorganization of its own task structure. (We will compare AUTOGNOSTIC with IDEAL on other dimensions also in later sections.)
10.1.3 Indexing and Organization

Most previous work on qualitative modeling has ignored the issues of indexing models and organizing them in memory. In fact, none of them (perhaps with one or two exceptions that are direct precedents of this work) advocate explicit, declarative representations of models, let alone their indexing and organization. But we consider those issues as important as the issues of representation, because we take a memory-based view of qualitative modeling. IDEAL's indexing of causal behaviors in SBF models by the device functions is similar to Sembugamoorthy and Chandrasekaran's (1986) scheme. But like KRITIK, IDEAL also organizes the causal behaviors hierarchically both by functions and structure. In our theory, the cross indexing among several different types of knowledge that constitute SBF models is considered very important because such indexing not only enables a number of inferences but enables them efficiently too. For instance, in IDEAL, (1) functions index into internal causal behaviors, (2) behaviors themselves index into functions at lower level of structural detail (i.e., substructures), (3) behaviors also index into structural elements and relations among the elements, and (4) behaviors further index into other behaviors in a device (i.e., for instance, temporal simultaneity of two causal behaviors is captured by representing mutual dependency between them). Thus in IDEAL the internals of a model are hierarchically organized. A few examples of the inferences where the cross-indexing and organization of models play a role are retrieval of a known model, localization of needed modifications in a model, and localization of simulation of the model. Such inferences are much more computationally expensive for modeling of physical devices if the representations were as in most qualitative physics work (e.g., de Kleer and Brown, 1984; Forbus, 1984; Kuipers, 1984; Iwasaki and Simon, 1986).

Similar to IDEAL, AUTOGNOSTIC (Strouilic, 1994) also considers the indexing and organization of SBF models serious and exploits those aspects in its reflective reasoning and learning from failures. AUTOGNOSTIC organizes its SBF model of the problem solver hierarchically and indexes the model by a functional characterization of the information-processing task its problem solver solves.

Our memory-based view is closely related to other work on memory-based approaches, for example, (Minsky, 1975), and especially (Schank, 1982) and (Kolodner, 1984), although these are not in the context of qualitative modeling. In Dynamic Memory Schank (1982) proposed Memory Organization Packets (MOPs) for organizing certain kinds of information, for example, the goals of volitional actors, and the sequences of actions performed to achieve the goals. He described how MOPs can facilitate story interpretation and enable generalization and learning from past experiences. We adopt a similar view towards qualitative models—that is, device models, represented in the form of SBF models, organize teleological, causal, and structural information underlying the functioning of devices. They facilitate such tasks as interpretation of design descriptions, designing of new artifacts, and learning of design patterns from design experiences.
10.1.4 Acquisition

Although most previous work on models of physical phenomena has concentrated on their representation and use in reasoning, there is some previous work on their learning as well. For instance, KRITIK itself addresses some forms of model acquisition.

KRITIK: In KRITIK, new models are acquired by revising the models of known similar devices (Goel, 1991b). IDEAL inherits the same method of model revision from KRITIK. But IDEAL also has two additional methods of acquiring new models: (1) a combination of the methods of model revision and primitive-behavior composition and (2) instantiation of design patterns in known models. Both these new methods in IDEAL enable non-local, patterned modifications to known models (i.e., changes to the topology of the causal structure in internal behaviors of known devices) while KRITIK's model revision method is only capable of simple, local modifications (such as substance substitution and component replacement). IDEAL's combined method (i.e., model-revision + primitive-behavior composition) is capable of non-local modifications to known models because it can reason about new device structures that have new components (relative to a known device structure) connected to the other components in different structural relations: in series, in parallel with same substance flow, and in parallel with opposite substance flow. Of course, that is possible only when the behaviors of new components are known and the direction of substance flow through each new component is also known. IDEAL's second method that uses the knowledge of design patterns is capable of non-local modifications precisely because the design patterns encapsulate when and how to make such modifications to known models.

Although both KRITIK and IDEAL build on the same component-substance ontology developed by Bylander and Chandrasekaran (1985), they both share a critical difference with the latter on model acquisition. That is, in Bylander and Chandrasekaran's work, the internal causal behaviors of devices are constructed at runtime from primitive behaviors by consolidation, while in both the former systems, they are generated by revising the models of similar known devices.

Learning of Qualitative Processes: Forbus and Gentner's (1986) work on learning of Qualitative Processes (QPs) is especially relevant to the task of learning GPPs in this research. They are similar in that the output of the learning task is the same type of knowledge, namely, physical processes such as heat flow. But the inputs to the learning tasks are quite different, and so are the learning methods. In Forbus and Gentner's work, the task is to learn a specific QP from a given specific physical situation (such as an observation that the temperature of some object decreases) in a new domain by mapping the explanation of a similar QP (such as liquid flow) in a different domain. However, in our work, the task involves learning a generic description of a physical process (such as the Heat-Flow GPP) from two specific design examples involving different instances of the GPP by abstraction over the similarities and differences in the specific models of the designs.

PHINEAS: Similarly, Falkenhainer's work (1990) on learning of theories of physical behaviors

---

1The parallel connection with opposite substance flow creates a cycle of substance flow in the device.
in his PHINEAS system is also related to the tasks of learning of specific SBF models of devices and GPPs. However, similar to Forbus and Gentner’s work, the task that Falkenhainer addresses involves learning of a theory of a specific physical behavior by a similarity-driven explanation mechanism. This mechanism involves analogical mapping of the explanation of a similar physical situation. Keeping aside the differences in the representations, this task is similar to IDEAL’s task of learning a specific SBF model of a device from that of a similar device. But, IDEAL goes beyond this in that it also addresses the task of learning abstractions such as GPPs.

**Physics101:** IDEAL also has some similarities to Shavlik’s (1985) Physics101 system with respect to learning of physical processes and principles. Physics101’s learning task is to form new formulas (in some sense, principles) for physics concepts such as momentum as output, given a single solved example such as that of a 2-body collision problem as input. In contrast, IDEAL’s learning task takes as input two design examples of specific devices and produces as output physical processes that are not just formulas. But rather, the output of IDEAL’s learning task captures relationships between internal causal behaviors of devices and their output behaviors. The methods that Physics101 and IDEAL use for these similar tasks are also different. While Physics101 uses EBL method along with in-built bias to generalize a specific formula for 2 objects to N objects, IDEAL uses a combination of model-based method and similarity-based method to abstract over specific processes in the two given designs. Since the methods are different, the knowledge they both assume are also different. For instance, unlike Physics101, IDEAL does not assume any in-built bias as to what to generalize but instead it uses the knowledge of functions and differences between the two input designs to guide the process of determining what to learn. Furthermore, Physics101 assumes the knowledge of Newton’s laws and calculus to form explanations of the solutions and to rewrite formulas. Since IDEAL’s inferences are different (i.e., it does not need to generate explanations from scratch, nor does it need to rewrite formulas), it does not require the knowledge similar to physics laws or calculus. The interaction conditions under which Physics101 learns are limited compared to those IDEAL can handle. That is, Physics101 acquires its input to the learning task when it tries to solve a given problem and fails at it (i.e., applying any of the known knowledge does not lead to finding a value for the desired, unknown variable). While Physics101 can handle only this interaction condition, IDEAL, in addition to this, can handle three other conditions (as we have described in Chapter 9). The interaction conditions in IDEAL differ among themselves with respect to the information presented as input to the learning task.

**BAGGER:** IDEAL’s task of learning the cascading mechanism is very related to Shavlik’s later work (Shavlik and DeJong, 1987) on learning rules generalized to N. Shavlik’s BAGGER system learns generalized rules that capture repeated applications of a rule from a single example. This is similar to IDEAL’s task of learning the cascading mechanism when it solves a design problem by repeatedly applying the component-addition strategy. Although Shavlik and DeJong’s work and our work apparently look similar as both tasks involve generalization to N, there are some interesting differences in both the input and the output knowledge structures of the learning.
tasks addressed. For instance, IDEAL's learning task takes as input two design examples, one without an instance of the cascading mechanism and the other with an instance, while BAGGER takes only a single example as input. The methods and hence the knowledge that BAGGER and IDEAL use are also different. Like Shavlik's earlier system Physics101, BAGGER also uses EBL method with an in-built bias to generalize to N; it explicitly looks for rules in a plan that match the syntactic form of an extended rule (focus, rule). In contrast, IDEAL does not need such knowledge because it learns from a comparative analysis of two design examples, and instead, uses the knowledge of function and behavior in the SBF models of the devices. Thus IDEAL uses a combination of model-based method and similarity-based method.

While IDEAL learns abstractions from specific designs, BAGGER learns rules that are more specific than the focus rule (that is, the learned rule is generalized to N, but contains specific information from the explanation of the specific example such as objects and actions). In contrast, IDEAL's output knowledge structure such as the cascading mechanism is not only a generalization to N replications of a component/device but also a domain-independent, and hence generic, description of the concept. In addition, IDEAL learns other types of strategic concepts such as feedback and feedforward mechanisms that are not in the class of concepts BAGGER learns. Furthermore, our method involves much more than simple generalization, namely, abstracting relationships between functions and behaviors. Finally, the interaction conditions for BAGGER are same as those for Physics101, and hence are much different and limited compared to those for IDEAL.

10.2 Design

Tong and Sriram (1992) have compiled an extensive list of design systems and classified them along different dimensions such as the types of design tasks they perform, the methods they use, and so on. We basically follow the same classification and compare our system IDEAL (or the process of model-based analogy) with related systems.

10.2.1 Adaptive Design

Research on design problem solving has led to the development of a number of design methods ranging from heuristic association (McDermott, 1982), to constraint satisfaction (Sussman and Steele, 1980), to plan instantiation (Mittal and Araya, 1992; Mittal et al., 1986; Brown and Chandrasekaran, 1989), to reasoning from first principles (Williams, 1991). For instance, R1 (later called XCON), one of the earliest design systems, used forward chaining over rules for configuring computer systems (McDermott, 1982). AIR-CYL (Brown and Chandrasekaran, 1989) and PRIDE (Mittal et al., 1986) designed mechanical devices by selecting and instantiating plans and procedures. All these systems used only a single method of reasoning, and did not reuse the designs they created. Instead, they used a synthetic approach. Further, they performed only very routine design.
The case-based (adaptive) approach is fundamentally different from these synthetic methods. Although the synthetic methods may (and do) play an important role in design adaptation, the adaptive approach views design problem solving in terms of "design evolution" in which new designs are created by modifying, perhaps combining, earlier designs. For the most part, previous work on adaptive design has generally followed the two main computational models of case-based reasoning, namely, transformational approach and derivational approach. Thus, some case-based design systems (e.g., Barletta and Mark, 1988a; Dyer et al., 1986; Hinrichs, 1992; Navinchandra, 1991; Maher and Zhao, 1987) generally follow the first computational model of case-based reasoning (Kolodner and Simpson, 1984; Riesbeck and Schank, 1989; Kolodner, 1993) in which the solutions to previous, similar problems are transferred and "tweaked" to solve new problems. While some others (e.g., Kambhampati, 1993; Mostow, 1989) closely follow the second computational model (Carbonell, 1983) in which the derivational trace by which the previous, similar problems were solved is "replayed" and "tweaked" to solve new problems.

Although the initial work in adaptive design has only focused on routine design and adaptive methods, much of the recent work has attempted to model innovative design as well as routine design, and addressed issues such as design reuse and integration of multiple sources of knowledge and multiple types of reasoning. For example, KRITIK (Goel, 1989; 1991) integrates case-based reasoning and model-based reasoning; CADET (Sycara and Navinchandra, 1992; Navinchandra et al., 1991) also integrates case-based reasoning and behavior-preserving problem-transformation techniques (that enable cross-contextual design retrieval and synthesis of cases); JULIA (Hinrichs, 1991; 1988) integrates case-based reasoning and constraint posting; BOGART (Mostow et al., 1992) uses design reuse via replay of design plans for supporting innovative design; ARGO (Huhns and Acosta, 1992) also uses previous design plans and macrorules, which are learned and stored at different levels of abstraction; and ALADIN (Rychener et al., 1992) uses multiple knowledge sources, such as cases, rules, mathematical models and statistical methods.

Our approach to adaptive design falls under the transformational approach to CBR, but extends it by integrating it with model-based reasoning as in KRITIK. In particular, our work borrows from KRITIK the ontology and representation of device comprehension, that is, SBF models. However, our work goes much further in integrating learning of abstract models with analogical design and explores different types of design tasks, ranging from routine to innovative to creative. Also, IDEAL's theory covers non-local adaptations in design while KRITIK is limited to simple, local adaptations. Furthermore, our work also includes developing behavior-function models, although using the same language as that of SBF models, for representing design patterns.

In addition, while KRITIK deals with purely function-to-structure mapping design tasks, our work accommodates design problems that include structural constraints besides functional ones. Like KRITIK, our work also considers design in the domain of physical devices.

AUTOGNOSTIC (Stroulia, 1994) shares some common themes with IDEAL in the dimen-
sion of adaptive design. While IDEAL’s task is design of physical devices, AUTOGNOSTIC does design of problem solvers such as a route-planning system or a device-design system. AUTOGNOSTIC views a problem solver as an abstract device and views its learning from failures as a redesign task. Thus, while AUTOGNOSTIC redesigns abstract devices, IDEAL redesigns physical devices. Both view their respective candidate designs as failed designs and use SBF models of those designs to diagnose possible faults. That is, both do a similar model-based blame assignment. One crucial difference is that AUTOGNOSTIC uses a trace of the problemsolving episode in addition to the SBF model of the problem solver in its diagnosis while there is no equivalent of that in IDEAL’s world. AUTOGNOSTIC needs such a trace because it’s task is to redesign the problem solver itself. Some of the repairs these two systems perform to their respective designs are also interestingly similar. As we discussed in the context of generic models earlier, AUTOGNOSTIC’s knowledge of generic tasks is similar to IDEAL’s knowledge of GTMs. Furthermore, their use of the respective generic knowledge is also similar: AUTOGNOSTIC uses its knowledge of generic tasks and instantiates a generic task in its failed design to reorganize the task structure, while IDEAL uses its knowledge of GTMs and instantiates a GTM in its failed design to reorganize the device structure. An important difference, however, is that IDEAL can learn its knowledge of GTMs while AUTOGNOSTIC assumes its knowledge of generic tasks.

10.2.2 Analogical Design

Most of the existing design systems that use analogies perform only within-domain analogies. A few design systems that fall into this category are KRITIK (Goel, 1989), CADET (Sycara and Navin Chandra, 1992), BOGART (Mostow et al., 1989; 1992), ARGO (Huhs and Acosta, 1988; 1992), STRUPLE (Maher and Zhao, 1987) and JULIA (Hinrichs, 1991; 1988). All these systems operate in the domain of engineering design with the exception of JULIA which is in the domain of meal planning: JULIA designs menus of meals that satisfy multiple, interacting constraints.

KRITIK solves design problems in multiple domains but can transfer knowledge only between problems within the same domain. CADET is a case-based design tool that provides retrieval and adaptation techniques for combining parts of cases in mechanical engineering domain. In solving a large design problem, it can retrieve parts of cases from different domains to solve subproblems and combine them to solve the given problem. However, given a subproblem, it can only retrieve a case from the domain of the subproblem.

BOGART is a partially autonomous design system that helps students learn design process in the domain of digital circuit design. Although it has been tested in different domains, it can only “replay” previous design plans (that are very specific to a domain) in solving problems from the same domain. ARGO also uses previous design plans to solve design problems in VLSI digital circuit design. Although it can also do only within-domain analogies it can transfer design plans
between far-apart problems in the same domain. ARGO's abstract plans are similar in terms of the level of abstraction to our prototype-device models. STRUPLE uses within-domain analogies to solve design problems from the domain of building design. More recently, the architects of STRUPLE (Zhao and Maher, 1992) have proposed a scheme for creative design by analogy and mutation.

Very few design systems perform cross-domain analogies. In CADET, behavior-preserving analogy (Sycara and Navinchandra, 1991) involves using an abstract description of the desired behavior as an index (or its transformation) to retrieve a relevant case from a different design domain and mapping the specific case thus retrieved to the target problem. Our approach involves using the desired function to retrieve an abstract model and solving the design problem by instantiating the retrieved abstract model in the target domain. More importantly, behavior-preserving analogy assumes a priori knowledge of high-level abstractions while our approach learns them from design experience.

DSSUA (Qian and Gero, 1992) is a design support system that uses design prototypes to capture design knowledge and performs analogical mappings between designs from different domains. It retrieves a source analogue by analyzing the given design requirements and using any combination of the function, behavior, structure, or operation requirements. It finds mapping to the target problem through causal links represented in design prototype retrieved as source analogue. The mapping process is domain-independent but causation-type dependent. Its mapping process is syntactic like in structure-mapping theory (Gentner, 1983) and involves matching behavior graphs to establish correspondences between the source and target domains. For complex design problems, behavior graphs tend to be large and finding graph isomorphism is NP-complete! Our approach avoids this problem because mapping in our theory simplifies to instantiating a retrieved abstraction to the target problem.

10.2.3 Innovation and Creativity in Design

Although, as mentioned earlier, most early design systems addressed issues in only routine design, there have been some attempts recently towards modeling innovative and creative design. Some of the work mentioned in the context of adaptive design and analogical design has also looked at the issues of innovation. For instance, Hinrichs in his work on JULIA (1991) has explored how case-based reasoning can be integrated with constraint posting to solve design problems in open worlds, where the innovation arises due to the ability to deal with interactions among multiple constraints. JULIA's domain is meal planning and its task is to design menus of meals. Although JULIA's domain is much different from IDEAL's, they both share in the characterization of innovation—at least along the dimension of problem reformulation. However, the problem reformulations in JULIA and IDEAL are driven by different sources and they use different methods. That is, while in JULIA the problem reformulation is due to the late arrival of constraints in the problem specification, in IDEAL it is evaluation-based. JULIA uses constraint
posting and constraint relaxation methods to incorporate late specifications of constraints and take them into account in its design process (which is hierarchical refinement of a general design). In contrast, IDEAL reformulates design problems by discovering new constraints; the new constraints arise from the causal explanations of design failures that are identified in an external evaluation.

Some of the recent work towards innovative design also involved developing exploratory models. For instance, DONTE (Tong, 1992) uses exploration and problem-reformulation techniques in planning the design process for innovative design. In a similar vein, we have looked at the issue of problem reformulation driven by performance of the designs in real environments and considered how that leads to innovation in design (Prabhakar and Goel, 1992; Bhatta, Goel and Prabhakar, 1994).²

Williams (1991) describes an approach called interaction-based design in which new designs are created by reasoning from first principles. This approach views design as a process of building interaction topologies—networks of qualitative interactions between quantities, used by a device to achieve its desired behavior. It also proposes a search method for focusing the design of novel devices among the large space of possibilities.

Navinchandra’s (1991) work is also another example of these exploratory models, but it evolves from work on case-based design. In his work on CYCLOPS, Navinchandra (1991) used a case-based approach to architectural design in which new design ideas are generated by exploring the memory for appropriate cases. In this, new designs are generated by composing subcases from multiple cases. New constraints are discovered through the process of demand posting where a problem with the present case is posted to the case base, requesting the previous cases to solve the problem. If a matching case is not found, then the causes of the problem are retrieved and new demands are posted. CYCLOPS shares IDEAL’s view of the importance of discovery of new constraints in innovative design.

Some other recent work in design has even attempted to model creative design using such methods as analogy and mutation. For example, Zhao and Maher (1992) have proposed the COMBINE operator that purports to do both analogy and mutation for creative design. They retrieve design prototypes from a case memory in the domain of building design and then apply mutation operators (e.g., COMBINE) to change the retrieved prototype to include portions of other designs. Qian and Gero (1992) have proposed a method for between-domain analogy that uses design prototypes for creative design, and have implemented it in a system called DSSUA.

More recently, Wills and Kolodner (1994) have also looked at such issues in creativity with in the context of case-based design as situation assessment, evaluation, and problem redefinition. Their model called IMPROVISER is based on their observations of designers solving a mechanical design problem. Our work on IDEAL shares the central theme of their work which is that²

²Most recently, in collaboration with Prabhakar, we have begun to apply IDEAL’s theory to cover the adaptive modeling of environments and devices alike, and consider how their interactions lead to design innovation in complex domains (Prabhakar, Goel and Bhatta, 1995).
past design experiences and memory processes play an important role in facilitating processes of creative design. While there are some common hypotheses in our work such as that the evaluation and problem reformulation are some of the key processes of creativity in design, the specific computational processes in IDEAL and IMPROVISER are quite different. For instance, in IDEAL, these processes are enabled by not only past design experiences but also device models and design patterns. In addition, IDEAL addresses the issue of learning the knowledge it relies on for use in the other processes. In contrast to IMPROVISER, IDEAL covers both internal evaluation of designs and their external evaluation, but covers problem reformulation only due to feedback from external evaluation. While both computational models incorporate flexible control of processes, the specific ways by which they are achieved are very different: IMPROVISER uses an opportunistic model of reasoning (in a blackboard-style architecture) while IDEAL uses multiple strategies and iterative flow of control (with a possibility to explore alternatives).

10.3 Learning

We organize our discussion of related work in learning into the following different parts: (1) index learning (covering Kolodner’s, Hammond’s, Ram’s, and Barletta and Mark’s work); (2) learning abstractions from experience (covering Wisniewski and Medin’s, Winston’s, Shinn’s, and Roverso et al.’s work); (3) learning of strategies (covering Waterman’s, Mitchell et al.’s, and Birnbaum and Collins’ work); (4) model-based learning (covering Winston’s, Kedar-Cabelli’s, Mitchell et al.’s, DeJong and Mooney’s, and Dietterich’s work); (5) multistrategy learning (covering Pazzani’s, Stroulia’s, and Cox’s work); (6) multistrategy reasoning (covering Goel et al.’s work); and (7) learning by discovery (covering Langley et al.’s, Falkenhainer’s, Rajamoney’s, and Karp’s work).

10.3.1 Index Learning

Although the issue of indexing has been for long central to AI theories that emphasize the role of memory in reasoning (e.g., Kolodner, 1984; Lebowitz, 1983; Schank, 1982), there are relatively very few models that address the issue of automatic acquisition of indices to learned pieces of knowledge. CYRUS (Kolodner, 1984) was one of the earliest systems that addressed the selection of indices to a new episode. It used primarily the discriminability and the previous predictive power of features to select a subset of features as indices. However, it could only choose indices from the predetermined context-dependent feature lists and could not learn the indexing vocabulary itself.

CHEF (Hammond, 1989) uses explanation-based techniques to learn indices to plans from planning failures; in particular, it learns features in its domain that are predictive of negative interactions between plan steps. By learning predictive features, it can select plans that avoid problems. It also indexes plans by the goals that the plans satisfy.
AQUA (Ram, 1989; 1993) uses a content-based approach to index learning and uses explanation-based methods within this approach. AQUA learns particular kinds of knowledge that make good indices to explanatory cases by selecting the indices from the predetermined classes of stereotypical concept descriptions that constitute good indices in its domain. But it cannot learn new classes of indices; it can only learn new indices within the known classes.

Our earlier work (Bhatta and Ram, 1991) has also addressed the issue of learning indices to scripts and causal schemas such as XPs (Schank, 1986; Ram, 1990) in the domain of story understanding. In that context, we developed two methods that enable index learning while processing a story, more specifically, while accessing a schema: either by deferring the selection until necessary cues are found in the story, or by inferring necessary indices from the story, or both. The inferencing is done by explaining the given story using any available domain knowledge; the results of the inferencing that enable retrieval of a schema are hence learned as new indices to the schema. We believe that similar methods might be needed for learning new indices to existing cases during retrieval in model-based analogy. Broadly speaking, our current work shares the same assumptions—indexing schemes and methods of index learning depend on the functional requirements of tasks, if not specific to a task—as in (Bhatta and Ram, 1991).

AUTOGNOSTIC (Stroulia, 1994) also performs knowledge reorganization as part of its redesign of a failed problem solver. It uses the SBF model of its problem solver to determine how to reorganize its knowledge and can learn new indices for it. IDEAL's index learning task is similar but not the same. IDEAL also uses the knowledge of SBF models but it learns indices for a different type of knowledge, i.e., design analogues. AUTOGNOSTIC does not have cases of its own problem solving. Instead, the knowledge types for which it may learn indices depend on the specific problem solver it monitors and represents. Furthermore, IDEAL not only uses a model-based method but also integrates it with a similarity-based approach for generalizing its potentially new indices for analogues.

Another example of similar work is Barletta and Mark's (1988) explanation-based indexing (EBI), which provides an account of how explanations can be used to select a subset of predetermined indexing features to index diagnostic cases from the domain of assembly-line manufacturing. Hammond and Hurwitz (1988) also use a similar approach for the selection of features as indices to diagnostic failures (i.e., failures in diagnosis). We use explanations in the form of SBF models to learn indices (both new indexing vocabulary and right level of generalization) to not only design analogues but to learned abstractions as well. EBI does not account for learning new indexing vocabulary. While both Barletta and Mark's work and Hammond and Hurwitz's work address only learning of one type of indices, our work accounts for learning of multiple types of indices, i.e., IDEAL learns both functional and structural indices to design analogues. The explanations in EBI are similar to those in EBL and EBG; the distinctions between these explanations and SBF models will be explained later. Explanations in EBI refer to the malfunctions of devices while SBF models are explanations of the functioning of devices.

In addition to the above differences, our model-based approach is also different from EBI in
the learning method itself although both use explanations for learning indices to cases. First, EBI assumes that a pre-enumerated set of indexing features is available, and its learning task is to select some subset of the set of features. In contrast, our approach assumes knowledge only about the \textit{types} of features that are to be used as indices (e.g., knowledge that functions expressed in substance properties are used as indices) but identifies the exact indices from the SBF models. Second, EBI necessarily determines both irrelevant and relevant indexing features. In our approach, in contrast, one needs to determine only the relevant features. This is because the SBF model generated by its problem solver automatically rules out all irrelevant features. Third, our approach integrates model-based learning with similarity-based learning (SBL). Specifically, it uses the model-based approach to learn the indexing features and the SBL to generalize over the learned features.

10.3.2 Learning Abstractions from Experience

Many psychological studies in human learning show that people learn abstractions (generalizations) as they acquire experiences in a domain. For example, Wisniewski and Medin (1991) have found that people use domain theories in unsupervised learning of concepts from examples. In our approach, the case-specific models play a role analogous to domain theories in that they constrain the process of learning abstractions. In our theory, an agent predominantly performs unsupervised learning because it generalizes over its own problem-solving experiences. However, if the agent fails to create a successful solution to a design problem, then we provide the correct solution (and no other information) as feedback to the agent.

The proposal that learning from experience is facilitated by explanations of specific experiences dates at least as far back as Winston (1980). Winston’s model assumed knowledge of “what” is the concept being learned and relied on information concerning whether an example is a positive instance or negative instance of the concept. Winston’s later models (1982, 1986) show that learning can be done by analogically transferring causal links in the explanation of an example to the target concept. Winston’s work addressed learning of a different type of abstractions than what IDEAL learns. His FOX and MACBETH systems learn rules from specific situations by climbing up a known classification hierarchy for objects and chunking over causal inference chains. The generalization process in this learning is constrained by making sure that the exercise (i.e., the new situation) is “close” to the rule to be learned. Similarly, in his early system ARCH which learns concepts from specific examples, Winston (1975) assumes that the difference between two successive examples is very small (i.e., difference in one feature). But, in IDEAL, we do not make such a simplifying assumption.

There are many AI models of learning from experience but most of them focus on the process of specializing some general knowledge to specific problems and making problem solving more efficient. Some other experience-based systems learn generalizations of indices but not of cases. Two exceptions are AQUA (Ram, 1993) and OCCAM (Pazzani, 1991) which make generaliza-
tions over specific cases. But few models have addressed learning of high-level abstractions of the types we described earlier. JULIANA (Shinn, 1989) and ASIS (Roverso et al., 1992) that we have already discussed learn different types of abstractions. We will discuss Birnbaum and Collins' work under “strategy learning” later as both our work and theirs deal with learning of abstract strategies.

ASIS discovery system (Roverso et al., 1992) also learns abstract models of specific situations. But these models are structural models and they are different from functional and causal models of generic mechanisms or processes. Further, ASIS’s method retains the entire model of a specific situation for the abstract model and simply replaces each object and link by the corresponding abstract object and link. Moreover, these abstract models are not stored in memory for reuse; but in our approach, the abstract models are stored in memory for potential reuse in future.

Another model that addresses learning of abstractions from problem-solving experience is SOAR (Laird et al., 1987). However, the generalizations learned by SOAR are simple rules and are specific to types of subgoals in the problem.

10.3.3 Learning of Strategies

The problem of learning strategies has been studied by several researchers in AI since 1970s. For instance, (Waterman, 1970), (Mitchell et al., 1981), (Amarel, 1968), (Banerji and Ernst, 1972), (Ernst and Goldstein, 1982), (Mostow, 1982) and (Birnbaum and Collins, 1988). Keller (1982) analyzes some of these research efforts towards strategy acquisition in terms of the four important issues within the strategy learning problem. In his words, they are (1) learning strategic components from examples or problem-solving traces, (2) recognizing the applicability of a strategy, (3) customizing or instantiating an abstract strategy, and (4) transforming an existing strategy. From Keller’s analysis, we can say that none of these research efforts have addressed all these four issues in strategy learning. In contrast, our work cuts across all these major issues, although not addressing so deeply into all these issues. IDEAL’s task of learning GTMs from specific design experiences is an instance of the task of learning strategic components. Once an initial hypothesis for a new strategy has been formulated, the subsequent revision due to new design experiences is an instance of the strategy-transformation task. Of course, when IDEAL learns a new strategy, it needs to also acquire the applicability conditions for the strategy. And, finally, when it uses a strategy, since its strategies are abstract, it needs to instantiate the strategy in the context of a specific problem. Thus, IDEAL attempts to address all the above major issues in strategy learning. However, IDEAL’s theory of how a new strategy is formulated from experience is the most interesting part to compare with earlier work.

Waterman (1970) used a self-modifying production system to address the issue of learning of heuristics for poker game-playing. His system has production rules that are composed of state vectors as conditions, and game decisions as actions. It can take input from two different sources: training information from a human or that generated by a machine from poker-playing
IDEAL also handles input from multiple sources including these two. But, the content of input information is different in the two systems. The input to Waterman's program consists of specifying a game state vector, what is an acceptable game decision, what state variables are relevant to the decision, and why the decision is a good one in terms of constraints on the variables. Whereas IDEAL's input consists of specifying only a design that achieves a given function and how it achieves that function. Waterman's program uses the training information and modifies the existing rules (i.e., changes to the constraints on the variables in the condition part of the rules) or adds new rules so that they comply with the given data. Whereas IDEAL's output is a design pattern (in particular, GTM) that is abstracted over regularities in the given design and the retrieved similar design.

Mitchell et al. (1981) have followed up on Waterman's work and developed a system called LEX. Like Waterman's program, it also learns heuristics but for solving problems in a different domain, i.e., integral calculus. LEX knows a priori all the operators needed to solve calculus problems and also the conditions under which each operator can be applied. What it learns are control heuristics for operators that specify when they should be applied. In that sense, IDEAL is quite different because it does not know any thing about the strategies it learns; it not only learns the applicability conditions for a strategy but learn the strategy itself. There are two interesting aspects of LEX that are worth noting: (1) it generates its own training problems and analyzes its performance on them and (2) it represents the partially learned heuristics in version spaces (Mitchell, 1977). IDEAL differs from LEX on both these aspects—IDEAL cannot generate its own training problems and it does not represent versions of a strategy but rather it commits to one level of generalization. Such commitment in IDEAL is guided partly by the vocabulary of device models and partly by the similarities and differences between design experiences. Other important differences between LEX and IDEAL are that LEX uses meta-knowledge and problem-solving trace in its learning while IDEAL does not use either. Instead, IDEAL handles the difficult issue of determining what to learn by situating the learning task in problem-solving context (failure + feedback from oracle) and using the device models.

Of those models that have addressed learning of strategies, Birnbaum and Collins' (1988) work probably comes closest in sharing our goals—modeling the acquisition of abstract strategies that enable transfer of expertise from one domain to another. Their work concerns the use of EBL techniques in failure-driven learning of abstract strategies for planning in several domains by transfer of experience. GTMs in our work are similar to their abstract strategies such as "fork" in chess in that GTMs act as abstract plans for solving design-adaptation problems (Strouilia and Goel, 1992). Also, IDEAL's process of their use is similar to that of (Birnbaum and Collins, 1988). However, Birnbaum and Collins view the abstract strategies to be useful primarily in accessing a relevant experience, that is, they view cases to be indexed by these abstract concepts. Furthermore, IDEAL's method of learning the abstract strategies is completely different. Birnbaum and Collins' program uses problem-solving traces to reason about plan failures and to abstract strategies such as "fork." In contrast, IDEAL uses models and explanations
of how devices function to learn the abstractions. Also, we model the acquisition of other types of "abstract concepts" such as the models of GPPs in addition to those of GTMs.

10.3.4 A Model-Based Approach to Learning

As discussed earlier under "learning of abstractions from experience," Winston's model of learning (1982, 1986) is one of the earliest to advocate a "model-based" approach. In his theory, the causal relationships in an explanation of the experience are transferred to the target concept to be learned. Similar approach was used in Kedar-Cabelli's (1988) work on purposive explanations in learning concepts. Her work however emphasized that the functional roles of elements in a plan are what need to be transferred in order to explain a new instance of a target concept and learn the target concept. The theory in IDEAL that concerns learning of models (by revision) is similar to these two. However, in IDEAL, both functional and causal relationships from the model of a known device are transferred and modified to learn the model of a new device.

Our model-based approach to abstraction is similar to explanation-based generalization (EBG) (Mitchell et al., 1986) and explanation-based learning (EBL) (DeJong and Mooney, 1986) in using explanations (SBF models) to constrain the learning of "concepts." However, most EBL systems assume some knowledge of the target concept a priori; our model-based approach attempts to discover them. The learning task in IDEAL is further different from the tasks in EBG and EBL in that the latter address the task of learning from a single example while IDEAL learns from two examples, more similar to mEBG (multiple example EBG) (Cohen, 1988; Flann and Dietterich, 1989). The learning methods are also different in that EBG and EBL involve merely "chunking" over an explanation while IDEAL does abstraction over regularities in specific explanations. The distinction between these two processes is similar to the one drawn between generalization and abstraction by Michalski (1983).

Also, our model-based approach differs from EBG and EBL in the kind of explanations it uses. First, while the explanations in EBG and EBL are general such as a resolution proof in First-Order Logic (FOL) that can be of any type depending on context, the explanations in SBF models are of a specific kind, that is, the latter are functional and causal, and thus provide how causal processes result in the achievement of specific functions. Second, the explanations in EBG and EBL specify how an example is an instance of a target concept while SBF models are explanations of the functioning of devices. Third, the explanations in EBG and EBL are constructed at run-time from domain-specific rules whereas SBF models are formed by revising old models (or by a combination of model-revision and primitive-behavior composition) as part of the problem solving. Fourth, SBF models are grounded in a well-defined component-substance ontology.

Dietterich (1992) presents a model-based approach to learning models of plant physiology useful for the task of predicting how climate determines the location and distribution of plant ecosystems (biomes). The model of a plant is represented as an augmented finite state machine.
These representations are similar to ours to the extent that a behavior is represented as a chain or cycle of alternating states and transitions. Dietterich's approach assumes an initial model, although incomplete but general, and subsequently refines the models based on examples of plant ecosystems so that the refined models are more accurate for later predictions. In our approach, the direction of learning is from specific models (of given experiences) to generalized models of different kinds. We also give an account of how the specific model of a new device is formed by revising that of a source analogue. Also, Dietterich assumes that the examples are available in batch in contrast to our incremental approach.

10.3.5 Multistrategy Learning

Our work integrates the model-based approach with the similarity-based method for learning abstractions. Pazzani's OCCAM (1991) also integrates SBL, EBL, and theory-driven learning (TDL) for learning of concepts. OCCAM assumes knowledge of general patterns such as that of causality. It uses them for learning concepts, domain-specific causal relationships, and for acquiring explanations that help make a shift from relying on SBL to using EBL. The types of abstractions learned in our approach fall into the same class as these general causal patterns but are different; the major difference is that they are learned from experience in our approach. OCCAM uses general patterns of causality to acquire specific explanations; our approach uses the abstractions to form explanations (SBF models) of specific devices as it solves design problems by model-based analogy.

When multiple strategies are used for learning or reasoning, there is a need for strategy selection. IDEAL uses the model-based and similarity-based methods at one level and uses different, more-specific strategies at another level for its learning. At the top level, it does not make a selection between the model-based and similarity-based methods, instead, it uses these two methods for different subtasks of its learning of abstractions. But at more specific levels, it selects a strategy (such as abstraction over substance parameter transformation or substance location transformation for learning GPPs) dynamically depending on the type of functional transformation in the device models it compares.

In addition to OCCAM, these are a few other systems that do strategy selection for learning: AUTOGNOSTIC (Stroulia, 1994), Meta-AQUA (Ram and Cox, 1994), and Meta-TS (Ram et al., 1995). All these systems do meta-reasoning while IDEAL does not because its task is different and it does not need reasoning at that level. However, the strategy selection in those systems is relevant here. As we already discussed in earlier sections, AUTOGNOSTIC uses a common framework in several dimensions with IDEAL. AUTOGNOSTIC performs different learning tasks such as learning of new tasks in the problem solver it is associated with, learning indices to the domain knowledge of its problem solver, and learning new domain concepts for its problem solver. Its learning is driven by problem-solving failures and guided by the meta model, the model of its problem solver. It uses different strategies for different learning tasks. Given a
learning task, it chooses a learning strategy based on the conditions of knowledge availability in
the failed episode. In that sense, it does a dynamic selection based on the specific conditions,
similar to IDEAL.

Meta-AQUA is a reflective failure-driven learning system in the domain of story understanding. Its story understander uses cases and explanation patterns (XPs) to understand stories it reads. Some of the failures it recognizes are conflicts between the input and the expectations that are set up by its cases and XPs. It uses meta-level XPs (Introspective Meta-XPs), which capture prototypical error patterns, to find causes for the failures. Once it identifies the potential causes, it formulates a set of knowledge goals which specify “what” needs to be learned and “why” in the specific context. Then its task is to select an appropriate strategy from a set of learning strategies that can be used to achieve the knowledge goals. It uses a non-linear planner to accomplish this selection task. Thus Meta-AQUA’s strategy selection is much different from IDEAL’s. Meta-TS explores the same theory as that of Meta-AQUA in the context of trouble-shooting electronic circuits. It also uses the same kind of strategy selection as Meta-AQUA.

10.3.6 Multistrategy Reasoning

In this section, we compare our use of multiple strategies in reasoning and dynamic selection of strategies in IDEAL with other work. IDEAL uses multiple strategies for several different tasks in its computational process for analogy. For instance, it uses multiple strategies for design adaptation and selects them automatically at runtime. Its flexible control of strategy selection is motivated from and similar to the one used in another system called ROUTER, although the latter work is in a different task context. That is, ROUTER solves a route-planning task and not a design task (Goel et al., 1991; Goel and Callantine, 1992; Goel and Callantine, 1991).

ROUTER’s task is to produce a path connecting two given locations in a geographical region. It describes a path in terms of a sequence of connected locations intermediate to the given initial and final locations. Each location is an intersection between two streets in a map. ROUTER uses two different methods of reasoning, namely, model-based reasoning and case-based reasoning. Its model-based reasoning method uses a hierarchical topographic model of the geographical region and does search within the parts of the region called neighborhoods. Its case-based reasoning uses cases of previously planned paths between locations. Given a path planning task, it dynamically selects between these two methods using some criteria for selection. In its application of either of these methods, ROUTER decomposes the given path-planning task into smaller path-planning tasks. For the recursive invocation of these subtasks again it uses the dynamic selection of the two methods. Thus, for a given task it may combine different sequences of applications of these two methods resulting in flexible control flow. IDEAL also uses a similar control of architecture for its selection of adaptation strategies for the given adaptation goal(s) in design. In IDEAL too, when subproblems are generated as part of adaptation, the subproblems
are solved by selecting appropriate adaptation strategies and combining the solutions of the subproblems.

10.3.7 Learning by Discovery

Discovery can be characterized as learning without knowing \textit{a priori} what is being learned. In this sense, the learning tasks we are modeling can be viewed as discovery tasks because we do not assume \textit{a priori} knowledge of the abstractions being formed from experiences. Since some abstractions can be physical principles and processes, our approach can be compared to work in scientific discovery such as BACON (Langley et al., 1987), FAHRENHEIT (Zytkow, 1987), and ABACUS (Falkenhainer and Michalski, 1986). These systems require a large amount of data because they use inductive approaches to discover regularities and form laws. In contrast, our approach involves incremental discovery of physical principles using models at lower levels of abstraction (e.g., device models) to guide the discovery process. Hence, it requires fewer examples for discovering useful principles. Most of the above systems use predesigned experiments to test their hypotheses. On the other hand, our approach takes a different stance on experimentation—it views \textit{problem solving} using hypothesized "concepts" as testing the hypotheses. Thus experimentation is not planned but rather is a consequence of solving problems in the real world.

Learning of abstract models from several specific designs is also related to the tasks of theory formation and hypothesis formation—an abstract model is a theory of the functionality of the specific designs. In this context, our work can be compared to several systems such as PHINEAS (Falkenhainer, 1990), COAST (Rajamoney, 1988; 1990), and HYPGENE (Karp, 1989; 1990). PHINEAS is a discovery system that forms theories of time-varying physical behaviors by a single similarity-driven explanation mechanism, that is, by analogy to the explanation of a similar situation. The representations in PHINEAS are based on Forbus' (1984) qualitative process (QP) theory. To the extent that the device-specific model of a new design is formed by revising the model of a similar experience (or by instantiating an abstract model in the experience), our work is similar in spirit to PHINEAS. PHINEAS uses the behavioral abstraction of a given situation to access a source analogue but assumes that the behavioral abstractions are known \textit{a priori}. Our work differs from PHINEAS in modeling not only how abstract models can be used for accessing a source analogue but also how they can be learned by generalizing over experiences.

COAST models theory revision but not theory formation. COAST's domain theories are also represented in QP and they capture processes in the domain of naive physics; hence they are of the same type of knowledge as device models in our work, more specifically, a device model corresponds to a component of theory in COAST. In our work, once a hypothesis (for the specific type of abstract model) based on experiences is formed, the subsequent revision

---

3 Hypothesis formation and hypothesis testing (or experimentation) are two phases of discovery.
(generalization or refinement) of the hypothesis is similar to the task of COAST. COAST uses an explanation-based method for revising a theory when it encounters an anomalous observation. COAST's method of testing a proposed theory, namely, exemplar-based theory rejection, is very appropriate in our framework as well because in our approach prior experiences (or prototypes formed from them) play an important role in learning as well as other reasoning processes.

HYPGENE is a system that generates hypotheses in the discovery of attenuation, a mechanism of gene regulation in bacteria. HYPGENE views the task of hypothesis formation as a design task. HYPGENE uses qualitative representations for biological theories; the representations of models in our work also are primarily qualitative but can accommodate quantitative representations as well. HYPGENE generates a hypothesis by synthesizing from the primitives used to describe theories and the initial conditions of experiments. In contrast, our approach uses a model-based method to generate hypotheses by generalization over experiences.

### 10.4 Analogical Reasoning

Psychological data indicates that people often use analogies in solving problems of various kinds (Gick and Holyoak, 1980, 1983; Gentner, 1983; Ross, 1984). Computational models of analogy date as early as Kling (1971) though these early models were only approximate. Later computational models such as (Winston, 1982; 1986), (Gentner, 1983; Falkenhainer et al., 1989), (Kedar-Cabelli, 1988), (Carbonell, 1986), and (Holyoak and Thagard, 1989a) are more complete but still address only some stages of analogical reasoning, mostly the mapping and transfer stages. For instance, SME (Gentner, 1983; Falkenhainer et al., 1989), PDA (Kedar-Cabelli, 1988), and ACME (Holyoak and Thagard, 1989a) do not model analogue retrieval. Other theories such as ARCS (Thagard et al., 1990) focus only on the retrieval stage. In contrast, we consider all stages of analogy in this work.

Psychological studies also show that people transfer relationships between objects in the source domain and not their attributes (Gentner, 1983). Most theories of analogical reasoning also involve transferring relationships directly from a source analogue to the target problem: relationships that conform to systematicity principle as in (Gentner, 1983), or causal relationships as in (Winston, 1982; 1986), or functional relationships as in (Kedar-Cabelli, 1988) are transferred. Our work is similar to both (Winston, 1982; 1986) and (Kedar-Cabelli, 1988) in that IDEAL also transfers causal and functional relationships in a source domain to the target domain, although the tasks we model are quite different.

We organize our discussion of related work in analogy into four different parts: (1) purpose-directed analogy (covering Kedar-Cabelli’s, Winston’s, and Holyoak’s work); (2) model-based analogy (covering Winston’s, Falkenhainer’s, and Rovero et al.’s work); (3) case-based approach (covering Hammond’s, Koton’s, Navinchandra’s, and Shinn’s work); and (4) psychological theories (covering Gentner’s SMT, Holyoak’s pragmatic schema model, and Ross’s and Hintzman’s exemplar models).
10.4.1 Purpose-Directed Analogy

IDEAL's analogical process that involves transfer between specific designs via specific SBF models is very much similar to the transfer process in Purpose-Directed Analogy developed by Kedar-Cabelli (1985, 1988), although the overall task in the latter is different. The task in her work is refining a known goal concept by explaining how a given instance achieves the purpose of the goal. The core idea in Purpose-Directed Analogy is to use the purpose for which the analogy was being made to determine what relations in a source analogue to transfer to the target problem. Similarly, in our model-based approach, the purpose of the target problem (i.e., the function of the desired device) plays an important role in analogical transfer: the transfer is based partly on the functional differences between the source and the target designs.

Purpose-Directed Analogy involves forming an explanation for the purpose of a source example using EBL and mapping the explanation over to the new example. One question is why can't the explanation for the new example be generated using the same EBL method to begin with? Purposive explanation constrains what features in the example are relevant for revising the concept. Purpose-Directed Analogy assumes that the domain theory available is complete and correct, while IDEAL does not. In Purpose-Directed Analogy, the transfer is not only within-domain but also assumes that the purposes of the source and target are the same. Like Winston's work (1980, 1982, 1986) but unlike ours, purpose-directed analogy also covers only simple modifications to source explanations and assumes much prior knowledge of the target problem and domain. Purpose-Directed Analogy does not address the issues of retrieval and storage of analogues. In contrast, our model-based approach addresses several stages of analogical reasoning and makes few assumptions about the target problem. The latter difference is due in part to the design task we are modeling—design generation is much more open-ended than explanation completion and allows for fewer assumptions about prior knowledge.

IDEAL also shares the most with another cognitive model, that is the pragmatic schema model (Gick and Holyoak, 1983; Catrambone and Holyoak, 1989). In this model, the pragmatic structure of the source analogue (i.e., sub-goals that contribute to the solution of the problem) guides the transfer. An analogous situation for IDEAL is that the functional structure and decomposition of an SBF model of a device guide the transfer process in IDEAL. Their work involves strategic learning of the schemas, which are different from IDEAL's abstractions. IDEAL shares the ideas that the learning occurs from comparison of two analogues, and that the schema induction is important for cross-domain transfer. Some of their experiments show that explicit hints facilitate better schema induction and higher rates of transfer. However, in IDEAL such hints are not given. Holyoak and Thagard's (1989) PI system is a computational model that incorporates some of these findings and covers schema induction and learning of general rules.
10.4.2 Model-Based Analogy

Winston's FOX and MACBETH: Our theory is similar to Winston's (1980, 1982, 1986) cause-directed analogy in that both models emphasize that the causal relationships in a source analogue determine and constrain what is transferred from the source to a target problem/situation. However, Winston's work focuses on the task of explanation completion and query answering that are much less open-ended than design generation task we address in IDEAL. It is because in the prior task, there is a lot more information directly available in the input to the task than that in the design generation task. Whereas the output information to be inferred in the explanation completion and query answering task is much less compared to that in the design generation task. Although IDEAL shares the motivation that the knowledge to be transferred from a source to a target is the causal relationships in the source analogue, it does focus, in addition, on the functional relationships between the source and target.

The transfer task in Winston’s systems (FOX and MACBETH) is to identify the mappings between the individual items in the source and target situations by a process of exhaustive matching and transfer the causal relationships between the matched individuals in the source to the corresponding ones in the target. By that process, his systems infer values for unknown variables (which could be physical variables such as voltage or volitional such as an agent depending on the domain), typically only one in an instance. In contrast, IDEAL’s task does not involve identification of mappings explicitly because that occurs as a by-product of retrieval itself. And, it is because of the uniform representations of functions in SBF ontology in all the analogues and because of using a structured matching on those functions for retrieval. Unlike in Winston’s systems, IDEAL’s task involves inferring values for multiple unknowns, as it does design generation. The transfer task in IDEAL however involves copying the functional and causal relationships in the model of the source analogue over to the target problem, and then modifying them according to the differences in the functions. While Winston’s systems too can handle modifications to source analogues, they are much simpler than those that IDEAL can handle. For instance, his work addressed only how simple modifications (such as substitution of relations and class specialization in a source analogue by corresponding ones from target) can be done to a source analogue in order for it to fit the target situation. In his work, the distance between a source and a target is typically very small. In contrast, IDEAL addresses the issue of complex, non-local modifications that involve patterned insertions of new design elements into the source analogue. Recall from the Chapter 5 that IDEAL performs two different kinds of transfer: (1) transfer from a specific source situation to a specific target situation and (2) transfer from an abstraction to a specific target situation. Although Winston’s work primarily looks at the first kind of transfer, that is, transfer between specific situations, his theory accommodates the possibility of general rules themselves being transferred as source analogues. While IDEAL’s theory attempts to address the issue of cross-domain retrieval, Winston’s theory does not. We have discussed Winston’s work earlier with respect to the relationship between...
the learning tasks he addressed and that IDEAL covers.

In contrast to (Winston, 1982; 1986) and (Kedar-Cabelli, 1988), our theory of model-based analogy (MBA)—access an abstract model in the source domain and instantiate it in the target domain—is also based on transferring functional and causal relationships via shared mental models at higher levels of abstraction. In this respect, our theory is more similar to NLAG (Greiner, 1988), PHINEAS (Falkenhainer, 1990), JULIANA. (Shinn, 1989) and ASIS (Roverso et al., 1992). However, both NLAG and PHINEAS assume that the abstractions are known a priori and do not address the issue of acquiring them. NLAG views a source analogue as an instance of one of its domain-independent abstract models and instantiates the relevant abstraction in the target domain.

PHINEAS: PHINEAS is an analogy-based machine-discovery system that learns qualitative explanations for time-varying physical behaviors. PHINEAS uses the behavioral abstraction of a target situation to retrieve a similar abstraction and the specific experiences stored under that abstraction. It selects one of the experiences based on further matching to the target situation and maps the selected one. Therefore, our work is similar in some respects but interestingly distinct in some others. For instance, while PHINEAS thus uses the known abstractions for accessing a relevant specific experience and its explanation, IDEAL uses the abstractions themselves for transfer. Recall that IDEAL’s process involves two kinds of transfer: one between the specific designs and the other from an abstraction to a specific design situation. The first of these two transfers is similar to PHINEAS’s task. And, the second is not addressed in PHINEAS at all. Although the first kind of transfer task is similar, PHINEAS uses a very different kind of method, which is a syntactic, content-independent approach that relies on systematicity principle (Gentner, 1983; Falkenhainer et al., 1989). In this approach, PHINEAS constructs all possible mappings between the source situation and the target situation, while IDEAL establishes the appropriate correspondences not by explicit mapping but rather by structured matching on uniform representations during retrieval itself. Thus the correspondence problem is not a major issue in IDEAL while it is so in PHINEAS. Also, while PHINEAS explores issues in analogy in the context of the task of explanation completion which is a much less open-ended task than design generation that IDEAL uses. Finally, PHINEAS does not address the issue of learning of abstractions.

ASIS: Model-Driven Analogy, as implemented in ASIS, is another approach that also accounts for the acquisition of abstract models. ASIS forms abstractions from target descriptions while accessing a source analogue. Our approach, on the other hand, covers both learning of abstractions while storing experiences in source domain and during solving problems in a target domain. The rationale is that it seems implausible that an agent always can form abstractions before solving problems in a domain, especially for the complex problems such as design tasks. It appears more plausible that an agent may have ability to recognize the applicability of an already acquired abstraction to the current problem. Further, it appears more plausible that an agent can learn abstractions from experiences in a familiar domain, and acquire experiences in
a new domain by analogical transfer.

10.4.3 Case-Based Approach

IDEAL covers both within-domain analogies and cross-domain analogies. IDEAL performs two different kinds of transfer: (1) transfer from a specific design to a specific problem and (2) transfer from an abstraction (i.e., a design pattern such as cascading GTM) to a specific problem. The first type of transfer task is equivalent to the task of case adaptation in case-based reasoning (Kolodner, 1993). For that reason, IDEAL views the transfer task as the modification of the source analogue to meet the specifications of the target problem. Several researchers (Ashley and Rissland, 1988; Hammond, 1989; Kolodner and Simpson, 1989) have developed computational models for case-based reasoning that posit different methods for adapting previous cases for solving new problems. For example, heuristic search (Stallman and Sussman, 1977) and heuristic association (Hammond, 1989). The case-based method itself has been recursively used to adapt cases (Kolodner and Simpson, 1989).

In addition, several researchers have used model-based methods for case adaptation. For example, Koton (1988) has used causal domain models for comprehending diagnostic problems in internal medicine and retrieving appropriate diagnostic cases from memory; Simmons and Davis (1987) have used causal domain models for debugging plans but only for testing modifications to a plan, not for generating the modifications; and Sycara and Navinchandra (1989) have proposed the use of causal domain models for elaborating engineering design problems, retrieving appropriate cases from memory, and adapting them. Unlike them, we advocate the model-based approach for several subtasks in analogical reasoning: retrieval of similar analogues from memory, generation of modifications to the retrieved analogue, execution and evaluation of the generated modifications, and finally, storage of new analogues in memory. Furthermore, IDEAL's SBF models are different from the causal models of Simmons and Davis, Koton, and Sycara and Navinchandra. The behavioral states and the state transitions in their models are grounded neither in the function nor in the structure of the system. In contrast, the SBF model explicitly relates the internal causal behaviors to both the function and the structure of a device, and thus constrains them both from the top and the bottom.

The second type of transfer in our theory is similar to Shinn's (1989) work on abstractive analogy in several respects. That is, our work shares the basic assumption of JULIANA that an analogy between the source and the target can be performed through a common abstraction, especially when the source and the target domains are far apart. JULIANA emphasizes that common abstractions, if they do not already exist in memory, are learned during the mapping process while our work accommodates learning during transfer as well as storage. However, the current version of IDEAL implements and tests only learning during storage. Although Anderson's psychological data (1986) denies a separate learning process after analogical problem
solving, we propose that discovery of the kind we are modeling might occur as an “after-the-fact”
process (or, in retrospect), more specifically, while storing an experience in memory.

Further, JULIANA assumes that given a target problem, a source case, however partially
it might match, can be retrieved. This seems plausible only in two situations: either there is
already a common abstraction (in terms of indices) engineered into its memory or the distance
between the target problem and the source case is very “small.” In contrast, our approach takes
a different view in which initial abstractions are hypothesized from experiences that might be
close to one another or that are from the same domain. These abstractions may be retrieved
and instantiated in different target domains to make cross-domain analogies. Furthermore, they
may be subsequently revised based on feedback when they are used in later situations.

Within the case-based approaches, although Hammond’s (1989) work concerns with a dif­
terent task and a different adaptation method compared to our work, some of the subtasks of
CHEF relate to those in IDEAL. In particular, IDEAL’s tasks of understanding failures com­
ing from an external evaluator and reformulating problems in order to redesign are related to
CHEF’s tasks of understanding plan failures and replanning. There are, of course, some simi­
larities and some differences between the specific tasks, methods, and knowledge assumptions in
IDEAL and the corresponding ones in CHEF. First, while CHEF has a built-in plan simulator
that is equivalent of real-world execution, IDEAL does not have any such. But, IDEAL does
have an internal evaluator that uses its knowledge of the device model to “mentally” simulate
a candidate design, which is different from CHEF’s real-world simulator. IDEAL however relies
on an external agent to provide feedback on the outcomes of executing the candidate design in
the real world. IDEAL’s policy is more valid than CHEF’s because one could criticize CHEF
rightfully as follows: if CHEF’s simulator already has the necessary knowledge to verify the
plan, why can’t it use the same to produce a correct plan in the first place and why does it have
to deal with failures at all?

Second, both IDEAL and CHEF share the same argument that it is not enough to identify or
know a failure in a candidate design/plan, but rather there is a need for explaining the failure.
While in CHEF, a failure is described only as an undesired final state, the design failure in IDEAL
can be either an undesired state or an undesired state transition. IDEAL and CHEF use different
methods for forming explanations of failures. IDEAL uses its knowledge of generic models (in
particular, GPPs) to form causal explanations of the failures in the context of the candidate
design. In contrast, CHEF uses a set of inference rules that relate plan steps and domain objects
to chain through the plan steps and states and forms a causal explanation (much like in the way
explanations are formed by goal regression in EBL/EBG).

Third, both IDEAL and CHEF fix the failures, but each differently. CHEF uses the causes
of the failure to describe the planning problem in terms of general causal vocabulary and uses
that description to access plan-debugging strategies. CHEF uses TOPs (Thematic Organization
Packets) to encapsulate mappings between planning problems and applicable set of repair strate­
gies. In contrast, IDEAL uses the causes of the failure to reformulate the problem by discovering
any new constraints that are still in the specific vocabulary of the problem. It is because IDEAL uses those new constraints to access designs for composing with the failed design. Although IDEAL too has knowledge similar to TOPs in its GTMs, it does not use them to repair the failed designs, instead, it uses them for adaptation.

Fourth, while CHEF learns from its failures to anticipate them in future and avoid, IDEAL does not do so. CHEF is able to learn because it assumes that the failures are such that it can find features in the initial problem that are predictive of the failure. But in the kinds of failures IDEAL deals with, such a “blame assignment” is not possible because the failures may be due to interactions of the device with new environments and the initial problem may not specify anything about the environment. But since IDEAL has reformulated the problem, it can store the new design indexed by the reformulated problem so it would be used only in the right situations. In contrast, CHEF indexes its new plan by the failures as well as goals, and thus restrict the use of the plan for the right situation.

10.4.4 Psychological Theories

In this section, we compare IDEAL with the three major psychological theories of analogical transfer, which are Gentner’s (1983, 1989) Structure-Mapping model, Holyoak (1984, 1985) and Holyoak and Thagard’s (1989) pragmatic schema model, and Ross’s (1987) and Hintzman’s (1986) exemplar models (Ross’s remindings theory and Hintzman’s multi-trace model). We compare on the three issues in analogical transfer that are considered important in psychological theories (Reeves and Weisberg, 1994). In addition to the basic papers on the three models, we draw on Reeves and Weisberg’s (1994) extensive survey of the psychological theories of analogy.

Before considering the three issues, let us list the three types of knowledge that may have different roles in analogical transfer:

1. Problem Content: The problem content consists of the semantic domain and the surface elements of a problem. The semantic domain is defined as the superordinate classification of a problem topic. But the inclusion of semantic domain in problem content is debatable. In IDEAL, the surface elements are specific substances and components, and the semantic domain is the functional classification of the design problems.

2. Abstract Information or Structural Details: This consists of solution principles (that can be stated as either formulas or propositions in formal domains; or schemas (Gick and Holyoak, 1983) or deep structure (Gentner, 1983, 1989) in nonformal domains). Schemas are also considered to have information about how to classify problems. In IDEAL, the abstractions can be design patterns such as generic physical processes or generic teleological mechanisms. The classificatory information in IDEAL’s abstractions are their indices.

3. Experimental Context: This includes the setting, the experimenter, and the tasks in the experiment (in a psychological study). Since work on IDEAL does not involve any psy-
chological studies, the equivalent of this in IDEAL would include the “state” of IDEAL’s
memory at any given time and the particular problem-solving task (for instance, a charac-
terization of the adaptive design task in terms of functional differences between a known
design and a desired design).

The three major issues in analogical transfer are (1) whether schema induction occurs in
analogical problem solvers, and if so, whether it is automatic or strategic? (2) whether any
induction from examples (or problem-solving experiences) that occurs is conservative (with
respect to retaining surface details and episodic details) or eliminative (i.e., those details are
discarded)? and (3) what is the relative importance of surface and structural-schematic elements
of source and target problems in retrieval and application (i.e., transfer) processes?

Issue 1. Many theories agree that schema induction from exemplars can occur. But the issue
is whether it is automatic or strategic? In automatic induction, the cognitive system automat-
ically tabulates the degree of overlap among several similar problems presented, and stores the
composite of overlapping features as a separate problem representation. While in strategic in-
duction, the schema induction is based on (a) explicit comparison of two or more analogues for
likeness, (b) active processing of the schematic principle of one or several exemplars, or (c) the
use of one problem to solve another.

In structure-mapping model, there is really no abstraction or schema induction, but rather
the process involves extracting structural details from specific examples. The structure-mapping
theory considers that process to be automatic. Whereas, the pragmatic schema model does con-
sider schema induction that involves abstracting over the pragmatic goal structure in achieving
the solution to a specific problem. This model considers schema induction as a strategic process
that occurs during problem solving. Although the exemplar models do not give importance to
schema induction, they nevertheless admit the possibility that abstractions may be formed after
a large number of exemplars are seen. Multi-trace model suggests that schema induction can be
both automatic and strategic, but the reminding theory suggests that it can be only strategic.
In contrast to these theories, we suggest that the induction can be automatic or strategic in dif-
ferent, particular conditions. IDEAL’s theory enables us to predict clearly what those conditions
are that perhaps can be tested for psychological validity.

In IDEAL, an analogous issue is whether learning of abstractions occurs at storage time
(which is automatic) or at problem-solving time (which is strategic). But, it is not clear whether
learning at storage time is really automatic in IDEAL, because it involves an explicit comparison
of two analogues for similarities and differences, which can be triggered by both “failure” at
problem solving or “success” at it! Or, perhaps, learning triggered by failure is strategic, and
that triggered by success is automatic?

Hence, one prediction IDEAL makes is as follows. Failure at problem solving may be the
trigger for explicit comparison of analogues which leads to strategic abstraction, even if it occurs
at storage time; if it occurs at problem-solving time, it is strategic anyway (following the Holyoak
et al’s pragmatic schema model). Furthermore, IDEAL proposes that abstraction from analogues after successful problem solving is automatic because there is no “strategic” point to that learning (i.e., by this abstraction, it is not trying to avoid a failure in future problem solving nor is it trying to get better at problem solving later on).

**Issue 2.** Is the induction conservative (i.e., the surface details of exemplars and the episodic details of the learning situation are maintained after schema abstraction) or eliminative (i.e., those details are discarded)?

All the three major models agree on their answer to this issue and all of them suggest that it is conservative. But they differ on the related question as to whether conservative induction include preserving episodic or contextual cues. While exemplar models indicate that the contextual cues are preserved in induction, structure-mapping model suggests that they are not. Pragmatic schema model admits on a posthoc basis that the contextual information is perhaps maintained in the induction. In contrast to all these models, IDEAL’s theory suggests that the induction can be both conservative and eliminative in different contexts.

There is one thing not clear in this conservative vs. eliminative induction. That is, it is not clear from these definitions whether the exemplars themselves are discarded in eliminative induction, or it means that the surface details are “not included” in the abstracted schema but the exemplars may be available as independent representations? In IDEAL, when learning at failure, it has been eliminative induction, and is in the sense that the specifics of analogues are discarded from the abstraction and also that the new analogue may or may not be stored. But, when learning from successful problem solving, it has been conservative induction, and is in the sense that the specifics are maintained separately from the abstractions. That is, both specific analogues and the abstractions are available, but they are accessed for different subtasks in IDEAL: analogues when a design problem is given, and abstractions when a retrieved design is being adapted.

The rationale behind the decisions in the current implementation of IDEAL is as follows. IDEAL learns GTMs when failed (i.e., either it was not able to produce a solution or it took more than one step of adaptation). It does not need the new analogue later on because it can apply the learned GTM to the source analogue and produce the needed solutions. One question that might arise is how will IDEAL know whether to discard the exemplar or not. One way by which IDEAL can decide this is by trying to use the abstraction immediately to solve the current problem and checking if it can generate the current exemplar—if yes, it can store only the abstraction, else it can store both the abstraction and the exemplar. This, we believe, follows the principle of cognitive economy. But, we are also finding that if learning were to occur at the problem-solving time rather than at the storage time, it is necessary to store the new analogue (with different indices as well as the functions)—because that would need to be accessed in later problem solving at the time of which the abstractions may be learned.

---

5 In the current implementation, the new analogue is not stored, but in general, there is no commitment to not storing it.
On the other hand, when IDEAL learns GPPs, it does store the new analogues because these learned abstractions are of a different kind, used for a different task, and when applied to the source analogue do not produce the needed solutions. But instead, they themselves can be used as "analogues" and can be instantiated in a target problem.

**Issue 3.** What is the relative importance of surface and structural-schematic elements of base and target problems in retrieval and application processes?

Most of the models under discussion suggest that both surface and structural-schematic features play a role in retrieval except the remindings theory which says that only surface features are important. We should note however that Gentner, Ratterman and Forbus (1993) tease out the relative importance of the two types of features in the subtasks of retrieval, namely, selection of all matching analogues and ordering them to choose the best. They indicate that surface features determine the selection of analogues but the structural-schematic features determine the ordering of analogues. In IDEAL too, both types of features are considered important.

In IDEAL, the indices to design analogues are provided by the vocabulary of SBF models which are "deep" (or semantic). But the problems themselves (i.e., the desired functional specifications), although specified in this vocabulary, contain surface elements (which we refer to also as domain-specific features) such as substances and their properties, and components and their properties. Thus, these surface elements determine the retrieval of source analogues. However, an alternative indexing scheme in IDEAL is based on "deep" features such as primitive functions (e.g., ALLOW, PUMP, CREATE etc.), which are part of the same vocabulary. Although this alternate indexing enables retrieval of analogues from a different domain, it imposes the requirement of eliciting "deep" features (i.e., these primitive functions) from the given problem specification that specifies only "surface" elements before retrieval can be done.

With respect to the question of which features are important in application of a retrieved analogue to the target problem, majority of the models agree that the structural (deep) features are more important than the surface features. The exception, of course, is the exemplar model—while multi-trace model is silent about this issue, remindings theory suggests that it is largely surface features that play a role in application.

Although IDEAL agrees with structure-mapping and pragmatic schema models on the second part of the question, what IDEAL considers as structural features is different from that in the other two models. In IDEAL, the knowledge of device models (that relate function, structure and behavior) is considered deep knowledge. The application of source analogue to target problems in IDEAL is guided by the "deep" knowledge of device models and the functional differences between the source and target problems.

Table 10.1 reproduces the summary of the comparison of the three major psychological models from (Reeves and Weisberg, 1994). But it also shows IDEAL's position on the particular issues in comparison to the other models.

---

6But, of course, the surface elements in the two problems also matter in the specific modifications done to the source analogue.
Table 10.1: How each of the above models of analogical transfer (including IDEAL which is a computational model) answers the critical theoretical questions

<table>
<thead>
<tr>
<th>Theoretical issue</th>
<th>Structure mapping</th>
<th>Pragmatic schema</th>
<th>Multiple trace</th>
<th>Reminding theory</th>
<th>IDEAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatic vs. Strategic</td>
<td>Automatic discernment of structure (not really abstraction; no schema induction)</td>
<td>Strategic</td>
<td>Both</td>
<td>Strategic</td>
<td>Both</td>
</tr>
<tr>
<td>conservative vs. eliminative</td>
<td>probably conservative</td>
<td>Conservative</td>
<td>Cons.</td>
<td>Cons.</td>
<td>Both (different in different contexts)</td>
</tr>
<tr>
<td>Does conservative induction include preserving episodic or contextual cues?</td>
<td>No</td>
<td>Posthoc explanation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (only in the form of a partial spec. of the problem-solving task)</td>
</tr>
<tr>
<td>Surface vs. structural features more important in: Retrieval?</td>
<td>Both (Surface in selection subtask and structural in ordering)</td>
<td>Both</td>
<td>Both</td>
<td>Surface</td>
<td>Both</td>
</tr>
<tr>
<td>Application?</td>
<td>Structural</td>
<td>Pragmatic structure</td>
<td>—</td>
<td>Largely surface</td>
<td>Models (semantic structure)</td>
</tr>
</tbody>
</table>
IDEAL seems to share more ideas with the Pragmatic schema model than the others. But it differs from this too on some of the major issues in analogical transfer as indicated in the table. In all the three major models, the application involves transferring solution from a "specific" exemplar to the target problem (i.e., a direct transfer), although different abstractions help in different ways in these models. But, IDEAL similar to the pragmatic schema model acknowledges the possibility that the application may be directly from an abstraction to the target problem (by instantiation), which is important in cross-domain transfer. None of the empirical evidence on which the major psychological theories are based really "rule out" this possibility; it is perhaps a worthy psychological prediction to test! Nevertheless, our theory also accommodates the other possibility where the abstractions act as indices to specific exemplars and the application is from specific to specific (via learning the abstraction at problem-solving time rather than the direct transfer).\(^7\) The continuum between these two ends, i.e., transferring from specific to specific vs. transferring by instantiation of a shared abstraction, will determine the kind of transfer possible in the continuum from within-domain to cross-domain analogies.

**On Empirical Evidence:**

There is quite a bit of empirical evidence for the theoretical issues listed in Table 10.1. It is no surprise that there was evidence for contrasting positions, but it is surprising that the studies cited, even put together, have not ruled out some possibilities in arriving at their conclusions; these other possibilities seem to fall out of IDEAL so naturally! It was also surprising to me to see that most evidence was for the support of remindings theory, which we don’t see having a potential to explain cross-domain transfer, because in this theory mostly surface features matter in various stages of analogical transfer.\(^8\)

Regarding the issue of whether the schema abstraction can occur from a single example or whether it requires more examples, most researchers believe for the latter. However, there is some evidence for the former to occur under specific conditions, i.e., abstraction from a single example can occur when an explanation of the solution is available (e.g., Elio and Anderson, 1981) or when it is being mapped onto a target problem. We would claim, however, that in some tasks like design, it may not be possible to abstract from one example (i.e., a single design) even though an explanation is available. (Note that IDEAL learns from two or more design examples.) This is true especially for the kinds of abstractions such as generic mechanisms that capture regularities among examples. In such tasks, it is also not possible to map the source analogue onto a target problem across domains without having the abstraction. Another issue is whether the abstraction is automatic or strategic. Most evidence appears to be in favor of strategic abstraction, but automatic abstraction is not completely ruled out; automatic abstraction may be possible with a large enough number of base analogues.

Many experiments (e.g., Catrambone and Holyoak, 1989) have found that providing a schematic statement (i.e., a priori knowledge of what schemas may be learned) or diagram

---

\(^7\)This part of the theory is only analyzed, but not implemented yet.  
\(^8\)This has been confirmed in a conversation with Brian Ross.
Page missing from report.
mapping stage—Gentner et al. (1993) found that structural details matter most while Ross (1989) found that surface details matter most. However, there seems to be a shift in using the surface details to using the structural details as one gains expertise. In IDEAL, the issue of shift from novice to expert is not addressed. But, both surface and structural details matter in the application of a source analogue to a target problem in IDEAL.
CHAPTER XI

CONCLUSIONS

We revisit each of the major issues this research poses and addresses, and summarize its contributions to those specific issues. We begin by reviewing the overall problem we addressed. The research problem is to investigate the following dimensions of innovation in design:

1. non-local modifications to previous designs, i.e., changes to the topology of the device structure

2. cross-domain transfer, i.e., transfer of design knowledge between distant domains such as electric circuits and mechanical controllers

3. reformulation of design problems, i.e., the revision of problem specifications during the design process by modifying initial constraints and adding new ones

This characterization of innovative design raised the following issues:

1. **Content and Representation of Design Knowledge:** What design knowledge might enable these three aspects of innovation? That is, what might be the content of design knowledge and how might it be represented?

2. **Access and Organization of Design Knowledge:** How might such design knowledge (as in (1) above) be accessed/retrieved from memory when a new problem is given? What kind of organization and indexing might support better retrieval of relevant knowledge from memory? How might the design knowledge be related to other types of knowledge, if any?

3. **Use of Design Knowledge:** How might the design knowledge (as in (1)) be used for innovative design? That is, what might be the specific processes by which that knowledge enables the three aspects of innovative design?

4. **Origin and Acquisition of Design Knowledge:** Where does such design knowledge (as in (1)) that enables innovative design come from? How might it be acquired?

We addressed these issues by developing a theory of design patterns, a useful class of design abstractions, and representing design patterns using SBF models. In addition, taking a memory-based view and model-based approach also led us to address the issues of the acquisition of device
models, indexing and organization of design knowledge (in particular, design analogues, device models, and design patterns) in memory, and retrieval of those types of design knowledge.

11.1 Issues Addressed

In this research, we have addressed the following eight major issues within the overall goal of developing a theory of innovative adaptive device design. Put together, these issues cover the different stages in the computational process we proposed for design by analogy, i.e., the MBA process (see Figure 2.1).

1. What might be some useful high-level abstractions in device design that enable non-local modifications, cross-domain transfer, and problem reformulation? What might be the content of those abstractions and how might it be represented?

2. How can the useful abstractions such as design patterns enable non-local modifications to known designs in solving adaptive design problems?

3. How can those design patterns enable cross-domain analogies in design?

4. How might those design patterns enable understanding of external feedback on the evaluation of designs and enable problem reformulation based on that?

5. How can those design patterns be acquired automatically?

6. How might the SBF models of new designs be acquired automatically?

7. How might a new design analogue and a design pattern be indexed and organized in memory for later use? How can their indices be acquired dynamically?

8. How can design analogues and design patterns be retrieved from memory? What features in design problems determine the retrieval of design analogues and design patterns?

11.2 Contributions

We now present the contributions of this research to the specific issues addressed.

1. **Content Theory of Design Patterns**: The first question in building a theory of innovative design was what might be some useful abstractions in device design that enable the three aspects by which we characterized design innovation. In response to this question, we developed a theory of a particularly useful class of abstractions that we call design patterns. Then the question became what might be the content of those design patterns and how might it be represented?
Design patterns capture design knowledge in abstract, generic or case-independent terms. Depending on the specific type of knowledge, such as spatial, temporal, functional, and causal relationships among design elements, there can be different types of design patterns. Within the focus of this research (i.e., design of physical devices), we identified two different types of functional- and causal-type design patterns. Specifically, they are generic teleological mechanisms (GTMs) and generic physical processes (GPPs).

Furthermore, in this research, we provided a content theory of these design patterns and showed that the SBF language (Goel, 1989) is sufficient to represent these patterns as generic models. A GPP is a causal-type design pattern which captures patterns of relations between the output and the internal behaviors of physical devices. An example of a GPP is the process of heat flow. A GTM is both a functional- and causal-type design pattern which captures patterns of relations between the functions (a subset of output behaviors) and the internal behaviors of devices. Examples of GTMs are cascading and feedback mechanisms. Since design patterns capture only patterned relationships between design elements that do not refer to any specific device's physical structure, the function and behavior aspects of the SBF language were especially useful for representing GPPs and GTMs. Finally, this research provided a process account of how these two types of design patterns enable innovative design—a process that involves retrieval and instantiation of design patterns in the context of new problems.

2. Non-Local Modifications: Our characterization of innovative adaptive design includes the ability to make non-local modifications to known designs as one of the defining elements of our theory. There were three issues with respect to a theory of non-local modifications: (1) what are non-local modifications? (2) why are they necessary and important? and (3) how can they be enabled in device design?

First, non-local modifications are changes in the structural topology of devices. In contrast, the device topology remains the same before and after a local modification. The topology of a design refers to the arrangement of the design elements, that is, the configuration of the connections among the elements. Changes to a design's topology include addition or deletion of design elements, and connecting them in a different way.

Second, since most current theories of adaptive design address only local modifications (i.e., parametric tweaks) to known designs, the need for non-local modifications may be questionable. This research shows that they are necessary and important for two reasons and under specific conditions: past designs with the needed structural topology may not be available and thus simple, local modifications may not suffice; and even when a design with the appropriate topology is available, specific design elements with the desired functions may not be available to replace elements in the known design.
Third, the knowledge of design patterns can enable non-local modifications to known designs in solving adaptive design problems. This research, in particular, demonstrates the use of GTMs for the purpose of making non-local modifications in device design. We described a computational process in which the GTMs can be retrieved and instantiated in the target problems to solve different classes of design problems that require non-local, structural changes to the device topology in known designs. More specifically, the MBA process involves instantiating GTMs in the content of SBF models of known designs and modifying the designs to the target problems. That is, GTMs are used to solve the subtask of achieving adaptation goals in the MBA for device design.

3. Cross-Domain Transfer: The second dimension in our characterization of innovation in design is the ability to perform cross-domain transfer of design knowledge. Similar to the three issues raised with respect to a theory of non-local modifications, there were three issues with respect to cross-domain transfer as well: (1) what is cross-domain transfer? (2) why is it necessary and important? and (3) how can it be enabled in device design?

First, the notion of cross-domain transfer is dependent on what we mean by a "domain." The notion of a domain is fuzzy and there is no good characterization of domain in the analogy literature. In this research, we attempted to provide a working definition for domain. We characterize a design domain in terms of the structural elements available in it, such as pipes and pumps, and wires and batteries, at a given level of abstraction. Due to the fuzzy notion of domains, there is a continuum between what is within-domain transfer and what is cross-domain transfer. Cross-domain transfer in design involves the transfer of design knowledge obtained from experience in solving problems in a source domain to solve problems in a different domain.

Second, in this research we argued that cross-domain transfer is needed because knowledge of past designs generally may not be available in the same domain as a given target problem. Often it may be necessary to solve new problems by transferring expertise from a different domain. Although there was some previous work on analogical reasoning, much of it focused only on within-domain transfer or only on cross-domain transfer. Even that past work which focused on cross-domain transfer explored only some methods while some others are possible and necessary. For instance, the transfer of a design in one domain directly to solve a problem in a different domain (i.e., a domain that refers to different structural elements than those in the available design) is not possible or is difficult when the elements are distant in the known classification hierarchy (because the matching of elements depends on finding a common class for the elements). An alternative method that was also explored to some extent in the past involves transfer mediated by high-level abstractions shared between the source and target domains. However, in this method, although the abstractions play an important role, a specific design is nevertheless accessed in a source domain and the transfer still occurs from the specific design to the target problem.
Furthermore, in the previous work, there was no account of where the abstractions come from. Our research not only provides a different method that is based on abstractions but also accounts for their learning.

Third, this research provides a different theory of analogy that is based on device models and design patterns in which design patterns enable cross-domain transfer in design—that is, it proposes that the design knowledge that needs to be transferred between domains is the knowledge of high-level abstractions such as design patterns and not the specific designs in a source domain. This is not to claim that the specific designs will never get transferred to solve new problems, but rather to say that such transfer may occur only within a domain. In fact, this theory was built on model-based case adaptation (Goel, 1991a) and hence covers within-domain analogies also. This research provides the MBA process for analogy in which design patterns are learned from design analogues in a source domain, and are retrieved and instantiated in different target domains for solving design problems (both adaptive design and redesign). More specifically, this research shows how GTMs enable cross-domain transfer in the context of design by analogy and how GPPs enable cross-domain transfer in the context of redesign.

4. Problem Reformulation: The third dimension in our characterization of innovative design is the ability to reformulate design problems. Again, similar to the issues that concern non-local modifications and cross-domain transfer, there were three issues with respect to a theory of problem reformulation: (1) what is problem reformulation? (2) why is it necessary and important? and (3) how can it be enabled in device design?

First, by problem reformulation, we mean addition, deletion, or modification of constraints in a given problem after the process of design begins. Problem reformulation can be due to the specification of constraints by an external agent later in the design process or due to the discovery of constraints based on the evaluation of a design for the initial specification of the problem. We focused on the latter type of problem reformulation.

Second, problem reformulation is necessary because some constraints on a design are not uncovered until after the design is evaluated, for example, evaluated by its use in a real environment. The constraints that are generally discovered late in the process are about interactions of a design with its environment. The discovery of such constraints is late because the conditions of the environment may not be known completely at the beginning of the process. Even if the conditions were known, they might change from the time of initial problem specification to the time of design realization. When the environments are thus dynamic, designs may fail, although they satisfy the constraints of initial problem specifications. Then redesigning the failed design involves interpreting (or understanding) the design failures and identifying new constraints to be solved (Prabhakar and Goel, 1992).
Third, this research provides a theory of problem reformulation in which design patterns enable understanding of design failures (given as external feedback on evaluation of designs) by forming causal explanations. The design failures are specified in terms of undesired behavioral states and undesired behavioral state transitions using the SBF language. We described the MBA process in which GPPs can be retrieved and instantiated in the context of a design to understand the design failures by forming causal explanations for the failures. In this process, the causal explanations then facilitate the discovery of new constraints and thus enable reformulation of the design problem to include the discovered constraints.

5. **Acquisition of Design Patterns**: One of the important aspects of our theory of innovative design is that it not only accounts for the use of design patterns to enable innovation, but also accounts for their acquisition. The questions then were (1) what may be the origin of design patterns (i.e., what may be the knowledge from which the design patterns can be acquired), (2) why is acquisition necessary and important to a theory of innovative design, and (3) how can they be acquired?

In general, there may be different origins for the knowledge of design patterns: direct acquisition from a teacher, direct acquisition from natural language descriptions, learning from experience alone, learning from experience and interaction with a teacher under failures. We explored how design patterns can be acquired from design experiences including feedback from an oracle upon problem-solving failure. The task of learning design patterns in this research is really a discovery task because there is no assumption of a priori knowledge of the target concepts learned.

The acquisition of design patterns is important and necessary in a theory of innovative design for two reasons. First, a theory that accounts not only for the use of a proposed type of knowledge but also for its acquisition is more interesting and it accepts more constraints than one which cannot account for both learning and use. Second, cross-domain transfer is an important aspect in our characterization of innovative design. Our theory of cross-domain transfer is abstraction-based, in particular, it is based on design patterns, and under some conditions, successful transfer depends on the acquisition of design patterns.

This research provides a process account of how design patterns can be acquired from design experiences under different interaction conditions for feedback from an oracle upon problem-solving failure. In particular, it provides model-based methods for learning two types of design patterns (i.e., GPPs and GTMs) incrementally by abstraction over regularities in design experiences. This research proposes specific answers to issues in learning by abstraction from experience: device models together with the problem-solving context in which learning occurs suggest "what" to abstract from experiences and device models together with similarities and differences in experiences suggest the level of abstraction. Because of the type of knowledge captured in design patterns, we argued in this research that their acquisition from design experiences requires knowledge of device models in the...
design experiences. More specifically, this research shows how SBF models of devices provide the content for abstracting design patterns and also provide constraints on that process.

Since GPPs can be viewed as concepts and GTMs as strategies, and both can be learned from design experiences, our learning theory covers both concept learning and strategy learning.

6. Acquisition of SBF Models of Devices: Since in our theory of innovative design, several processes are model-based in that they make use of qualitative models of specific devices, the acquisition of device models is as important as that of design patterns. In this research qualitative device models are represented in the SBF language. There are three questions here just like in the case of the acquisition of design patterns: (1) what may be the origin of device models? (i.e., what may be the knowledge from which device models can be acquired) (2) why is their acquisition necessary and important to a theory of innovative design? and (3) how can they be acquired?

Like design patterns, device models may also have different origins such as direct acquisition from a teacher, direct acquisition from natural language descriptions, learning from experience alone, learning from experience and interaction with a teacher under failures. We explored the last possibility while some previous work (Goel, 1989) on which this research is built explored learning from experience alone and some contemporary work in a related project called KA (Peterson et al., 1994) explored the direct acquisition of device models from natural language descriptions. Similarly, some previous work in qualitative device modeling (Bylander, 1991) has also considered the generation of new device models by a composition of primitive behaviors (i.e., consolidation).

Some reasons for why the acquisition of device models is important and necessary in a theory of innovative design are same as those for the importance of acquisition of design patterns. For instance, a theory is better constrained if it accounts for both acquisition and use of a particular type of knowledge. In addition, it is a fundamental question in qualitative device modeling and addressing that is an important task because our theory of innovative design relies on the availability (or acquisition) of specific device models.

Now the question is how might the SBF models of new designs be acquired automatically? In general, there can be different methods for the acquisition of new SBF models, partly depending on the origin of the SBF models. A few methods are (1) composition (or consolidation) of behaviors of primitive structural elements (Bylander, 1991), (2) revision of known models of similar devices (Goel, 1991b), (3) a combination of model revision and composition of behaviors of primitive structural elements, and (4) instantiation of design patterns in the models of known devices. In this research we took an adaptive modeling approach and proposed methods (3) and (4). The basic model-revision method is inherited
from the work of Goel (1991b) on which methods (3) and (4) are built.

7. **Organization, Indexing, and Index Learning:** Since we take a memory-based view of design, the questions regarding organization and indexing of different types of knowledge in memory are very relevant. Similarly, since our theory of design accounts for learning of new knowledge, the question about learning indices for the new knowledge also became important. In particular, we addressed the question of how a new design analogue and a design pattern might be indexed and organized in memory for later use, and how their indices can be acquired dynamically.

In general, there may be different ways of organizing the memory of design analogues and indexing them. In this research we took a task-directed approach and indexed the design analogues by functions and structural constraints, because the analogues were used for the task of design that involves specifying functional and structural constraints as input. However, within a given indexing scheme, there can be selection on the specific features that are used to index the designs. That is, for instance, the choice may be between indexing by all the features in the input specification of a design (i.e., exhaustive indexing) and indexing by only some features in the input specification that are important to the solution (i.e., selective indexing). This research provides an empirical comparison on the effectiveness of these two indexing schemes for retrieval of design analogues. The result is that the selective indexing is more efficient than the exhaustive indexing for retrieval of designs if the selection of indices is based on device models.

Similarly, within a given indexing scheme, the organization of designs can differ: flat organization vs. hierarchical organization. In the hierarchical organization scheme, design analogues are actually organized in multiple, parallel hierarchies because (1) design analogues are indexed both by functions and structure and (2) both function and structure consist of multiple features and not just a single feature. This research provides an empirical comparison on the effects of these two organization schemes for retrieval of designs under different indexing schemes. The result is that the hierarchical organization under selective indexing is more efficient for retrieval than the hierarchical organization under exhaustive indexing. Further, the latter itself is more efficient than the flat organization.

Thus this research provides an account of how design analogues are stored in memory. For design patterns too, we took a task-directed approach for indexing them. That is, GPPs are indexed by their behavioral abstractions while GTMs are indexed by the patterned functional differences because GPPs are used for explaining failures (i.e., undesired states and behaviors) and GTMs are used for achieving adaptation goals (i.e., reduce functional differences between a candidate function and a desired function). In this work, since there were not many GPPs and GTMs, we did not organize them hierarchically. This research also provides an account of how these different types of knowledge might interact in the context of design tasks.
For all the different types of knowledge acquired, i.e., design analogues and design patterns, this research provides model-based methods for acquiring their indices and organizing the knowledge in memory dynamically. In particular, this work shows that the SBF language provides an organization and indexing scheme for storing design analogues and design patterns in memory.

8. Retrieval of Design Analogues and Design Patterns: In a memory-based view of design, just like indexing and organization of knowledge are important, their retrieval is an equally important and complementary issue. The specific questions we addressed are how design analogues and design patterns can be retrieved from memory and what features in design problems determine their retrieval.

The retrieval mechanisms in a theory are, of course, closely tied with the indexing and organization of the knowledge. This research provides a mechanism for the retrieval of design analogues from a memory indexed in multiple ways and organized in multiple, parallel hierarchies. For the issue of what features might determine the retrieval of analogues, different theories have different answers: some suggest that only surface features of the problem matter (Ross, 1989; Gentner, 1989) while some others suggest that deep, semantic features of the problem are also equally important (Holyoak and Koh, 1987; Hintzman, 1986, Gentner, Ratterman and Forbus, 1993); yet others indicate that both surface and deep features may have their role but under different conditions (cf. this thesis). In our theory, the retrieval of design analogues is primarily based on partial match between specific features in the design problems (i.e., surface features) and the problems of design analogues. In addition, we also explored how deep, semantic features in terms of primitive functions may determine the retrieval when such features are available in the input or when they can be easily inferred. Since initial problem specifications may not refer to deep features, semantic retrieval at that stage of design would require an additional inference to go from surface features to semantic features. However, when the retrieval of a design is necessary while analyzing a source design analogue (an already retrieved design) and the SBF model of the source design (perhaps a subdesign is being sought in order to compose with the source design), the semantic features of the new desired design can be available from the model of the source design; and in such cases, semantic retrieval may be very useful.

This research also provides a method for the retrieval of design patterns from a memory indexed by behavioral abstractions (for GPPs) and patterned functional differences (for GTMs) and organized in a flat memory.
11.3 Model-Based Analogical Design

Although the overall goal of this research was to develop a theory of innovative design, since we characterized innovative design to include cross-domain transfer of design knowledge, this work also led to a theory of analogical design. In our theory of innovative design, high-level abstractions such as design patterns (in particular, those that capture functional and causal relationships among design elements) enable the three facets of design innovation, i.e., non-local modifications, cross-domain transfer, and problem reformulation.

Since in our theory of innovative design the design patterns can be learned from design experiences in one domain and get used to solve problems in a different domain, design patterns thus enable cross-domain transfer. We showed in particular how the two specific types of design patterns, namely, GPPs and GTMs, enable cross-domain transfer of design knowledge. Thus our theory of innovative design based on design patterns and SBF models of devices also leads us to a theory of model-based analogical design. This theory also accounts for model-based within-domain transfer of design knowledge in which the SBF models of devices constrain and guide the transfer process.

Our theory of model-based analogical design is in much contrast with and complementary to earlier theories of analogy that advocate direct transfer (i.e., transfer of a source analogue directly to a target problem irrespective of the domains they belong to) or abstraction-mediated transfer (i.e., transfer mediated by high-level abstractions but which nevertheless involves accessing a source analogue and transferring knowledge from it). Our theory is complementary to the earlier theories in three respects: first, it provides a different account of cross-domain transfer in which the transfer occurs from high-level abstractions to specific target problems; second, it not only advocates the use of high-level abstractions, but also accounts for their learning from experience in source domains; and third, it covers both within-domain transfer and cross-domain transfer in a seamless process.


Kambhampati, S. (1993). Exploiting causal structure to control retrieval and refitting during plan reuse. Computational Intelligence, 10(2).
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Abstract: In the late 1980s, we developed one of the early case-based design systems called Kritik. Kritik autonomously generated preliminary (conceptual, qualitative) designs for physical devices by retrieving and adapting past designs stored in its case memory. Each case in the system had an associated structure-behavior-function (SBF) device model that explained how the structure of the device accomplished its functions. These case-specific device models guided the process of modifying a past design to meet the functional specification of a new design problem. The device models also enabled verification of the design modifications. Kritik2 is a new and more complete implementation of Kritik. In this paper, we take a retrospective view on Kritik. In early papers, we had described Kritik as integrating case-based and model-based reasoning. In this integration, Kritik also grounds the computational process of case-based reasoning in the SBF content theory of device comprehension. The SBF models not only provide methods for many specific tasks in case-based design such as design adaptation and verification, but they also provide the vocabulary for the whole process of case-based design, from retrieval of old cases to storage of new ones. This grounding, we believe, is essential for building well-constrained theories of case-based design.
1. Introduction

Design is a very common, wide-ranging and open-ended activity. It includes not only the design of physical artifacts but also abstract artifacts, such as software interfaces, and conceptual artifacts such as causal explanations. It can vary from everyday to specialized, naive to expert, and routine to creative design. While design sometimes is original, even revolutionary, much of design is evolutionary in that new designs are generated by adapting old designs. Evolutionary design includes both variant design, in which new designs locally differ from old designs in the values of specific parameters of the design elements, and adaptive design, in which new designs locally differ from old designs in the specific design elements.

Case-Based Reasoning (CBR) is a cognitively inspired computational theory in which new decisions are made by retrieving and modifying the decisions made in similar situations encountered in the past, and new problems are solved by retrieving and modifying the solutions to similar, previously encountered, problems. CBR thus views decision making and problem solving as memory tasks in that the memory supplies an answer in the neighborhood of the right answer, an "almost right" answer that need only be tweaked to get to the right answer (Riesbeck and Schank, 1989). The memory is not only rich but also dynamic since new cases with potential for future use may enter the memory.

In the late 1980s, Goel and Chandrasekaran at the Ohio State University developed one of the earliest case-based design systems called Kritik (Kritik in Sanskrit roughly means "designer." ) (Goel, 1989; Goel and Chandrasekaran, 1989a; Goel and Chandrasekaran, 1989b; Goel and Chandrasekaran, 1992). Kritik was an autonomous system that addressed Function--to--Structure design tasks in engineering domains. In particular, it generated, adapted and evaluated preliminary (conceptual, qualitative) designs for physical devices such as simple electrical circuits and heat exchange devices. The Kritik experiment showed that CBR provides a good process account of the variant and adaptive aspects of preliminary design. But it also raised a number of content and strategic issues that appear to occur in all case-based systems:
1. What might be the content, representation and organization of a case?
2. How might a case be indexed? What might be the indexing vocabulary? How might the case memory be organized?
3. How might a new problem be specified? What might be the problem specification language?
4. Given a new problem, how might a similar case be retrieved from the case memory? How might a probe for exploring the case memory be prepared? What kinds of features in the new problem determine the similarity?
5. Once a case has been retrieved from memory, how might it be modified to address the new problem? What knowledge might guide the modification?
6. How might the candidate solution for new problem be evaluated? What knowledge might enable the verification of the candidate solution for new problem?
7. What might happen if the verification fails?
8. If the verification succeeds, how might the new case be stored in memory for potential use in future? How might it be indexed in memory and how might the indices be acquired dynamically?

In their work on Kritik, Goel and Chandrasekaran developed a model-based framework for addressing some of these issues. The key idea was that evolutionary design involves not only through past design experiences (i.e., cases) but also through comprehension (i.e., models) of how the designs work. While the high-level processes of variant and adaptive design are largely case-based, the design models give rise to both the vocabulary and the strategies for addressing the different tasks in the case-based process. The specific hypothesis was that since preliminary design is a Function--to--Structure mapping, the inverse Structure--to--Function map of old designs may provide guidance in adapting an old design to achieve anew functional specification. The Structure--to--Function map of a device design in Kritik is specified as a Structure-Behavior-Function model. The SBF model of a device explicitly specifies the structure and the functions of the device as well as its internal causal behaviors that explain how the structure delivers the functions, how the device functions are composed from the functions of its structural components.

Kritik was one of the earliest systems to integrate case-based and model-based reasoning. Experiments with Kritik showed that the SBF
models not only give rise to model-based adaptation strategies for making local modifications to old designs (Goel, 1991a) but that they also give rise to model-based simulation strategies for verifying whether the new design achieves the functions desired of it (Goel, 1991b; Goel and Prabhakar, 1991), and, in addition, provide the vocabulary for indexing the design cases (Goel, 1992).

In the early 1990s at Georgia Institute of Technology, we reimplemented Kritik's theory in a new system called Kritik2 (from InterLisp-D/Loops on Xerox Lisp to Symbolics CommonLisp/CLOS on Symbolics Lisp machines) and reproduced the earlier experiments for a larger class of devices (Bhatta and Goel, 1992; Stroulia and Goel, 1992; Stroulia et al., 1992). While Kritik designed simple electrical circuits and heat exchange devices, Kritik2 also designs electromagnetic devices and electronic circuits containing operational amplifiers. Also, while Kritik's case memory was non-hierarchical (or "flat"), Kritik2's design cases are organized multiple hierarchies. Experiments with Kritik2 show that the SBF device models not only provide the vocabulary for indexing design cases but that they also enable the learning of new indices in order to better index new designs in the case memory (Bhatta and Goel, 1995). This chapter describes Kritik2's integrated theory of adaptive design, using examples inherited from Kritik.

2. An Illustrative Example

Let us consider the problem of designing an electrical circuit that will produce light of intensity 20 lumens, when a circuit known to produce light of intensity 10 lumens is available in the case memory. The following two subsections use this illustrative example to introduce Kritik2's device models and its process model for case-based design.

2.1. DEVICE MODELS

Kritik2's structure-behavior-function (SBF) model of a device, explicitly represents (i) the function(s) of the device (i.e., the problem), (ii) the structure of the device (i.e., the solution), and (iii) the internal causal behaviors of the device. The internal causal behaviors express Kritik2's comprehension of how the device works: they specify how the functions of
the structural components of the device are composed into the device functions.

**Structure:** The structure of a device in the SBF language is expressed in terms of its constituent components and substances and the interactions between them. Figure 1(b) shows the specification of the structure of the red light bulb circuit illustrated in Figure 1(a). Components and substances can interact with each other *structurally* and *behaviorally*. For example, electricity can flow from battery to bulb only if they are structurally *connected*, and due to the function *allow electricity* of the switch that connects the battery and the bulb. For simplicity, we ignore the wires in the circuit in the rest of our discussion, assuming that the other components are connected directly.

**Function:** The function of a device in the SBF language is represented as a schema that specifies the input behavioral state of the device, the behavioral state it produces as output, and a pointer to the internal causal behavior of the design that achieves this transformation. Figure 1(c) illustrates the function of the electrical circuit. Both the input state and the output state are represented as *substance schemas*. The input state specifies that the substance electricity at location battery in the topography of the device (Figure 1(a)) has the property *voltage* and the corresponding parameter 2 volts. The output state specifies the properties *intensity* and *color*, and the corresponding parameters 10 lumens and *red*, of a different substance, light, at location bulb. Finally, the slot *by-behavior* points to the causal behavior that achieves the function of producing light.

In Kritik2's memory, the design cases and their associated SBF models are indexed by the *functions* delivered by the devices. Thus the existing electric circuit is indexed by the function illustrated in Figure 1(c). The functions, in turn, act as indices into the internal causal behaviors of the SBF model through their *by-behavior* slot.
Behavior: The SBF model of a device also specifies the internal causal behaviors that compose the functions of device substructures into the functions of the device as a whole. In the SBF language, the internal causal behaviors of a device are represented as sequences of transitions between behavioral states. The annotations on the state transitions

![Figure 1: Design of A Red Light Bulb Circuit](image)
express the causal, structural, and functional contexts in which the state transitions occur and the state variables get transformed. The causal context specifies causal relations between the variables in preceding and succeeding states. The structural context specifies different structural relations among the components, the substances, and the different spatial locations of the device. The functional context indicates which functions of which components in the device are responsible for the transition. Figure 1(d) shows the causal behavior that explains how electricity in the battery is transformed into light in the bulb. State-1 describes the state of electricity at location battery and state-2 specifies the state of the same substance at location bulb; state-3 describes the state of a different substance, light, at location bulb. The annotation using-function on transition2->3 between state-2 and state-3 indicates that the transition occurs due to the primitive function create light of bulb. Similarly, the annotation under-condition-structure in transition1->2 specifies that the components battery, switch, and bulb need to be serially connected in order for the transition to occur.

![Diagram of a circuit]

**GIVEN:**

<table>
<thead>
<tr>
<th>ELECTRICITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>loc: Battery</td>
</tr>
<tr>
<td>voltage: 2 volts</td>
</tr>
</tbody>
</table>

**MAKES:**

<table>
<thead>
<tr>
<th>LIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>loc: Bulb</td>
</tr>
<tr>
<td>intensity: 10 lumens</td>
</tr>
<tr>
<td>color: red</td>
</tr>
</tbody>
</table>

**STIMULUS:** Force on Switch

**BY-BEHAVIOR:** "Produce Red Light"

*Figure 2: Function of the known red-light circuit*
Before we end this introduction to Kritik2's device models, it is useful to note that new problems are presented to Kritik2 in the SBF language. The specification of the new problem of designing an electric circuit producing light of higher intensity is shown in Figure 3. Note, that the two functions, the function of the known circuit (Figure 2) and the function of the desired one (Figure 3) are similar except for the value of the property intensity of the substance light at the output behavioral state.

2.2. COMPUTATIONAL PROCESS

Figure 4 illustrates Kritik2's processing. Given the problem of designing an electric circuit that will produce light of a specific intensity, the first step is to retrieve a relevant design case from memory. One issue here is how to index the design cases in memory and what features in the new problem to use to probe the case memory. New problems for Kritik2 are specified by the functions desired of a device, for example, the desired function of the new circuit illustrated in Figure 3. The cases are indexed by the functions delivered by the known designs, for example, the function delivered by the existing low-intensity circuit illustrated in Figures 1(c) and 2. The functional specification of the new problem is used as a probe into the case memory, and the cases whose functional specifications at least partially match the probe are selected. If more than one design is selected, then they are heuristically ordered by their "ease of adaptation".
The second step in this process is to *adapt* the relevant parts of the design solution in the retrieved case to fit the new problem and the third step is to evaluate the modified design. Kritik2 interleaves these two steps. (The dotted lines between different steps in Figure 4 indicate that they are interleaved.) It first diagnoses the „faulty“ parts in the retrieved design so that the modified design satisfies the requirements of the new problem. That is, it views the retrieved design as having „failed“ to satisfy the requirements of the new problem, and „diagnoses“ and „repairs“ the failure. The important issue then becomes the identification of what to modify, i.e., the diagnosis of the „faulty“ parts in the retrieved design that need to be repaired in order to meet the functional specification of the new problem. In Kritik2’s model-based approach, the device model indexed off the design case guides the localization and identification of the faulty parts that need to be repaired. In our example, the SBF model of the existing circuit (Figure 1(d)) suggests that the voltage of the battery is responsible for the difference in the functions of the known and the desired device (i.e., light intensity 10 lumens vs. 20 lumens). This results in the candidate modification of replacing the battery with a new one of higher voltage.

The next step in this process is to *evaluate* the candidate solution for the new problem, that is, to verify whether the proposed design satisfies the functional requirements of the new problem. In Kritik2, first, the changes due to the proposed modification of battery replacement are propagated to the other parts of the SBF model of the existing circuit (i.e., the substep of behavior modification). This results in a revised SBF model for the candidate design for the desired circuit (but without any structural changes as yet). Next, the revised SBF model is *qualitatively simulated* to verify if its causal processes result in the functions specified in the new problem (i.e., the substep of behavior verification). In our example, the simulation of the revised circuit model indeed results in the achievement of the function specified in the new problem. If the evaluation succeeds, then, in the repair step, the candidate modification is actually executed on the structure of the candidate design (i.e., the substep of structure modification). If the evaluation fails, then an alternative modification can be generated if possible. If an alternative candidate modification is not available, then an alternative candidate design (i.e., a different retrieved
case) can be selected for adaptation. In this way, Kritik2 interleaves the diagnosis, repair and evaluation steps:

![Diagram of Kritik2's Process Model of Design](image)

Figure 4: Kritik2's Process Model of Design

In the final step, the design that satisfies the requirements of the new problem is stored in the case memory potential reuse in future problem solving. In order for the new case to be useful in future, it needs to be stored in the "right" place in memory, that is, its indices need to be selected appropriately. The device model of the new design case indicates what features of the problem specification are crucial in the functioning of
the new design, and thus the model helps learn the "right" indices for the new case.

3. Structure-Behavior-Function Models

In this section, we specify the SBF language for representing design cases and device models using as examples the above electric circuit and a nitric acid cooler (NAC) (Figure 5), a simple device which cools nitric acid by exposing the pipes through which it flows to contact with cold water.

![Diagram of low-acidity nitric acid cooler](image-url)

**Figure 5: Design case of low-acidity nitric acid cooler**
The schema for representing a design case in the SBF language (shown in Figure 6) consists of three slots: function, structure, and behaviors. The fillers for these slots are "coherent" in that the behaviors specifies internal causal behaviors that explain how the structure delivers the function. Each slot in any SBF schema may be filled with one of three entities: an element from an enumerated set of primitive entities in the SBF language, another schema, or a list of other schemas.

<table>
<thead>
<tr>
<th>design:</th>
</tr>
</thead>
<tbody>
<tr>
<td>function: the intended output behavior of the device</td>
</tr>
<tr>
<td>behaviors: the internal causal behaviors of the device</td>
</tr>
<tr>
<td>structure: the device components and their structural relations</td>
</tr>
</tbody>
</table>

Figure 6: Design Case Schema

3.1. STRUCTURE

Figure 7 shows the schema for representing a design structure in the SBF language. The structure of the device is described hierarchically in terms of its constituent structural elements. The constituent elements of a device may be primitive components (i.e., the components assumed by Kritik2 to be primitives of the design domain), such as a battery for example. Alternatively, they may be substructures, such as an operational amplifier in an electronic circuit, which can be further described in terms of smaller constituent elements. Each structural element in this hierarchy (except for the overall structure of the device) points to the structural elements of which it is a part. In addition to the part-of relation, the structure schema can also specify the following structural relations: containment of a substance in a component or in another substance, inclusion of a component within another component, and connection between two components. Consider the example of the low-acidity nitric acid cooler (NAC) schematically shown in Figure 5(a). In this design, heat can flow from the nitric acid to the water only when the nitric-acid-pipe is included in the heat-exchange chamber. The connection between two components can be of two types: serial and parallel. The two connectivity relations differ in that the former specifies a relation between two components such that the output of one component becomes the input to the other, while the
latter specifies that the two components share the same input and same output.

**structure:**
- **components:** a set of structural elements into which the element under description can be decomposed
- **structural-relations:** a set of relations between the sub-elements of the structure under description

*Figure 7: Structure Schema*

### 3.2. BEHAVIORAL STATE

In the component-substance ontology of SBF device models, a behavioral state (input, output, or intermediate state) can be of two types: component state, which concerns the state of a component, and substance state, which concerns the state of a substance in the device. The component and substance behavioral states are characterized by the variables characteristic of the respective component and substance specified in the states. Figure 8 shows the schema for a behavioral state in the SBF language.

**behavioral state:**
- **previous:** previous state
- **next:** next state
- **enabled-by:** preceding state-transition
- **enabling:** succeeding state-transition
- **substance-state-schema:** substance description at this state:
  - **location:** the location of the substance in the device
  - **main-substance:** the schema for the substance:
    - **is-a:** pointer to a prototype substance (property value unit)*
    - **contained-substances:** their description at the state

*OR*

- **component-state-schema:** component description at this state:
  - **component:** the schema for the component:
    - **is-a:** pointer to prototype component (parameter value unit)*
  - **mode:** the mode of the component's operation at this state

*Figure 8: Behavioral State Schema*
The behavioral state schema contains links to previous and next states, preceding and succeeding state transitions, and either a component-state schema or a substance-state schema. The schema for a component state (partially) specifies the component under description, its mode of operation in the state, and points to the component schema. An example of a component state is the state of the switch in the electrical circuit when its mode is closed. The component schema itself specifies the type of component with the is-a slot, and a partial list of the component parameters along with their values. Similarly, the schema for a substance state (partially) specifies the state of the substance under description at a particular point in the device topology. It contains the slots for the location of the substance, and other substances contained in the main substance under description, and it points to the schema for the main substance. Again, the schema for a substance itself specifies the type of substance with the is-a slot, and a partial list of substance properties along with their values. We explain the representation of components and substances in detail later.

3.3. Function

Functions of devices can be of different kinds, such as transformation functions, control functions, maintenance functions, and prevention functions. Kritik2 currently deals with transformation functions only, in which the device transforms an input behavioral state into a different behavioral output state. Figure 9 shows the schema for the representation of transformation functions in the SBF language. In addition to the input and output behavioral states (given and makes respectively), the function schema contains the by-behavior slot for specifying the internal causal behavior that transforms the input state into the output state, the stimulus slot for specifying the interaction of the device with its environment that triggers its functioning, and the provided slot for specifying the environmental conditions necessary for the functioning of the device. An example of stimulus is force on switch, as shown in the functional specification of the electric circuit in Figure 1(c). In the specification of a desired function in a new design problem, the slot by-behavior would not be filled, and the slots given, stimulus, provided too may not be filled (see for example the specification of the new desired electric circuit in Figure
3). This schema for representing device functions is borrowed from Sembagamoorthy and Chandrasekaran 1986.

functional specification:
  makes: output behavioral state
  (given: input behavioral state )
  by: causal behavioral-state sequence
  (stimulus: event in the external environment triggering the functioning of the device )
  (provided: external to the device conditions necessary for the functioning of the device )

Figure 9: Functional Specification Schema

Figure 5(b) shows the function „Cool Nitric Acid“ of the low-acidity NAC. Both the given and makes behavioral states of this function are substance states. The former specifies the state of in-flowing nitric acid, while the latter specifies the state of the nitric acid as it flows out of the device. In addition, the by-behavior slot points to the Cool Acid internal causal behavior that explains the above transformation.

Note that the function of a device in SBF models is an abstraction of the internal causal behaviors of the device. For transformation functions, the initial state and final state in an internal causal behavior are respectively the input state and output state in the function. For instance, the given and make states of the function of nitric acid cooler (Figure 5(b)) are respectively the same as the initial state (state-1) and the final state (state-4) in the internal causal behavior Cool Acid of the nitric acid cooler (Figure 5(c)). Note also that the functions of a device in SBF models are a subset of the set of its observable, output behaviors. In particular, a function is an output behavior of the device intended by the designer. For instance, the abstraction of the internal causal behavior „Heat Water“ of the nitric acid cooler (Figure 5(d)) is an output behavior of the device. But, in SBF models, this output behavior is included under the device functions only if it was actually intended by the designer.

3.4. BEHAVIORAL STATE TRANSITION

A behavioral state transition is a partial description of a transformation of one behavioral state into another during the functioning of the device.
Figure 10 shows the schema for representing such a transition in the SBF language. In addition to the links to the previous and next states, the behavioral state transition schema contains the slots by-behavior, using-function, as-per-domain-principle, parameter-relations, and conditions of different kinds that have to be true in order for the transition to occur.

**Figure 10: Behavioral State Transition Schema**

A behavioral transformation of a device element may be explained at several levels of causal abstraction and structural aggregation. Thus, the specification of a state transition may include a pointer to another behavior (through the by-behavior slot) which explains in greater detail the transformation described by that transition. The by-behavior pointer results in a hierarchical organization of the device internal behaviors. In addition to pointing to a more detailed behavior, a state transition may be explained in terms of the functions of structural elements of the device (i.e., using-function slot), or in terms of a domain principle (i.e., as-per-domain-principle slot) such as physics laws (e.g., the law of conservation of momentum). The using-function slot of a behavioral state transition schema is filled with a list of schemas each of which refers to a component in the device and a primitive function of that component.

Moreover, the transition schema may be annotated with qualitative equations (i.e., parameter-relations slot) describing the changes to the values of different substance properties and component parameters because of the transition. Qualitative equations may be based on physics principles but are specific to the device parameters. The parameter-relations slot of the state-transition schema is filled with a list of qualitative equations, where each qualitative equation itself consists of a qualitative relation between values of two substance properties or between
values of a substance property and a component parameter. A qualitative relation is an enumerated type and can have one of the two values: directly-proportional-to and inversely-proportional-to.

Often the occurrence of a state transition is conditioned upon the co-occurrence of other behavioral states in the device (the representation of this condition by a pointer to the state via under-condition-state), or the co-occurrence of other state transitions (a pointer to the transition via under-condition-transition), or specific structural relations among the device elements (a list of structural relations via under-condition-structure), or specific property values of a substance (a pointer to the partial description of the substance via under-condition-substance), or specific parameter values of a component (a pointer to partial description of the component via under-condition-component). The SBF language provides the vocabulary for specifying all five different types of conditions in a state transition.

For instance, in transition2->3 (Figure 5(c)), the annotation under-condition-substance specifies that the behavior allow of nitric-acid-pipe-2 can allow the flow of only some substances: the substance should be in liquid state and should have low acidity (i.e., behavioral or causal context). Further, the annotation under-condition-structure specifies the structural relation that Heat-Exchange-Chamber includes nitric-acid-pipe-2 in order for the transition to occur (i.e., structural context). Annotations may also include conditions on other transitions as indicated by under-condition-transition. For example, transition2->3 refers to transition6->7 in another behavior (the behavior „Heat Water“) of NAC shown in Figure 5(d). In addition, a transition may be annotated by knowledge of deeper domain principles and qualitative equations as indicated in Figure 5(c).

3.5. BEHAVIOR

An internal causal behavior is a sequence of alternating behavioral states and behavioral state transitions. Figure 5(c) shows a fragment of the causal behavior that explains how nitric acid is cooled from temperature T1 to T2. State-2 is the preceding state of transition2->3 and state-3 is its succeeding state. State-2 describes the state of nitric acid at location p2 and so does state-3 at location p3. The different types of annotations on
transition2->3 indicate the different types of causal contexts under which the transition can occur. For example, the annotation using-function in transition2->3 indicates that the transition occurs due to the primitive function allow of nitric-acid-pipe-2.

3.6. OTHER KNOWLEDGE

In addition to design cases and their associated device models, Kritik2 has knowledge of the primitive functions, and the generic components and substances of the design domain. While Kritik2's SBF models are case-specific, its knowledge of components and substances is generic, i.e., case-independent. But all domain knowledge, from case-specific SBF models to generic components and substances, is represented in the same SBF language. In addition, the different types of knowledge are cross-indexed in Kritik2 as indicated in Figure 11. For instance, design cases index into their SBF device models, and a SBF device model is described in terms of the participating substances, components, and primitive functions. The partial specification of a substance or a component in the SBF model contains pointers to the more complete specifications of generic substances and components as indicated in the discussion of the behavioral state schema above.

Figure 11: Types of Knowledge in Kritik2
A primitive function in the component-substance ontology of SBF models can be one of the following: *allow, pump, create, and destroy*. This typology of primitive functions is directly borrowed from Bylander (1991).

Unlike a device, a primitive component is a structure assumed to be non-decomposable by Kritik2. A component is represented as a schema consisting of the slots: *is-a, structural-relations, parameters, modes, functions, and connecting-points*. Figure 12 shows a portion of Kritik2's memory of primitive components organized in a taxonomic hierarchy. The schema for a specific component, *battery-1*, is shown in the dashed box. *Is-a* is a pointer through which a specific component is linked to a prototypical component in Kritik2's conceptual memory of components. For instance, *battery-1 is-a battery* in Figure 12. The *structural-relations* slot specifies a list of structural relations between this component and the others in the device. The *modes* slot in a component schema specifies one or more modes of operation of the component. The *parameters* slot contains a list of characteristic parameters of the component and their corresponding values and units. For example, the *volume* of a heat-exchange chamber has a value of 1 cu. ft. The *functions* slot of a component contains the set of primitive functions that the component delivers and the *connecting-points* slot specifies the structural points in the component where the other components can be connected.

![Figure 12: A Snapshot of Kritik2's Component Memory](image)

Figure 13 shows a portion of Kritik2's conceptual memory of substances organized in a generalization-specialization hierarchy. The schema for representing a specific substance *nitric acid* is shown in the dashed box. *Is-a* is a pointer through which a specific substance is linked to a more general substance. For instance, *nitric-acid is-a liquid* in Figure
13. PropertyList contains a list of characteristic properties of the substance and the corresponding values and units. For example, the temperature of nitric acid in a specific behavioral state of a given device may have a value of T1 degrees. In the description of a substance in a behavioral state of a specific device, only some of these characteristic properties are of interest, and thus only their values are specified. Note that in Figure 13 many properties for a substance nitric acid are shown as "---" which means that Kritik2 knows that these properties are relevant to this substance but in its generic knowledge there are no values specified for these properties. However, a specific substance in a specific device, for instance, nitric acid in low-acidity NAC may have additional values specified (i.e., acidity: low; temperature: T1) as shown in Figure 5(b).

Figure 13: A Snapshot of Kritik2's Substance Memory

4. Case-Based Adaptive Design

Figure 4 illustrates Kritik2's computational process for case-based adaptive design. In this section, we describe how the SBF models give rise to the vocabulary and strategies for addressing the different subtasks of case-based adaptive design.

In the domain of physical devices, a typical problem in preliminary design is to design a device that achieves specific functions. This Function-to-Structure design task takes as input a specification of the functions desired of a device, and has the goal of giving as output a specification of a structure that delivers the desired functions. Consider,
for instance, the task of designing a *sulfuric acid cooler*, a device that delivers the function of cooling sulfuric acid of high acidity. Kritik2 accepts representations of new problems in the SBF language. The specification of the desired function in the SBF language is shown in Figure 14.

\[
\begin{align*}
\text{GIVEN:} & & \text{HEAT} \\
\text{H}_2\text{SO}_4 & & \text{HEAT} \\
\text{loc: } p & & \text{magnitude: } Q_1 \\
\text{temperature: } T_1 & & \\
\text{flow: } R & & \\
\text{acidity: high} & & \\
\end{align*}
\]

\[
\begin{align*}
\text{MAKES:} & & \\
\text{H}_2\text{SO}_4 & & \text{HEAT} \\
\text{loc: } p & & \text{magnitude: } Q_2 \\
\text{temperature: } T_2 & & \\
\text{flow: } R & & \\
\text{acidity: high} & & \\
\end{align*}
\]

*Figure 14: Function of cooling high-acidity sulfuric acid*

4.1. CASE RETRIEVAL

The task of case retrieval takes as input (i) the functional specification of a desired design, and (ii) the functional specifications of design cases stored in memory. It has the goal of giving as output an ordered set of known design cases that can potentially be adapted to satisfy the functional specifications of the desired design. The retrieved cases are ordered by a qualitative estimate of their ease of adaptation for satisfying the functional specification of the desired design. The computational advantage of retrieving and ordering a set of known designs is that if adaptation of one design fails, then another design can be selected without again probing the case memory.

4.1.1. Organization and Indexing of the Case Memory

The retrieval of appropriate design cases raises the issues of indexing the design cases, matching the design problem with the problems in past
design cases, selecting a set of candidate design cases (when there are many "partial matches"), and finally ordering the selected designs. The case indexing in Kritik2 is task-specific: since Function-to-Structure design problems are specified by the functions desired of the new device, the stored design cases in Kritik2 are indexed by their functions. The SBF language provides the vocabulary for representing the functions delivered by the stored designs.

The design cases are organized in a generalization-specialization hierarchy. The properties of the substances specified in the device functions are used as dimensions along which the designs are generalized/specialized. For example, designs of acid coolers are organized along the dimension of property acidity and discriminated on the corresponding parameters low vs. high, as shown in Figure 15. The property acidity is important because the choice of pipe in the design depends on whether it has to allow a low-acidity substance or a high-acidity substance. The exact dimensions of generalization depend on the past design experiences of Kritik2. The nitric-acid cooler case (see Figure 15) is the design of the low-acidity nitric acid cooler that we described in the last section and it is stored under the category of low-acidity coolers.

![Figure 15: A Snapshot of Kritik2's functionally organized case memory](image-url)
The functions at the higher-level nodes in this hierarchy are more general than those at the lower-level nodes of the hierarchy. That is, along a single dimension defined by a particular property, the values of this property in the functions of designs associated with a higher-level node subsume the values of this property in the functions of cases associated with a lower-level node. For instance, the higher-level node acid-coolers in Figure 15 has both classes of designs, low-acidity coolers and high-acidity coolers, associated with it. In contrast, the lower-level node low-acidity-coolers has only the designs of acid coolers with low acidity. Formally, the set of cases associated with a node in the hierarchy is a superset of the set of cases associated with any of its immediate child nodes.

4.1.2. Case Retrieval: Selection of Known Designs

The task of case retrieval is decomposed into the subtasks of selection and ordering. The selection subtask takes as input (i) the functions specified in the new problem, and (ii) the functions delivered by the stored cases. It has the goal of giving as output a set of known design cases that can be potentially modified to satisfy the requirements of the new problem specification.

The selected cases are such that the differences between their functions and the functions in the new problem are of a type that Kritik2 knows how to reduce. The SBF vocabulary for representing device functions gives rise to a taxonomy of functional differences, i.e., a taxonomy of differences between two functions. For example, two functions may differ only in their input states, or only in their output states, or in both. Further, two substance states (input or output) from two different functions may differ in several ways: their substances can differ (i.e., substance difference), the values of a common substance-property can differ (i.e., substance-property-value difference), or a substance property may be specified only in one of the states (i.e., substance-property-unspecified difference and substance-property-additionally-specified difference). Kritik2 knows how to reduce substance and substance-property-value (for a single or multiple properties) differences between the output behavioral states of two designs. Thus it selects only these designs whose functions differ from the function in the new problem in these ways.
Input:  
- Desired function, \( F_{desired} \).

Output:  
- A set of design cases \( Set_{cases} \), whose functions partially match \( F_{desired} \).

Assumptions:  
- \( root-list \) contains the root nodes of all the hierarchies.
- \( dimension-list \) contains all the dimensions of generalization.

Procedure:  
\[
\text{SELECT}(F_{desired}); \\
\begin{align*}
\text{begin} & \quad \text{Set}_{cases} = \{\}; \\
\text{selected-nodes} = \{\}; \\
\text{tobe-seen-nodes} = \{\text{node} \mid \text{node} \in \text{root-list} \land \\
\quad \text{function associated with node, and } F_{desired} \\
\quad \text{have at least one common property specified.}\}; \\
\text{while not-empty(tobe-seen-nodes)} \text{ do} & \quad \begin{align*}
\text{child-nodes} &= \text{MATCHING-CHILDREN}(F_{desired}, \text{first(tobe-seen-nodes)}); \\
\text{if empty(child-nodes)} & \quad \text{then selected-nodes} = \text{first(tobe-seen-nodes)} \cup \text{selected-nodes}; \\
\text{else tobe-seen-nodes} &= \text{tobe-seen-nodes} \cup \text{child-nodes}; \\
\text{tobe-seen-nodes} &= \text{rest(tobe-seen-nodes)}; \\
\text{end; } & \quad \text{Set}_{cases} = \{\text{case} \mid \text{node} \in \text{selected-nodes}; \text{case is associated with node,}\}; \\
\text{return } (\text{Set}_{cases}); \\
\end{align*}
\end{align*}
\]

\[
\text{MATCHING-CHILDREN}(F_{desired}, \text{node-in-hierarchy}); \\
\begin{align*}
\text{begin} & \quad \text{child-nodes} = \{\}; \\
\text{foreach (dimension} \in \text{dimension-list}) \text{ do} & \quad \begin{align*}
\text{begin} & \quad \text{child} = \text{DISCRIMINATE}(\text{dimension}, F_{desired}, \text{get-children(dimension, node-in-hierarchy)}); \\
\text{if not-empty(associated-name(child))} & \quad \text{then child-nodes} = \{\text{child}\} \cup \text{child-nodes}; \\
\text{end; } & \quad \text{return } (\text{child-nodes}); \\
\end{align*}
\end{align*}
\]

\[
\text{DISCRIMINATE}(\text{property}, F_{desired}, \text{children}); \\
\begin{align*}
\text{begin} & \quad \text{foreach (child} \in \text{children}) \text{ do} \quad \begin{align*}
\text{begin} & \quad \text{if } (\text{value-of(property, input-state}(F_{desired})) = \text{value-of(property, input-state}(F_{child})) \lor \text{value-of(property, output-state}(F_{desired})) = \text{value-of(property, output-state}(F_{child})) \text{ then return(child); } \quad \text{end; } & \quad \text{return } (\text{nil}); /* as failure */ \end{align*}
\end{align*}
\]

Figure 16: The Selection Algorithm

Figure 16 shows the algorithm that Kritik2 uses for selecting design cases. It searches through the functionally organized case memory along the dimensions of generalization that correspond to the properties specified in the desired function. Along each dimension of generalization, it goes as far specific as possible comparing the value of that property specified in either the input state or the output state of the desired function. It collects the design case associated with the most specific value it could reach along each dimension. Note, that in this and subsequent algorithms, the notation...
slot-name(schema) denotes the value of a slot in a schema. For example, PropertyList(State-IN(F)) denotes the value of the slot PropertyList in the schema for State-IN which in itself is a slot of the schema for function F.

For example, the matching of the functional specification of the high-acidity sulfuric acid cooler (Figure 14) with the functions of the designs stored in the case memory (Figure 15) results in the selection of the design for the low-acidity nitric acid cooler (Figure 5). Consider a hypothetical situation where the memory contained both the low-acidity nitric-acid cooler and a neutral-acidity motor-oil cooler (i.e., a design for cooling motor oil which has neutral acidity). In such a situation, Kritik2 would have selected both these cases because both of them match the desired function partially on the property of acidity.

4.1.3. Case Retrieval: Ordering of Selected Designs

Several situations are possible on the retrieval of a set of stored cases relevant to a given problem:

1. **Exact Match**: The set of selected design cases includes a design whose functional specification exactly matches that of the desired design. In this situation, the structure of the exactly matching design is the solution, and problem solving is terminated.

2. **No Match**: The set of selected design cases is empty. In this situation, no solution to the design problem by the case-based method, and problem solving can be terminated (or, in principle, some other method for the design task can be selected).

3. **Single Partial Match**: The set of selected design cases contains no exactly matching design and exactly one partially matching design. In this situation, there is no need for ordering the selected design cases.

4. **Multiple Partial Matches**: The set of selected design cases contains no exactly matching design and more than one partially matching designs. In this situation, there is a need for ordering the selected design cases for further processing.

As mentioned above, for the sulfuric-acid cooler example the selection subtask results in a single partial match because the design of the nitric acid cooler is the only stored design whose functional specification partially matches with the desired function of high-acidity sulfuric-acid cooler. But, for the purpose of illustrating Kritik2's method for ordering
cases, consider a hypothetical situation where two low-acidity cooler designs, the low-acidity nitric-acid cooler and a low-acidity sulfuric-acid cooler were selected.

The ordering subtask takes as input (i) the desired design specification, and (ii) a set of selected design cases and has the goal of giving as output the same set of cases ordered according to some measure of their ease of adaptation. In Kritik2, the ease of adaptation of a partially matching design is measured by the qualitative distance between the function it delivers (which represents the current state in the design adaptation space), and the function desired of it (which is the goal state). There are two aspects to the estimation of this distance between the goal state from the current state:

1. **Behavioral States**: The distance of the goal state from the current state depends on the degree of match between the functional specification of the desired design and that of the candidate design case. For instance, if the input behavioral state in the function of the desired design exactly matches the input behavioral state in the function of the retrieved design, while the output behavioral states match only partially, then the distance between the goal state and the current state is smaller than if both the input and output states were to match only partially. Similarly, if both the input and output behavioral states in the function of the desired design partially match with the input and output behavioral states in the function of the retrieved design respectively, then the current state is closer to the goal state than if only the input states match partially or if only the output states match partially.

2. **Behavioral State Features**: the distance of the goal state from the current state depends on which features in the function of the candidate design case match with the corresponding features in the function of the desired design. That is, the distance depends on which features in the input and output behavioral states in the function specification of the candidate design need to be transformed to match with the corresponding features in the input and output behavioral states in the functional specification of the desired design. For example, it is in general easier to transform the value of a property of a substance into another value than to transform one substance into another. Thus, if the function of one partially matching design
differs from that of the desired design in the value of some property only, while the function of another partially matching design differs in the substance itself, then the former design is probably closer to the desired design than the latter. Similarly, it is in general easier to transform the value of one property of a substance into another value than to transform values of two properties, and so on. Of course, these heuristics for determining the distance between the goal state and the current state can only provide an estimate, and not an accurate measure, of the distance between them. Also, these heuristics can be domain specific.

In sum, Kritik2's heuristic estimate for case ordering is based on how many of the input and output behavioral states, and which state features and how many of them, match in the functional specification of the new problem and the function delivered by the candidate design. In the hypothetical situation where both a low-acidity nitric-acid cooler and a low-acidity sulfuric-acid cooler were selected, Kritik2 would order the latter as a better match than the former because the sulfuric acid cooler matches with desired function on the substance also.

4.2. DESIGN ADAPTATION

The task of design adaptation involves, first, the mapping of the differences between the desired function of the new problem and the function delivered by the candidate design into potential modifications to the structure of the candidate design (functional differences => structural modifications), and second, the evaluation and execution of the candidate modifications. The generation of useful candidate structural modifications is computationally complex because the differences between the function desired of and delivered by the retrieved design can be large and many, the needed structural modifications can be large and many, there may be no simple correspondence between the functional differences and the structural modifications, and the needed structural modifications can interact with one another and with the components in the structure of the known design.

Kritik2 decomposes the adaptation into the subtasks of diagnosis and repair. It views the retrieved design as a "faulty" solution to the new problem and "repairs" it appropriately. Solving the diagnosis and repair tasks effectively and efficiently requires knowledge that constrains and
focuses the processes of identifying possible faults and generating potentially useful modifications. In this section we will discuss how the SBF model of the retrieved design provides Kritik2 with the needed knowledge.

4.2.1. Diagnosis

The task of „diagnosis“ in the context of adaptive design is to identify possible „faults“ in the known design that, if fixed, can help to deliver a solution to the new problem. The diagnosis task takes as input (i) the new desired function, (ii) a retrieved design, and (iii) the differences between the desired function and the function delivered by the retrieved design. It has the goal of giving as output a set of plausible faults in the retrieved design. Each possible fault is described as a three-tuple consisting of either a substance or a component in the retrieved design, a property of that substance or component, and a relation between that property and some substance or component property in the output state of the desired function.

The SBF model of the known design specifies how the internal causal mechanisms of the device compose the functional abstractions of its structural components into the functions of the device as a whole. Thus, Kritik2 uses that knowledge to identify the causes that prevent the solution of the retrieved case to satisfy the new problem. In particular, it uses the algorithm shown in Figure 17, which given the functional differences and the SBF model of the known design traces through the model and identifies specific structural elements (components or substances) that can potentially be modified in a way that will result in the accomplishment of the function desired of the new design.
KRITIK: AN EARLY CASE-BASED DESIGN SYSTEM

Input: • Desired function, \( F_{\text{des}} \)
• Source design case, \( C \)
• Functional difference, \( FD = F_{\text{des}} - F_{\text{act}} \), where \( F_{\text{act}} \) is the function in \( C \).

Output: • A set of possible faults (or candidate modifications), \( S_{\text{specific-faults}} \).

Procedure:

1. **Initialize**
   - \( F_{\text{act}} \) = functional-spec(\( C \));
   - \( S_{\text{specific-faults}} = \{(E, P, \text{Relation})\} \)
     where \( E \in \text{SubComp} \), \( P \in \text{PropertyList}(E) \), and
     \( 3P^r \in \text{PropertyList}(\text{State}(\text{behavior}(F_{\text{act}}))) \& \ P^r \text{Relation} P \),
     and \( P^r \) is the property whose value needs to be changed.

2. **Build** \( B_{\text{act}} \) = function-by-behavior(\( F_{\text{act}} \));

   \( \text{begin} \)
   \( \text{for} \) \( \text{state, } S_{\text{specific-faults}} \) \( \text{do} \)
   \( \text{current-state} = \text{state} \)
   \( \text{END-LOOP} \)

   \( \text{Loop} \)
   \( \text{previous-state} = \text{state-previous-state (current-state)} \)
   \( \text{IF} \) \( \text{previous-state} = \text{NIL} \) \( \text{THEN} \) \( \text{Exit LOOP} \)

   \( \text{CASE} \)
   \( \text{(1)} \) \( \text{IF} \) there is a qualitative equation in state-previous-transition(current-state),
   and property \( P \in S_{\text{specific-faults}} \), such that \( P^r \text{Relation} P \),
   where \( P \) is a parameter of a component or a property of another substance \( E \), and
   \( P^r \) is a property in the current design.
   
   \( \text{THEN} \) \( S_{\text{specific-faults}} = S_{\text{specific-faults}} \cup \{(E, P, \text{Relation})\} \)
   where \( P^r \text{Relation} P \), and
   \( P^r \text{Value} \) is the value of property \( P \) in the desired design.

   \( \text{(2)} \) \( \text{IF} \) there is a functional abstraction of a component \( E \) (i.e., \( \text{Comp} \) in using-function)
   and a condition on the substance properties on which \( E \) operates
   (i.e., \( \text{Conditions}(E) \) in state-previous-transition(current-state),
   and property \( P \in S_{\text{specific-faults}} \), such that \( P^r = P \),
   where \( P \) is a property of the substance in \( \text{Conditions}(E) \), and
   \( P^r \) is a property in the current design.
   
   \( \text{THEN} \) \( S_{\text{specific-faults}} = S_{\text{specific-faults}} \cup \{(E, P, \text{directly-proportional-to})\} \)
   where \( P^r \text{Value} \) is the value of property \( P \) in the desired design.

   \( \text{(3)} \) \( \text{IF} \) there is a pointer to a new behavior sequence \( B' \) such that
   the transition state-previous-transition(current-state)
   depends on a transition \( \text{trans} \) of \( B' \)
   \( \text{THEN} \) \( \text{spawn} \) \( \text{BACKTRACE (transition-next-state(trans), } S_{\text{specific-faults}} \) \( \text{END-CASE} \)
   \( \text{current-state} = \text{previous-state} \)
   \( \text{goto LOOP} \)
   \( \text{END-LOOP} \)

**Figure 17: The Diagnosis Algorithm**

In our example, since the substance-property-value difference low-acidity=>high-acidity occurs in the function of cooling low-acidity nitric acid, Kritik2 uses this function to access the internal causal behavior responsible for it, a fragment of which is shown in Figure 5(c) (recall that in the SBF model, functions act as indices to the behaviors responsible for them). Then, it traces through the retrieved, starting from the final state of the behavior and checking each state transition in the behavior to determine whether reducing the substance-property-value difference low-
acidity => high-acidity requires any component in the transition to be modified (or replaced). If so, it identifies a potential fault, which could be eliminated by the corresponding structure modification.

For example, when Kritik2 arrives at the transition transition2->3 shown in Figure 5(c), it finds that nitric-acid-pipe2 allows the flow of only low-acidity substances (i.e., some property of this component is related to the property acidity of the substances that it can allow). It therefore generates the structure modifications of (i) component-parameter adjustment (in case nitric-acid-pipe2 can allow the flow of high-acidity substances in a different parameter setting), (ii) component-modality change (in case nitric-acid-pipe2 can allow the flow of high-acidity substances in a different mode of operation), and (iii) component replacement (in case the first two modifications are not possible and nitric-acid-pipe2 has to be replaced with some sulfuric-acid-pipe2 which can allow the flow of high-acidity substances).

In this way, Kritik2 uses the SBF model for NAC to generate structural modifications that can help reduce the functional difference low-acidity => high-acidity. Similarly, given the functional difference of substance1 => substance2 (nitric acid => sulfuric acid) Kritik2's diagnosis results in the generation of the structure modification of substance substitution nitric acid => sulfuric acid.

4.2.2. Repair

The task of "repair" is to execute a candidate modification given a set of possible modifications. In the context of adaptive design, this involves modifying the old design so that the possible faults are eliminated. It takes as input (i) the desired function, (ii) the retrieved design, (iii) the functional difference between the desired and the retrieved, and (iv) a set of possible faults as identified by the diagnosis task, and gives as output a modified model and its corresponding function.

As mentioned in section 4.1.2, the SBF language provides a vocabulary for expressing certain types of functional differences between design cases, such as substance difference, substance-property-value difference, substance-location difference, component difference, component-modality difference, and component-parameter difference. In
addition, it provides the vocabulary for expressing certain types of modifications to the structure of a design, such as substance substitution (including substance generalization and specialization), component modification (including component replacement, component-modality change, and component-parameter adjustment), relation modification (for example, series-to-parallel and parallel-to-series conversion), substructure deletion (for example, component deletion), and substructure insertion (for example, substructure replication).

Given the function desired of a design (e.g., to cool high-acidity sulfuric acid) and the function delivered by the selected design case (e.g., to cool low-acidity nitric acid), Kritik2 classifies the differences between the two functions into its typology of functional differences. If the desired and the delivered functions differ in more than one feature, then it heuristically ranks the differences in order of the difficulty of reducing them. In the NAC example, for instance, the desired function and the delivered function differ in two features: substance1 => substance2 (nitric acid => sulfuric acid), and value1 => value2 of property acidity (low-acidity => high-acidity). Since, in the domain of physical devices that can be modeled in terms of flow of substances between components, reducing the difference substance1 => substance2 is in general less difficult than reducing value1 => value2 of a property, Kritik2 reduces the latter before the former.

Given the substance-property-value difference between the retrieved design of low-acidity NAC and the desired function of cooling high-acidity sulfuric acid, Kritik2's ontology suggests that such a difference can potentially be reduced by the structural modifications of (i) component-parameter adjustment, (ii) component-modality change, and (iii) component replacement. Kritik2, prior to diagnosis however, does not know what components in the given design need to be modified. This is determined by the diagnosis of the NAC SBF model, which we have already seen in section 4.2.1.

In Kritik2 the repair step is interleaved with the evaluation step. This interleaving includes two further subtasks: (i) repair-and-evaluation plan selection, and (ii) repair-and-evaluation plan instantiation. During the former, the functional difference and the structure modification are used to
retrieve an applicable repair & evaluation plan from Kritik2's repair & evaluation plan memory. During the latter, the selected plan is applied first to the behavior of the known case. The structure of the known design is modified only after verifying (by simulation of the SBF model) that the modification will result in the achievement of the desired function.

4.3. EVALUATION OF THE CANDIDATE MODIFICATIONS

Since modifications in general are done to some localized parts of the solution in the known design case, it is essential to evaluate whether each initial modification, and the subsequent ones it may invoke in other parts of the device, are leading towards the satisfaction of the requirements of the new problem. An important element in Kritik2's integrated theory is that the SBF model of the known design can be modified and simulated to verify if the proposed modifications indeed result in a solution for the new problem without actually making modifications to the solution (i.e., the device structure in design problem solving). The task of repair & evaluation in Kritik2 takes as input (i) the functional specification of a desired design, (ii) the functional and structural specification of a candidate design, (iii) the SBF model of the candidate design, and (iv) the specification of a candidate modification to the structure of the candidate design. It has the goal of modifying the behavior of the retrieved design and giving as output an evaluation of whether the candidate modification, upon execution, would result in satisfying the functional specification of the desired design.

4.3.1. A Model-Based Method for Repair & Evaluation

The evaluation of a candidate modification, such as component replacement for example, involves two subtasks. The first task is to determine whether a design that satisfies the functional specification of the needed component (e.g., the functional specification of the sulfuric-acid-pipe, that is, a pipe which can allow high acidity substances) is available in memory. Recall that in the previous section, we described how Kritik2 determines that one candidate modification in adapting a low-acidity \( \text{NAC} \) to cool high-acidity sulfuric acid is the component replacement of nitric-acid-pipe2 with a component that allows high-acidity substances. If the needed design is not available in memory, then the candidate modification
of component replacement is not feasible. Thus, one subtask of repair & evaluation is to determine the feasibility of the candidate modification.

Let us suppose that there exists such a component as the one required by the modification plan. Then, the second subtask of repair & evaluation is to determine whether, upon execution, the candidate modification would result in satisfying the functional specification of the desired design. This involves the simulation of the effects of (the execution of) the candidate modifications on the output behaviors of the candidate design. The availability of the SBF model for the known design and the localization of the candidate modification gives rise to the method of model revision. In this method, the causal and output behaviors of the modified design are obtained by revising the causal and output behaviors of the known design (i.e., behavior modification). If the revision succeeds, i.e., if the revised causal behavior results in the desired output behavior of the desired design, then the candidate modification may be executed on the candidate design (i.e., structure modification). If the revision fails, then an alternative candidate modification may be evaluated.

The types of knowledge required for revising the SBF model of the known design depend on the type of candidate modification to be executed on it. For instance, the method for model revision corresponding to the candidate modification of component replacement requires knowledge of how to compose causal behaviors. More specifically, it requires knowledge about how to compose the causal behavior of the new component with causal behavior segments from the known design. For adaptation problems in which the "distance" between the known and the desired design is "small", the candidate modifications are local, and knowledge is available for revising the model for the candidate design, the method of model revision is a computationally attractive method for evaluating whether the behavioral effects of a structure modification would result in satisfying the behavioral specification of a given desired design (i.e., behavior verification).

Kritik2 uses a plan- and model-based method for the task of modification evaluation, that is, it uses repair & evaluation plans which in turn make use of the SBF model of the candidate design to perform the interleaved steps of repair and evaluation. A skeletal repair & evaluation
Plan embodies knowledge of how the causal and output behaviors of the new design can be composed from the causal and output behaviors of the known design and the causal and output behaviors of other substructures such as components. The operations specified by such a plan are at two levels. At the first level, it specifies the tasks of design retrieval and model revision. At the second level, the subplan for model revision specifies the operations for modifying the causal and output behaviors of the known design.

The relation between the types of knowledge required for model revision and the types of candidate modification implies a family of model-revision plans, and, hence, a family of repair & evaluation plans, with particular methods applicable to specific candidate modifications. The need for a set of stored skeletal plans for the modification-evaluation task implies yet another subtask of the task, namely, the task of selection of the particular plan applicable to a given candidate modification.

Thus, in general, the plan-based method decomposes the task of repair & evaluation into three subtasks: plan selection, design case retrieval, and simulation of behavioral effects. The task of design case retrieval has been discussed in Section 4.1. The other two tasks can be characterized as follows.

1. Plan Selection: The task of plan selection takes as input the specification of a candidate modification, and has the goal of giving as output a specific repair & evaluation plan applicable to the given candidate modification. (Note again that the repair and evaluation are interleaved in our computational model.)

2. Simulation of Behavioral Effects: The task of simulation of behavioral effects takes as input (i) the function of the desired design, (ii) the SBF model of a candidate design, and (iii) the specification of a candidate modification. It has the goal of giving as output an evaluation of whether the effects of (the execution of) the candidate modification on the output behaviors of the known design result in satisfying the function of the desired design.

4.3.2. Selection of Repair & Evaluation Plans

The repair & evaluation plan memory contains a plan for each type of structural difference that corresponds to a structural modification. The stored plans are indexed by the types of structural modifications to which
they are applicable as well as the functional differences they can reduce. The retrieval of a plan applicable to a given structure modification is performed by the associative method. In this method, elementary structure modifications are directly mapped onto the stored plans.

Once a repair & evaluation plan corresponding to an elementary structure modification is retrieved, it can be instantiated and executed. This section describes one type of repair & evaluation plans that corresponds to substructure modification, i.e., substance-modification plans. The other types are component-modification plans, relation-modification plans, and substructure-deletion plans. The discussion assumes the availability of the causal behaviors of the known design, and, in particular, the specific causal behavior to be revised (as determined by the task of localization of structure modifications, a subtask of diagnosis.)

Substance-Modification Plans: In this type of structure modifications, a substance in the known design case is substituted by another substance. The substance-substitution plan does not involve design case retrieval as a subtask. Instead, model revision is performed directly. For instance, if the design problem is to modify the design of the low-acidity NAC to cool high-acidity sulfuric acid (Figure 18), the substitution of nitric acid by high-acidity sulfuric acid is generated as a candidate modification. Then the causal behavior for the SAC is obtained by a substitution of nitric acid by high-acidity sulfuric acid in the causal behavior segments one of which was shown in Figure 5(c).

Also, in the example of designing a high-acidity SAC, the under-condition-transition pointer in transition2→3 is used to retrieve the causal behavior "Heat Water" of the NAC. This behavior is traced to find the pointer to the behavior segment of cooling nitric acid (Figure 5). The pointers are modified to point to the corresponding behavioral states and state transitions in the behavior segments of the behavior "Cool Sulfuric Acid."

Finally, the schema for the desired output behavior (i.e., the function) of the high-acidity SAC (shown in Figure 18) is revised. A pointer to the causal behavior "Cool Sulfuric Acid" composed above is placed in the by-behavior slot of the function. The other slots are filled by copying their values from the schema for the function of the NAC shown in Figure 5.
4.3.3. Simulation of Behavioral Effects

This task involves instantiating a repair & evaluation plan in the localized behavior, propagating those changes to the other parts of the same behavior and to the dependent behaviors, and finally simulating the behavior (from the input state to the output state) to determine if the revised model results in the achievement of the desired function. Kritik2 instantiates the retrieved plan in the context of the SBF model of the known case, and executes it on the model to produce an SBF model for the new design.

The model-revision process (pointed to by the retrieved repair & evaluation plan) specifies a compiled sequence of abstract operations.

Figure 18: Design case of high-acidity sulfuric acid cooler
Figure 19 shows the algorithm that Kritik2 uses for revising the model of an old design and evaluating the proposed modifications by simulating the behavioral effects (i.e., the substeps of behavior modification and behavior verification). The function update in the algorithm updates the value of a given property in a given state or a given qualitative equation. At the end of simulate, comparing the initial and final states of the new modified behavior with those in the desired function verifies whether the modifications worked.

To illustrate the model-revision process, let us return to the example of designing the high-acidity sulfuric acid cooler (SAC) shown in Figure 18. Recall that the retrieval task resulted in the selection of the design for the nitric acid cooler (NAC), where the two devices differ in that (i) while SAC cools high-acidity sulfuric acid, NAC cools low-acidity nitric acid, and (ii) while the pipes through which sulfuric acid flows in SAC need to allow high-acidity liquids, the pipes through which nitric acid flows in NAC allow only low-acidity liquids. The first of these two differences, nitric acid=>sulfuric acid, is an instance of the substance substitution type of structural differences; the second, pipe(allow low-acidity substances)=>pipe(allow high-acidity substances), is an instance of the component replacement type of structural differences. The structures of SAC and NAC differ in more than one way, and, in the class of domains of interest, revising a SBF model to accommodate the structural difference of component replacement is in general more difficult than revising it to accommodate the difference of substance substitution. Therefore, Kritik2 ranks the two differences between the structures of SAC and NAC so that the model for NAC is first revised for the difference of pipe(allow low-acidity substances)=>pipe(allow high-acidity substances), and then for the difference of nitric acid=>sulfuric acid.
Input:  
• Behavior in new design, \( B_{new} \), in which a shared property from the diagnosis has changed.
• Model of the old design, \( M_{old} \).
Output:  
• Model of the new design, \( M_{new} \), modified to be consistent with the changes in \( B_{new} \).

Procedure:

**initialise**

\[ S_{init} = \{ (P, P_{old}, P_{new}), \] where

- \( P \) is a property whose value \( P_{old} \) in state \( S_{init} \) has changed to \( P_{new} \), in states \( state^{old} \) and \( state^{new} \) are respectively from \( B_{old} \) and \( B_{new} \).

**SIMULATE** (\( state^{old}, S_{init} \))

**SIMULATE** (\( state, S_{init} \))

**LOOP**

next-state = next-state (current-state);

IF next-state = NIL THEN Exit LOOP

**CASE**

1. IF \( P \) is mentioned in next-state

   THEN update(\( P, \) next-state, current-state)

2. IF there is a qualitative equation \( P \) in state-next-transition(current-state), such that \( P = f(P') \) where \( (P, P_{old}, P_{new}, P_{trans}) \in S_{init} \) and \( P' \) is mentioned in next-state

   THEN update(\( P, \) \( P' \))

   \[ S_{init} = S_{init} \cup \{(P, P_{old}, P_{new}, P_{trans})\} \]

3. IF there is a functional abstraction of a component \( E \) (i.e. Comp in using-function) and a condition on the substance properties on which \( E \) operates (i.e. Conditions\( E \)) in state-previous-transition(current-state), such that \( P = P' \) where \( P' \) is a property of the substance in Conditions\( E \), and \( (P, P_{old}, P_{new}, P_{trans}) \in S_{init} \).

   THEN update(\( P, \) Conditions\( E \))

   \[ S_{init} = S_{init} \cup \{(P, P_{old}, P_{new}, P_{trans})\} \]

4. IF there is a pointer to a new behavior sequence \( B' \) such that the transition state-next-transition(current-state) affects a transition \( trans \) of \( B' \)

   THEN spawn

   SIMULATE (transition prev-state\( trans \), \( S_{init} \))

**END-CASE**

current-state = next-state

go to LOOP

**END-LOOP**

**Figure 19: The Model Revision Algorithm**

Let us consider the revision of the model for NAC, given the structural difference of \( pipe(allow\ low-acidity\ substances) = \rightarrow pipe(allow\ high-acidity\ substances) \) between the structures of NAC and SAC. This structural difference can suggest as one of the candidate repair & evaluation plans the one that corresponds to component-replacement. The model-revision process for component-replacement revises the SBF model for NAC in several steps. First, from the specification of the old pipe (nitric-acid-pipe2) in NAC, it determines that the nitric-acid-pipe2 plays a functional role in transition2->3 of the behavior „Cool Nitric Acid“ of NAC. Then, it decomposes the behavior into three segments: (i) the transition in which the old component (nitric-acid-pipe2) plays a
functional role (in the present example, $transition_2 \rightarrow 3$ in the behavior "Cool Nitric Acid" shown in Figure 5(c), (ii) the sequence of state transitions preceding it (not fully shown here), and (iii) the sequence of state transitions succeeding it (also not fully shown here). Next, the transition in which the old component (nitric-acid-pipe2) plays a role is revised by replacing the functional abstraction of nitric-acid-pipe2 (which allows the flow of low-acidity liquids) by the behavioral abstraction of the new pipe (sulfuric-acid-pipe2) in SAC (which allows the flow of high-acidity liquids). Then, the revised transition is composed with the preceding and succeeding segments of the original behavior to obtain the revised behavior. Finally, the constraints introduced by the new component, represented by changes in the values of the parameters characterizing the old and new components (nitric-acid-pipe2 and sulfuric-acid-pipe2), are propagated forward through the newly composed behavior to obtain the revised internal behavior and function. Also, the schema for the function is revised by associating with it a pointer to the revised internal causal behavior.

Similarly, the structural difference nitric acid $\rightarrow$ sulfuric acid between the structures of NAC and SAC is used to access the repair & evaluation plan for substance-substitution. The model-revision process for substance substitution further revises the (already revised) internal behaviors and functions in the model for NAC by replacing the old substance (low-acidity nitric acid) by the new substance (high-acidity sulfuric acid). This produces an SBF model for the SAC as shown in Figure 18 (only partial behaviors are shown). Then, the revised model is simulated (i.e., traced forward from the input state to the output state) to verify if it indeed results in the output behavior (i.e., the function) desired.

4.4. STORAGE OF NEW CASES

The final task in Kritik2's computational process is to store the new case in the case memory for later use. In order for a new design case to be recalled in later problem solving, Kritik2 needs to store it in the "right" place. That is, it has to index the new design by its functions since Kritik2 solves Function--to--Structure mapping type of design tasks. Since the design case points to the SBF model of the design, the newly learned case-specific SBF model is also stored in Kritik2's memory.
4.4.1. Learning Indices to New Cases

In general, there are two different issues pertaining to the selection of functional indices for the new design case. First, if a new design is stored only along the substance properties specified in its function, case retrieval would not be able to make use of knowledge of other substance properties relevant to the design. Second, if the new design is indexed by all the properties of the substance in its functional specification, then case retrieval may result in a design based on a match with an unimportant property, which can make adaptation hard or even impossible. So, the issue becomes how to determine the substance properties that are relevant to the functioning of the design.

Kritik2 capitalizes on the knowledge of the causal behavior in the SBF models to address the above issues. In particular, it uses the behavioral requirements on the substance expressed under under-condition-substance to identify the substance properties relevant to the functioning of the design. These behavioral requirements of a substance specify that, in order for the transition to take place, the properties of the specified substance should satisfy certain conditions and hence are important to the design.

Kritik2’s algorithm for selecting useful indices to a new case is shown in Figure 20. Given a new design case and the knowledge that functions are used to index the case, this method traverses through the causal behaviors in the SBF model of the design to identify substance properties on which the working of the design is predicated.

Since the SBF model can specify multiple behaviors, the outer loop (in step 1) in the algorithm analyzes each causal behavior in the model. The second loop is for analyzing the transitions within a causal behavior. If a substance property is a part of the causal context of a transition, then the algorithm adds it to the set of indexing features if it is a property of the containing substance in the functional specification, and to the set of alternative indexing features if it is a property of a contained substance. This results in using the properties of a contained substance (e.g. heat in Figure 18(b)) in the function as indexing features only when none of the properties of the containing substance (e.g. sulfuric acid in Figure 18(b)) are central to the design. Since the causal behaviors in Kritik2’s SBF model are specified at different levels of detail, the algorithm searches the
space of behaviors in a breadth-first manner. If a higher level behavior does not lead to the identification of any useful substance properties, then the more detailed behavior, indicated by by-behavior, is added to the list of plausible sources of indexing features.

Input:
• Design case, C, that needs to be stored.
• Functional specification of the design, F.
• Type of indexing, T, that is, functional.
• One causal behavior (subset of model), M, corresponding to F.

Output: Exact vocabulary for indexing C, i.e., the set of useful features from F.

Procedure:
initialize

containing-substance-props P = get-containing-substance-properties(F);
indices = alternative-indices = plausible-sources-of-indices = {};

while true do
1. foreach causal behavior B ∈ M do
   • foreach transition t ∈ B do
      - conditions-on-features = get-under-conditions-from-transition(T, t);
      - indices = indices ∪ \{ f | feature f ∈ conditions-on-features ∧ f ∈ P \};
      - alternative-indices = alternative-indices ∪ \{ f | feature f ∈ conditions-on-features ∧ f ∈ P \};
      - if indices = P then exit(indices);
      - if conditions-on-features = {} then plausible-sources-of-indices = plausible-sources-of-indices ∪ get-detailed-behavior(t);
   end

2. if plausible-sources-of-indices = {} then
   • if indices ≠ {} then exit(indices);
   • if alternative-indices ≠ {} then exit(alternative-indices);
   • indices = \{ p | p ∈ P ∧ input-state-value(p) ≠ output-state-value(p) \};
     if indices ≠ {} then exit(indices);
   • indices = \{ p | p ∈ get-contained-substance-properties(F) ∧ input-state-value(p) ≠ output-state-value(p) \};
     if indices ≠ {} then exit(indices);
   • exit(P);
   • M = plausible-sources-of-indices;
   • plausible-sources-of-indices = {}
end

Figure 20: A model-based method to obtain functional indices for design cases

For the purpose of illustrating how Kritik2's model-based index-learning method addresses these issues, let us now consider the task of identifying indices in our example, namely, the newly designed high-
acidity SAC (Figure 18), before storing it in memory. Although the case memory presently has the designs of acid coolers organized only along the dimension of property acidity (as shown in Figures 15 and 21(a)), the new design case may better be indexed along other dimensions also, so that it is more useful in later design problem solving. So, an important aspect of index learning task is to learn new indexing features. This results in the introduction of new dimensions of generalization/specialization of cases in the memory, and, thus, in a reorganization of the case memory.

Given the functional specification of high-acidity SAC (Figure 18(b)) and its causal behavior (Figure 18(c)), the above method results in acidity and state as the indexing features for storing this case in memory. This is because the annotation on transition\(2\rightarrow3\) specifies that the transition can occur only under certain condition relation to the state and acidity of the substance flowing through sulfuric-acid-pipe-2. The initial case memory (Figure 21(a)) did not have the property state as part of its indexing vocabulary. The SBF model however suggests that state is a useful index to the new case, and so Kritik2 indexes the new case by state also. The case memory after storing this design is shown in Figure 21(b).

![Figure 21: Snapshots of Kritik2's functionally organized case memory](image)

Once the indexing features are selected, Kritik2 uses similarity-based learning to generalize the indices to the design cases. It uses the differences in parameters of a given property that constitute a type of functional difference between two designs to determine whether the two designs
belong to the same category or to different categories. For example, the design of high-acidity SAC is stored under the category of acidity-high-node8 that is different from that of low-acidity coolers (Figure 21 (b)). The level to which the indices are generalized depends on how similar are the corresponding parameters in the new and old cases in memory.

5. Evaluation of the Integrated Theory

In principle, Kritik2's integration of case-based and model-based reasoning can be evaluated in a number of dimensions such as (i) computational feasibility and efficacy; (ii) computational efficiency and scalability; (iii) generality in terms of domain independence; (iv) generality in terms of addressing different issues and tasks in case-based design; and (v) generality in terms of supporting case-based reasoning in the context of different tasks. We have built a growing family of systems for evaluating the integrated theory along many of these dimensions.

5.1. COMPUTATIONAL FEASIBILITY AND EFFICACY

Kritik (Goel, 1989, 1991a, 1991b, 1992) and Kritik2 (Bhatta and Goel, 1992; Stroulia and Goel 1992; Stroulia et al., 1992) are working systems that integrate case-based and model-based reasoning for designing physical devices just as described here. These systems demonstrate that the integrated theory is computationally feasible.

They also demonstrate that the theory is quite effective in solving a range of problems in adaptive design. Kritik started with the designs of six devices stored in a flat case memory, along with their corresponding SBF models. Four of the initial designs were from the domain of electric circuits and two were from the domain of heat exchange devices. Kritik autonomously used the known designs and their models to solve four new design problems. Two of the new problems were in the domain of electric circuits including the one described here, and two in the domain of heat exchangers again including the one discussed above. For each of these four new problems, Kritik not merely solved the new problems presented to it, it also automatically acquired new designs and the associated SBF models for potential reuse. In one of these four experiments, Kritik reused its newly acquired design and SBF model for solving another problem.
Kritik2 is a newer, bigger and more complete implementation of Kritik. It incorporates both the theoretical and practical lessons we learned from Kritik. It presently contains some twenty five design cases and associated SBF models, and organizes them in a multi-dimensional hierarchy as outlined above. These cases are from five engineering domains including the domains of electric circuits and heat exchange devices in which Kritik operates. It also contains more repair plans than Kritik (such as the structure replication plan). Our experiments with Kritik2 indicate that the integrated theory is effective because the case-specific SBF models explicitly represent the internal behaviors of the known device, which specify not only the behavioral states and the state transitions, but also the functional role played by each structural component in these states and state transitions. In addition, it shows that SBF models also address the tasks of case retrieval and storage, and provide answers to the related issues of index learning and memory reorganization.

5.2. COMPUTATIONAL EFFICIENCY AND SCALABILITY

Our experiments with Kritik2 also indicate that the integrated theory is quite efficient due mainly to two reasons. First, the organization of the case memory and the functional indexing scheme enable the retrieval of cases relevant to the current problem, and second, the organization of the SBF models enable rapid localization of the search for "faults" in the known case to a small portion of the SBF model. For instance, in the example of low-acidity nitric acid cooler, the substance-property-value difference plan needs to search only the internal causal behavior responsible for the function of cooling low-acidity nitric acid and can ignore all structural components that do not play any functional role in this behavior. This becomes possible because the functions in a SBF model act as indices to the causal behaviors responsible for them.

As we mentioned above, Kritik2 contains about twenty five design cases and device models. Therefore, while bigger than Kritik and many other case-based reasoning systems, it is a relatively small system. The scalability of the integrated theory thus remains an open issue. The main problem is in obtaining a large number of real designs, building SBF models for each of them, and entering them into Kritik2's case memory to bootstrap the design process. This is possible in principle but very
expensive in practice—the building of Kritik and Kritik2 has taken some six to seven years. A massive infusion of knowledge into these systems could be justified only after the feasibility of systems like Kritik2 had been demonstrated.

5.3. GENERALITY IN TERMS OF DOMAIN INDEPENDENCE

As mentioned above, Kritik designs simple electric circuits and heat exchange devices of the kind described here. Kritik2 operates in the additional domains of simple mechanical assemblies such as reaction wheels, electromagnetic devices, and electronic circuits such as operational amplifiers, and computer networks. This suggests that the integrated theory is not limited to any specific device domain. Our experiments with Kritik2, however, also indicate that the current version of the SBF language is inadequate for covering certain kinds of engineering devices. For example, the SBF language presently is well suited for representing devices whose function is to transform a behavioral state but needs additional primitives for representing devices whose function is to prevent the occurrence of a given behavioral state (e.g., a steam release valve in a steam chamber whose function is to prevent the pressure from becoming too high). Similarly, since the SBF language is based on a component-substance ontology, it presently does not provide primitives for drawing the needed inferences about fields such as the magnetic field (but see Goel, Stroulia, and Luk, 1994).

5.4. GENERALITY IN TERMS OF ADDRESSING DIFFERENT TASKS OF CASE-BASED REASONING

Kritik2 addresses all major tasks of case-based reasoning, not just the tasks of case retrieval and adaptation. This is important because each stage imposes constraints on the others. For example, the memory processes impose constraints on the kinds of problem solving that can be supported, problem-solving processes impose constraints on the kinds of learning that are needed, and the learning processes impose constraints on what is available in memory. We believe that simultaneously satisfying the constraints of memory, problem solving and learning is a critical aspect of the evaluation of any case-based system.
Note that Kritik2 uses the same representations of cases and their models for supporting the different tasks of case-based reasoning. Of course the inferences drawn, and therefore the role of the models, change from one stage of processing to another. The functional part of SBF models acts as index into the cases, and this enables Kritik2 to establish the similarity between the new problem and the cases in the retrieval stage. The language of the SBF models, that of the functional part in particular, provides a typology of functional differences between a known case and a new problem. The SBF models provide the functional and causal explanations of how the retrieved design works and this enables Kritik2 to infer the parts that need to be repaired in the adaptation stage. For instance, our experiments with Kritik2 indicate that SBF models are effective in solving the class of adaptation problems that can be characterized by the types of functional differences, such as, substance difference (i.e., the substances being transformed by the known design function and the new desired function are different), single substance-property-value difference, and multiple substance-property-value differences. The SBF models also enable the verification of the new design (i.e., behavior verification) by qualitative simulation in the evaluation stage. In addition, they provide the functional and causal explanations of how the candidate design works and this enables Kritik2 to learn new indices while storing the new case, and so on.

5.5. GENERALITY IN TERMS OF SUPPORTING CASE-BASED REASONING IN THE CONTEXT OF DIFFERENT TASKS

Recently we have started experimenting with the integration of case-based and model-based reasoning in different tasks and domains. In the Router project, for example, we are investigating the integration of case-based and model-based reasoning for navigation and planning (Goel et al., 1994). While the results from this project are still preliminary, they indicate that the benefits of integrating case-based and model-based reasoning are not limited to design.
6. Related Research

Our work on the Kritik and Kritik2 systems is related to several lines of research in design and problem solving, case-based reasoning and learning, and qualitative models and model-based reasoning. The following discussion focuses on AI research on these topics.

Design and Problem Solving

AI research on design has led to the development, use and application of a number of knowledge-based problem-solving methods ranging from heuristic association (McDermott, 1982) to constraint satisfaction (Sussman and Steele, 1980) to plan instantiation (Mittal and Araya, 1992; Mittal et al., 1986; Brown and Chandrasekaran, 1989), to reasoning from first principles (Williams, 1991). (Tong and Srim (1992) provide a useful anthology of many important papers on knowledge-based design.) The adaptive approach of case-based reasoning is fundamentally different from these synthetic methods. Although the synthetic methods can and do play an important role in design adaptation, the adaptive approach views design in terms of evolution, in which new designs are created by modifying, perhaps combining, earlier designs.

AI research on case-based design has taken two distinct though related branches. In one branch, the emphasis has been on the theoretical development of case-based reasoning. This work has focused on developing and analyzing vocabularies and strategies for case representation, indexing, retrieval, adaptation, evaluation and storage. Kritik and Kritik2 are examples of this line of research; Hinrichs and Kolodner’s (1991) Julia system is another prominent example. In the other, more popular branch, the emphasis has been on development and exploitation of case-based technology for aiding human designers in their tasks. This work has focused on developing and analyzing vocabularies and strategies for case representation, indexing, retrieval, and presentation. CADSYN and CASECAD (Maher et al., 1995), CADET (Sycara et al., 1991), CADRE (Hua and Faltings, 1993), and FABEL (Voss et al., 1994) are some examples of this work. In our own work along this line, we have explored the use of case-based technology for aiding architects in the
preliminary design of office buildings (Pearce et al., 1992) and for aiding software engineers in the task of interface design (Barber et al., 1992).

Case-Based Reasoning and Learning

Several researchers (Ashley and Rissland, 1988; Hammond, 1989; Kolodner and Simpson, 1989) have developed computational models for case-based reasoning that posit different methods for adapting previous cases for solving new problems. The adaptation methods include heuristic search (Stallman and Sussman, 1977) and heuristic association (Hammond, 1989). The case-based method itself has been recursively used to adapt cases (Kolodner and Simpson, 1989; Goel et al., 1994).

Research on case adaptation has generally followed the two main computational models of case-based reasoning, namely, transformational approach and derivational approach. Some case-based design systems, (e.g. Barletta and Mark, 1988; Dyer et al., 1986; Hinrichs, 1992; Navinchandra, 1991; Maher and Zhao, 1987) generally follow the first computational model of case-based reasoning (Kolodner, 1993) in which the solutions to previous, similar problems are "tweaked" to solve new problems. Some other case-based design systems, (e.g., Kambhampati, 1993; Mostow, 1989), closely follow the second computational model (Carbonell, 1983) in which the derivational trace of the problem solving in a previous design situation guides the adaptation process in the current situation.

Kritik and Kritik2 offer an alternative and complementary approach to case adaptation. A design case contains the specification of the design problem, the design solution, and a SBF model of how the design delivers the functions desired of the device. The SBF model gives rise to adaptation strategies and guides the adaptation process. This choice is due to both pragmatic and theoretical reasons. In real design situations, the design outcome, and especially the derivational record, often are not available, and are hard to encode when available. But a case-specific model of how the device works often is available, or can be reconstructed from the functional and structural specifications of its design, and Kritik2 provides a language for encoding it. From a theoretical perspective, Kritik2 provides an alternative account of how to automate case-based design in
which much of the design reasoning is in terms of the internal causal processes of physical devices.

Some other researchers too have explored model-based methods for case adaptation. For example, Koton (1988) has used causal domain models for comprehending diagnostic problems in internal medicine and retrieving appropriate diagnostic cases from memory, and Sycara and Navinchandra (1989) have proposed the use of causal domain models for elaborating engineering design problems, retrieving appropriate cases from memory, and adapting them. Simmons and Davis (1987) too have used causal domain models for debugging plans but only for testing modifications to a plan, not for generating the modifications. In contrast, Kritik2 system uses the model-based approach for all subtasks of case-based reasoning: case indexing and retrieval of similar cases from memory, generation of modifications to the retrieved design, evaluation and execution of the generated modifications, and index learning and storage of new cases in memory. In addition, Kritik2's SBF models are different from the causal models of Simmons and Davis, Koton, and Sycara and Navinchandra. The behavioral states and the state transitions in their models are grounded neither in the function nor in the structure of the system. In contrast, the SBF model explicitly relates the internal causal behaviors to both the function and the structure of a device, and thus constrains them both from the top and the bottom.

Interestingly, recent work on case-based design aiding (e.g., Hua and Faltings, 1993; Maher et al., 95; Sycara et al., 1991; Voss et al., 1994) too has been moving towards the use of case-specific models to support the tasks of case retrieval and adaptation. Maher et al. use case-specific FBS models that are very similar to SBF models.

Qualitative Models and Model-Based Reasoning

Since our work uses a model-based approach, we will briefly compare it to some related research on device qualitative models and model-based reasoning. Research on naive physics and qualitative reasoning, (e.g., deKleer and Brown, 1984; Forbus, 1984; Kuipers, 1984), has focused on qualitative modeling and simulation of the physical world. The emphasis of this work has been on the content, representation and use of qualitative
models of physical systems, and the focus has been on the derivation of the system's behaviors at problem-solving time. In contrast, our work seeks to address the issues of organization, indexing, and acquisition of the qualitative models in addition to their content, representation and use. This has led us to the structure-behavior-function (SBF) models of physical devices.

Our memory-based view of device models is related to other work on memory-based approaches to comprehension, for example Minsky (1975) and especially Schank (1982). Schank (1982) describes Memory Organization Packets (MOPs) for representing and organizing certain kinds of information in a compiled form, for example, the goals of volitional actors, and the sequences of actions performed to achieve the goals. He also describes how MOPs can facilitate story interpretation and enable generalization and learning from past experiences. We adopt a similar view towards device models: SBF models organize functional, causal, and structural information underlying the functioning of devices. They facilitate tasks such as interpretation of design descriptions, design generation and evaluation, and learning from design experiences. They also provide the indexing vocabulary for organizing design cases in memory and enable automatic learning of the indices to new cases.

As mentioned earlier, SBF models are based on a component-substance ontology. They integrate and generalize two earlier device representations: the functional representation scheme (Sembugamoorthy and Chandrasekaran, 1986; Chandrasekaran, Goel and Iwasaki, 1993) and the behavioral primitives of the consolidation method (Bylander and Chandrasekaran, 1985; Bylander, 1991). In addition, the SBF models are related to the commonsense algorithms of Rieger and Grinberg (1978). The representation of behavioral states and state transitions in our scheme is similar to their representations. The internal organization, the indexing scheme, and the typology of structural, causal, and behavioral relations in SBF models complement those used in the commonsense algorithms.

7. Conclusions

The Kritik and Kritik2 experiments lead us to the following four conclusions:
1. The computational process of case-based reasoning provides a good account of the variant and adaptive aspects of preliminary conceptual design of physical devices.

2. While case-based reasoning provides a high-level computational process, it also raises a number of issues pertaining to case content, representation, indexing, organization, retrieval, adaptation, evaluation and storage. The different issues and tasks in the case-based reasoning process impose constraints on one another. It is important to address all the different tasks and issues in order to develop a well-constrained theory of case-based design.

3. Structure-Behavior-Function device models capture a reasoner’s comprehension of how a device works, i.e., how the structure of the device delivers its functions, how the internal behaviors of the device compose the functions of the structural components into the functions of the device as a whole. The SBF language is expressive enough to cover a large domain of physical devices and precise enough to support the inferences needed to address a large range of design tasks and subtasks.

4. The SBF theory provides a grounding for case-based design. In particular, the SBF theory provides an account of the case content, and vocabularies for case representation, indexing and organization. In addition, it provides strategies for the tasks for case retrieval, adaptation, evaluation and storage, including index learning, and memory reorganization.
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Building useful systems with an ability to understand "real" natural language input has long been an elusive goal for Artificial Intelligence. Well-known problems such as ambiguity, indirectness, and incompleteness of natural language inputs have thwarted efforts to build natural language interfaces to intelligent systems. In this article, we report on our work on a model of understanding natural language design specifications of physical devices such as simple electrical circuits. Our system, called KA, solves the classical problems of ambiguity, incompleteness and indirectness by exploiting the knowledge and problem-solving processes in the situation of designing simple physical devices. In addition, KA acquires its knowledge structures (apart from a basic ontology of devices) from the results of its problem-solving processes. Thus, KA can be bootstrapped to understand design specifications and user feedback about new devices using the knowledge structures it acquired from similar devices designed previously.

In this paper, we report on three investigations in the KA project. Our first investigation demonstrates that KA can resolve ambiguities in design specifications as well as infer unarticulated requirements using the ontology, the knowledge structures, and the problem-solving processes provided by its design situation. The second investigation shows that KA's problem-solving capabilities help ascertain the relevance of indirect design specifications, and identify unspecified relations between detailed requirements. The third investigation demonstrates the extensibility of KA's theory of natural language understanding by showing that KA can interpret user feedback as well as design requirements. Our results demonstrate that situating language understanding in problem solving, such as device design in KA, provides effective solutions to unresolved problems in natural language processing.

1. Introduction and overview

It has long been recognized that language understanding requires abilities far beyond what pure linguistic knowledge permits (Kintsch, 1974; Charniak & McDermott 1985; Grishman, 1986; Rich & Knight, 1991; Winston, 1992). In the past, two approaches have been pursued to endow natural language understanding systems with such abilities as inference and problem solving. One approach has been to endow systems with a variety of domain and world knowledge as well as a range of inference, explanation and reasoning capabilities (e.g. BORIS: Lehnert, Dyer, Johnson, Yang & Harley, 1983). All of the system's capabilities, in this approach, are solely employed in the service of "Understanding" natural language. Unfortunately, this approach to language understanding has not been particularly successful, since the linguistic methods typically used for "Understanding" do not work well with the various types of non-linguistic knowledge that are required to understand...
language. Moreover, the specialized types of knowledge that these systems require for understanding a natural language text (Lehnert et al., 1983) are not readily available, nor has it been demonstrated that they can be acquired by established methods. As a result, this approach has only resulted in prototype language understanding systems that show little promise of scalability or bootstrapping.

Another approach has been to make some other cognitive task (such as robot planning or expert decision making) the main task and add a natural language “Front-end” to the system. The front-end works in service of the rest of the system and has limited abilities to translate natural language inputs into a conceptual representation that is comprehensible to the rest of the system (e.g. Hendrix, Sacerdoti, Sagalowicz & Slocum, 1978; Simon & Hayes, 1979). Such natural language front-ends are unable to solve many linguistic problems because they neither possess the requisite non-linguistic knowledge nor get any useful feedback from the other task. The linguistic problems remain hidden in the intermediate representation and are not resolved satisfactorily by the rest of the system with its non-linguistic methods and knowledge.

Our work on natural language understanding takes a third approach, a more modular one, in which language understanding and problem solving interact by communicating the results of their decision-making with each other. Language understanding uses the results of problem-solving operations to resolve linguistic problems such as ambiguities. Problem solving in turn uses the decisions made by language understanding to direct the course of its own problem decomposition and problem-solving process. A major difference between this approach to language understanding and previous approaches is that the language understander need not possess either the knowledge or the abilities to solve problems in reasoning. Nor does problem solving need to know how to solve linguistic problems left unsolved by a natural language front-end. All that the two need is to solve their own problems partially, be able to communicate their decisions and results with each other, and cooperate in an integrated architecture to arrive at a negotiated solution to the overall problem.

In this approach to building natural language understanding systems, we are not simply adding additional types of knowledge to a linguistic processor in the hope of making language understanding a feasible task. Nor are we passing on linguistic problems to a non-linguistic reasoning system in the hope that the reasoning system will somehow solve the problems in the natural language input. Instead, we are “Situating” natural language understanding in another task to make it more achievable—to exploit the knowledge and the reasoning processes running in the situation of another task to solve classical problems in natural language processing.

We have chosen to investigate the “situatedness” of natural language understanding within the design of simple physical devices such as electrical circuits. Design, like natural language understanding, is an oft-studied problem in AI, and many types of knowledge structures and reasoning methods have been developed for automating design, both in our own research and that of many others. More importantly, the knowledge of physical devices and their design that we are proposing to use in language understanding has been shown to be obtainable from prior problem-solving experiences (Goel, 1989, 1991a, b). Thus, the choice of physical device design for situating natural language understanding has a real
promise of scalability and bootstrapping if the knowledge that can be acquired in the problem-solving process can be used to solve classical problems in natural language such as ambiguity.

Taking this approach, we have built a natural language understanding system, called KA, for (1) understanding device specifications written in natural language (English) in the context of designing new devices and (2) understanding user feedback in natural language in the context of device design. KA embodies an integrated model-based and case-based approach to design problem solving that we have been developing for many years now (Goel, 1989, 1992; Goel & Chandrasekaran, 1989, 1992). KA uses the same approach to address well-known problems of natural language understanding such as resolving ambiguity, interpreting indirect statements and inferring unspecified information. We have conducted several investigations to demonstrate that KA's design situation provides viable solutions to the problems of ambiguity, indirectness and omission.

In this article, we describe three investigations in solving natural language understanding problems with KA. Our first investigation demonstrates that KA's models of physical devices and its reasoning for their design helps resolve ambiguities in design specifications as well as infer unarticulated requirements. Briefly, our approach was to construct an initial, tentative interpretation of the design specification using KA's language processing capabilities, locate a similar design in KA's case memory using model-based retrieval, and then use the retrieved design to countermand erroneous decisions made in the resolution of ambiguities. These retrieved designs were also used to augment the interpretation of requirements with those that were not articulated in the natural language specification. Our results in this first investigation indicate that, among other benefits, models of physical devices and the ability to reason about the function of devices aid ambiguity resolution in two specific ways. First, the ontology of physical devices employed in KA grounds the semantic representations of language processing, ensuring that decisions about the consistency of interpretations are made in accordance with the ontology of device design. Second, by allowing previous problem-solving experiences to be factored into linguistic decision-making, interpretations that are most compatible with past experience are produced.

The second investigation demonstrates that KA's problem-solving capabilities help ascertain the relevance of indirect design specifications, and identify unspecified relations between detailed requirements. Our approach to these problems relied extensively on KA's memory of design cases, case-specific models of devices, and model-based methods for design adaptation. Our results indicate that a memory of design cases and device models as well as the ability to adapt these descriptions in accordance with a deep understanding of the structure, function and behavior of devices provides considerable leverage when dealing with indirect and ill-specified English descriptions of design problems. Using device descriptions in memory as baseline interpretations and the information extracted from the text as constraints on interpretation, model-based adaptation proves to be an effective means of producing both an interpretation of the text and a successful design solution. This result, along with those of the first investigation, demonstrates that situating natural language understanding in design problem solving provides tractable solutions to problems in understanding natural language specifications of design problems.
The third investigation demonstrates that KA's approach to situated natural language understanding can be extended to other, related situations. Natural language texts are used to achieve a variety of communication goals at different stages in the design process. For example, at later stages in the design, customers use English texts to communicate feedback to designers which the designers must understand in order to redesign the device. In the third and most recent investigation, we chose a problem in the design of a reaction wheel assembly for the Hubble space telescope and examined KA's ability to understand user feedback. We demonstrated that KA was in fact able to understand such user feedback and use the information it could extract from the feedback to redesign the reaction wheel assembly. This cost effective redesign was made possible by KA's repertoire of plans for incremental redesign to correct the malfunction and its ability to precisely identify the part of the design that is to blame for the malfunction. This investigation demonstrated that some of the same kinds of knowledge and methods that are used in understanding initial design requirements also enable the integrated system to understand natural language feedback from the customer for iterative redesign to meet customer requirements.

The organization of the rest of this article is as follows. First, we provide a brief description of the design situation, the ontology of physical devices, and the problem-solving methods used in KA's model of designing physical devices. Next, we show how classical problems in natural language understanding get redefined when the understanding is situated in the design task. The section after this describes the solution to these problems in terms of the architecture of the KA system, detailing the different components that make up KA. Following this description, we present the three investigations that substantiate our claim that situated understanding provides viable solutions to problems in natural language understanding. This presentation will include sample texts used in our work, an analysis of their difficulties, and a demonstration of KA's capabilities. Then, we describe the strengths and limitations of our work and compare it to that of other research projects. We conclude by articulating the contributions of our research. Throughout the paper, we focus on language processing. The reader may refer to our earlier papers that describe memory and problem solving in greater detail.

2. The design situation

The task in which we are situating natural language understanding is the design of simple physical devices such as electrical circuits and computer networks (Peterson, Mahesh, Goel & Eiselt, 1994). Our work evolves from previous work on the Kritik project which used past design cases and associated device models for creating new device designs (Goel, 1989). Such prior experiences in design are stored in KA's memory in the form of cases and case-specific models (Goel, 1989, 1991a, b, 1992). The memory uses a representation called the SBF language (Sembugamoorthy & Chandrasekaran, 1986; Goel, 1989, 1992; Chandrasekaran, Goel & Iwasaki, 1993), based on a component-substance ontology of the domain of physical devices (Bylander & Chandrasekaran, 1985; Goel, 1989; Bylander, 1991). In the SBF language, a device is represented in terms of its desired function, its internal structure (components and connections between them), and internal behaviors of its
components. These behaviors are articulated in terms of the various substances\(^\dagger\) contained in the components, the states of the substances, and the flow of substances between components.

Given a functional specification of a device to be designed, previous designs of functionally similar devices are retrieved from the cases and models in memory. The models in the previous cases are adapted to the present problem using model-based methods (Goel, 1991\(a, b\)). KA's design capabilities extend, however, far beyond mere case-based adaptation of prior designs. It can diagnose faulty designs, identify the components at error, and redesign the device by applying various design repair plans that it knows about, such as component replacement and component cascading (Goel, 1991\(a, b\); Stroulia & Goel, 1992; Stroulia, Shankar, Goel & Penberthy, 1992). Interestingly, it can also acquire new experiences and store away the new cases and models in its memory by learning appropriate indices to the cases and models (Goel, 1991\(a, b\); Bhatta & Goel, 1992, 1993).

2.1. THE SBF LANGUAGE

Since our investigations will be using examples described in the SBF language, we make a brief digression in this section to describe the salient terms in the language. Models of physical devices are represented in terms of their structure, behavior and function (SBF). These models are based on a component-substance ontology. In this ontology, the structure of a device is constituted of its components and substances. Substances have locations in reference to the various components of the device. They also have behavioral properties, such as voltage of electricity, and corresponding parameters, such as 1.5 volts, 3 volts, and so on. This ontology gives rise to the SBF language.

2.1.1. Structure

The structure of a design is expressed in terms of its constituent components and substances and the interactions between them. Figure 1(a) shows the structure of a 1.5-volt electric circuit (EC1.5) schematically.

2.1.2. Function

A function is represented as a schema that specifies the behavioral state the function takes as input, and the behavioral state it gives as output. Figure 1(b) shows the function "Product Light" of EC1.5. Both the input state and the output state are represented as substance schemas. The input state specifies that electricity at location Battery in the topography of the device [Figure 1(a)] has the property voltage and the corresponding parameter 1.5 volts. The output state specifies the property intensity and the corresponding parameter 6 lumens of a different substance, light, at location Bulb. A third aspect of a functional specification is

\(^\dagger\) The term substance as used here not only includes material substances such as air and water, but also abstract substances and forms of energy such as heat, electricity, information, force, and so on (Bylander, 1991).
the *stimulus* which initiates the behaviours of the device. For example, the force on the switch is the stimulus to the electrical circuit in Figure 1. In addition, the slot *by-behavior* acts as an index into the causal behavior that achieves the function of producing light.

2.1.3. Behavior
The internal causal behaviors of a device are viewed as sequences of *state transitions* between *behavioral states*. The annotations on the state transitions express the *causal*, *structural*, and *functional context* in which the transformation of state
variables, such as substance location, properties and parameters, occur. Figure 1(c) shows the causal behavior that explains how electricity in Battery is transformed into light in Bulb. State_2 is the preceding state of transition_{2,3} and state_3 is its succeeding state. State_1 describes the state of electricity at location Battery and state_2 at location Bulb. State_3 however describes the state of light at location Bulb. The annotation USING-FUNCTION in transition_{2,3} indicates that the transition occurs due to the primitive function “create light” of Bulb.

3. Situating natural language understanding

We now return to the task of natural language understanding and show how situating it in the design situation redefines classical problems such as ambiguity, indirectness and incompleteness. We also show how the design situation suggests workable solutions to these linguistic problems. Real world tasks such as designing physical devices from written requirements specifications provide a context which refocuses many of the linguistic problems that have been central to the field, allowing us to consider novel solutions to time-worn yet unresolved problems. It also allows us to consider problems particular to texts that are currently hampering efforts to develop robust text understanding systems.

In taking this situated approach to language understanding, we have found that linguistic problems and the problems of large texts that are inherent to written design requirements actually become problems which require reasoning about the design of the device. Requirements specifications are notoriously confusing and incomplete, providing poor articulations of the design requirements. In the KA project, we have encountered the following problems in requirements specifications:

- **Ambiguity.** The natural language surface form has multiple mappings into a conceptual representation of the device.
- **Incompleteness.** The natural language surface form fails to articulate a design requirement.
- **Indirectness.** The natural language surface form indirectly refers to a design requirement.
- **Underspecification.** The natural language surface form does not indicate certain relationships between design requirements.

Because research in natural language understanding has so decidedly separated the problems of linguistic analysis and sentence understanding from the other problems that must be resolved in the meaningful interpretation of texts, the linguistic solutions that have been proposed in most text understanding systems have been severely limited. For quite some time, the conventional wisdom has been that problems in natural language understanding are best addressed by constraint-based methods that employ a knowledge of natural language's distributional structure and rules of combination (Chomsky, 1957). In KA, we take a different approach, where the design situation provides the knowledge and results of applying its reasoning methods that are then used to solve the above problems in language understanding.
Below, we take each of these problems individually, identifying the conditions under which they occur and elaborating on their consequences.

In general, the mapping of language form to design requirements is ambiguous. For example, words as seemingly clear as "input" have multiple mappings into an SBF representation of function. The "input" to a device may refer to either an external stimulus (e.g. a force on a switch that initiates some causal behavior) or some entity that is transformed by the device (e.g. a substance like electricity consumed by an electrical device such as a light bulb). Because such ambiguities crop up often, requirement specifications written in natural language frequently specify several devices, rather than a single, unambiguous device. Leaving these ambiguities unresolved or failing to resolve them correctly cause a system to waste its resources pursuing a number of fruitless design efforts.

In general, requirement specifications written in natural language are also incomplete. For example, although electrical devices require a source of power, design problems can fail to mention how this power is to be derived. The device could use batteries, plug into an electrical outlet, or resort to some other electrical power source. It is critical that the system infer the appropriate design requirement because each of these designs would entail different structures and would be operable under differing conditions.

In general, requirements specifications state the design requirements indirectly. They refer to aspects of the device that are only distantly related to its principal features. For example, specifications for computing devices often identify principal components, specify the inputs and outputs of these components, and delineate their connectivity, but fail to define the big picture, viz. the general functions of the device. The writers of such requirements specifications can usually point out specific statements about the inputs and the outputs of the components, for example, that indicate the general functions of the device, but in no way are these requirements indicated in the natural language surface form. The system must be able to use the indirect statements given to infer the design requirements because, failing to do so, it would be unable to pursue a design solution.

In general, natural language specifications are underspecified. They identify detailed device requirements without articulating how these requirements relate to one another. For example, although baud rate, size of an information packet and frequency of transmission have a well-defined relationship to one another in a computer network, requirements specifications for computing devices rarely, if ever, mention this relationship. A superficial analysis of the natural language surface form would produce three separate requirements (one for the baud rate, one for information pack size and one for the frequency of transmission), entailing an extremely inefficient problem decomposition. If the system is to pursue designs efficiently, it must combine these disparate requirements into a coherent specification of the design.

In order to map requirement specifications to useful functional descriptions in the SBF language, KA must effectively resolve ambiguity, fill in missing details, identify the relevance of indirect statements, and combine related information. To do so efficiently, KA uses memory, comprehension and problem-solving processes in addition to purely language processes. In this way, the design situation in KA provides a robust context in which effective comprehension of natural language becomes feasible.
4. The KA architecture

KA is a case/model-based text interpretation and design problem-solving system which accepts a requirements specification written in English and produces a design expressed as a structure-behavior-function (SBF) model, which meets the design requirements. The functional architecture for KA is illustrated in Figure 2. It consists of several knowledge sources containing syntactic, conceptual and episodic knowledge, and employs memory, comprehension and problem-solving processes in addition to a language process.

4.1. KNOWLEDGE SOURCES IN KA

The component processes in KA use different knowledge sources to bring about the capabilities of the system. The knowledge sources are,

- The **Lexicon**, which contains knowledge of the words in the language. It provides such information about words as their grammatical category, other linguistic markers such as number and person, and their conceptual meaning.
- **Syntactic knowledge**, which is knowledge of the grammar of the natural language. This is used by the language process to break up the input sentences into grammatical units such as phrases and clauses.
- **Conceptual knowledge**, which in KA is the knowledge of substances, components, their properties, states and functions. Conceptual knowledge is essentially the content of the domain of physical devices and is expressed in the SBF ontology.
• **Case/Model Memory**, which is the episodic memory of past design cases and case-specific structure-behavior-function (SBF) device models. Like conceptual knowledge, this knowledge is represented in the SBF ontology and indexed by items in the ontology such as functions and properties of substances and components.

4.2. **PROCESS IN KA**

Below, we describe in detail each of the processes in KA that utilize the knowledge sources to accomplish the task of KA.

4.2.1. **Language**

If the KA system is to effectively comprehend natural language texts, it must be able to resolve the different types of ambiguities (e.g. lexical and structural ambiguities) that arise in written texts. The language process in KA uses an early-commitment processing strategy with robust error-recovery to resolve word sense ambiguities (Eiselt, 1987, 1989). This mechanism has proved itself to be quite effective. Its early-commitment strategy provides the system with the ability to pursue a tentative interpretation of the discourse. This allows the system to discover the entailments of this line of interpretation, bringing other processes on-line early in the course of language understanding. In situations where the early decision is incorrect, the error-recovery mechanisms may use feedback from the comprehension (or problem-solving) process to reactivate a previously retained alternative interpretation. The output of the language processor serves both as a set of cues for the memory process and as a tentative interpretation for the comprehension process.

The language process consists of two components: a parser which produces syntactic structures and a semantic network that produces conceptual interpretations. Consistent with the early-commitment processing strategy, the semantic network resolves word-sense ambiguities by considering processing choices in parallel, selecting the alternative that is consistent with the current context, and deactivating but retaining the unchosen alternatives for as long as space and time resources permit. If some later context proves the initial decision to be incorrect, retained alternatives are reactivated without reaccessing the lexicon or reprocessing the text (Eiselt, 1989).

4.2.2. **Memory**

The memory process retrieves and stores design knowledge from an episodic memory that contains both design cases and case-specific device models. Design cases specify a design problem encountered by KA in the past and its corresponding solution. A case-specific SBF model of a known device specifies the causal behaviors that explain how the structure of the device produces the device functions. In order to ensure effective retrieval, the cases are indexed by the functional specification of the stored design and the SBF models are indexed by the cases.

4.2.3. **Comprehension**

The comprehension process provides feedback to the language process based on the retrieved cases and associated SBF models. It also generates new SBF device models by retrieving and adapting previously encountered design cases and their SBF models. Based on information provided by the language process, the retrieved
design and its model are adapted using generic design repair plans. The comprehen-
sion process selects these modification plans by using the differences between the
functions of the new device and the functions of the retrieved design as an index.

4.2.4. Problem solving
The problem-solving process performs function-to-structure design tasks. It accepts a
functional specification of the desired design as input and produces a structural
specification that realizes the specified function as output. Both the specification of
function and the specification of structure are articulated in terms of the SBF
language.

The problem-solving process begins its task by soliciting the memory process for a
case that most closely matches the functional specification of the desired design. The
memory process returns an SBF model which problem solving uses to adapt the
design's structure so as to meet the given functional specification. Model-based
diagnosis is used to identify the modifications needed to the retrieved design, and
repair plans are used to perform these modifications to the design's structure. Once
the structural modifications are completed, this new design is verified by a
qualitative simulation of its SBF model and produced as a solution to the design
problem.

It may be noted from Figure 2 that the language process is neither a front-end to
the problem-solving or comprehension processes, nor does it perform the entire
understanding task by itself. What we have in KA is a highly interactive architecture
in which language, memory, problem-solving and comprehension processes, each
with its own sources of knowledge and its own capabilities, cooperate with each
other, feeding back one's results and decisions to others, in order to arrive at an
iterative solution to the overall problem of designing physical devices given their
natural language specifications.

5. Investigation 1
In our first investigation, we examined whether KA's design situation and ability to
reason about the design of physical devices could help resolve ambiguities in design
specifications as well as infer unarticulated requirements. In this investigation, we
sought to take advantage of the SBF ontology and KA's memory of past design
cases and associated case-specific SBF models. Our results were very positive. They
indicated the following benefits:

• Grounding the language process' conceptual knowledge in the SBF representa-
tion guarantees that decisions about the consistency of conceptual interpreta-
tions are made on the basis of their consistency as designs represented in the
SBF ontology.
• Providing feedback to the language process in the form of past design cases,
represented in the SBF language, ensures that the conceptual interpretations
are compatible with past design experience and allows unarticulated design
requirements to be inferred from previous design problems.

In this section, we discuss how each of these benefits was accrued in the
implementation of KA. First, we present a sample text that is both ambiguous and incomplete along with its desired mapping into the SBF representation. Then, we demonstrate how KA performs the mapping from the natural language description to the functional specification of the desired design.

5.1. THE TASK

Figure 3 shows a sample input specification and Figure 4 shows its corresponding mapping, an SBF description of the desired design.

This simple example illustrates two general problems of natural language understanding that KA must solve. First, the requirement specification in Figure 3 is ambiguous. It states that the "input" to the device is a "small force on the switch", but in this domain, "input" can refer to one of two things, either an external stimulus (i.e. a force on a switch that initiates some causal behavior) or some entity that is transformed by the device (e.g. a substance, such as electricity, consumed by an electrical device). To produce the correct interpretation in Figure 4, KA must determine that in this instance "input" refers to an external stimulus by successfully resolving this lexical ambiguity.

Second, the requirement specification in Figure 3 is incomplete. There is no mention of how the device is to be powered. The description could be specifying a design which uses batteries or one which plugs into an outlet. In order to produce the functional specification in Figure 4, KA must infer that the design should use batteries. KA must effectively resolve the ambiguity and fill in the missing requirement in order to perform the mapping from the requirements specifications in Figure 3 to the functional description in Figure 4.

Consider a flashlight circuit. The function of the circuit is to produce light. The input is a small force on the switch. The output is light of eighteen lumens intensity and blue color.

**FIGURE 3. Text 1—sample requirements specification.**

**FIGURE 4. The output for Text 1—SBF functional specification.**
5.2. THE PROCESS

Briefly, KA achieves this mapping by performing the following actions iteratively. First, it reads a text word by word and sentence by sentence, building a syntactic and conceptual interpretation of the text. Structural and lexical ambiguities encountered along the way are resolved by combining information from lexical, syntactic and conceptual knowledge. The results of this language process is a representation of the meaning of the text in the ontology of the domain captured by the SBF language. For the text in Figure 3, for example, the interpretation is a representation of a tentative functional specification of the device.

Second, the functional specification is sent to the memory process and the comprehension process. The memory process searches the case memory and retrieves a set of cases which at least partially match the tentative functional specification. These retrieved cases are sent to the comprehension process. The comprehension process uses the differences between the tentative specification of the new device and the specification of the retrieved cases (if any) to provide feedback to the language process. This feedback is in terms of the differences between the two specifications.

Third, this feedback is sent to the language process. The language process combines the feedback with its current tentative interpretation, filling missing details. The parts of the current interpretation that are inconsistent with the feedback are re-examined and other alternatives are considered. It is in this way that the recovery from erroneous decisions in the resolution of ambiguities can be made. The language process communicates the results of its decision-making in the form of a new functional specification.

Once this text interpretation is consistent with the design experience, a complete interpretation is produced and sent to the problem solver. Below, we discuss these steps in further detail.

5.2.1. Producing a tentative interpretation

The language process begins by performing a syntactic parse of a sentence in the input. Parsing resolves any ambiguities in the word's syntactic categories and the sentence's syntactic structure. Once this parse has been completed, the concepts denoted by the content words found in the lexicon are sent to the semantic network. Choosing the syntactic categories of words, the parser, in effect, selects the word meanings that will be considered by conceptual processing. Only those concepts that are consistent with the syntactic categories chosen are sent to the semantic network.

After receiving all of the concepts denoted by the content words in the sentence, the semantic network begins by activating a semantic node for each concept. Since lexically-ambiguous words such as "input" denote multiple concepts, multiple nodes are activated by the appearance of words such as "input" in the sentence.

†Words are partitioned into two classes: Function words and Content words. Function words (e.g. Prepositions, Articles, Conjunctions, etc.) are also called closed class words because the addition of new words to the class is rare. Content words (e.g. Nouns, Verbs, etc.) are also called open class words because the addition of new words occurs frequently.
The semantic network identifies relevant conceptual relations between these active concepts (nodes) by *marker passing*, a standard method of inference used in semantic networks (Charniak, 1981; Hendler, 1986; Norvig, 1989). *Marker passing* identifies complex conceptual relations (paths) in the semantic network that connect active concepts (nodes), producing them as inferences. *Marker passing* is achieved by (1) initializing a marker for each active node, (2) sending copies of the marker to all of the nodes that maintain semantic links with the active node, and (3) continuing semantic link traversal until a maximum path length is reached. Semantic links correspond to primitive conceptual relations between concepts (e.g. part-whole relations, instance relations, property relations) and are the basic elements from which complex conceptual relations are formed. Inferences are produced when “marked” sequences of primitive conceptual relations (paths) that connect active nodes are identified. For example, in the network in Figure 5, an inference is generated for the “marked” sequence *(Circuit, instance, Device, part, Function, part, Input, subject, Be, object, Force)* which connects the active nodes *Circuit* and *Force*.

After a set of inferences (paths) has been proposed by *marker passing*, the semantic network begins resolving ambiguities in the interpretation. Ambiguities are marked by the words that evoke them. For example, “input” specifies that any interpretation may include either the concept *input* or the concept *stimulus* but cannot include both. In other words, either the node *input* or the node *stimulus* can appear in the paths that make up the final interpretation, but both cannot. These ambiguities are resolved by *consistency-checking*.† Consistency-checking is done in accordance with the SBF ontology. The semantic network identifies inferences that are deemed inconsistent by its SBF representation, resolves the inconsistency in favor of the inference that has the most in common with the current interpretation, and places the other on the retained list. Retained inferences can be recalled if the situation warrants it.

†See Wilks (1973) for a discussion of how semantic consistency-checking may be used to resolve ambiguity.
SITUATING NATURAL LANGUAGE

To illustrate how this works, consider the network in Figure 5. In this network, there are two inferences that relate the active concepts Circuit and Force. Each contains a concept denoted by “input”. The path (Circuit, instance, Device, part, Function, part, Input, subject, Be, object, Force) contains the concept Input, and the path (Circuit, instance, Device, part, Function, part, Stimulus, subject, Be, object, Force) contains Stimulus. As defined by the SBF ontology and representation, a force cannot be both the input and stimulus to the circuit, so these inferences are deemed inconsistent. The semantic network recognizes this by noting that the paths relate the same two active nodes. This simple method of inconsistency recognition is made possible by the fact that the network is specified in such a way that it conforms to the SBF ontology. The network resolves this ambiguity in favor of the input inference because a number of inferences proposed by the network involve the concept of input but only a few include stimulus. The language process has a set of such heuristics for resolving semantic ambiguities by selecting between paths in the semantic network (Eiselt, 1989). Finally, input is kept in the current interpretation, and the inference containing stimulus is retained as noted by Figure 5.

Once consistency-checking has been completed and the ambiguities resolved, the inferences articulate a tentative functional specification which is consistent, where consistency is defined by the principles of the SBF representation and ontology.

5.2.2. Model-based retrieval and comprehension

The tentative functional specification produced by the language process is sent to both the memory and comprehension process. The memory process searches the case/model memory for a case that most closely matches the given specification. Given the tentative specification discussed in this example, the memory process finds a case that describes a device producing light with color blue and intensity 8 lumens. This is a partial match of the desired device since the specifications differ only in the intensity of light produced. This case is sent to the comprehension process.

The comprehension process compares the tentative specification and the retrieved specification and notes the difference in light intensity. In an attempt to explain what about the behavior of the device causes this difference in intensity, the comprehension process performs a diagnosis on the retrieved case to determine the factors which contribute to the intensity of the output. In doing this diagnosis, the comprehension process uses the causal model of the device, that is, the behaviors that are included in the SBF description of this device.

During the diagnosis, the comprehension process notes the inconsistency between the input described in the retrieved case, “Electricity”, and the input described in the functional specification produced by the language process, “force on a switch”. It suggests to the language process that it is more likely that the “input is electricity”. It also feeds back the suggested functional requirement that “electricity is provided by a battery”.

5.2.3. Recovery from error

The language process accepts feedback from the comprehension process and attempts to incorporate it into its interpretation. For example, in the case of the suggestion that the “input is electricity”, it activates the concept electricity and the path of conceptual relations that connect electricity to input. This is illustrated in
Figure 6. Recovering from error in the semantic network.

Once the feedback has been activated, the semantic network checks the consistency of the new interpretation and resolves any conflicting inferences.

Consider how this works given the network in Figure 6. The semantic network identifies an inconsistency between the “input is force” inference denoted by the path that travels from Circuit through Input to Force and the “input is electricity” inference denoted by the path from Circuit through Input to Electricity. Under the SBF representation, devices may have only one input. Both this inconsistency and the inconsistency between the retained inference “stimulus is force” and the “input is force” inference serve to make the “input is force” inference unlikely. To recover from this erroneous inference, the semantic network places the “input is force” inference on the retained list, recalls the “stimulus is force” inference, and keeps the “input is electricity” active, successfully resolving the lexically ambiguous word “input”. In a similar way, the inference “electricity is provided by a battery” is also incorporated into the current interpretation.

Finally, the language process sends the new functional specification to the comprehension process, which completes its diagnosis and produces a design that satisfies the new functional description of the device.

6. Investigation 2

In the second investigation, we examined whether KA’s design situation and problem-solving methods could help infer the relevance of indirect statements as well as identify relationships between design details underspecified in the natural language surface form. In this investigation, we sought to take advantage of (1) KA’s memory of case-specific SBF models, (2) KA’s model-based adaptation
The system shall consist of two computer elements interfaced to each other over an XXXX link. Computer A shall send a K byte request packet to Computer B every M seconds. In response to the request packet Computer B shall send a L byte response packet back to Computer A. Packet encoding is N bit ASCII.

**FIGURE 7.** Text 2—sample requirements specification.

capability, and (3) KA's model-based diagnosis capability in extracting both a functional and a structural specification from a requirements specification. Our results indicate the following benefits:

- Using case-specific SBF models as the starting point for the interpretation of a requirements specification enables the language process to identify the relevance of statements that, on the surface, appear to be irrelevant to the design requirements.
- Model-based adaptation prevents missing "the big picture" by fashioning a functional specification from a disparate set of requirements that do not directly make statements about the function of the device to be designed.
- Using KA's SBF models and diagnosis capability ensures that critical relationships between design details that are left unarticulated in the written requirements are identified and that these relations impact the structural specification extracted from the text.

6.1. THE TASK

In the current investigation, we focused on extracting the critical features from ill-specified texts such as that in Figure 7. Its corresponding SBF description appears in Figure 8.

**FUNCTIONAL SPECIFICATION**

| INPUT: SUBSTANCE: request-message | SIZE: K byte |
| OUTPUT: SUBSTANCE: response-message | SIZE: L byte |

**STRUCTURE**

- COMPONENT: computer A
- COMPONENT: computer B
- COMPONENT: link
- BAUD-RATE: Z

**FIGURE 8.** The output for Text 2—SBF functional specification.

† Specific design details have been masked to protect proprietary information of our sponsor, Northern Telecom, who supplied this example as a test case.
To successfully understand the passage in Figure 7 as a design specification, one must be able to determine the function of the device being described, its inputs, and its outputs. However, none of these characteristics are explicitly described in the text. The text describes the device (referred to as "the system") in terms of its components (e.g. "computer A", "computer B"), their connectivity (i.e. "Computer A shall send ... to Computer B") and types of information they transmit (e.g. "request packet"). Nothing is stated about the function of "the system". Its inputs and outputs are not even referred to. To achieve the mapping from the English description in Figure 7 to the functional specification in Figure 8, KA must be able to generate functional requirements from alternate information sources, using the information provided in the text (e.g. K byte request packet, L byte response packet) as constraints on the generation.

Before KA can use this information to constrain generation, however, it must determine its relevance to the function of the device. In the text, it is unclear what a "request packet" and a "response packet" have to do with the function of the device. On the face of it, they appear to have no relevance to the device's inputs and outputs, being simply relegated to its internal workings. An understanding of "requests" and "responses" reveals, however, that these information packets are the inputs and outputs of the device, as indicated in Figure 8. If KA is to make use of such indirect statements about functional requirements, it must use its specific, episodic knowledge about computing networks to infer that a request message passed from one computer to another is the input to the system, and the message sent in response is the output.

Although the text devotes significant attention to design details such as the frequency of transmission "every M seconds", the size of the request packet "K byte", and the size of the response packet "L byte", it leaves the relationship between these details unspecified. Identifying the relationships between these design details is critical to producing a successful design. Using the frequency of transmission in combination with the size of the information packets, KA can infer the appropriate baud rate for the link between the system's two computers. Without this baud rate specification, KA may select a link that is too slow, producing an unusable design, or it may select a link that is much faster than needed, producing an expensive and possibly unbuildable design. If a competent interpretation of this text and a successful design solution are to be produced, these design details must be combined into a coherent specification of the "XXXX" link's baud rate.

6.2. THE PROCESS

To produce the specification in Figure 8 from the text in Figure 7, KA must generate a functional specification that is constrained by the information provided in the text. To make use of this information, KA must infer the relevance of indirect statements, and combine detailed design requirements into coherent specifications.

Briefly, KA performs the mapping from the text in Figure 7 to the functional specification in Figure 8 in the following manner. First, using its memory of past design cases and case-specific SBF models, KA employs a complete SBF model as a baseline from which the relevance of indirect statements about the function of the device can be inferred. The memory process extracts a relevant model from its
case/model memory using the bits and pieces of a tentative interpretation produced by the language process and sends it to the comprehension process. This model is fed back to the language process. Using this model, as baseline, the language process employs its inference generation capability (i.e. marker passing) to identify the relations between the feedback and the concepts specified by the text. Once the language process has finished its inference generation, it produces a tentative functional specification of the design which is sent to the comprehension process.

Second, KA performs model-based adaptation on the SBF model, generating a new case-specific SBF model that is consistent with the information provided in the tentative functional specification. The comprehension process identifies distinctions between the tentative functional specification and the SBF model. Then, it uses these distinctions to modify the SBF model. During adaptation, the comprehension process modifies only those aspects of the stored model that conflict with the tentative specification. This leaves a significant number of design details unaffected. In effect, design details are transferred from the stored SBF model to the new device model.

Third, during adaptation, KA identifies those distinctions that require changes to the new device's structure and adapts the tentative design specification accordingly. The comprehension process notes differences between the stored device model and the tentative functional specification, such as a difference in output and input that may require changes in the structure of the new device. To accommodate these changes, it selects generic modification plans that modify the device structure. Model-based diagnosis is performed on the stored device model, and the necessary modifications to the device structure are determined. Using the products of model-based diagnosis and the selected generic modification plans, the comprehension process adapts the tentative design specification such that it includes a structural description that is consistent with the functional specification.

Once this process of adaptation is completed, the new design is sent to the problem-solving process for verification and possibly further design. Then this new case is stored in KA's memory of case-specific models for later reuse. Below, we discuss each of these steps in detail.

6.2.1. Inferring the relevance of indirect statements
The memory process begins by sending a relevant SBF model to the comprehension process which feeds it back to the semantic network in the language process. The semantic network activates the model's corresponding concepts and conceptual relations. For example, in the subsection of the semantic network displayed in Figure 9, the concepts Old-Device, Y Byte, Response message and Response and the primitive conceptual relations that relate these concepts (e.g. parameter, instance, part) are activated by feedback from the Comprehension process.

Much like the previous example, the input is then parsed and the content words of each sentence are passed to the semantic network, which initiates marker passing at each word's corresponding concept. Using the feedback as a bridge, the semantic network identifies conceptual relations between the concepts activated by the text and constructs a new set of inferences. The new inferences relate concepts specified in the text to the functional specification of the new device. Finally, a tentative
6.2.2. Generating a new functional specification

Given a tentative and underspecified functional specification produced by the language process, the comprehension process compares the SBF model and this underspecified functional specification to determine the distinctions between the two device descriptions. It notes distinctions that are extremely significant, such as the functional specification of the new device is produced from these new inferences and sent to the comprehension process.

To see how the feedback acts as a bridge between the concepts activated by the text, consider the subsection of the semantic network displayed in Figure 9. In this semantic network, the concept L byte is activated by the appearance of “L Byte” in the input text in Figure 7, Response is activated by the appearance of “response”, and New-Device is activated by the appearance of “system”. Using only these active concepts, the semantic network would be unable to identify critical conceptual relations such as those between L byte and the Output of the New Device because the active concepts L byte and New Device are only distantly related to each other. Basing its decision on the length of the path between the two concepts, the semantic network would deem it unlikely that the text intends to relate these concepts without further evidence.

However, when the semantic network begins with feedback-activated concepts such as Response message, conceptual relations such as those between L byte and New Device, as well as those between Response and New Device, can be identified. The concepts activated by the text are more closely related to the concepts activated by feedback than they are to each other, so the semantic network can identify conceptual relations between the text-activated concepts and feedback-activated concepts (as indicated by the active paths in Figure 9). This produces inferences that serve to relate the text-activated concepts, inferences that identify the relevance of concepts such as Response and L byte to the function of the New device.
distinction between the sizes of the response package \((L \text{ bytes vs. } J \text{ bytes})\), and those that are less significant, such as the difference in the names of the components \((A \text{ vs. } C)\).

Once all of these distinctions have been collected, the comprehension process begins adapting the stored SBF model. It modifies the component names such that they are consistent with the new functional specification, changes the sizes of the response package and request package, etc. In doing so, it transfers a large amount of the SBF model of the known device to the SBF model of the new device. For example, it transfers the types of the components in the old device to components of the new device. The result is that all of the design details are filled in, and a significant number of assumptions are made. The comprehension process assumes that the new device has the same behavioral descriptions as the stored device and the same structural description.

6.2.3. Identifying relationships between design details
During the adaptation of the stored SBF model, the assumption that the structural specifications of the new and stored designs are equivalent is examined. The comprehension process considers each of the differences it has identified between the new specification and the stored specification, looking for those differences that may require modifications to the device structure. Differences that are particularly relevant are differences in device inputs and outputs. For example, in this example, the distinction between the size of the new design's output and the stored design's output \((i.e. L \text{ bytes vs. } J \text{ bytes})\) imposes new constraints on the structure of the new design. The comprehension process collects these differences and orders them with respect to their priority.

Examining them in order of their priority, the comprehension process retrieves generic modification plans that rectify the differences between the new design specification and the stored design specification by adapting the stored SBF model. Generic modification plans are selected by the type of differences they reduce. In achieving their ends, generic modification plans manipulate, delete and augment device structure. They include component replacement, substance substitution, parametric modification, component deletion and component insertion and cascading.

After the comprehension process has received the generic modification plans from the memory process, it begins to diagnose the new model's failure, in this particular example, its failure to produce the desired output. It is during diagnosis that the comprehension process recognizes the relationship between the design details \(\text{every } M \text{ seconds} \text{ and } L \text{ byte response packet}\). The comprehension process correctly assumes that since the new design specification identifies an output which differs from the stored specification, the new design's current structural specification will fail to produce its specified output. The design produces the output of the stored design because the comprehension process has assumed that they have equivalent structural specifications. While investigating the causes of the new design's failure, the comprehension process identifies the relationship between the frequency of transmission \(\text{i.e. every } M \text{ seconds}\), the size of the response packet \(\text{i.e. } L \text{ bytes}\) and the baud rate of the link component. Using the qualitative relations specified in the stored SBF model, it notes that the baud rate of the link component limits the
amount of information that can be transferred at a particular frequency. It concludes that the baud rate of the current link component is too low and that increasing the baud rate of this component would provide for the size of the response packet in the new design and the desired frequency of transmission.

Given the diagnosis and the generic modification plans, the comprehension process "repairs" the structural specification of the new design, using component replacement. It replaces the link component in the stored SBF model with a link component that has a higher baud rate. This modification appears in the specification of structure in Figure 8.

7. Investigation 3

Natural language texts are used to achieve a variety of communication goals at different stages in the design process. For example, at later stages in the design, customers use English texts to communicate feedback to designers. Understanding these texts is essential for redesigning a product to meet customer needs. In keeping with our goal of "situating" natural language within design, our third and most recent investigation examined whether KA could interpret design feedback as well as design requirements.

We chose a problem in the design of a reaction wheel assembly for the Hubble space telescope and examined KA's ability to understand user feedback. We demonstrated that KA was in fact able to understand such user feedback and use the information it could extract from the feedback to redesign the reaction wheel assembly. This cost effective redesign was made possible by:

1. KA's repertoire of plans for incremental redesign to correct the malfunction; and
2. KA's ability to precisely identify the part of the design that is to blame for the malfunction.

This investigation demonstrated that KA's theory of situated natural language understanding that was effective in understanding initial design requirements also serves to accomplish interaction with the customer and iterative redesign to meet customer requirements. This successful demonstration shows the extensibility of KA's theory of situated understanding.

7.1. THE TASK

In this investigation, we focused on interpreting and acting upon user feedback. The task is to redesign a malfunctioning component given feedback written in English text. This overall task decomposes into language interpretation and redesign. Given a description of an undesired output of the device and a model of the device's structure, function and behavior, the redesign task is to modify the structure of the device so that it does not produce the undesired output. So as to successfully interpret a passage as a redesign problem, the system must be able to identify the
relevant device and produce a description of the undesired output. A description of the undesired output includes identifying the device component that produces this output and a description of the output in terms of the relevant substance properties.

Let us consider the specific problem we examined in this third investigation: redesigning the Reaction Wheel Assembly (RWA) aboard the Hubble Space Telescope (Keller, Manago, Nayak & Rua, 1988). The Hubble Space Telescope contains four RWAs; a small portion of one is shown in Figure 10. The desired function of the RWA is to make the telescope point at a chosen area of the universe. The structure of the RWA consists of a rapidly spinning rotor mounted on a shaft. The functioning of the RWA is based on the law of conservation of angular momentum. The direction of the telescope is changed via a signal from Earth sent to the motor which changes the amount of power supplied to the motor. This causes a change in the motor's angular momentum which in turn affects the angular momentum and angular velocity of the shaft. Due to the conservation of angular momentum, the angular momentum of the telescope as a whole changes in the opposite direction. When the telescope nears its desired orientation, a change in the angular momentum of the telescope in the opposite direction reduces the telescope's angular velocity to zero. The vector sums of the angular momentum imparted by the four RWAs enable a rotation of the telescope about any axis.

A common problem in the operation of devices like the RWA arises due to friction in the bearing assemblies. The load on the bearings due to the rapid spin of the rotor causes deformation of the bearing balls which results in increased frictional forces in the bearing assembly. This causes generation of heat in the bearing assembly. The increased temperature in the bearing assembly is an extremely undesirable behavior.

In our third investigation, we examined this redesign problem, taking the text in
The ball bearings in the RWA generate an excessive amount of heat.

**Figure 11. Text 3-sample requirements specification.**

Figure 11 as the typical type of feedback that a user would provide. To produce the appropriate redesign specification given the sentence in Figure 11, KA must identify that:

1. The relevant device is the RWA.
2. The components producing the undesired output are the ball bearings.
3. The undesired output is heat, whose magnitude is too high.

### 7.2. THE PROCESS

KA performs the mapping from the user feedback in Figure 11 to the specification of the undesired behavior. It reads the sentence word by word and builds a syntactic and conceptual interpretation of the sentence. The result of this language process is a representation of the meaning of the text in terms of the SBF language.

Next, diagnosis determines the component parameter that is responsible for the undesired behavior and the parameter modification desired. In the RWA example, the diagnosis accepts as input a specification of excessive heat at the bearing assembly and returns as output the component parameter, the size of the ball bearings, and the parameter modification desired, an increase in the size of the ball bearings.

Third, the repair task replaces the component with a component that has the desired parameter value. In the RWA example, this task replaces the old ball bearings, thereby redesigning the RWA to eliminate the problem of excessive heat in the bearings, which was noted by the user in the feedback.

### 8. Discussion

The current implementation of KA is able to extract both functional and structural specifications from design requirements or from user feedback written in English. To do so effectively, it overcomes many of the difficult problems that face any natural language understanding system. It can resolve semantic and syntactic ambiguities, correctly infer unarticulated statements, identify the relevance of indirect statements, determine the unspecified topic/theme of a passage from its constituent statements, and combine disparate statements into coherent interpretations.

We have tested the KA system with examples of design specifications and user feedback in several different domains, including electrical circuits, computer networks and mechanical dynamic systems. Many of the texts used in these tests, such as the one in Investigation 2, came from real-life examples from the industry. We have investigated similar domains in our ongoing work on design (Goel, 1991a, b; Bhatta & Goel, 1992, 1993), where we have demonstrated that our design
system can acquire knowledge about new devices in the form of cases and models as a result of design problem solving. Since KA has been shown to provide solutions to problems (such as ambiguity) in understanding design specifications of new (yet related) devices by using such previously acquired design knowledge, its methods for language understanding in the design situation show a strong promise of bootstrapping and scalability.

Apart from providing a new approach to attacking the natural language understanding problem, the task that KA addresses is also a problem of high practical relevance. There is a great need to build automated systems that can take design specifications for both physical hardware and software “devices” and represent them in formal ontologies that are comprehensible to the designers no matter whether they are human design teams or automated design systems or computerized design aids. KA is a demonstration that it is possible to build such systems. In addition, KA’s ability to infer unarticulated requirements from its cases and models makes it a useful model of making sure that the “common” design knowledge that is supposed to be shared between customers and designers in each domain is included in the design process, thereby reducing customer dissatisfaction and the need for expensive redesign at later stages.

8.1. A CRITIQUE OF KA

However, our work also raises certain issues, the addressing of which is part of ongoing work in the KA project. These issues are representative of the open problems that exist in the field of natural language understanding and, more generally, artificial intelligence. They involve limitations in both the input that KA can accept and the outputs that it can produce. The system’s representations also have some limitations. In addition, restrictions on interaction limit the extent to which system components can avail themselves of the system’s resources. In the hope of clearly elucidating the capabilities of our work, as well as its limitations, in this section we discuss each of these problems and their impact. We close with a short summary of recent work within our research group that has sought to remedy these problems and outline our research plans for addressing them in the future.

8.1.1. Input

While KA is able to master many of natural language’s lexical and structural ambiguities and ascertain aspects of meaning that are left unarticulated in texts, certain classes of natural language discourse remain beyond its reach. KA’s method of resolving ambiguity relies on a text that is internally consistent. Single interpretations are produced when their alternatives are found to be inconsistent with a combination of linguistic evidence and the evidence provided by KA’s memory of case-specific models. It is certainly possible, however, for the text to be internally inconsistent. Design specifications may describe a conflicting set of requirements that prevent a consistent interpretation. In this case, KA should communicate these inconsistencies to the user, and possibly pursue an interpretation that reflects a consistent subset of the text’s content. Such a capability is beyond the current scope of our work.
Although KA is able to produce both functional and structural design specifications given design specifications written in natural language, there are some types of design information that it is unable to deal with. Examples include design requirements, which are typically part of design specifications that customers provide.

8.1.3. Representation
The semantic network representation used in the language process gives it the ability to precisely articulate the SBF representation and ontology in such a way that inconsistencies in the interpretations can be easily recognized. However, this precision has its associated cost. The representation affords little generativity. All of the concepts and the relations that hold between them must be explicitly articulated. We would like KA to be able to extract automatically some of this knowledge in the semantic network from the cases and models it acquires through its design problem-solving experiences.

8.1.4. Interaction
The KA architecture ensures that productive interaction occurs between the system components. The memory process lends its ability to select the appropriate case-specific device models to the language, comprehension and problem-solving processes; the language process provides cues that assist the comprehension process; both the comprehension and problem-solving processes share many of the same methods. However, the architecture does still maintain a few well-demarcated boundaries that decrease the effectiveness of the system. For example, communication between syntactic parsing and semantic inference is overly restricted. We would like semantic inferences to have a greater effect on syntactic decision-making, and to increase the influence that syntactic decision making has on semantic inferences.

8.2. RECENT WORK
In recent work in natural language processing, we have sought to rectify some of the problems above. Members of our research group have developed a model of sentence understanding that uses semantic inferences to avoid and recover from errors in syntactic parsing (Eiselt, Mahesh & Holbrook, 1993; Mahesh, 1994; Mahesh & Eiselt, 1994). Others have developed a model of sentence understanding that uses syntactic evidence to infer semantic interpretations (Peterson & Billman, 1994).

9. Related work
Our work is related to five different bodies of research in natural language understanding: situated natural understanding, integrated representations for natural language understanding and problem solving, Conceptual Information Processing, the understanding of natural language descriptions of physical devices, and the
modularity of "Mind". Below, we describe the relationships between these bodies of work and our own.

9.1. SITUATED NATURAL LANGUAGE UNDERSTANDING

Our research was inspired in part by Winograd's SHRDLU system (Winograd, 1973), which was one of the first successful systems to situate language understanding in problem solving. SHRDLU formed plans for actions in a simulated blocks world based on its interpretation of external commands expressed in English. It explored certain interactions between language understanding and planning, and demonstrated the methodological usefulness of exploiting the constraints imposed by planning on language understanding, and vice versa. Of course, SHRDLU also suffered from a number of well-known problems. For example, it assumed a closed world, it represented knowledge procedurally, it lacked the capability of abstract reasoning, and it also lacked sufficient control over processing.

Since the construction of the SHRDLU system in the late 1960s, research in Artificial Intelligence has led to a large collection of new results in the areas of representation of knowledge and control of reasoning. For example, languages for descriptively and explicitly representing models of a physical situation, and methods for revising stored models to meet the specifications of new situations, are of relatively recent origin. We believe that the necessary technologies are now ripe for once again investigating situated language processing in the context of problem solving. Specifically, our research seeks to explore and exploit the use of the design situation for natural language understanding.

9.2. INTEGRATED REPRESENTATIONS FOR NATURAL LANGUAGE UNDERSTANDING AND PROBLEM SOLVING

Several attempts have been made to integrate natural language and problem solving using a common representation for both language comprehension and reasoning (Rieger, 1976; Simon & Hayes, 1979; Charniak, 1981; Wilensky, 1983; Beck & Fishwick, 1989). Our work continues in this direction by applying functional models and reasoning to the understanding process. The same ontology is used for understanding natural language and reasoning about devices. It is noteworthy, however, that in the past, common representations for language understanding and problem solving have generally implied a unified process for the two tasks. That is, the same process over the same representations is used for both language-understanding and problem-solving tasks. Our work differs in that, while we use a common ontology, the processes for language understanding and problem solving are not identical nor even equivalent. While the language-understanding and problem-solving tasks in KA support each other and share some subtasks and subprocesses (e.g. memory retrieval), they are distinct in the subtasks they set up and the processes they use.

The goals of Grishman's PROTEUS system (Ksiezyk & Grishman, 1989), which comprehends failure reports, are not unlike our own goals. PROTEUS, however, did not implement diagnosis and repair. More importantly, language understanding in PROTEUS is driven merely by the templates they wish to fill. We are developing
a more general theory of language and applying it to extract the information we need for the design process.

9.3. CONCEPTUAL INFORMATION PROCESSING

Many language understanding theories have used high-level knowledge structures to guide the understanding process. Schank and Abelson (1977), for example, described the use of stored scripts. The script theory represented knowledge about stories as well as story interpretations in terms of temporally-ordered sets of events. It was employed in a story understanding system called SAM (for Script-Applier Mechanism; Cullingford, 1978). SAM identified the temporal relation between two events by assuming that the linear sequence of sentences in a story corresponded to the temporal ordering of events. SAM's ability to apply scripts and produce interpretations depended critically upon this seemingly simple assumption. In KA, we make no such assumption about temporal correspondences between the discourse and the knowledge structures.

In her work, Lehnert proposed an object representations called "Object Primitives" which assist in making inferences about objects described in natural language texts (Lehnert, 1978). Although there is merit in this object-centered representation, in our work we have found causal relations between substances and components as well as the casual behaviors of devices to be much more effective aids in resolving problems in natural language understanding.

Other work in conceptual information processing has proposed theories of language understanding with an even stronger reliance on specific knowledge structures (Wilensky, 1978; Lebowitz, 1980; Dejong, 1983; Ram, 1989). While these systems have demonstrated deep understanding abilities in small domains, they have not shown how each of the many types of knowledge structures they need for language understanding (Lehnert, 1978; Martin, 1990) can be acquired without being hand-coded. As a result, this class of systems for language understanding shows little promise for bootstrapping or scalability.

9.4. UNDERSTANDING NATURAL LANGUAGE DESCRIPTIONS OF PHYSICAL SYSTEMS

While we believe that our approach to language understanding in the design situation is quite novel, it is not the first time that researchers have tied text understanding to models of physical systems. Lebowitz's RESEARCHER (Lebowitz, 1983), for example, read natural language texts in the form of patent abstracts, specifically disk drive patents, and updated its long-term memory with generalizations made from these texts. What RESEARCHER stored in its memory was a generalized representation of a disk drive, consisting of a topographic model of the disk drive which specified its components and the topographic relationships among them. RESEARCHER's knowledge representation scheme was oriented toward objects and their topographic relationships, which was a departure from most natural language understanding systems of that time, which had typically focused on actors, events and causal relationships. RESEARCHER then used this knowledge to aid in the top-down understanding of additional patent texts. However, RESEARCHER's emphasis on components and topographic relationships left it unable to build causal models of the mechanisms described. In other words,
RESEARCHER effectively knew how a disk drive was constructed, but it did not know how it worked.

Dyer, Hodges and Flowers (1987) and Hodges (1993) describe EDCA, a conceptual analyser which serves as a natural language front-end for EDISON, a naive design problem solver. ECDA uses knowledge of the function of physical devices to produce an episodic description of a device's behavior as described by an input text. This episodic description can then be used to generate a new device model to be integrated into long-term memory. The result is a much more comprehensive understanding of the device's functionality than was possible with RESEARCHER, but EDCA's analysis of the device description is not fully integrated with the process for generating new device models and incorporating them into memory. EDCA, in other words, is but a front-end to EDISON.

As Selfridge (1989) notes, separating the process of analysing the input from generating and incorporating the new model is misguided—the process of understanding a device description is the process of building and incorporating a causal model of that device. This is the approach that we have followed in our work, and this approach led us to the KA system which, we believe, corrects the shortcomings of both RESEARCHER and EDCA.

9.5. MODULARITY OF MIND

As well as providing a viable model for solving problems in natural language understanding, our work also addresses a contentious issue in cognitive science, viz. the modularity of "mind". Although it seems clear that language understanding requires cognitive abilities far beyond those that pure linguistic knowledge permits, it is unclear in what manner, if any, linguistic and non-linguistic processes interact. Advocates for the modularity of "mind" have argued for a very limited form of interaction (Fodor, 1983; Jackendoff, 1987). Others have contended that the interaction is so open-ended as to make any boundaries between linguistic processing and the other cognitive processes insignificant (Marslen-Wilson & Tyler, 1989). We propose a modular processing architecture that contains separate language-understanding and problem-solving components. These components interact in at least two significant ways. They share common knowledge, and they communicate the results of their reasoning to each other.

What lessons regarding the modularity of "mind", even tentative ones, can be drawn from our work on KA? KA certainly is modular, but the nature of the modularity depends on the level at which it is analysed. Modularity in KA can be viewed at the levels of task, process and knowledge, and representation. At the task level, "language processing" and "problem solving" are distinct modules, characterized by the types of information they take as input and give as output. At the next level, some of the processes are task-specific but others are shared. Language processing and problem solving, for example, are both informed by the same memory processes which retrieve episodic and conceptual information. Similarly, some of the knowledge is task-specific and some of it is shared. Only the language processes use lexical and syntactic knowledge, and only the problem-solving processes use knowledge of the repair plans used for redesigning devices. On the other hand, both the language and problem-solving processes employ functional
and causal knowledge of devices. Finally, at the level of representation, the language and problem-solving processes share the same SBF ontology for representing conceptual knowledge. Thus, from the viewpoint of KA, the issue of modularity is much more complex than either the orthodox "modularists", such as Fodor and Jackendoff, or the "non-modularists", such as Marlen-Wilson and Tyler, suggest.

10. Conclusions

At one level of abstraction, our work on KA leads to the following conclusions regarding the use of the design situation for natural language understanding:

- Ontologies and knowledge structures available in the design situation (and in intelligent design systems) can be used to resolve ambiguities in natural language inputs to the design system.
- Unarticulated design requirements can be inferred from past design problems described in case-specific SBF models.
- The relevance of indirect statements to design requirements can be inferred by using case-specific SBF models as the starting point for the interpretation of a requirements specification.
- A coherent functional specification can be produced from a disparate set of written structural requirements by applying model-based adaptation to case-specific SBF models.
- The above solutions can all be implemented in an integrated yet modular architecture in which different "modules" interact with each other by communicating their results and decisions with each other. Natural language understanding requires such an iterative cooperation between language-specific and non-linguistic reasoning processes.
- All of the knowledge structures needed for the above solutions (apart from the basic ontology of devices and the lexical entries and meanings of new words) can be acquired from previous design problem solving experiences of the system.

Our work on KA provides solutions to the classical problems of language understanding. Building useful systems with an ability to understand "real" natural language input has been an elusive goal for many years now. Well-known problems, such as ambiguity, indirectness and incompleteness of natural language inputs, have thwarted efforts to build natural language front-ends to intelligent systems. KA solves these problems by exploiting the knowledge and problem-solving processes in the situation of designing simple physical devices. In addition, since the types of knowledge structures used by KA can in fact be acquired by the results of the very problem-solving processes that the system performs, we have shown that KA can be bootstrapped to understand design specifications and user feedback about new devices using the knowledge structures it acquired for similar devices it designed previously. We strongly believe that such an approach to situated natural language understanding, where a problem-solving situation, such as device design, provides the knowledge that is needed for language understanding, is the right way to pursue research in building scalable intelligent systems with useful abilities to interact in a natural language.
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Abstract

In this paper we present a vision of computer-supported collaborative learning through solving generative problems - problems that promote open-ended inquiry and have multiple solutions. This vision stems from a novel and evolving approach to collaborative learning that we are developing at the EduTech Institute. This approach is based on the following premises: that learning is facilitated by generative problem solving, collaborative work and use of multiple cases; that learning and skill acquisition need to be, and can be, scaffolded through software; and that a computer environment which integrates a shared and structured electronic workspace with a full variety of functionalities can effectively support all of the above. We describe this approach and the architecture of the corresponding computer environment. This environment is designed to serve three critical functions: provide a shared workspace for students, facilitate inter- and intra-group collaborative work, and make available the tools and resources that students need for problem solving and learning. The software components of the environment that have already been implemented are described. In the final section we frame ongoing and planned research and development efforts in terms of the characteristics desired of such an environment and ways of assessing its impact.
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1. Introduction

Too often, classroom instruction provides students with many bits of knowledge that they are never able to assemble and apply in productive ways, particularly outside the classroom walls. One reason for this is the focus of traditional schooling on learning isolated facts in compartmentalized disciplines. Not surprisingly, this knowledge often cannot be transferred to real-world problems. Theories of constructivism and situated cognition suggest that for learning to be useful the learner needs to be actively involved in constructing new knowledge within meaningful contexts, not merely absorbing it. Furthermore, learning is enhanced by group-oriented collaborative work, reflection and articulation. These are therefore the central premises of a multidisciplinary approach to structuring learning within the context of case-based instruction that we are developing at the EduTech Institute. This approach is called Multiple Case-Based Approach to Generative Environments for Learning (McBAGEL).

Three factors distinguish this approach: (1) The use of generative problems to promote learning. Generative problems are those that motivate open-ended inquiry, whose solutions require synthesis, which have multiple solutions, and which, therefore, promote the generation, evaluation and combination of ideas in the course of problem solving. The type of generative problems that we use are design problems. (2) The use of multiple cases provided by computer-based case libraries as knowledge sources to aid problem solving. (3) The emphasis on software-scaffolded and group-oriented collaborative work in and out of the classroom.

We are designing a computer-based learning environment that we expect students to use as a workspace for conducting work as part of this approach. The architecture of this environment and its components is the main topic of this paper. However, since the environment's role is to support collaborative learning in the context of generative problem solving, a discussion of the approach and the educational philosophy behind it precedes the description of the computer environment. Then, software components of the environment that have already been designed, implemented and used in classrooms of Georgia Tech are described. In the final section we frame ongoing and planned research and development efforts in terms
of the characteristics desired of such an environment and ways of assessing its impact.

2. Educational Framework

Our approach is based on a synthesis of ideas on learning and problem solving from the fields of education, cognitive psychology and artificial intelligence. This approach is based on the following five central tenets.

(1) Learning is enhanced by problem solving. Learning is more effective when it occurs through activities associated with solving generative problems (e.g., identifying and formulating the problem, generating alternatives, evaluating, decision making, reflecting, and articulating) rather than through transmission models of instruction. Design, by its very nature, is a generative activity. Therefore, design-oriented problems are particularly effective for technical domains like engineering and architecture and may well provide effective anchors for math and science learning.

(2) Collaborative work is central to learning. Students are expected to solve problems and do assignments in groups. Group-oriented work, in and out of the classroom, is important both in facilitating learning and in preparing students for today's multidisciplinary team-oriented workplaces. As students work in collaborative groups, they are forced to articulate and reflect upon their thinking, leading to an appreciation of the importance of distributed cognition [14] as well as enhancing learning and subsequent transfer [3]. Collaborative work allows students to successfully tackle problems more complex than what any one group member could do alone.

(3) Access to multiple cases will facilitate flexible learning. Providing students with access to multiple cases that contain information-rich and contextualized descriptions of specific situations set within the broader context of a course can significantly impact learning and transfer. The availability and use of multiple cases during problem solving facilitates learning new knowledge, and supports the adaptation and transfer of previous solutions to the current problem [11]. It is expected that by revisiting design skills through numerous cases, flexible transfer of these skills will be supported [20]. Intelligent computer-based case libraries can provide students with not only such access but also means of flexibly navigating among cases and parts of cases.

(4) Learning and the acquisition of problem-solving skills need to be scaffolded. The experiences implementing effective problem-based learning environments teach us that solving real-world problems requires scaffolding, i.e., help from facilitators, knowledgeable experts, and the learning environment [12, 18]. The goals of scaffolding are to enable students to carry out a reasoning process or achieve a goal that they would not be able to do without help, and to facilitate learning to achieve the goal without support. The scaffolding of different skills can be provided through software, by appropriately utilizing multimedia and tools such as collaboration software, simulation and visualization programs, decision-support systems and smart case-libraries.

(5) A shared electronic workspace that seamlessly integrates a full variety of functionalities for the above will enhance learning. This workspace will tie together tools that students will use while solving problems, collaborating, and perusing multiple cases. It is also an ideal vehicle for providing adaptive software-realized scaffolding of various skills. Finally, it will encourage both synchronous and asynchronous collaborative work among students. Such an integrated yet flexible computer-based learning environment that the students use as a "professional workspace" is a central component of our approach.

We want to situate classroom learning in information-rich contexts that afford opportunities for problem formulation, exploration and discovery. Students will work on problems for extended periods of time, reflecting and articulating on both the process and the product. Case libraries will provide them with both relevant data and specific solution strategies in the domain of instruction, all within the context of complex and realistic real-world problems. The problems students have to solve and the cases that are made available to them serve as anchors for learning. Collaborative, reflective and articulative activities, aided by the tools and cases provided by the computer-based learning environment, should improve the students' knowledge, problem solving skills, and self-directed learning skills. Cases, being rich knowledge structures that explicate both conceptual and strategic knowledge, will allow the students to master concepts, principles and strategies in the course of attempting to solve problems. The collaborative nature of student activities should facilitate the construction of new knowledge since it encourages articulation and intra-group communication. Our approach is designed in particular to address the following three issues:

Cognitive Flexibility and Transfer. Consideration of a single case leads to inflexibility of the acquired knowledge and strategies [22]. Rather than having students focus on a single case, our intention is to have students revisit ideas from multiple cases both through the design problems that students work on and the design cases in the case libraries. We believe that by having students analyze multiple cases, and by having them reflect on how these cases are similar and different to the problems they are solving, more flexible knowledge should be constructed. The cognitive flexibility theory [20] supports this prediction.

Collaboration. Collaboration is a key piece of our approach. Research on collaborative learning shows
that learning while solving problems in groups facilitates the learning of articulation skills, makes learning more effective for all group members, and allows students to successfully tackle problems more complex than any one group member could individually solve [3, 14, 17]. Moreover, the collaborative discussion that occurs is important for student learning because it activates prior knowledge, thus facilitating the processing of new information [2, 19]. On the other hand, Blumenfeld et al. [1] suggest that students may have more motivation to learn but make less use of learning and metacognitive strategies. In addition students may not have the skills to benefit from collaborative work. Therefore it is important to help students to collaborate well together in order to make collaborative learning work well. Aspects of our approach - the division of the student body into small groups, the complexity of the design problems that the groups will tackle, and the use of collaboration software to scaffold communication and cooperative work - are all intended to overcome these limitations and enhance the benefits of group-oriented learning.

Reflective Articulation. Two important aspects of our approach are articulation and reflection. There are several forms of reflective articulation including generating analogies [10], predicting outcomes of events or processes [21], developing questions about the learning materials [10], and self-explanations [4]. Studies suggest that reflective articulation can enhance retention, elucidate the coherence of current understanding of the problem being solved, develop self-directed learning skills, and provide a mechanism for abstracting knowledge from the content in which it was learned, thus facilitating transfer. It is very important to provide two levels of articulation - individual and group - in a collaborative learning environment. Also, it is not just articulation by itself that is important, but it is the specific kinds of articulations that engenders reflection - reflective articulations - that lead to enhanced understanding. The goal of reflection is to analyze and evaluate one's knowledge, learning and problem solving strategies. Several researchers have demonstrated the importance of articulation and reflection in learning. Pirolli and Recker [15] suggest that reflection on problem solutions that focuses on understanding the abstract relationships between problems is related to improved learning. Lin [13] has found that reflection on problem-solving processes leads to enhanced transfer and that technology can be used to scaffold appropriate kinds of reflections. One way that reflection can be enhanced is through the articulation of meta-cognitive knowledge and skills that typically occurs in collaborative discourse.

3. Computer Support for Collaborative Learning in McBAGEL

Figure 1 is a schematic diagram of the architecture of a software environment that we are developing to complement the McBAGEL approach in classrooms. This environment provides an external memory for keeping track of problem specifications, important facts and constraints, ideas about how to deal with the specifications, and learning requirements. The main screen provides several fields for keeping track of multiple sources of information, design alternatives, and further actions to be taken. Space is provided to record the facts and constraints that are important, to record ideas about how to deal with the specifications, and to keep track of what else needs to be learned, what information needs to be collected, and what actions need to be taken. Together, these windows allow the student to see where s/he is now, where s/he has been, and where s/he is going. This screen can be used as an individual workspace or as a shared workspace for the group. The main screen also provides access to other resources and tools that students need to solve the design problems: case libraries and other information resources; tools for simulation, visualization, decision making etc.; a tool for inter- and intra-group communication, collaboration, and multimedia document sharing; and a set of basic tools such as document processing programs, drawing/painting programs and spreadsheets.

The problem screen provides easy access to the evolving problem description. This screen begins with a minimal description of the design problem presented to the students. Details emerge as they inquire about additional information about constraints, material resources and functional issues regarding the design.

The collaboration window allows students to enter into a collaboration environment that provides much more than mere communication facilities. It will
provide an ability to enter into structured discussions on different topics pertaining to the class and the problem at hand as well as to share multimedia resources with other members of the group and class. A user will be able to browse through past and ongoing discussions which are presented in a structured format to allow easy topic-based, time-based or author-based browsing, and to contribute to those discussions by constructing and sending different types of messages. This collaboration facility will be made available to not only students, but also to teachers. It will provide teachers with a means to collaborate in conducting a course and to share experiences and learn from each other. It can also be a vehicle for student assessment based on their collaborative interactions.

In addition to providing a work environment, this system makes available scaffolding to help novices with design, collaboration and reflection. Design scaffolding will vary as a function of the design stage students are working on. For example when the students are working on problem formulation, the software will provide coaching to help them understand what is involved in this stage; e.g., identifying the problem, formulating the problem, partitioning/decomposing the problem, and framing the problem. The collaboration software will provide procedural facilitation to aid in the development of collaboration skills. Reflection will be facilitated through the articulation that occurs during collaborative problem solving and learning activities.

In summary, this environment will provide means to organize and manage projects from the students' perspective (e.g., the main screen provides for explicitly listing organizational and learning issues) and the teachers' perspective (e.g., tracking student progress and keeping records of student work). In addition, we envision that the environment will be used for research purposes (e.g., archiving data such as the inter- and intra-group communications and resource sharing that took place during a course for later assessment, collecting data to be used for student/group modeling in order to devise better course- and student-specific on-line scaffolding and coaching methods, etc.). An initial prototype of this environment has been developed with Hypercard on the Macintosh platform, but it has not yet been tested in a classroom. Borrowing from the metaphor of the white board workspace of problem-based learning found in medical schools, this prototype provides an electronic workspace that is split into four regions. It also allows easy access to other tools and resources. Figures 2 and 3 show the workspace and problem screens of this prototype.

Here is a brief scenario to illustrate how we imagine the students will use this environment. Students, who will be working in small groups, enter the environment at the main window shown above, which represents their shared electronic workspace. They are provided with relevant information on the design problem they need to solve via the button "new problem". In this case, it is to design an archery stadium for the Olympics. As students are initially formulating and understanding the problem, they will be encouraged to identify data relevant to the problem from the information they have been provided with, and to articulate this by recording those in the "facts" space. Similarly, as they consider alternative solutions, they will make use of the "ideas" space. The problem-based learning methodology that this environment embodies explicitly prepares students for self-directed learning by requiring them to identify their knowledge deficiencies in the "need to learn" space and the actions they plan to take to remedy those deficiencies in the "action plan" space. Several buttons are found on the bottom of the screen that provide access to different tools that they will need to solve the problem.
"Stage" is a pull-down menu which acts as a gateway to various kinds of software-realized scaffolding tailored to different stages of problem solving.

While the structure of this environment is still evolving, some of its components have already been designed, implemented and individually fielded in classrooms. In the following two sections we elaborate on these implemented components and describe future directions for our research.

4. Implemented Components

- **Case Libraries:** Research on case-based reasoning [11] provides guidelines for indexing and making available resources needed while problems are being solved, especially case materials. Case libraries organize cases in ways that make it easy to access their most interesting parts, understand their implications, and recognize the range of problems needing solving and the range of solution methods available. Case studies are structured in terms of overviews, problems, stories, and responses. Each story discusses some problem that arose in designing some artifact, the way that the problem was addressed, and the outcomes that resulted. To make it easy for users to extract from stories their important points, stories are presented with illustrative graphics, and several kinds of contextual information is associated with each story. Students can examine the full artifact that some story is associated with, can see a general description of the problem the story addresses, a general description of the kind of solution it provides, and can ask to follow links to other stories that illustrate a similar problem or solution. The stories help students discover which issues they should be considering during design and help them to anticipate the results of carrying out their proposed designs. We have developed a number of case libraries in support of design problem solving.

- **Case Library Authoring Tool:** DesignMUSE [5] is a case library authoring tool that has been developed to allow easy construction of case libraries. During the 1995 Winter Quarter it was used to create a library of environmental cases for use in our sustainable technology classes. Thus, while existing case libraries act as intelligent information resources, this authoring tool will allow students to construct their own case libraries to record the design problems that they solve. Both the authoring tool and the case libraries are built on Common Lisp for Macintoshes.

- **CaMILE:** Our collaboration software CaMILE [8], based in principle on CSILE [18], integrates information-gathering tools, communication tools, and applications into a collaborative environment. CaMILE provides a discussion environment into which the full range of text, graphics, spreadsheets, video, and so on that reside locally or on the Internet can be incorporated. It is designed to meet two goals. First, it serves as a collaboration and information indexing tool. Discussions are structured and annotated with links to material anywhere across the network. Second, it serves as a design support tool. Discussions about design problems can be annotated with links to actual ongoing designs. The discussion trace can then serve as a design rationale and a case study of a design. It allows students to collaborate in learning and problem solving by providing a facility for structured intergroup and intra-group communications that are archived, and by providing a way to share multimedia documents easily among collaborators. Like CSILE, CaMILE scaffolds collaboration through procedural facilitation. While electronic mail merely allows team members to share ideas, CaMILE helps them to organize their ideas into coherent arguments, relate their ideas to one another, and use resources across the network to support their arguments. CaMILE was built with Hypercard on Macintosh computers.

- **Exploratory Simulations:** We have developed a range of exploratory simulations [16] that enable students to learn through simulated experience. Key to these simulations is tight integration with real world problems and activities, and flexible specification of simulation choices to allow for creative and sophisticated simulation problem solution. These simulations have been constructed using the Smalltalk language.

5. Future Directions

*Learning from case libraries:* As students are solving problems, several kinds of resources are needed to help them. Clearly, they need access to documentation, on the kind found in books and encyclopedias. But another significant but often overlooked resource is codified prior experience: e.g., cases that describe solutions to similar problems. Our approach to supporting learning from prior experience is to make on-line case libraries available from within the software environment. Cases help with understanding a problem better, suggesting solutions and parts of solutions, and evaluating proposed solutions, thereby helping a student to know where to focus his/her attention. Our research on case libraries will proceed in two directions. One is generating content: creating the kinds of cases with which to populate these libraries in order to have maximum impact on learning. The other concerns issues of information organization, presentation and navigation. How can cases be organized and presented in ways that make it easy to access their most interesting parts, understand their implications, and recognize the range of problems and the range of solutions available? While the existing case libraries provide one answer to this question (another, for example, is provided by [9]), we are currently revisiting this issue from the perspective of students, who are novice practitioners. From this perspective we believe that additional capabilities such as access to definitions of the terms used by experts, access to explanations of what experts find it
appropriate to focus on, guidance in choosing what to focus on next, and allowing students to extend the libraries (or create new ones) are also required.

**Supporting collaborative problem solving and learning:** Support for group communication and sharing will be provided by facilitating collaborative work through the software environment. CamILE was used during the past two quarters in a junior-level design foundations course, taught in mechanical engineering (ME 3110; Creative Decisions in Design). We have collected data on the system's usage and its effects, and are in the process of analyzing this data. A World Wide Web version, WebCamILE, is also under development. We plan to link case libraries and WebCamILE so that students engaged in a design activity might use WebCamILE to discuss and exchange case-study materials. Cases provide the kinds of information that a student might point to as justification for some argument presented to others, as a potential alternative to a design decision, or as a rebuttal to someone else's design decision. Tailoring CamILE's procedural facilitation to reflect more closely the content and nature of the problems students will be solving and investigating new ways of scaffolding collaboration are other topics of ongoing research.

**Software-realized scaffolding:** Of particular importance in making this integrated software environment work for students is providing software-realized scaffolding to support student use of the environment for learning. We have identified several specific areas in which we can provide facilitation.

- **Scaffolding collaborative design and problem-solving:** Our environment will provide scaffolding for design and problem-solving using several techniques:
  - By structuring the kinds of entries which can be made in a group discussion, e.g., new theories or ideas, alternatives, comments, rebuttals, and questions. When a student chooses one of these kinds of entries, an editor opens for their comments and a prompting window opens with suggestions for useful entries to make, e.g., for a rebuttal, suggestions might include "The strengths of this idea are..." and "But the key weakness is...". This scaffolding guides the discussion in useful directions defining the kinds of entries to be made, asking students to choose one before entering an item into the discussion, and suggesting appropriate things to say.
  - By providing agents to actively review student work and suggest better ways to design and solve problems. For example, agents may identify where connections might be made between efforts, where additional resources exist that might aid an effort, and where efforts may be going astray [6].
  - By providing menus of glossaries of relevant vocabulary and their definitions.
  - By providing means of visualization and making explicit the design process.

- **Scaffolding reflection and learning:** We want to support two kinds of reflection in the environment because we believe that reflection can significantly facilitate learning.

  - **Reflection-in-action:** The students' articulations in the discussion, the declaration of item type, and the linking of cases to discussion are all forms of reflection-in-action. These are kinds of reflection which are integral to the design process and which support both the execution of a good design process and the learning about that process. Reflection-in-action helps to make strategies explicit and learnable, develops an expanded repertoire of strategies, and improves student understanding and control of the design process.

  - **Reflection-as-summary:** Student summarization at the end of a design process is an important learning activity for students and an important resource for future groups of students. Our plan is for students to summarize their group design projects such that summaries from one class become cases in the library for the next class. Thus, students summarize not just for their own benefit but to help a future audience.

- **Scaffolding resource identification and use:** Case libraries support student exploration by providing multiple indices into cases. Students might begin by looking at one case of interest and then explore related cases by a number of different dimensions, or begin by browsing all cases related to a problem. Students can gain perspective on what problems they are facing, what the parameters of the problems are, and how these parameters are explored in the cases in the library from case overviews. We want case libraries to provide support for all these kinds of searching and browsing, but coupled with support that helps in applying the found information to the task at hand (e.g., linking cases that highlight an important alternative solution to the discussion on that alternative). In addition, we envision the use of visualization tools to aid in resource identification and use.

**Integration:** As many of the critical components of the software environment are being implemented and used in classrooms, the most significant task ahead of us is integrating the different pieces into a single environment. This integrated environment supporting the McBAGEL approach has to play several roles: facilitation of design problem solving and its constituent components, facilitation of learning, access to resources, and access to teachers and fellow learners. The software environment has to serve as both an electronic workspace and a learning environment providing help with a variety of intellectual activities as students collaborate on design projects. We see a need for this environment to promote reflection and summarization as well. Software-guided reflection is particularly important in facilitating skill transfer between different problem...
domains. The construction of such an environment on Macintosh computers is currently underway.

Assessment: The next step, slated to begin in Fall 1995, is to use and assess both the approach and the concomitant software environment in a series of design courses at Georgia Tech. We will use assessments to determine what kind of learning has occurred and how well students apply what they have learned. The goals of learning involve not merely acquiring a set of static facts to be recalled on a test but rather involve constructing a coherent understanding of a domain that can be flexibly transferred to new situations. The extent to which learning can be used in new situations (i.e., transfer) allows assessment of how flexibly the students have learned the content and are able to apply it to complex problems. Students' learning will be evaluated on mastery, near-transfer, and far-transfer problem-solving. Cognitive research suggests that because problem-based instruction is geared towards complex curricular objectives, assessments need to include open-ended questions in which students explain what approaches they have to a problem and its solution [7]. A variety of methods will be used to collect this data including interviews and paper-and-pencil short answer tests. This allows measurement of the products and processes of the students' learning. Some authentic performance assessments will also be devised. Students' presentations will be assessed to examine how they define the problems and justify their solutions as well as the quality of their solutions. Because transfer is not an all-or-none phenomenon, different types of transfer will be assessed and measures will be developed that assess this. We will use measures of knowledge, skills, planning, and qualitative understanding as students are asked to justify their solutions. This will assess the flexibility of the knowledge that the students construct. For example, because of the emphasis on problem solving, we would expect increased integration of the content they are learning into their problem-solving on transfer problems. Because students are using the collaborative environment and gaining experience and feedback in articulating their plans for problem-solving, we expect improvement in the students' planning skills as well.

6. Conclusions
Collaborative learning environments have the potential for helping students to construct usable knowledge and to learn strategies that prepare them for a lifetime of learning. To afford generative learning, such environments need to contain rich sources of information. In addition, opportunities for student collaboration, articulation and reflection must be provided to help students think deeply about the problems they are working on and to learn to go beyond the given problems. The McBAGEL approach is designed to meet these requirements. Providing computational support to this approach requires the design of a software architecture that integrates multiple tools and information resources with a structured electronic workspace. This paper describes our efforts on developing the theoretical and practical aspects of such an architecture. The focus of our current research is on refining and testing the components further, and on fully implementing the integrated environment. Future research will focus on deploying it in classrooms and conducting assessments of its impact on student learning.
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Abstract
In this paper we present a vision of learning through solving generative problems - problems that promote open-ended inquiry and have multiple solutions. This vision stems from a novel and evolving approach to learning that we are developing at the EduTech Institute. This approach is based on the following premises: that learning is facilitated by generative problem solving, collaborative work and use of multiple cases; that learning and skill acquisition need to be, and can be, scaffolded through software; and that a computer environment which integrates a shared and structured electronic workspace with a full variety of functionalities can effectively support all of the above. We describe this approach and the architecture of the corresponding computer environment. This environment is designed to serve three critical functions: provide a shared workspace for students, facilitate inter- and intra-group collaborative work, and make available the tools and resources that students need for problem solving and learning. The software components of the environment that have already been implemented are described. Finally, issues and questions driving current research are outlined.

1. Introduction
Too often students learn bits of knowledge that they are unable to assemble and apply in productive ways. Modern theories of learning suggest that for learning to occur and to be useful, the learner needs to be actively involved in meaningful contexts (e.g., Brown, Collins, & Duguid, 1989). Situating learning in rich problems or cases is one way of accomplishing this. Case-based learning (CBL) means that, as students solve a problem or study a case, they construct knowledge at the same time (Williams, 1993). In this paper we present a multidisciplinary approach to structuring learning environments within the framework of CBL, called Multiple Case-Based Approach to Generative Environments for Learning (McBAGEL). At the EduTech Institute, we are developing McBAGEL for use in a variety of engineering and middle school courses that involve ill-structured problem-solving. Several factors characterize our approach: (1) the use of design problems to promote generative learning; (2) using design cases provided by computer-based case libraries as resources to aid problem solving and foster deep understanding; (3) scaffolding the acquisition of knowledge and skills through a combination of software support and careful orchestration of classroom activities; (4) providing feedback in a variety of forms; (5) emphasizing group-oriented collaborative work in and out of the classroom; (6) encouraging reflective articulation; (7) making available to students an electronic sharable workspace integrated with tools and resources as the medium for work; and (8) redefining the role of the teacher as a facilitator of learning. Because we are dealing with design-oriented problems, there is a great deal of complexity to be managed. The pedagogy and software support is geared towards supporting learners in managing the complexity and emphasizing learning as well as doing.

McBAGEL comprises both a pedagogical approach and a software architecture designed to complement and support effective classroom practice of this approach. We are engaged in implementing this approach both at the college level (engineering undergraduates) and at the middle school level. We are currently developing design problems and case libraries for engineering design and middle school math and science curricula, as well as prototyping the computer-based electronic workspace. In this paper, we discuss the theoretical foundations of our approach, the architecture of the electronic workspace, and its software components.

2. Foundations of Case-Based Learning: A Multidisciplinary Perspective
Case-based learning (CBL) uses cases or problems as stimuli for learning and foci for organizing what has been learned (Barrows, 1994). This means that students learn while solving a problem or studying a solved case. Characteristics of CBL environments include:

- Emphasis on collaborative student-centered learning.
- Emphasis on learning knowledge and strategies.
- Students solve the problem and make their thinking visible by justifying their solution process using theory, causal models, or other appropriate evidence.
- Problems are ill-structured, the data are embedded in the problem itself, and are often emergent.
as the problem is explored.

McBAGEL, our approach to CBL, draws from research in Cognitive Psychology, Education, and Case-Based Reasoning. Relevant perspectives from these areas are discussed below.

Cognitive Psychology. There is both cognitive theory and evidence supporting the benefits of case-based approaches to learning (Norman & Schmidt, 1992). The cognitive psychology literature provides support for CBL in three roles. First, the acquisition of factual knowledge in the context in which it will later be used should enhance later retrieval (Adams, et. al., 1988; Perfetto et. al., 1983). Second, the mastery of concepts, principles, and strategies while attempting to solve a problem should promote transfer to new problems (Catrambone & Holyoak, 1989; Needham & Begg, 1991). Needham and Begg (1991) have demonstrated the importance of feedback in facilitating transfer to new problems, suggesting that this should be an important feature of CBL. Third, the acquisition of prior examples that can be used for problem solution on the basis of similarity is valuable. However, for exposure to earlier problems to be helpful the learner needs to see multiple examples and reflect on them (Brooks et. al., 1991; Chi et al., 1989; Gick & Holyoak, 1983). Moreover, the collaborative discussion that occurs in CBL is important for student learning because it activates prior knowledge, thus facilitating the processing of new information (Brunsford & Johnson, 1972; Dooling & Lachman, 1971; Schmidt et. al., 1989). In CBL students are encouraged to think about problems with the underlying principles in mind rather than just collecting sets of features. Chi et al. (1989) note that during self-explanations cases get connected to domain principles and the learner begins to understand how knowledge can be applied to solving problems, leading to more flexible knowledge.

Cognitive Flexibility Theory (CFT) provides evidence that suggests case-based learning methods are important for learning in complex, ill-structured domains (Spiro, Feltovich, Coulson, & Anderson, 1988). A domain is ill-structured when cases are multidimensional and irregularly related to other cases and to the underlying causal models (if such models exist). By this definition, design is ill-structured. This means that, although the underlying science and mathematics used in a design problem may be well-structured, "there is variability from case to case regarding which conceptual elements are relevant and in what pattern of combination" (Spiro et. al., 1988, p.379). CFT also suggests that knowledge will be learned flexibly if students have the opportunity to explore the problem from multiple points of view. The implication of this is that for cases and concepts to be understood and useful as problem-solving tools, they need to be visited from a variety of different experiences.

Education. Research in education provides us with two examples of case-based learning (e.g., Barrows, 1985, 1994; CTGV, 1990, 1993). Anchored instruction situates learning and problem-solving in rich contexts with meaningful goals. Students solve complex, realistic mathematics problems using a video-based story to present the problem. For example, The Adventures of Jasper Woodbury (CTGV, 1990;1993) video series depict realistic situations in which mathematical problem solving is required. To solve these problems, the students must formulate their problem-solving goals and plan how they will achieve those goals. They must identify the information relevant to solving the problem as is required in complex real-world problem-solving. Students initially brainstorm to determine the goals and data that would be needed to solve the problem. Then, students break into small groups to work on the subproblems or subgoals that they generate. Groups present the results of their problem solving to the class and get feedback from the class and teacher. While working in small groups, students can review the video to gather data and ask the teacher questions. They learn about mathematics in the course of solving the problem.

Anchored instruction affords opportunities for problem finding, exploration, and discovery (CTGV, 1990;1993). The stories provide for generative learning because the learners must complete the story through their problem-solving efforts. An important feature of the stories is that the data are embedded within them. The problem-solvers must learn to differentiate between relevant and irrelevant data. The problems used are much more complex than, for example, typical math word problems on the premise that children cannot learn to deal with complexity unless they have had the chance to experience it.

Problem-based learning (PBL) is a CBL methodology developed originally for medical students (Barrows, 1985). Students in PBL learn through solving real patient problems. The PBL approach begins with the teacher presenting a problem to students by showing materials or facilitating a discussion that "brings the problem home" to students. The students are presented with an initial scenario that specifies a problem to be solved and the particular product or performance that they must achieve. As they try to better understand the problem, they question the facilitator to get additional case information. At several points in their problem solving, the students pause to reflect on the data they have collected so far, to generate questions about the data and to hypothesize about underlying causal mechanisms or solutions for the problems. Students identify issues that they do not understand and need to learn more about. After considering the problem with their naive knowledge, students research the learning issues they have identified, by going to the library, consulting an expert, interacting with a computer program, or in whatever way is appropriate. They later share what they've learned, attempting to apply their new knowledge in solving the problem. They might refine hypotheses or options or generate new ones based on their new knowledge. The cycle of deliberating together and separating to find out new things continues until the problem is solved. When finished, the students present their product and then intentionally reflect on what they have learned. In addition, they assess their own and other group members' contributions to the group's learning and collaboration.

PBL has several goals. First, in order to make basic science knowledge available in a clinical context, students learn science
by having it embedded in a patient problem. This should help students better integrate scientific and clinical knowledge, thereby improving their access to basic science information when they need it in the clinical context. A second goal is to facilitate the development of clinical reasoning skills. A third goal is to facilitate the development of skills in self-directed learning and self-assessment. An explicit objective of PBL is to increase students' sensitivity to their personal learning needs and their skill at locating and using appropriate information resources. Finally, PBL is expected to enhance student motivation. PBL provides an appropriate context for learning because all of the content is learned in the context of a problem which should enhance recall of this information when it is needed. Norman and Schmidt (1992) report several direct tests of the effect of PBL on recall. These studies indicate that PBL students' initial learning is not as good as students in a traditional curriculum but that their long-term retention is superior. Research has shown that students in a PBL environment are more likely to use science in their problem-solving than traditional students (Hmelo, 1994).

Case-Based Reasoning. Case-Based Reasoning (CBR) provides insights that complement the CBL methodologies. It provides suggestions for sequencing problems to form a curriculum as well as the kind of reflection that is needed (Kolodner, 1995). CBR means reasoning based on previous experiences (Schank, 1982). It might mean solving a new problem by adapting an old solution or merging pieces of several old solutions, interpreting a new situation in light of old similar situations, or projecting the effects of a new situation by examining the effects of a similar old situation. In short, case-based reasoning means using the lessons learned in old situations to understand or navigate new ones. The basic premise underlying case-based reasoning is that the preference to reason using the most specific and most cohesive applicable knowledge available. Inferences made using cohesive knowledge structures, i.e., those that tie together several aspects of a situation, are relatively efficient. Cases, which describe situations, are both specific and cohesive. In addition, they record what is possible, providing a reasoner with more probability of moving forward in a workable way than is provided by knowledge that is merely plausible.

Research in CBR (Kolodner 1993) indicates several ways of enhancing CBL. It suggests that knowledge will be more accessible, flexible, deeply learned, and accurate if learners have the opportunity to encounter (first-hand or by report) multiple situations in which the knowledge is used and multiple ways in which similar situations are addressed, and if students have the opportunity to reuse and try out knowledge gained through experience. Further, CBR suggests that the experiences of others be made available to students to model successful reasoning, to help students get started, to point the way to issues that need to be addressed, and to fill in where the full range of real experience is impossible or infeasible. It also suggests that problems and products should afford failure of expectations and that the environment needs to afford the kinds of feedback that will allow successful analysis of failures. Finally, it suggests that reflection should focus on anticipating the uses of lessons learned through each experience and that facilitation should refer back to previous experiences of the students to help them notice similarities and abstract from the range of problems they've solved.

3. Synthesis

When we put all that we have learned from research in cognitive psychology, education, and case-based reasoning together, four principles emerge:

1. **Learning is enhanced by generative problem solving.** Learning is most effective when it occurs through generative activities associated with solving problems (e.g., identifying and formulating the problem, generating alternatives, evaluating, decision making, reflecting, and articulating). Design, by its very nature, is a generative activity. Therefore, design-oriented problems are particularly effective for technical domains like engineering as well as providing effective contexts for math and science learning.

2. **Collaborative work promotes knowledge building.** Students are expected to solve problems and do assignments in groups. Group-oriented work, in and out of the classroom, is important both in facilitating learning and in preparing students for today's multidisciplinary team-oriented workplaces. As students work in collaborative groups, they are forced to articulate and reflect upon their thinking, leading to an appreciation of the importance of distributed cognition (Pea, 1993) as well as enhancing learning and subsequent transfer (Brown & Palincsar, 1989). Collaborative work allows students to successfully tackle problems more complex than what any one group member could do alone. The collaborative discussion that occurs is important for student learning because it activates prior knowledge, thus facilitating the processing of new information (Branstord & Johnson, 1972; Schmidt et al., 1989). The dialogue among group members enriches and broadens the groups' problem solving process (Vye, Goldman, Means, Voss, Hmelo, & Williams, 1995). On the other hand, Blumentfeld et al. (1991) suggest that students may have more motivation to learn but make less use of learning and metacognitive strategies. In addition students may not have the skills to benefit from collaborative work. Therefore it is important to help students to collaborate well together in order to make collaborative learning work well.

3. **Articulation and reflection are central to learning.** Several researchers have demonstrated the importance of articulation and reflection to learning. The goal of reflection is to analyze and evaluate one's knowledge, learning and problem solving strategies. Pirolli and Recker (1994) suggest that reflection on problem solutions that focuses on understanding the abstract relationships between problems is related to improved learning. Lin (1994) has found that reflection on problem-solving processes leads to enhanced transfer and that technology can be used to scaffold appropriate kinds of reflections. One way that
reflection can be enhanced is through the articulation of metacognitive knowledge and skills that typically occurs in collaborative discourse.

4. Access to multiple cases will facilitate flexible learning. Providing students with access to multiple cases that contain rich descriptions of specific situations can significantly enhance learning and transfer. The use of multiple cases as resources for learners' problem solving both facilitates learning new knowledge, and supports the skill of transferring previous solutions to the current problem. It is expected that by revisiting concepts and skills through numerous cases, flexible transfer will be promoted (Spiro, Coulson, Feltovich, & Anderson, 1988). Consideration of a single case leads to inflexibility of the acquired knowledge and strategies (Williams, Bransford, Vye, Goldman, & Carlson, 1993). Therefore, it is important to provide students with access to multiple cases that are relevant to their activities during various stages of design problem solving. Computer-based case libraries can provide students with not only such access but also means of flexibly navigating among cases and parts of cases. Such libraries are therefore information-rich and powerful resources for learning. Students will use case libraries in two significant ways. One is by searching for, analyzing, comparing and contrasting cases that are similar to the problems they are solving. The other is by constructing cases from domain knowledge and from their problem solving experiences and incorporating these into the case libraries.

4. McBAGEL

Our approach, called McBAGEL, derives from these principles. McBAGEL proposes to situate classroom learning in information-rich contexts that afford opportunities for problem formulating, exploration, and discovery. Students work on problems for extended periods of time, reflecting and articulating on both the process and the product. Case libraries provide them with both relevant data and specific solution strategies in the domain of instruction, all within the context of complex and realistic problems. The problems students have to solve and the cases that are made available to them serve as anchors for learning. Collaborative, reflective and articulative activities, aided by the tools and cases provided by the computer-based learning environment, are expected to improve the students' knowledge, problem solving skills, and self-directed learning skills. Cases, being rich knowledge structures that explicate both conceptual and strategic knowledge, will allow the students to master concepts, principles and strategies in the course of attempting to solve problems. Students will revisit ideas from multiple cases both through the sequence of design problems that they work on and the design cases they access in the case libraries. We believe that by having students analyze multiple cases, and by having them reflect on how these cases are similar and different from the problems they are solving, more flexible knowledge should be constructed. Cognitive flexibility theory supports this prediction (Spiro et al., 1988). The collaborative nature of student activities should facilitate the construction of new knowledge since it encourages articulation and intra-group communication.

We take a holistic approach that includes development of curriculum-appropriate design problems, scaffolding the complexity, software development and teacher involvement. Our approach is distinguished by the following features:

1. Scaffolding. Solving real-world problems is hard. Others' experiences on implementing effective problem-based learning environments teach us that solving complex problems requires scaffolding, i.e., help from facilitators, knowledgeable experts, and the learning environment, to help students manage the complexity of problem-solving and to promote learning (Koschman, Myers, Feltovich, & Barrows, 1994; Scardamalia, Bereiter, McLean, & Woodruff, 1989). The goals of scaffolding are to enable students to carry out a reasoning process or achieve a goal that they would not be able to do without help, and to facilitate learning to achieve the goal without support (Brown, Collins, & Duguid, 1989). In McBAGEL, explicit scaffolding of different skills will be provided by expert teachers, through software, and by orchestrating appropriate uses of multimedia tools such as collaboration software, simulation and visualization programs, and decision-support systems. Use of case libraries can also scaffold skills of resource identification and use. Case libraries support student exploration by providing multiple ways of finding and navigating among cases. The skill of searching for relevant information will be scaffolded by presenting the library index in intuitive formats, and encouraging students to explore the library by constructing complex search queries with multiple index terms and conducting searches.

2. Feedback. Providing appropriate feedback is important. One of the key features of problem-solving in the real world is that the problem-solver takes some action and receives feedback from the real world. Research in CBR and cognitive psychology also point out the importance of feedback in coaching (Lesgold, 1994) and in learning from experience. Individuals use feedback to judge how effective their problem-solving efforts were. Feedback can take many forms—for example, it may come from the results of an experiment, the success (or failure) of building and testing working models, or modeling a process by constructing and running a simulation. Previously solved cases may be used to provide anticipatory feedback such as warning the problem solver of a potential problem with a solution that was tried previously. McBAGEL suggests providing students with feedback in a variety of forms and range of fidelity - feedback from teachers, feedback from peer groups, feedback from prior experiences encoded as cases, evaluations by experts on-site or on-line, feedback from computer simulations, and feedback from the real world when working models are built and tested.

3. Emphasis on design problems. Several aspects of design problems make them ideal for promoting learning. (1) They are generally under-specified but might have some over-constrained parts, making understanding and problem definition crucial to
the solution. (2) They have specified clients or audiences who must be satisfied, making the relevance and human dimension of the problem clear. (3) Problems in design are not operational in that a clear-cut path through the problem space is not generally available. Multiple routes to differing destinations exist for the student and the way through is something they must address and navigate. Successful solution requires exploration, questioning, and evaluation. (4) Successful design is iterative. Several to many alternatives are attempted, partial solutions are explored, dry-runs and evaluation occur in the process until several rounds result in a movement forward toward a solution. Students who tend to be task- or product-driven can benefit greatly from participating in such a process. (5) In moving through a design space, numerous criteria have to be managed simultaneously. In any manufacturing or construction problem, for example, cost, manufacturability, availability of materials, time, and environmental issues co-occur as constraints to be tackled. Managing this complexity mirrors what students often know about problems in the real world, lending a sense of authenticity to the tasks while distinguishing design problems from back of the book problem solving. (6) Real-world design problems often have several parts that interact in interesting ways and that require a variety of different kinds of domain knowledge to be solved. When parts of problems interact, there is usually no one right way to address the interaction; rather, successful solution depends on considering the many ways of trading off interactions against each other and choosing between alternatives. (7) The need for interaction with the real world makes design problems nice as well; design problems are situated in the world we live in, making their relevance and the relevance of the math and science needed to solve them clear. At the same time, making a solution operational requires interaction with the real world and thus affords feedback.

4. **Collaboration.** Collaboration is a key piece of our pedagogy. Research on collaborative learning shows that learning while solving problems in groups facilitates the learning of articulation skills, makes learning more effective for all group members, and allows students to successfully tackle problems more complex than any one group member could individually solve (Brown & Palincsar, 1989; Pea, 1993; Vye et al., 1995). Aspects of our approach - the division of the student body into small groups, the complexity of the design problems that the groups will tackle, and the use of collaboration software to scaffold communication and cooperative work - are all intended to overcome these limitations and enhance the benefits of group-oriented learning. In our approach, scaffolding will be provided to help students learn to collaborate as well as learn through collaboration.¹

5. **Reflective articulation.** An important aspect of our approach is promoting reflective articulation - articulation that engenders reflection, leading to enhanced understanding. There are several forms of reflective articulation including generating analogies, predicting outcomes of events or processes, developing questions about the learning materials, and self-explanations (Chi et al., 1989; Weinstein & Mayer, 1985). Reflective articulation can enhance retention, elucidate the coherence of current understanding of the problem being solved, improve self-directed learning skills, and provide a mechanism for abstracting knowledge from the content in which it was learned, thus facilitating transfer. McBAGEL emphasizes two levels of reflective articulation - individual and group - within a collaborative learning environment.

6. **A shared electronic workspace.** We believe that an electronic workspace which seamlessly integrates a full variety of functionalities, tying together tools that students will use for collaboration, communication and problem solving, will significantly enhance learning. Such an environment is an ideal vehicle for providing adaptive software-realized scaffolding of various skills. The functionalities that this workspace will provide include: an electronic notebook with both private and sharable sections; case libraries and other information resources; tools for simulation, visualization, etc.; a tool for communication, collaboration, and multimedia document sharing; and a set of basic tools such as word processing programs and spreadsheets. Such an integrated computer-based learning environment that students use as a "professional workspace" is a central component of McBAGEL. It is not sufficient to confine such an environment to a laboratory or classroom. Instead, it needs to be made available to students across courses and across campus (e.g., available in all public computer labs) for providing easy access at all times as well as continuity across the curriculum. This availability should encourage both synchronous and asynchronous collaborative work among students.

7. **The centrality of teachers.** Helping teachers learn to become expert facilitators and partners in the development process is critical (CTGV, 1993). With student-centered learning, the role of the teacher is increasingly important in facilitating student learning and orchestrating classroom activities. The commitment of teachers to student-centered learning is crucial (e.g., Barrows, 1994). Teachers have many roles in our approach - as expert facilitators of problem solving, learning and collaboration; as full partners in the orchestration of classroom activities; as integrators ensuring that the use of computers and software tools is naturally integrated with other activities; and as cognitive diagnosticians.

There are many challenges in achieving the goals we have described. Students do not necessarily view issues from multiple perspectives nor do they collaborate well. They will often recall rather than reflect. An expert facilitator can help promote these processes but often large class size precludes the small group work that would afford these experiences. We believe that providing computational support - making the right kinds of software and on-line information available for use at the right times and seamlessly integrating the use of computers for communication and problem solving - can alleviate some of these difficulties.
5. Computer Support for Learning in McBAGEL

The software environment for McBAGEL (Narayanan, et al., 1995) needs to address several key requirements: access to information resources such as case libraries; support for synchronous and asynchronous collaboration; support for reflective articulation; and provide tools to support problem solving. Figure 1 is a schematic diagram of its architecture. This environment provides an external memory for keeping track of problem specifications, important facts and constraints, ideas about how to deal with the specifications, and learning requirements. The main screen provides several fields for keeping track of multiple sources of information, design alternatives, and further actions to be taken. Space is provided to record the facts and constraints that are important, to record ideas about how to deal with the specifications, and to keep track of what else needs to be learned, what information needs to be collected, and what actions need to be taken. Together, these windows allow the student to see where s/he is now, where s/he has been, and where s/he is going. This screen can be used as an individual workspace or as a shared workspace for the group. The main screen (Figure 2) also provides access to other resources and tools that students need to solve the design problems: case libraries and other information resources; tools for simulation, visualization, decision making etc.; a tool for inter- and intra-group communication, collaboration, and multimedia document sharing; and a set of basic tools such as document processing programs, drawing/painting programs and spreadsheets.

The problem screen (Figure 3) provides easy access to the evolving problem description. This screen begins with a minimal description of the design problem presented to the students. Details emerge as they inquire about additional information on constraints, material resources and functional issues regarding the design. The collaboration window allows students to enter into a collaboration environment that provides much more than mere communication facilities. It will provide an ability to enter into structured discussions on different topics pertaining to the class and the problem at hand as well as to share multimedia resources with other members of the group and class. A user will be able to browse through past and ongoing discussions which are presented in a structured format to allow easy topic-based, time-based or author-based browsing, and to contribute to those discussions by constructing and sending different types of messages. This collaboration facility will be made available not only to students, but also to teachers. It will provide teachers with a means to collaborate in conducting a course and to share experiences and learn from each other. It can also be a vehicle for student assessment based on their collaborative interactions.

In addition to providing a work environment, this system makes available scaffolding to help novices with design, collaboration, and reflection. Design scaffolding will vary as a function of the design stage students are working on. For example when the students are working on problem formulation, the software will provide coaching to help them understand what is involved in this stage: e.g., identifying the problem, formulating the problem, partitioning/decomposing the problem, and framing the problem. The collaboration software will provide procedural facilitation to aid in the development of collaboration skills. Reflection will be facilitated through the articulation that occurs during collaborative problem solving and learning activities.

In summary, this environment will provide ways to organize and manage projects from the students' perspective (e.g., the main screen provides for explicitly listing organizational and learning issues) and the teachers' perspective (e.g., tracking student progress and keeping records of student work). In addition, we envision that the environment will be used for research purposes (e.g., archiving data on inter- and intra-group communications and resource sharing for later assessment, collecting data to be used for student/group modeling in order to devise better course- and student-specific on-line scaffolding and coaching methods, etc.). An initial prototype of this environment has been developed with Hypercard on the Macintosh platform, but it has not yet been tested in a classroom. Borrowing from the metaphor of the white board workspace of problem-based learning found in medical schools, this prototype provides an electronic workspace that is split into four regions. It also allows easy access to other tools and resources. Figures 2 and 3 show the workspace and problem screens of this prototype.

Here is a brief scenario to illustrate how we imagine the students will use this environment. Students, who will be working in small groups, enter the environment at the main screen (Figure 2), which represents their shared electronic workspace. They are provided with relevant information on the design problem they need to solve via the button "problem information". In this case, it is to design an archery stadium for the Olympics. As students are initially formulating and understanding the problem, they will be encouraged to identify data relevant to the problem from the information they have been provided with, and to
articulate this by recording those in the "facts" space. Similarly, as they consider alternative solutions, they will make use of the "ideas" space. The problem-based learning methodology that this environment embodies explicitly prepares students for self-directed learning by requiring them to identify their knowledge deficiencies in the "need to learn" space and the actions they plan to take to remedy those deficiencies in the "action plan" space. Several buttons are found on the bottom of the screen that provide access to different tools that they will need to solve the problem. "Stage" is a pull-down menu which acts as a gateway to various kinds of software-realized scaffolding tailored to different stages of problem solving (Guzdial, 1994).

While the structure of this environment is still evolving, some of its components have already been designed, implemented and individually fielded in classrooms. In the remaining two sections we elaborate on these implemented components and describe future directions for our research.

6. Implemented Components

- **Case Libraries**: Case libraries organize cases in ways that make it easy to access their most interesting parts, understand their implications, and recognize the range of problems needing solving and the range of solution methods available. Case studies are structured in terms of overviews, problems, stories, and responses. Each story discusses some problem that arose in designing some artifact, the way that the problem was addressed, and the outcomes that resulted. To make it easy for users to extract from stories their important points, stories are presented with illustrative graphics, and several kinds of contextual information is associated with each story. Students can examine the full artifact that some story is associated with, can see a general description of the problem the story addresses, a general description of the kind of solution it provides, and can ask to follow links to other stories that illustrate a similar problem or solution. The stories help students discover which issues they should be considering during design and help them to anticipate the results of carrying out their proposed designs. We have developed a number of case libraries in support of design problem solving.

- **Case Library Authoring Tool**: DesignMUSE (Domeshek & Kolodner, 1992) is a case library authoring tool that has been developed to allow easy construction of case libraries. Student-faculty teams have used it to create case libraries in the domains of architectural design and sustainable technology. While existing case libraries act as information resources, this authoring tool will allow students to construct their own case libraries to record the design problems that they solve.

- **Collaboration support**: The McBAGEL screens themselves provide support for synchronous collaboration by giving the students a shared context for discussion. Our asynchronous collaboration software CaMILE (Guzdial, Rappin, & Carlson, 1995), based in principle on CSILE (Scardamalia et al., 1989), integrates information-gathering tools, communication tools, and applications into a collaborative environment. CaMILE provides a discussion environment into which the full range of text, graphics, spreadsheets, video, and so on that reside locally or on the Internet can be incorporated. It is designed to meet two goals. First, it serves as a collaboration and information indexing tool. Discussions are structured and annotated with links to material anywhere across the network. Second, it serves as a design support tool. Discussions about design problems can be annotated with links to actual ongoing designs. The discussion trace can then serve as a design rationale and a case study of a design. It allows students to collaborate in learning and problem solving by providing a facility for structured inter-group and intra-group communications that are archived, and by providing a way to share multimedia documents easily among collaborators. Like CSILE, CaMILE scaffolds collaboration through procedural facilitation. While electronic mail merely allows team members to share ideas, CaMILE helps them to organize their ideas into coherent arguments, relate their ideas to one another, and use resources across the network to support their arguments. CaMILE can be accessed via the World Wide Web.

- **Exploratory Simulations**: We are developing a range of exploratory simulations (e.g., Rappin, Guzdial, Ludowice, & Realltt, 1995) that enable students to learn through simulated experience. Key to these simulations are tight integration with real world problems that the students will be solving, and flexible specification of simulation choices to allow for creative and sophisticated simulation problem solution with immediate feedback. Simulations linked to the middle school science and math problems we are developing are being built with applications like the Logo Microworlds on Macintosh computers.
7. Promises, Pitfalls and Research Directions

Our approach facilitates the acquisition of factual knowledge in the contexts in which it is likely to be used later in workplaces. This is accomplished by both the use of real-world problems in classroom activities and the provision of multiple real-world cases. Cases, being rich knowledge structures that explicate both conceptual and strategic knowledge, will allow the students to master concepts, principles and strategies in the course of attempting to solve problems. This should promote transfer. As cases will be connected to domain principles, the learner will be able to understand how knowledge is applied to problems, and this should in turn lead to the acquisition of flexible knowledge. Case libraries also facilitate the acquisition of prior examples to apply in later situations. The collaborative nature of student activities should facilitate the assimilation of new knowledge since it encourages articulation and intra-group communication. All these factors should together also result in longer term retention, and successful application of the learned knowledge beyond the classroom.

The major pitfall that has been identified in the use of CBL is the inflexibility of the knowledge and strategies acquired (Williams, et. al., 1993). In the anchored instruction environment, when students were asked to solve a related problem, they often used the original solutions and did not appropriately adapt it to the new situation. When students were asked to predict the solution to "what-if" variants of the problem and received feedback via a simulation of the problem situation, transfer became more flexible as students developed more accurate causal models of the problems (Williams, 1994). In the McBAGEL approach, rather than having students revisit a single case, we have students revisit ideas from multiple cases both through the design problems that students work on and the cases in the case libraries. Students will reflect on, and articulate, how different cases are similar and different to the problems. The problems that students solve are design problems which we believe require a different variety of reasoning strategies from the diagnostic problems traditionally used in PBL. The design cases that are made available to students to use during problem solving contain information both in the form of problem-solution pairings as well as elaborations such as causal models and theoretic justifications. All these factors ought to enable students to construct flexible and coherent knowledge structures and grasp multiple problem-solving strategies. McBAGEL also provides a long-term record of students’ problem-solving thus allowing them to revisit their earlier experiences in later efforts.

Issues of knowledge flexibility can be addressed by attending to the kinds of learning strategies encouraged in CBL. Bassok and Holyoak (1993) make a distinction between top-down and bottom-up learning. Top-down learning depends on prior knowledge of the domain coupled with active learning strategies that allow the learner to make principled judgments about the importance of features to the learner’s goals. Bottom-up learning refers to inductive learning by examples. Bottom-up learning requires that students make generalizations from multiple examples. The learners do not engage in deep analysis of principles and may end up knowing sets of correlated features (including some that are irrelevant). To the extent that top-down learning enables learners to successfully identify relevant but non-obvious features of a problem, more flexible transfer will be promoted (Bassok & Holyoak, 1993; Patel & Kaufman, 1993). Several studies have demonstrated that PBL students are likely to take a hypothesis-driven approach to their own learning and thinking (Hmelo, 1994; Hmelo, Gotterer, & Bransford 1994; Patel, Groen, & Norman, 1993). Research on learning and transfer suggests that a hypothesis-driven or top-down approach to learning may be advantageous (Chi, Bassok, Reimann, Lewis, & Glaser, 1989; Bassok & Holyoak, 1993). If the domain knowledge is fragmented however, students may need to have their attention directed to goal-relevant aspects of the problem.

The McBAGEL approach, as it is being further refined and implemented, provides a research opportunity to test our theories of learning. There are two sets of interrelated issues: those related to knowledge and strategy use and those related to the technology that we will use to scaffold learning and transfer. The issues of flexible knowledge and strategy use are critical for understanding the success of this approach. Understanding the way that learners use cases to help them in problem-solving is an important research issue that will help us develop activities that facilitate using cases as effective learning tools. There are also technology issues related to the types of scaffolding and tools provided for the students. We need to better understand how these tools are best integrated and implemented from a cognitive perspective. Some of the related questions which we plan to address as part of our ongoing research are the following. What are students learning? What are the different ways in which cases can be used most effectively in the classroom, in conjunction with student-centered problem solving activities? How can the influence of cases in promoting learning, integration, retention and transfer be accurately measured? What are the disadvantages of using cases and problems in instruction? What makes for an effective case? How can technology be used for effective and adaptive scaffolding? What kinds of student-teacher, student-student, student-computer and teacher-computer interactions should be supported?

8. Conclusion

Case-based learning environments have the potential for helping students to construct usable knowledge and to learn strategies that prepare them for a lifetime of learning. To afford generative learning, the environments need to contain rich sources of information. In addition, opportunities for student articulation and reflection must be provided to help students think deeply about the problems they are working on and to learn to go beyond the problems given. The McBAGEL approach addresses these issues by situating learning in design problems and by providing an integrated learning environment that contains case libraries, simulations, and other tools for learning. By combining the best aspects of other CBL models with new ideas, and by
drawing from research in Education, Cognitive Psychology and Case-Based Reasoning. McBAGEL represents a multi-disciplinary approach to innovation in educational practice.
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Abstract

A major part of the reasoning designers do involves accessing old cases and using the lessons learned in those situations to address new problems. DesignMuse is a shell for creating on-line case libraries with built-in browsing capabilities that make cases available to design students in a natural way while they are designing. Archie-2 is the most extensive case library built with DesignMuse, and has been used in Georgia Tech's design studios. Archie-2 provides flexible access to multimedia case representations of buildings: libraries, courthouses and skyscrapers. Susie is a student-built library containing cases about sustainable technology and development. These two case libraries illustrate the two ways in which we believe case libraries can enhance learning in the classroom: (1) by using the case library to search for, analyze, compare and contrast cases that are similar to the problems students are solving, which will improve their problem solving skills, and (2) by constructing cases and building a library after doing research in a domain, which will help them learn domain knowledge. This paper describes our classroom experiences with these two DesignMuse-based case libraries and work in progress on enhancing various functionalities of these libraries based on feedback from students and informal classroom observations.

1. Introduction

Design is an activity that requires not only knowledge of facts and fundamentals, but also the spark of creativity and insight. In order to generate innovative solutions to design problems, expert designers often turn to the history of failed as well as successful designs as an invaluable information resource. For novice designers, such information is even more valuable because for them it can serve not only as a source of ideas but also teaches them about the impact that good and bad designs have had in the past, different perspectives that were brought to bear on trend-setting designs, and the plethora of issues that arise during design. Thus, previous designs can be a rich source of ideas and inspiration in the early stage of design when the design problem is still open-ended and evolving. Another fact to note is that design in the real world has increasingly become a multi-disciplinary group-oriented process in which multiple perspectives converge - aesthetic, ergonomic, economic, technical and social, to name a few. Often, successfully addressing issues that arise during design requires an understanding of the interactions between those issues and an ability to arrive at appropriate tradeoffs. All these strongly suggest that collecting, organizing, indexing and presenting design cases structured in a way that highlights the relevant issues involved and lessons that can be learned from them, and making these available as an on-line library of design experiences, can be a very powerful aid for both design students and expert designers. Therefore, design case libraries and case library authoring tools have become an important part of the design education initiative of EduTech Institute, Georgia Tech. The use of case libraries for education derives from research on case-based reasoning [5], the use of past experiences to solve current problems. The central idea in case-based reasoning is that cases facilitate the solution of new problems by suggesting applicable past solutions, pointing the way out of quandaries, allowing potential failures and errors to be anticipated and avoided, and focusing attention on relevant issues.

We believe that design cases can be used in two ways to help students become better designers and learn domain knowledge well: (1) Analyzing past cases while solving design problems can help
students do design better in a variety of ways: cases illustrate how design problems have been solved in the past, provide warnings about potential pitfalls, focus attention on significant issues, suggest potential solutions, and guide adaptation of earlier solutions to fit the current problem; (2) Constructing new case libraries for others to use helps students acquire deep knowledge of a domain - since cases are actual instances that illustrate the application of knowledge, knowledge thus learned should be transferable to new problems. Archie-2 and Susie are two case libraries which illustrate these two roles. In this paper we describe our classroom experiences with these two libraries and current work on enhancing various functionalities of these libraries based on feedback from students and informal classroom observations.

2. DesignMuse and Case Libraries

DesignMuse [3] is a case library authoring tool that allows easy construction of structured, indexed and searchable databases of analyzed case studies for students to learn from. DesignMuse builds functionalities for indexing, organizing and presenting case information into the case libraries created from it. It also provides graphical user interfaces for specifying search probes, for presenting case information and for modifying/extend the case library. Cases are structured in terms of stories, problems, responses and design overviews. These four pieces of information are presented in four panes of a case presentation window as shown in Figure 1. Stories help students discover which issues they should be considering and help them to anticipate the results of carrying out proposed solutions. Stories are associated with general problems and responses they illustrate. The presentation format - a story flanked on the left by the problem and on the right by the response - is intended to help students take the abstraction step from specific stories to the general problem-solution pairs that the stories illustrate (and vice versa). Design overviews, appearing in the lowermost pane of the case presentation window, provide appropriate context for stories, problems...
and responses. Hypertext links between design overviews and stories, and among stories, problems and responses allow flexible navigation and browsing.

DesignMuse has been used both by experts (faculty, graduate students and working engineers) to construct case libraries for use in design studios and by novice students to construct prototype case libraries. Archie-2, described in more detail later, is an example of the former. DesignMuse was also used by students in a graduate level case-based reasoning course in two quarters. In the first quarter (Winter 1994), groups of students produced six different sample case libraries: (1) a building design case library, (2) a re-design advisor that provides advice about replacing metal aircraft parts with composites, (3) a case guide to formulating design problems in the decision support problem framework, (4) an on-line failure catalogue for diagnosing satellite failures, (5) an advisor for car purchase decisions, and (6) a satellite command management system. During the second quarter of use (Winter 1995) DesignMuse was used by three groups of students to create three parts of a single case library on the topic of sustainable technology and development. One group focused on cases of industrial pollution, another on issues of sustainable development and resource management, and the third on industrial accidents. Susie (SUStainable technology Interactive Education) is the case library that resulted from merging these three parts.

Archie-2 [2] is a building design case library. It provides flexible access to multimedia representations of building designs. Each building has been evaluated in a post-occupancy evaluation, and is represented as a series of plans/montages, design issues/problems that came up during its design, construction and use, appropriate responses to those issues/problems, and stories that illustrate how various design issues/problems were addressed. Each such "chunk" of information is indexed by the physical or functional part of the building it is associated with and the design issues it addresses. This case library contains cases about the design of several existing libraries and courthouses in the Atlanta area. Its database currently consists of 6 library designs, 3 courthouse designs, 67 problems, 187 stories, and 138 responses. Each story in this library discusses some problem that arose in a building design, the way that the problem was addressed, and the outcomes that resulted. Archie-2 was used once in a graduate-level design studio in the College of Architecture. A graduate level class on human-computer interface design at the College of Computing conducted a formal evaluation of the usability of Archie-2's interface. We are now in the process of extending the library by adding cases of tall building designs and building modifications for handicapped accessibility. This extended library will be tested in a graduate-level architectural design studio in the 1995-96 academic year.

Susie is a library of cases about pollution, the natural environment and industrial accidents that highlight issues of sustainable technology and development. It illustrates a different use of case libraries in classrooms: learning, not by perusing an existing library, but instead by creating one. Graduate students in a course on case-based reasoning in the College of Computing built Susie in the Winter Quarter of 1995. It holds 11 large cases, with 30 problems, 41 stories and 28 responses. Its individual stories teach lessons about making technology and development decisions that take into account environmental and ethical concerns as well as the more traditional technological and economic issues. Figure 1 shows the case presentation window of Susie with a story and accompanying problem and response statements about the Three Mile Island accident.

3. Lessons from Classroom Experiences

3.1. Broadening the Content and Presentation of Information

How can cases be organized and presented in ways that make it easy to learn from them? DesignMuse-based case libraries provide one answer to this question in terms of individual information chunks - design overviews, problems, stories and responses. Another, for example, is the "multimedia book" style of engineering design cases developed at the University of California, Berkeley [4]. The majority of information contained in our case libraries are specific instances -
e.g., specific designs and stories. The only relatively abstract information provided are problem and response statements which generalize the lessons to be drawn from specific stories. During the course of extending Archie-2 for use in a tall building design studio, the faculty member in charge of this studio felt that having the case library also present introductory tutorial material as well as specific cases of existing tall buildings would make it more useful to students. This studio consists of two phases: introducing students to the methods, technologies, systems and issues of tall building design, followed by a design project. If tutorial materials were to be incorporated into Archie-2, it was felt that students could use the case library in both phases instead of only during the design project. Work is therefore currently underway to collect and structure introductory materials in the form of problems, stories, responses and designs connected to a "generic tall building case" in the library. In this case, explanatory materials that further illustrate a problem-response pair will replace actual stories, and generic drawings and design guidelines for a building will replace the specific floor plans or montages that typically appear in the design pane (the lowest pane in Figure 1) of the case presentation window. Another extension to Archie-2 in progress is the addition of designs for handicapped accessibility as mandated by the Americans with Disabilities Act (ADA). The case information being added is about redesign of existing buildings to conform to ADA regulations, not new building designs. This has prompted us to take a broader view of the design pane of the case presentation window and to use it to present information such as redesigns of building parts like entry ports and guidelines or regulations that governed the redesigns.

While students were constructing Susie, the one aspect they had the most difficulty with was the extraction of relevant information from the resource materials on sustainable development and technology they were provided with (e.g., newspaper articles, research papers, project reports, reports issued by agencies such as the EPA and Greenpeace) and structuring that information in the form of "chunks" that DesignMuse-based case libraries require - problems, stories, responses and designs. While problems, responses and illustrative stories lend themselves naturally to describing almost any situation, design information is not equally applicable or relevant. For example, one sustainable development case dealt with how to manage forested patches of land called "windbreaks" to prevent soil erosion as well as sustain game for sports hunters. This case has no design component to it; its focus is environmental management. Therefore it was decided to change the design pane to an overview pane that may contain any kind of contextual information - this could be an overview, a layout diagram, a time-line or similar graphical/textual device that provides sufficient context for the problems, stories and responses associated with a case. Thus, Susie displays pie-charts, tables and time-lines in this pane instead of the floor plans and montages of Archie-2.

3.2. Indexing: Vocabulary, Organization and Presentation

Case libraries use a structured indexing vocabulary for tagging information, usually created based on an expert's understanding of the domain. Users (e.g., students) use the indexes for two purposes - to construct a probe or query during database search and to construct a set of descriptive indexes for new cases during library construction. We have found that students are not always familiar with the necessarily technical terms appearing in the indexing vocabulary. This impedes their ability to conduct useful searches and to index new information appropriately. This is motivating the addition of a glossary to the library.

Students' efforts in constructing Susie highlighted a need to broaden the indexing system. DesignMuse was originally built to author "design" case libraries. Therefore it was felt that the indexing system of these case libraries should reflect the salient dimensions of artifact design - where (physical and functional components), what (design issues), when (lifecycle of the artifact) and who (stakeholders). Accordingly, the indexing system classifies all index terms into these classes and organizes them in a hierarchical structure for efficient searching. However, cases of sustainable development and technology required a different cut on indexes. These cases needed to be characterized in terms of the type of a case, its spatio-temporal scope, the nature of problems
encountered, the nature of possible solutions, affected parties, lifecycle stages (for technology related cases) and relevant issues. What we have discovered is that as case libraries expand into domains that go beyond design, the organizing structure and vocabulary of the indexing system can change drastically. So flexibility to change the structure of the indexing system as well as the vocabulary ought to be built into the case libraries. On the other hand, giving complete freedom to determine this structure to case library designers may result in the indexes reflecting the personal and professional idiosyncrasies of the designers which need not be apparent to the users. This will diminish the utility of the indexes. This is a tradeoff, the implications of which are yet to be investigated in classroom settings.

At present, the system presents its indexing vocabulary to users as a series of nested pop-up menus that faithfully reflect its underlying hierarchical structure. We have observed that the students get confused by the organization of the hierarchy because they are not familiar with the search and matching algorithms that exploit this hierarchical structure. In fact, students do not need to see this structure at all. Besides, the multiple levels of nested menus that this hierarchical structure engenders result in a cluttered set of pop-up menus that students find difficult to maneuver in. The solution we are implementing is to hide the hierarchy (but leave an option to see it if someone wants to) and instead to present the indexes in a more familiar form such as the indexes in a book.

3.3. Software Integration

Educational tools like case libraries can be integrated into classroom practice by either making them available for optional use by students or making their use mandatory in assignments. Our experience has been that either of these strategies does not fully engage the students. In the former, many students do not attempt to use the system. In the latter, many students use the system to the minimum extent necessary to get the assignments done. In either case, students do not exploit the full potential of the case libraries to facilitate their learning. We believe that in order to motivate and engage the students so that they derive the maximum benefit from case libraries, it is necessary to integrate their use with the rest of classroom activities. We are currently pursuing this idea in two ways. One is to integrate case libraries with software that supports design problem solving in other ways. In one project we are building an interactive problem solving system that the students will use to solve design problems, and integrating a case library with it so that one kind of feedback the problem solver will give students is to bring up the case library with a set of cases relevant to the issue they are pursuing at the time feedback was requested. This way students get started off with a set of interesting cases relevant to their problem, which should motivate them to search and explore further in the library. Another project in the College of Architecture seeks to integrate a sketch-pad with case libraries so that an architect could make sketches to guide the search for relevant cases and annotate the retrieved information. A broader approach to integration is to embed case libraries in a larger computer-based learning and work environment with many other components. Integrating a case library into an electronic workspace that provides tools for communication, collaborative work, simulation, etc. as well, for example, will facilitate the use of cases for multiple purposes. Once relevant cases have been found by searching the case library, that information can be immediately be imported into the workspace and used to solve some aspect of the design problem at hand. Cases can also be imported into collaborative discourse or argumentation. For example, cases provide one type of information a student might point to as justification for some argument, as a potential alternative to a design decision, or as a rebuttal to someone else’s design decision.

3.4. Curriculum Integration

There is ongoing work in terms of further curricular use of case libraries. Archie-2, the architectural case library, is currently being extended to include cases about handicapped accessibility and tall building designs. This extended library will be fielded in a graduate-level design studio in the College of Architecture in Fall 1995. Work on the creation of a new case library consisting of product design cases has just begun. This library will be used in early 1996 in a collaborative
product development course being offered jointly by the Industrial Design Program and School of Management at Georgia Tech. Another case library documenting Olympics construction projects in the Tech campus, for use in a design course to be offered jointly by Architecture and Civil Engineering in 1996, is also underway. Finally, in the Spring of 1995, five groups of students in a sustainable technology course constructed five case studies on paper: disinfection of waste water, pulp fiction, the role of PVC, pharmaceuticals with chlorine, and sustainability of chlorine use with refrigeration. We plan to use these cases as seed materials for students to extend Susie during the next offering of this course.

4. Case Libraries in Design Education

How can students learn from case libraries? Cases, being rich knowledge structures that explicate both conceptual and strategic knowledge, will allow students to master concepts, principles and strategies in the course of attempting to solve problems. This will promote transfer. As cases will be connected to domain principles, learners understand how knowledge is applied to problems, and this should in turn lead to the acquisition of flexible knowledge. Students will analyze multiple cases from the case library and reflect on how these cases are similar and different to the problems they are solving. Case libraries also facilitate the acquisition of prior examples to apply in later situations. There are two different and equally important ways in which students will use case libraries. One is by searching for, analyzing, comparing and contrasting cases that are similar to the problems they need to solve. The other is by constructing cases from domain knowledge and from their problem solving experiences and incorporating these into the case libraries.

Use of case libraries can also scaffold skills of resource identification and use. The goal of scaffolding is to help students to carry out a reasoning process or achieve a goal that they would not be able to do without help, and to facilitate learning to achieve the goal without support [1]. Case libraries support student exploration by providing multiple ways of finding and navigating among cases. Students might begin looking at one story of interest and explore related stories by a number of different dimensions (e.g., same subsystem being designed, similar challenges, similar solutions), or begin by browsing all the stories about the same subsystem, or one of a number of other dimensions. The skill of searching for relevant information can be further scaffolded by presenting the library index in intuitive formats and encouraging students to construct and experiment with complex search probes from the index terms.
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Abstract

Although interactive computing systems potentially offer a flexible environment for teaching and learning, they have had surprisingly little impact on the content or methods for teaching design skills. Most commercially available computer-based design tools support only some "low-level" tasks such as drafting and drawing, numerical computing, and constraint propagation. These tools do not support the "high-level" cognitive task of conceptual (or preliminary) design. In our own earlier work, we have developed a sequence of prototypical systems for supporting conceptual design. While these experimental systems apparently are very useful for supporting design problem solving and are intended to be used by practitioners, their utility for the teaching and learning of design seems quite limited. These systems essentially provide an external memory of domain knowledge (e.g., primitive objects and relations in the domain), and design experiences (e.g., design cases that specify the problem, the solution, and the outcome of a past design experience). This external memory of past design cases evidently helps designers in solving new design problems in a given domain. Further, in contrast to traditional methods of teaching, these systems offer a designer opportunities to learn domain knowledge in the context of concrete design examples and problems. However, these systems do not provide potential users with access to knowledge of design tasks and problem-solving methods. They assume that the user is an expert designer who already knows what tasks need to be set up in solving a design problem, and what problem-solving methods are useful for addressing a given task. We believe that a computing environment for teaching design to novice designers must enable the learning of design tasks and problem-solving methods in addition to the learning of domain knowledge and design cases. Our group is developing an interactive computing environment called CANAH-CHAB to address some of these issues. The goal of this paper is to analyze some of the issues in building a computer-based system for teaching and learning of design strategies and skills, and to describe how these issues have influenced the design of CANAH-CHAB.
1 Goal and Motivations

Traditional methods for the teaching of design skills place primary emphasis on learning: (1) domain knowledge, and (2) analytical approaches for using this knowledge in refining design solutions (e.g., [Vincenti 1990]). In addition, domain knowledge, e.g., physical principles and engineering mechanisms, is typically taught in the abstract, sometimes augmented with textbook examples. Then, during exercise and evaluation phases, the student is given a design problem in which the analytical skills that have been learned are applied and tested. The problem is usually highly structured and there is little freedom in developing new designs. For example, in a typical problem in mechanical design, a general design solution is given and the student is asked to compute the parameter values that will result in the designed system meeting some given specifications (e.g., [Shigley 1977]). It might be argued that such teaching methods were the inevitable result of the limitations of the "paper and pencil" approach to the teaching of design skills.

In recent years, computers and computer-based tools have entered the modern classroom. Although interactive computing systems potentially offer a much more flexible environment for teaching and learning, they have had surprisingly little impact on the content or methods for teaching design skills. Current computer-aided methods for teaching still emphasize learning domain knowledge and analytical approaches, and domain knowledge still is taught in the abstract. Most commercially available computer-based design tools support only some "low-level" tasks such as drafting and drawing, numerical computing, and constraint propagation. While these provide a limited degree of flexibility in sketching, analyzing, and refining design solutions, these tools do not support the "high-level" cognitive task of conceptual (or preliminary) design. This phase, we claim, results in the generation of design concepts and involves much of the innovation and creativity in design.

More recently, some design researchers have developed experimental computing environments for supporting high-level conceptual design. For example, JANUS [Fischer, McCall, and Morch 1989] is an interactive hypermedia computing environment that provides a designer access to a catalog of past designs and uses this knowledge to suggest arguments for and against specific design choices in a given design situation. Similarly, BOGART [Mostow 1989] is an interactive system that provides a designer access to a catalog of past designs and enables the designer to replay the derivational traces of the past designs. In our own earlier work, we have developed a sequence of prototypical systems for supporting conceptual design: ARCHIE [Pearce et al. 1992], a case-based system for supporting architectural design; ASKJEF [Barber et al. 1992], an interactive multimedia case-based system for supporting interface design; and ARCHETUTOR [Goel et al. 1993], an interactive multimedia case-based environment for supporting the teaching of architectural design.

While these experimental systems apparently are very useful for supporting design problem solving and are intended to be used by practitioners, their utility for the teaching and learning of design seems quite limited. These systems essentially provide an external memory of domain knowledge (e.g., primitive objects and relations in the domain), and design experiences (e.g., design cases that specify the problem, the solution, and the outcome of a past design experience). Some of these also provide a kind of rationale for the past designs.
For example, JANUS provides arguments for specific design choices in the past designs, BOG­ART provides the derivational traces of the past designs, and ASKJEF provides a trace of the evolution of the design through cycles of design criticism and redesign. This external memory of past design cases and associated design rationales evidently helps designers in solving new design problems in a given domain. Further, in contrast to traditional methods of teaching, these systems offer a designer opportunities to learn domain knowledge in the context of concrete design examples and problems.

However, these systems do not provide potential users with access to knowledge of design tasks and problem-solving methods. They assume that the user is an expert designer who already knows what tasks need to be set up in solving a design problem, e.g., design verification, and what problem-solving methods are useful for addressing a given task, e.g., qualitative simulation for the task of design verification. This assumption does not seem valid for all users. In particular, it appears invalid in the case of novice designers such as beginning design students. We believe that a computing environment for teaching design to novice designers must enable the learning of design tasks and problem-solving methods in addition to the learning of domain knowledge and design cases.

Further, although these systems provide access to some kind of rationale for the past designs, they do not provide potential users with high-level languages for representing the reasoning activity involved in the creation of the current design. They view design primarily as a problem-solving activity and assume that the design process is over once a satisfactory design has been created. However, design is also a learning activity; both expert and novice designers learn from their design experiences. Furthermore, reflection over the design activity, both during and after problem solving, often plays an important role in learning from design experiences. We believe that a computing environment for teaching design must provide high-level languages for representing the design activity so as to enable reflection both during and after design problem solving. See also [Collins and Brown 1988].

Our group is developing an interactive computing environment called CANAH-CHAB\(^1\) to address some of these issues. In particular, our goal is to develop an interactive multimedia computing environment for teaching design that (1) enables the user to explore alternative design concepts, (2) enables the user to create and critique her own conceptual designs, (3) enables the learning of domain knowledge and design cases, (4) enables the learning of design tasks and problem-solving methods, and (5) enables reflection both during and after the design process. Our earlier work on computer-based design support systems such as ASKJEF suggests that, in order to be effective, such an environment must itself be capable of autonomous generation and evaluation of design solutions so that, when needed, it can help a student create and critique her own designs. Hence we are building CANAH-CHAB on “top” of an existing autonomous design system called KRITIK [Goel 1991, 1992] that operates in the domain of engineering devices.

The goal of this paper is to analyze some of the issues in building a computer-based system for teaching and learning of design strategies and skills, and to describe how these issues have influenced the design of CANAH-CHAB, which is presently under development. The next section briefly describes the KRITIK and ASKJEF systems from which CANAH-

---

\(^1\)“Canah” and “chab” are Mayan words that roughly translate to “to learn” and “to design,” respectively.
CHAB evolves. Section 3 discusses some of the issues that arise in computer-based teaching and learning of design strategies and skills, and Section 4 describes our hypotheses in regard to these issues. Section 5 outlines the current status of the development of CANAH-CHAB. We conclude with a discussion that relates our work with earlier research and draws some tentative conclusions.

2 Background

As we mentioned above, our work on CANAH-CHAB evolves from our earlier research on both interactive problem-solving and tutoring systems ([Barber et al. 1992], [Goel et al. 1993], [Pearce et al. 1992], [Recker and Pirolli 1993], [Vasandani and Govindaraj 1994]) and autonomous design problem-solving and learning systems ([Goel 1991, 1992], [Goel and Chandrasekaran 1989, 1992], [Bhatta and Goel 1993, 1994]). In particular, it directly builds on the ASKJEF system, which interactively supports software engineers in designing simple human-machine interfaces, and the KRITIK system, which autonomously designs simple engineering devices. Since we will often allude to ASKJEF and KRITIK in this paper, we briefly describe the two systems in this section. We will return to our work on CANAH-CHAB in the next section.

2.1 KRITIK

KRITIK is an autonomous design problem-solving and learning system that operates in the domain of engineering devices such as electrical circuits and heat exchangers. It takes as input the user's specification of the function that is desired, and provides as output a description of the structure of a device that produces the function. It uses multiple types of knowledge in solving design problems, for example, past design cases and structure-behavior-function (SBF) models of how the specific devices stored in the design cases actually work. A design case is indexed by the functions delivered by stored design and acts as an index into the SBF model for the stored design. Given a design problem, KRITIK solves it by first elaborating on the functional specification of the problem, and retrieving from its case memory a design that delivers the function similar to the desired one. It then identifies candidate modifications to the structure of the retrieved design by analyzing SBF model for the design, executes the required modifications on design structure to produce a candidate design, and revises the SBF model of the retrieved design to produce a SBF model for the candidate design. The system then evaluates the candidate design by qualitatively simulating the SBF model. If the design fails then KRITIK attempts to redesign it. If it succeeds, then KRITIK uses the SBF model of the new design as a causal explanation to learn the indices for storing the new design case and associated SBF model in memory, and stores them for potential reuse in the future.

The design of KRITIK is based on a task structure analysis on design problem solving with Chandrasekaran's task structures [1990] as the framework for analyzing problem solving. A problem-solving task in this framework is specified by the information it takes as input and the information it produces as output. A task can be accomplished by one or more
methods, each of which decomposes it into a set of simpler subtasks. A method is specified by the subtasks it sets up, the control it exercises over their processing, and the knowledge it uses. The subtasks into which a method decomposes a task can, in turn, be accomplished by other methods, or, if the appropriate knowledge is available, they can be solved directly. This enables KRITIK to opportunistically select a problem-solving method depending on the current subtask it is addressing. Since the system may select different methods for different subtasks, this enables KRITIK to integrate several reasoning strategies such as case-based and model-based reasoning and to shift from one strategy to another depending on the needs of the current subtask. KRITIK's task structure for design is illustrated in Figure 1.

KRITIK's SBF models of devices capture a different component of the design rationale from the one provided by ASKJEF [Chandrasekaran, Goel, and Iwasaki 1993]. An SBF device model specifies the internal causal behaviors that explain how the structure of a device delivers its function. Figure 2 shows the SBF model of an electric circuit in KRITIK's memory. Lee and Lai [1991] have noted that, in addition to the derivational component
of the design rationale that provides a record of the design activity, the design rationale may also contain an explanation of how the designed artifact works. In other words, one component of design rationale explains how the choices for the design components in the artifact and the relations between them together achieve the desired functionalities of the artifact. KRITIK's case-specific SBF models express precisely this knowledge. We call this the behavior-centered component of the design rationale.

Figure 2: SBF Model of an Electrical Circuit in KRITIK's Memory.

2.2 AskJef

AskJef [Barber et al. 1992] is an interactive multimedia knowledge-based system for advising software engineers on the design of human-machine interfaces. It uses text and graphics for acquiring information about design problems from the software engineer, and it uses text, graphics, animation, and voice for presenting several different kinds of knowledge to
the engineer. In particular, the system provides a software engineer with an external memory of design cases, guidelines, explanations, and stories. These different types of knowledge are cross-indexed in ASKJEF's memory as indicated in Figure 3. This cross-indexing enables the user to navigate through ASKJEF's memory. The system itself uses these different types of knowledge for (1) helping a software engineer understand a given problem by illustrating and explaining previous design solutions to similar problems, and (2) helping the engineer comprehend the principles of interface design by illustrating and explaining the use of interface-design guidelines in the context of design problems encountered in the past.

![Figure 3: ASKJEF's Knowledge Organization.](image)

As indicated in Figure 3, each interface design case contained in ASKJEF is decomposed temporally and actually contains several versions of the interface design. Every version provides a "snapshot" in the temporal evolution of the interface design. The different versions are annotated with design critiques that specify what worked in a given version, what did not work, and how these "failures" were repaired in the next version. These annotations link the different interface versions together into a partial record of the reasoning that led to the creation of the final interface design. In this way, ASKJEF provides the rationale behind the designs stored in its memory. We call this an artifact-centered view of design rationale.

This design rationale in ASKJEF supports interface designers in two ways. Firstly, it supports them in critiquing their designs. Since the design rationale stored with each interface design case explicitly shows the utility of design critiquing in past design situations, it directly points to the need for critiquing in the current design situation. In addition, since the design rationale illustrates the kinds of errors that occurred in a past interface design and the kinds of remedies used to fix them, it helps to guide the critiquing of the current
design. Secondly, design rationale in ASKJEF supports design collaboration over time. An interface design case specifies a design created by interface designers in the past and offers it for reuse in the present. It thus enables collaboration between the past and present interface designers. By making some of the reasoning behind the creation of a past interface design example more explicit, the design rationale for the past design enables the past designers to more effectively collaborate with the present designers in solving new interface design problems.

3 Content of Learning

With KRITIK and ASKJEF as the background, we now turn to the main issues in designing CANAH-CHAB. One of the primary issues in the design of CANAH-CHAB is "what is the content of learning in design, i.e., what learning tasks should the system support?" Earlier systems such as ASKJEF and ARCHITUTOR implicitly support the learning of domain knowledge. ASKJEF, for example, provides access to domain knowledge in the form of design examples, design guidelines, and design rationales. This type of domain knowledge seems necessary in order to achieve any degree of design expertise in a given domain. But what other kinds of design knowledge should the interactive system enable a user to learn?

Another primary issue in the design of an interactive learning environment such as CANAH-CHAB is "what are the methods of learning in design, i.e., what methods should the system use to enable the learning of design?" Earlier systems such as ASKJEF and ARCHITUTOR take a two-pronged approach to this issue. First, they help a user learn domain knowledge in the process of solving design problems. They do not merely present domain knowledge for memorization by the user. Instead, the designer gets exposed to domain knowledge in the context of solving a real problem. Second, they make extensive use of examples, cases and stories to illustrate and explain abstract domain concepts such as design principles and guidelines. These methods represent a departure from the traditional methods of learning domain knowledge. But what other methods of learning should the interactive system support?

Of course, the design of an interactive system such as CANAH-CHAB also involves complex issues of knowledge representation and organization, human-machine interaction and interface organization, and the use of multimedia and hypermedia. However, we believe that these issues are auxiliary in that they cannot be adequately answered until the issues of the content and methods of learning have been resolved to some degree.

The answer to the issues of content and methods of learning depend on the intended users of the system. Evidently both novice and expert designers learn as they create new designs, and they learn both from their failed and successful design experiences. However, in general the content and methods of learning may differ depending on where a given user lies on the novice-expert continuum. Earlier systems such as ASKJEF and ARCHITUTOR assume that the user is an expert design practitioner. In contrast, CANAH-CHAB is intended for novice designers such as beginning design students in engineering colleges and its goal is to help the student make the transition from a novice designer to a design expert. Note that since
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4.1 Learning of Design Strategies

The design of CANAH-CHAB incorporates more than one method for supporting the learning of functional knowledge of design tasks and strategic knowledge of problem-solving method. The first learning method is learning by observing [Winston 1992]. In "learning by observing," the system illustrates and explains a design task or a problem-solving method by use of an example. Design tasks and problem-solving methods are abstract concepts that are sometimes hard for design students to understand. Thus, it is important for a computing environment to be able to illustrate and explain a given task or method. We propose to do this by using illustrative examples. The user can learn design tasks and methods from such examples because she can observe them in actual use on specific problems, which helps her to ground the acquired knowledge in concrete examples.

This brings us to the benefits of modeling KRITIK's design problem solving in CANAH-CHAB. Since KRITIK is an autonomous design problem solver, it enables us store traces of its problem solving on different design problems in different domains. These traces can be indexed by the types of tasks and methods they use and stored in CANAH-CHAB. When a user asks the system to illustrate a given design task or method, CANAH-CHAB can refer to its memory of traces of problem-solving episodes in order to provide the user with an appropriate example. Note that CANAH-CHAB may not always be able to find any relevant problem-solving episode with which to illustrate a given design task or method. In this case, it can give KRITIK a problem to solve at run time that will potentially illustrate the task or strategy, record the trace of how KRITIK solves the problem, and then present this trace to the user. This represents an added benefit that is obtained by using an autonomous system as a model of a design problem solver. In this way, KRITIK problem-solving capability can be used to complement CANAH-CHAB's knowledge.

Another method for supporting the learning of functional and strategic knowledge is learning by using. In "learning by using," the computing environment enables the user to actually use a given problem-solving method in the context of a real problem. This learning method however raises two issues: (i) how to explicitly represent the knowledge of design tasks and problem-solving methods, and (ii) how to organize this knowledge so that it can be accessed when needed. Clearly, without an explicit declarative representation, a system cannot communicate a design task or a problem-solving method to a user. In a different project called AUTOGNOSTIC, Stroulia and Goel [1993, 1994] have viewed problem solvers as abstract devices and how their functioning can be described in terms of the structure-behavior-function (SBF) models that are used in KRITIK to model physical devices. Just like work on KRITIK led to the development of a SBF language for representing and organizing knowledge of the functioning of a physical device, similarly work on AUTOGNOSTIC has led to the development of a related SBF language for specifying knowledge of the reasoning tasks and methods employed by a problem solver in solving a problem. In CANAH-CHAB, we are using this SBF language to specify the design strategies that KRITIK uses. In this way, the design of CANAH-CHAB takes advantage of the task-structure analysis of KRITIK.

Of course merely representing design tasks and problem-solving methods is not enough. The system must also provide the user access to the tasks and methods as and when they are needed. In particular, the system needs to (i) help the user in decomposing a de-
sign task into appropriate subtasks, and (ii) provide access to the design methods that are applicable to a given task or subtask. We use the framework of task structure analysis [Chandrasekaran 1990] for this. In particular, we incorporate in CANAH-CHAB a functional memory of problem-solving methods such as case-based reasoning and model-based reasoning [Goel and Callantine 1991] [Goel et al 1993]. A problem-solving method in this method memory is indexed by the tasks for which it is useful. Each method sets up subtasks, and the subtasks in turn act as probes into the method memory.

By having its knowledge of problem-solving methods organized around the design tasks and subtasks they help to solve, CANAH-CHAB can provide access to the problem-solving methods relevant to the design problem specified by a student. Further, since each problem-solving method sets up its own subtasks, it can help the student decompose the given problem. As the student sets up subtasks, the system can help the student in solving each of the subtasks in a similar manner, e.g., the task of design adaptation as illustrated below.

4.1.1 Sample Interaction with CANAH-CHAB

To illustrate how CANAH-CHAB may provide access to generic problem-solving methods, use KRITIK to illustrate them, and guide the user in decomposing a given design task into subtasks. Consider the hypothetical scenario of a student's interaction with the system shown in Figure 4.

In this hypothetical scenario, CANAH-CHAB enables the user to understand and learn the generic method of case-based reasoning. It uses KRITIK to illustrate the case-based method with a specific example, and helps the student in using the case-based method for her own problem. For example, it helps the student in setting the subtasks of case retrieval, adaptation, evaluation and storage in the context of her design problem.

4.2 Learning of Design Skills

The design of CANAH-CHAB goes beyond most current tutoring systems and learning environments because it emphasizes the learning of design strategies in addition to domain knowledge as described in the previous section. However, this still leaves open the issue of how to enable a student to become more skilled at using the design strategies and domain knowledge. By this we mean, how to enable the student to recognize interdependencies among design decisions, to recognize errors of reasoning, to recognize faulty design products, etc. These abilities are needed so that the student can incrementally become a more efficient designer, one who can anticipate and avoid errors of reasoning, and produce better quality designs. Note that there is no easy way of incorporating this knowledge directly into CANAH-CHAB because this knowledge is incomplete, tacit and individualized.

Instead, what is needed is a mechanism for enabling the student to reflect on her design experiences. The process of reflection would help the student in transferring CANAH-CHAB's strategic and domain knowledge from the system's frame of reference to her own frame of reference and contextualize this knowledge in her design experiences. In addition, the reflection process would help the student in generating explanations and justifications for
the design decisions, and strategies for recovering from reasoning errors and design failures. This would help the student in making explicit knowledge of design decisions, reasoning errors, and design failures, which otherwise may remain tacit and unstated.

The centrality of reflection to learning in problem-solving situations has been established by a long line of psychological inquiry, e.g., [Piaget 1971], [Flavell 1971], [Kluwe 1982], [Baker and Brown 1984], [Collins and Brown 1988]. One of the main results of these studies is that reflection upon instances of failed problem solving enables the problem solver to reformulate the course of her own “thinking” so that she does not fail in a similar way under similar circumstances in the future. Similarly, reflection on instances of successful problem solving help the designer to try to repeat this success in similar situations in the future. In the context of design, Schoen [1987] has argued that reflection is a fundamental constituent of design problem solving and learning. Reflection can help a student become a more skilled
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the artifact-centered component potentially enables reflection on the processes of design criticism, redesign etc.

The fourth, issue-centered view, is at "grain-size" smaller than the first three. While it specifies the design rationale at a finer level, it makes no distinction between the three senses of "design," and provides no formal characterization of an "issue." The current design of CANAH-CHAB is intended to support the first three views of design rationale.

5 Current Status

We are currently developing the CANAH-CHAB system along the lines described above. We are constructing CANAH-CHAB on a Sun Sparcstation using the Common Lisp Object System and the Garnet interface development tool. Further, we are building CANAH-CHAB on "top"
of the already operational KRITIK system. This is so that KRITIK can provide CANAH-CHAB with the capability of autonomous design. Intelligent tutoring systems and learning environments typically are incapable of autonomous problem solving. This is because they typically support only the learning of domain knowledge and act primarily as an external memory of this knowledge. In contrast, CANAH-CHAB is intended to support the learning of design strategies and skills in addition to the learning of domain knowledge and design cases. Further, it is intended to use methods such as learning by observing and learning by using for some of these tasks. Hence it needs to have the ability of creating and critiquing designs on its own; KRITIK provides it with this capability.

6 Concluding Discussion

Interactive multimedia computing systems offer a much more flexible environment for the teaching and learning of design skills over traditional "pencil and paper." Flexibility inherent in computing environments offers opportunities for ease of access, networking, and evolution and growth. In addition, this flexibility enables learning in both self-paced individualized and collaborative work environments. A comprehensive interactive multimedia environment potentially becomes the "design studio" that augments, and in some cases replaces, the traditional classroom settings.

These observations have recently led to the development of several experimental computer-based systems for supporting conceptual design (e.g., JANUS, BOGART, and our own earlier work, e.g., ARCHIE, ASKJEF). From the perspective of teaching and learning of design skills, these systems seem limited in at least two ways. First, they provide access to domain knowledge, but not to functional knowledge of generic design tasks and strategic knowledge of generic design methods. Second, they view design primarily as a problem-solving activity, but not also as a learning activity.

Our experience with ASKJEF and ARCHIE TUTOR suggests that before we develop computing environments for enabling the learning of design skills, we need to closely examine the issues of the content and methods of learning these skills. In this paper, we have analyzed some of these issues and have described how our analysis has influenced the design of CANAH-CHAB. In particular our analysis leads us to the following conclusions: