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SUMMARY

Memory design is a crucial component of VLSI system design from area, power and performance perspectives. To meet the increasingly challenging system specifications, architecture, circuit and device level innovations are required for existing memory technologies. Emerging memory solutions are widely explored to cater to strict budgets. This thesis presents design methodologies for custom memory design with the objective of power-performance benefits across specific applications. Taking example of STTRAM (spin transfer torque random access memory) as an emerging memory candidate, the design space is explored to find optimal energy design solution. A thorough thermal reliability study is performed to estimate detection reliability challenges and circuit solutions are proposed to ensure reliable operation. Adoption of the application-specific optimal energy solution is shown to yield considerable energy benefits in a read-heavy application called MBC (memory based computing). Circuit level customizations are studied for the volatile SRAM (static random access memory) memory, which will provide improved energy-delay product (EDP) for the same MBC application. Memory design has to be aware of upcoming challenges from not only the application nature but also from the packaging front. Taking 3D die-folding as an example, SRAM performance shift under die-folding is illustrated. Overall the thesis demonstrates how knowledge of the system and packaging can help in achieving power efficient and high performance memory design.
CHAPTER 1
INTRODUCTION

The choice of a memory technology and its subsequent design depends on several factors— the energy constraints, the reliability requirement, and performance constraints. All these constraints arise primarily from the application for which the design is intended and from the packaging constraints. Thus, any memory design has to take these factors into consideration. For well-established memory technologies, adaptation to the application space and packaging induced constraints might result in the alteration of the standard cell parameters and in some cases even the topology. For the emerging technologies, we need a methodology which identifies the application space where it might be most useful. Beyond that point, design optimization will help us meet the energy-performance budget. Thus, application-aware tuning is a critical part of memory system design and depending upon the level of maturity technology might need an application space exploration before actual circuit optimization. In this chapter, we provide a brief introduction to the various memory technologies that are prevalent today. We discuss which memory technology benefits which market segment and application. We try to understand the desirable properties that different technologies have which make them the forerunners in corresponding markets and application spaces.

Memory systems are diverse in nature from the application perspective. The application space for embedded memory has expanded over the years, creating memory design opportunities from the microprocessor cache to reconfigurable computing
systems. The design requirements are essentially vast. Increased design complexity and scaling requirements for the embedded memory market has prompted a host of innovations from the memory technology domain to the circuit domain.

1.1 Memory Technologies

Let us briefly discuss some of the major memory technologies and talk about what application domains they are most suitable for. The memory technologies can be subdivided into two parts-volatile and non-volatile. Volatile memories can only retain their data when the power supply is switched on. Non-volatile memories retain their data even when the power supply is switched off. Let us discuss them in order.

1.1.1 Volatile Memory Technologies

Fig. 1.1: (a) SRAM circuit  (b) 45 nm SRAM layout (courtesy Intel Corporation)

In this section there are two major components- SRAM (static random access memory) and DRAM (dynamic random access memory). Random access memory signifies the fact that any of the bit cells can be accessed completely randomly. As we shall be dealing with them later we discuss their basics in a bit of detail here.
SRAM: A standard SRAM cell consists of six transistors (Fig 1.1 (a) and (b)). It has two cross coupled inverters and two NMOS access devices to sense/write to these inverters. When the power supply is present and access devices are off, the cross-coupled inverter holds the data. While sensing, the bit line (BL) and bit line complement (BLB) are raised to the same potential. The word line (WL) is switched on, turning on the access devices. Depending on whether a “1” or “0” is stored at a node, one of BL or BLB registers a voltage drop. This drop is sensed across a sense amplifier. The small voltage drop is magnified rail to rail. For writing, one of the BL/BLB is maintained at “1” and other at “0”. The access path is opened to write the values at the storage nodes.

Proper sizing of the transistors can make SRAM a fast and robust solution. Due to its fast access speed, SRAM finds use extensively in the different cache levels e.g. L1, L2 and L3. The speed-power requirements out of these cache levels are different and the sizing of the transistors varies from one to another. SRAM is also used extensively in FPGA, MBC and other lookup based computations. However, the area penalty for using SRAM is quite large. A typical 6T cell macro layout occupies 100-120 F^2 where F is the feature size of the technology. Hence, in applications where area compaction is more crucial than speed (e.g. memory or storage) SRAM is not the preferred memory technology.

SRAM read, write and hold imply contrasting requirements on transistor sizing. Also all these transistors are subject to global and local process variations. Designing the macro at lower technologies to meet the system specifications in presence of ever increasing process variations is a huge challenge. Hence, 8T and 10T cells with the intent to decouple read and write have come up as an alternate robust, low power option.
DRAM: A DRAM consists of a single cell and a capacitor (usually trench capacitor) where the charge is stored. It can be used to store a value of “0” or “1”. Because the DRAM cell consists of a single transistor, DRAM is extremely area efficient. But it is some 10-100X slower than SRAM. Area of a DRAM cell is usually 6-10 F². However there is one major problem. DRAM gets its name from the fact that the storage node has to be written to or refreshed dynamically. The periodic refresh operation demands additional power. Hence it is clear that power wise DRAM is a more expensive solution. Also reads in DRAM are self-destructive meaning every read there is a write to the same location meaning power and performance overheads. This charge sharing occurs as the bit line capacitance and cell capacitance share their charge thereby destroying the original voltage in the cell. Also as the sensing is single ended unlike in SRAM, the response time is larger. Hence, DRAM finds usage as the microprocessor memory where a high integration density is the prime requirement [5, 6], for which a certain amount of performance and power penalty can be accepted.
1.1.2 Non-Volatile Memory Technologies

In the non-volatile memory space, cost per bit is an important factor. A segment of non-volatile memories are intended for storage. Here performance is greatly sacrificed for storage density. Magnetic memory and flash are the representatives of this type of memory. Then there are some newer technologies like STTRAM, FeRAM, PCRAM, ReRAM etc which could be a viable alternative for the embedded memory domain. Each has its relative advantages and disadvantages. We will briefly describe flash and move on to the emerging technologies. With the rapid growth of the embedded and hand held market, the application space for these memories is ever increasing. For our study, we select STTRAM from this domain. We will very briefly put forward the relative advantage and disadvantage of each and only discuss STTRAM in detail.

**Flash**: For NAND flash memory, cell size can go down to as low as 5F^2_. This coupled with non volatiliy and “not so high” write (0.1ms) and read times (50ns) make it a good choice for storage. However, during erase procedure it requires a high voltage (16-20V) and consequently the write power consumption is very high. Due to these later properties, flash is restricted to the external memory market and is not a candidate for the embedded market.

**Emerging Memories**: We have put forward several memory technologies in the emerging memory technology umbrella. Let us begin with Spin Transfer Torque RAM (STTRAM). Spin polarized electrons are used here to alter the state of the spin content of a magnetic tunneling junction (MTJ). For different spin states, the resistive contributions of MTJ are different. This resistive signature is used for bit storage. In phase change
RAM (PCRAM), the change in resistive signature is brought about by changing the crystalline structure of chalcogenide glass. The change is brought about by a high current pulse of a certain pulse width. Ferroelectric RAM (FeRAM) uses ferroelectric material to achieve non-volatility. The ferroelectric material polarity changes on applying electric field across it. In ReRAM a current pulse can change the resistance signature much like its PCRAM counterpart with lower current requirements. Let us discuss about STTRAM in a greater detail at this point.

**STTRAM**: We have talked about the STTRAM mechanism very briefly. Let us now try to understand in greater detail the physics behind the operation. Electrons have a property called spin. Depending upon the direction, the spin could be ±1/2. However, in unpolarized current flow, the spins balance out. When unpolarized current passes through the fixed layer in an MTJ, it becomes polarized. On reaching the free layer, the polarized current exerts a magnetic torque which causes the magnetic elements to flip.
The projections for STTRAM are a cell size of 6-20F². A read and write time requirements of 2-20 ns in the precessional regime and a high endurance. The drawback of STTRAM is that increased switching current density (1MA/cm²) requirement is becoming a bottleneck for cell area scaling. Added to it is the problem of thermal stability where to retain data for a certain number of years, the temperature has to be below a certain prescribed value. Also, there are problems of excess process variation in a developing technology. Hence, STTRAM has its own set of advantages and disadvantages.

1.2 Thesis Statements and Contributions

From the discussions we conclude that the embedded memory space is an area of growth and both volatile and non-volatile memories could find use there. Our first task is to identify an embedded memory application.

We choose a lookup based computation framework called memory based computing (MBC) to illustrate how memory solutions can be tailored for application characteristics. Memory based computing is a spatial computing style which is getting significant attention at present [7, 8]. As technology scales, FPGA systems are not being able to leverage the benefits of scaling as interconnect delay becomes the major performance bottleneck. This delay component does not scale with technology appreciably. MBC tries to be superior to FPGA by adopting larger LUT, less interconnect and multi-cycle operation inside each component.

In the volatile domain, we use SRAM as a test vehicle to find out how application characteristics and packaging solution impacts the design choice. Embedded memory
systems have traditionally suffered from increasing leakage and robustness concerns, especially with scaling technology generations. A lot of research emphasis in recent times has been laid on the usage of scalable non-volatile technology solutions in the embedded space to reduce leakage, and thereby improve energy-efficiency and robustness. However, achieving the suggested end goals require a consistent effort in modeling the energy expenditure and reliability challenges for the non-volatile domain. The knowledge gained thereby has to be incorporated in the design methodology to make it efficient. Thus to summarize, modeling methodologies need to be developed for emerging technologies to investigate the power-performance-robustness achievable for a given application. For our study, we use Spin Transfer Torque Random Access Memory (STTRAM) as a prototype for emerging scalable non-volatile memory solution to build energy-reliability models and suggest design innovations. In particular, the contributions of this thesis can be summarized as follows:

**Application Specific STTRAM Design Methodology**: In this phase of the work, we identify the crucial STTRAM cell design parameters. The information from the cell level are abstracted to create an array level power-performance model. This model can be used to decide how suitable STTRAM is from a given application perspective. This section proposes a design methodology involving a design space exploration of the STTRAM space which helps us take architecturally correct decisions.

**STTRAM Reliability Evaluation**: Before STTRAM is adopted for an application or package, it is necessary to know its thermal reliability. The data storage longevity, the read and write failures are all related to this. Also a large write current flows through the small MTJ device. Hence self-heating becomes a crucial determining factor for thermal
stability. A detailed self-heating analysis is performed across STTRAM and impacts are studied on detection reliability and different other crucial cell parameters. The study is extended to foresee how the nature of application might determine the reliability behavior.

**Circuit Solutions for STTRAM:** Thermal reliability points to the growing concerns for detection reliability which is magnified in presence of process variation. The thesis discusses a circuit solution to reduce its impact on the STTRAM array. We use a source biasing scheme where the STTRAM bit lines and source lines are held at different voltages for reads and writes to ensure minimal leakage for unselected cells of selected column. Results show considerable suppression of the detection failure rate. A design optimization between the dynamic energy overhead and failure rate helps us choose the operating point.

**Design Modifications for STTRAM in MBC:** After the evaluation of the emerging technology and developing an application-aware methodology, we test it for a specific embedded application (MBC). We abstract the degree of read intensity of the application. The design methodology suggests the device sizing and voltage levels based on the abstracted information. The energy model also suggests changes at the software level that could potentially lead to energy profitability.

**SRAM design modification in MBC:** Beyond this point, we take up the case of SRAM design modification in MBC. The main aim is to achieve voltage scalability and thereby power savings. An alternate cell structure is adopted which protects the storage node from the bit lines thereby eliminating the read reliability concerns. Depending on the size
of the read transistor, the read current increases and consequently, the access time can come down quite a bit. However, both read and write are single ended. Hence additional measures are necessary to ensure correct operation. The macro topology, sizing constraints, failure mechanisms for the cell etc. are discussed in detail. The idea is verified at an HSPICE simulation level and the impact is evaluated across a MBC platform using architectural simulations. A single MCB (memory cell block) prototype has been designed in IBM 130nm process with the above mentioned memory cell structure. We present extracted results from the fabricated chip.

**Stacking induced SRAM constraints in 3D:** Both application and packaging are crucial determining factors in determining the SRAM design constraints. In this case, we take 3D stacking of SRAM as a packaging platform to determine how the SRAM design requirements might be modulated. A core-cache stack with its increased vertical coupling presents a degraded worst case temperature across the SRAM cache. This gives rise to increased leakage, read failures, hold failures and enhanced aging. Study and analysis of this degraded cell design margins is necessary to prevent failure for such stacking.

The thesis is organized as follows. In chapter 2, we discuss the prior works pertaining to each of the topics mentioned. Chapter 3 talks in detail about the STTRAM design methodology. The self-heating induced STTRAM temperature distribution and its impact evaluation is done in Chapter 4. Chapter 5 talks about a circuit solution to reduce the detection failure in STTRAM. In chapter 6, design modifications in STTRAM for applicability to MBC are discussed. In chapter 7 SRAM cell custom design for MBC along with the post extraction results are discussed in detail. Chapter 8 gives us a preview
on the 3D stacking induced design challenges to SRAM. Finally, Chapter 9 summarizes this thesis and points to future directions where the work might be extended.
CHAPTER 2
PREVIOUS WORK

This chapter discusses some of the previous works in this domain. The discussions on the prior works begin with the STTRAM technology and documents efforts aimed at showing its utility in the embedded domain. Studies evaluating and characterizing the thermal distribution in STTRAM cell are discussed. At each such stage, we discuss the scope of future improvement and the challenges that exist. Temperature development in the cells and the arrays can lead to parametric failures. Thermal impact on such parametric failures is an area of key concern. For adoption of a technology a complete design infrastructure needs to be in place. Hence, design space exploration of this emerging technology has received widespread interest from the design and automation perspective. Evaluation of power-performance trade-offs possible in different applications is another such important area of study. Application-aware design demands a lot of in-depth understanding of the circuit realizations. This is true of maturing and mature technology alike. A brief literature survey is conducted on the application-aware design in SRAM. Besides, the role of packaging in determining the memory design is investigated. Case studies along this direction specifically for memories are presented for motivation of later part of the work.

2.1 Maturing of STTRAM Technology

Spin Transfer Torque based Random Access Memory is an interesting and important entity in the memory market. The theory for magnetic coupling existing between two
barrier separated ferromagnets was proposed by Slonczewski [9]. This existence of the magnetic coupling in ferromagnetic materials would make state storage and alteration possible. This opened the avenues for spin-torque assisted switching and propelled spin based MRAM as a contender in the embedded memory market [10, 11]. To make STTRAM a usable memory technology, a number of goals remained to be achieved. The programming current was of the order of mA and clearly needed to be brought down to avoid circuit complexity. Secondly, Tunneling Magneto Resistance (TMR), which is a ratio of the high and low state resistances, was 20-50%. This difference was clearly not enough for a reliable sensing, especially at the variation prone submicron technologies. Researchers devoted themselves to the solution of these fundamental shortcomings. Structures and materials of the MTJ were widely experimented with to improve these properties [12]. The solution suggested was in the form of a MgO tunneling barrier based STTRAM, which could increase the TMR to 150-200% while maintaining a current density of $1.1 \times 10^6$ A cm$^{-2}$ [13]. Once these problems were waived, the next step was to verify CMOS integration compatibility [14, 15]. In CMOS integration the MTJ is usually integrated at the higher level of the metal and is connected to the access device through
via. As per the projections in [10], STTRAM could go down to as small as 4 F² area with current prototypes having 6-20 F² area. Also under Time Dependent Dielectric Breakdown (TDDB) test environment under voltage and temperature stress, STTRAM shows a high write endurance (>10¹⁶) [16]. With these developments, STTRAM has entered the mainstream memory market slowly. Currently it is used in avionic and space applications where high levels of radiation make charge based storage infeasible. It is also being applied to embedded systems in a variety of situations [17].

2.2. STTRAM Design Space Exploration and Need for Application-Aware Methodology

As the STTRAM technology matures, new potential areas of application of the technology are investigated. This requires tools and design methodologies for the technology to be in place. Hence the area of STTRAM-specific design methodology and tool design has seen a rise in research interest [18]. At the architectural level, trade-offs between power and performance have been studied for application to cache by Xiaoxia et al [19] while that between endurance and speed have been explored for energy-efficiency by Smullen et al [20]. Modeling of a self-consistent framework trying to solve the Non Equilibrium Green’s Function (NEGF) and the Landau Lifshitz Gilbert (LLG) equation is the core to model the MTJ [21, 22]. The MTJ has been modeled at different levels – from the device level models to the behavioral models [23-25]. Based on the STTRAM device models, a large number of works aimed at design space explorations involving circuit parameters [26, 27]. Design methodologies to achieve a desired yield estimate in presence of variations for such circuits have been explored [28, 29]. These proposed design methodologies and tools aim to make this maturing technology usable from
different design perspectives – power, performance, yield etc. However, the formalization of the understanding of design alterations to be performed for application-specific systems is still missing at large. For example, depending on whether read operations might have precedence over write operations, the design can be tailored for achieving energy efficiency. In order to achieve that, the detailed STTRAM array level energy model has to be built while accurately understanding the constraints imposed by the read and write requirements.

2.3. The Issue of Endurance and Need for Thermal Distribution Evaluation

The pulse width and programming current for write in STTRAM are interrelated [14]. If the write time requirement is restricted, the programming current has to be exponentially increased in the precessional operational region for MTJ. However, the flip side to increased speed is an increased temperature. In presence of elevated temperature, the endurance of the cell is sacrificed. Hence, there is a direct trade-off between writing speed and data storage lifetime. The thermal stability factor is linked to the anisotropy of the storage node. It is defined as:

$$\Delta = \frac{K_u V}{k_B T}$$

where Ku is the anisotropy energy density and V is the free layer volume respectively. The thermal stability factor for non-volatile applications is expected to be greater than 60 [27]. A higher temperature hinders the thermal stability factor. Also, the switching characteristics are a function of temperature [30]. The initial magnetization vector distribution bears an impact of temperature. This introduces an additional asymmetry in
the P-AP and AP-P switching mechanism. Characterization of the STTRAM thermal
distribution was performed and it was found that for a 1GB STTRAM to achieve a 10
year data retention and 1000 FIT read disturb error rate requires a thermal stability of 75
[16].

All the above mentioned facts point to the fact that thermal distribution evaluation is
an important aspect of STTRAM circuit evaluation. Another interesting fact is that while
most works focus on the MTJ behavior with temperature, little attention has been paid to
the transistor behavior. However, for a complete analysis of the STTRAM cell and array,
the MTJ and transistor impacts need to be coupled together. Towards that end, there is a
need to incorporate some key understandings from the STTRAM switching studies [31,
32] and submicron technology transistor behavior [33].
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**Fig 2.2:** Scaling projections in STTRAM (a) Write current scaling projections with technology
[1](b)Thermal stability scaling projections with technology [1]

### 2.4. Design Issues in STTRAM and Solutions

Having achieved a considerable impetus from the technology and materials aspect,
the future of STTRAM will depend on the ease of CMOS circuit integration. It has been
proven that the STTRAM complies with CMOS integration and this has been verified at
submicron technology nodes [15]. Earlier works concentrate on achieving a standard
performance out of the STTRAM array of smaller size. A 10ns read and write pulse width based STTRAM array was demonstrated in [34]. Larger sized arrays were developed [35, 36] with different connection styles as well [37]. Faster read times (4ns) were achieved for larger sized arrays as the technology matured [38]. Writes in STTRAM are energy expensive. To improve on the write energy efficiency, early write terminations based on detection was suggested in [39]. The read operation is crucial from the reliable operation perspective in STTRAM. In presence of process variations impacting the MTJ and the access device, sensing becomes even more difficult. Techniques simultaneously utilizing the magnetic and the circuit properties are required for reliable sensing [40]. To this end, self-referencing schemes sacrificing some performance have been proposed [40-42]. Negative resistance shunting of STTRAM cell for read operation was also suggested for read reliability [43].

STTRAM is a zero leakage system. This is one of its big advantages and hence circuit designers do not have to use additional power saving schemes (gating techniques) as in SRAM or DRAM. However, STTRAM detection mechanism can be impacted by leakage. Leakage from unselected cell of selected column can contribute to offsets. This can lead to wrong judgment at the sense amplifier output [44]. This is more severe as in maturing technologies like STTRAM impact of process variation is quite acute. This problem needs to be thoroughly analyzed and solutions have to be suggested to improve read reliability.

2.5. **An Embedded Application Platform - Memory Based Computing**

The design methodology we proposed earlier is applicable to a wide range of applications. The effectiveness of the methodology can be showcased particularly for
read intensive embedded applications. Memory based computing (MBC) is an application platform to this end. Let us discuss a bit about MBC before moving on to the non-volatile memory based findings in this application.

Field programmable gate array (FPGA) is a spatial computing approach where computations are performed in computing units called configurable logic block (CLB). The CLBs consist of look up table (LUT) composed of smaller look up table modules and usually a full adder corresponding to the mathematical mode of operation. A D flip-flop is present at the end of the structure. The CLB can be synchronous or asynchronous in its mode of operation. These units are connected by a set of programmable interconnects. The programmability is achieved in the switch network of the interconnect fabric. These switches are typically composed of tri-state buffers. However, the interconnect overhead grows at a huge rate with the complexity of the function and the number of inputs. Thus interconnects become the prime source of delay and power dissipation in FPGA. At submicron technologies the interconnect delay does not scale as well as the CMOS delay.

Fig 2.3: FPGA structure
Hence the problem aggravates and interconnect delay dominates over the rest and this becomes a bottleneck to performance betterment in FPGA in nanometer nodes.

![Diagram of the MBC system](image)

**Fig 2.4: The MBC system**

An approach that tries to bypass this additional interconnect delay is to have a larger 2D memory array for the look-up table and minimize interconnect between units. The units are made capable of performing multi-cycle operations and hence less number of such units is to be used. This means reduced interconnect delay dependency and consequently reduced interconnect delay sensitivity for the system.

Multi-input multi-output LUTs are used in MBC for storing the partitions of the target application. The unit computing element is called memory computing block (MCB). Information on the address, scheduling etc. are stored in a finite state machine called schedule table. The schedule table is implemented using flip flops. The mapping into the LUT (memory) as well as the schedule table is done during the application mapping phase. During the operational phase, the address selection for the lookup is done through a multiplexor tree network. The select signals to the MUX tree arrive from the
schedule table. Based on the signals, input is selected from the available choices—the external inputs or the results stored in the MLB from earlier computations. Based on the computed memory address, the lookup is performed. The lookup results are stored in a register file called the intermediate register. The results from previous cycles are stored in the dummy registers. These can be used towards multi-cycle operations.

The 2D memory is known as the function table. The MCB input is limited by the function table size. However, making the function table large is not a good prospect from the area and memory access time perspective. For MCB of partition inputs 12 and outputs of size 4, memory size of 2kB has been considered [45]. The data read out in the current cycle (i) is stored in intermediate registers for use in the next cycle (i+1). For use in cycles i+2 and beyond, the data is stored in dummy registers. However, the increased number of such registers means a more complicated MUX tree. This in turn means the schedule table has to supply an increased number of select signals which complicates its design. Also the data read out of the function table may be transmitted to neighboring MCBs as well.

MBC has received a lot of interest in the research fraternity in recent years [8]. As the 2D array is the heart of the MBC, it has been subjected to a lot of exploration. Different memory structures have been tried for power and performance benefits [7, 46]. The program once, read multiple times environment favors the usage of non-volatile memory. Hence, STTRAM based hybrid memory have been shown to be useful for such applications [47]. However, the design question as to how to design the STTRAM memory cell and array for this kind of an application to achieve power performance benefits had not been addressed.
MBC design is usually performed currently with six transistor SRAM cell. Read related parameters receive priority in SRAM design for MBC. To achieve scalability and read reliability, MBC specific transistor sizing was adopted with limited benefits [48]. A 6T SRAM topological modification in the SRAM was suggested to perform better for low-voltage and high-speed applications [49, 50]. However, some critical issues remained to be addressed for the structure which would hamper its power and performance. One of the major concerns was to stop the flow of current from the unselected cells in the selected column. This required architectural as well as circuit level changes for the cell organization.

2.6. New Packaging Environment-3D and the Design Constraints Imposed

3D integration of chips has become necessary to adhere to Moore’s law. In this integration, dies are stacked on top of each other and inter-die connection is established through metallic through-silicon-via (TSV). Memory stacking is especially of high interest since the high number of TSVs provides a huge bandwidth to be utilized. The issues of memory stacking are very relevant to industry and memory alike.

High temperature is an unavoidable phenomenon for 3D systems. With limited heat escape routes (one heat sink and the package for multiple dies), the temperature rise in the dies away from the heat sink is a major cause of concern. As the processor is likely to dissipate a much larger (~90% of heat) [51], the processor is likely to be placed near the heat sink. The memory operation temperature is expected to be higher than in a single die.

There have been numerous efforts in trying to model the temperature rise in a 3D environment [52]. A lot of these efforts have stuck to the simple resistive heat flow model
for temperature estimation [53, 54]. The initial objective of these efforts is to understand the thermal dynamics in a 3D integrated system [54]. This analysis needs to be performed across multiple materials, stacking style and geometry to arrive at the optimal condition [55, 56]. The estimated temperature is used to suggest micro architectural and process technology based techniques to reduce the undesired impact of temperature [57-59].

3D cache stacking with SRAM is a reality today [60]. Hence, it is open to architectural as well as design considerations to extract the best performance out of SRAM cache [59]. However, SRAM is extremely sensitive to process and temperature variations [61] and the yield might suffer under the stacked scenario. In the stacked scenario, temperature also behaves as an added source of variation. Also, a consistent high temperature is favorable to aging mechanisms [62], resulting in further increases in bit error. Hence, before stacking it is necessary to get a good estimate of the design estimates to avoid the impact of failures due to the raised temperature. This understanding is the goal of our work.

The following chapters discuss in detail the research done in each of these areas. The next chapter begins with the STTRAM energy model development and proposal of a design methodology for energy-efficient STTRAM based design.
CHAPTER 3

STTRAM ENERGY MODEL: TOWARDS AN ENERGY EFFICIENT NON-VOLATILE MEMORY

Due to its non-volatile nature and very low standby power STTRAM arrays are suitable for embedded applications. Further, very small cell size can help to improve the integration density and hence, allow a larger memory capacity relative to the SRAM memory for the same area. A larger size for example reduces the L2 miss-rate and consequently reduces off-chip memory accesses, leading to better performance and lower energy consumption. One of the primary challenges in using STTRAM is a correct evaluation of the energy dissipation during read and write operations. Hence, detail analysis and co-optimization at both the circuit and architecture level are necessary to understand how to design the STTRAM cell (given a MTJ) to minimize the energy dissipation for an application. The first step towards that goal is the detailed realization of the STTRAM energy model at the array level.

In this chapter, we present a detail analysis of the energy dissipation of an STTRAM array and explore the cell design space constraints that should be taken care of while minimizing the array energy dissipation. For the results we use in 180nm TSMC technology [63]. In particular, we do the following:

1. A comprehensive analysis of the array energy is performed using a detail dynamic model of the STTRAM array.

2. A methodology to co-design the cell access transistor and operating voltage to minimize the energy dissipation of the array while maintaining cell quality.
3.1. Cell Metrics and Operations

The two important quality metrics for an MTJ are: (a) the TMR and (b) the switching current ($I_C$). At a particular operating temperature, both of these factors depend on the structure and material of the MTJ device. TMR is the readability metric and is defined as [64]:

$$TMR = \frac{R_H - R_L}{R_L}$$

(3.1)

where $R_H$ and $R_L$ denote the resistance offered by the MTJ in anti-parallel and parallel orientations. A high TMR indicates a larger difference between resistances in the parallel and anti-parallel modes and facilitates reading. A high TMR is hence desirable.

However, for an STTRAM cell, equivalent quality metrics need to consider the effect of the access device. In this section, we analyze the effect of access device on these qualities and define the regions in the array operating voltage ($V_{WL}$) and access device width ($W$) plane that will satisfy the cell quality requirements (Fig. 3.1). In this analysis, we assume that, the word-line voltage during read/write operations and bit-line/source-
line voltage (for parallel/anti-parallel writes) during write operations are same (defined collectively as the array operating voltage, $V_{WL}$). The bit-line voltage during read operation ($V_{\text{read}}$) is different. This ensures that, only two voltage levels are required for the array.

### 3.1.1 Read operation: Cell TMR

During read the bit line is pre-charged with a small voltage ($V_{\text{read}}$) and current flows in the direction of bit line (BL) to source line (SL) (Fig. 3.2). The errors in read operation are classified under two categories, (a) false read and (b) read disturb. False read occurs when the output sensed is different from the state of the MTJ. Read disturb occurs when in trying to read the state of the MTJ is flipped. In this subsection, we study the read operation metrics, their relation to the read errors and validate our analysis with simulation results from STTRAM simulations using TSMC 180 nm.

False read is related to the quality of read operation. The quality of read operation of the cell depends on the difference between the current flowing through the cell while reading “1” (i.e. anti-parallel state) and reading “0” (i.e. parallel state). The higher this difference, the more robust is the circuit against false reads. The cell TMR (CTMR) can be defined as:

$$CTMR = \frac{I_{\text{read0}} - I_{\text{read1}}}{I_{\text{read0}}} \quad (3.2)$$

where $I_{\text{read0}}$ and $I_{\text{read1}}$ are the read currents for the parallel or “0” and anti-parallel or “1” cases respectively. For a given access transistor, since the resistance in the anti-parallel (“1”) state is higher than the resistance in the parallel state, $I_{\text{read0}} > I_{\text{read1}}$. From simple circuit analysis equation (3.2) can be interpreted as:
\[ CTMR = \frac{R_H - R_L}{R_H + 1/kW (V_{WL} - V_{th})} \]  

(3.3)

where \(R_H\) and \(R_L\) are the resistances of the MTJ in the anti-parallel and parallel states; \(W\) is the width of the access device; \(V_{th}\) is the threshold voltage of the access device; \(V_{WL}\) is the word-line voltage (i.e. array operating voltage). For equation (3.3), the device length is incorporated in the constant \(k\) (assuming minimum device length for the technology).

Since the voltage drop across the transistor is expected to be small we have neglected the 2nd order term of drain-to-source voltage across the transistor in equation (3.3). However, the circuit simulation based results presented in the paper do consider this effect. It is important to note that \(R_H\) and \(R_L\) actually vary with the voltage across MTJ for large voltage swing. In our case the voltage swing across MTJ permits variation in \(R_H\) ~2-5%. Hence it is logical to assume constant \(R_H\) and \(R_L\) values. In order to distinguish the currents for reading “0” and “1” the CTMR needs to satisfy a minimum bound (say, \(\eta_{CTMR}\)) governed primarily by the robustness of the sensing circuit. From equation (3.3), we can obtain the region in the \(V_{WL}-W\) plane that will satisfy this minimum CTMR requirement:

\[ W(V_{WL} - V_{th}) \geq \frac{1}{k(R_H - R_L)} \left( \frac{1}{\eta_{CTMR}} - \frac{1}{TMR_0} \right)^{-1} \]  

(3.4)

where, \(TMR_0\) represents the TMR of the MTJ given by equation (3.1) and is a property of the MTJ. From equation (3.4) we can clearly observe that, a higher word-line voltage and larger access device help to improve CTMR. Fig. 3.2 shows the effects of \(W\) and \(V_{WL}\) on CTMR considering TMR value obtained from using \(R_H = 4.5K\), \(R_L = 2K\) at 180nm technology [2].
The read disturb occurs when the read current is higher than the MTJ switching current which cause the cell data to flip during reading. We observe that flipping of a “0” during read is not a possibility. This is because the read current flows from BL to SL. Hence read disturb is limited to flipping of a “1”. The read current needs to be sufficiently smaller than the write switching current for the MTJ to reduce the probability of the read disturb (i.e. switching of MTJ state while reading it). On the other hand, a minimum value of read-current (say, $I_{\text{min}}$) is required to ensure that it can be sensed properly even under noise in the sensor. We consider these effects using the following criteria:

$$I_{\text{min}} < I_{\text{read}} = \frac{V_{\text{read}}}{R_{\text{w}}} + \frac{1}{2}kW(V_{\text{sh}} - V_{\text{th}}) < \eta_{\text{RM}} I_c$$  \hspace{1cm} (3.5)$$

where $\eta_{\text{RM}}$ is the minimum ratio between switching current and read current. The ratio $\eta_{\text{RM}}$ quantifies a design margin for read such that even under variation (which might increase $I_{\text{read}}$ beyond its expected value) read disturbs do not occur. Hence, we refer to $\eta_{\text{RM}}$ as the read margin. Equation (3.5) helps to determine the $V_{\text{read}}$ voltage that should be used while reading a cell.
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Fig. 3.2: Variation in CTMR with design parameters (a) cell word line voltage, and (b) transistor width.
3.1.2 Write operation: Cell Switching Current

For an MTJ to switch the current through the MTJ must be greater than a critical current $I_C$ and a higher switching current is required for faster switching. Given the MTJ switching current, the cell switching current ($I_{\text{cell}}$) strongly depends on the access device and the direction of switching. During this operation $V_{\text{WL}}$ and $V_{\text{BL}}/V_{\text{SL}}$ are tied to the same voltage (depending on whether it is parallel/anti-parallel write).

Anti-parallel to Parallel Switching – Write “0”: During anti-parallel to parallel switching, the current flows from bit-line to source-line. During this operation, the MTJ acts as a resistive load to the transistor. Hence, $V_{\text{ds}}$ of the access device is low and the device remains in the linear region. Further, during this operation, the initial cell resistance is $R_{\text{AP}}$ or $R_{\text{H}}$. We obtain the region in $V_{\text{WL}} – W$ plane that allows $I_{\text{cell}} > I_C$.

Parallel to Anti-parallel Switching – Write “1”: During parallel to anti-parallel switching, the current flows from source-line to bit-line. The MTJ acts as a resistor at the source of the transistor thereby reducing its effective $V_{\text{gs}}$. The transistor remains in the saturation region (as $V_{\text{g}}=V_{\text{d}}=V_{\text{WL}}$). Further, during this operation, the initial cell resistance is $R_{\text{AP}}$ or $R_{\text{H}}$. We obtain the region in $V_{\text{WL}} – W$ plane that allows $I_{\text{cell}} > I_C$.

Fig. 3.3: Effect of $V_{\text{WL}}$ and $W$ on cell switching current: write current variation with (a) $V_{\text{WL}}$, (b) $W$, and (c) $V_{\text{WL}}$-$W$ plane for $I_C=0.3$mA.
resistance is $R_P$ or $R_L$. We can obtain the region in the $V_{WL} - W$ plane that will allow $I_{cell} > I_C$ for writing “1”.

Fig. 3.3(a) and 3.3(b) shows the current through the cell for different $W$ and $V_{WL}$ for write “1” and write “0” conditions. Note, for write “0”, increasing the width beyond a certain point does not have strong impact on the current as the device acts as a resistor and current is limited by $V_{WL}/R_H$. But, for write “1” increasing $W$ always increases the current as the device is in saturation. For reasonable voltage ranges, for a given $V_{WL}$, the minimum device width required for write “1” is larger. This is because the increase in the source voltage reduces the effective $V_{gs}$ of the transistor. However, for small $V_{WL}$ (i.e. when $V_{WL}/R_H \to I_C$) the higher width is required for write “0”. The operating region in the $V_{WL}-W$ plane to ensure a required cell switching current can be obtained by simultaneously considering the two write operations (Fig. 3.3(c)).

### 3.1.3 Design Space for Read and Write Operations

Proper choice of $V_{WL}$ and $W$ are required to simultaneously satisfy both the cell TMR and switching current requirements [4]. Essentially, CTMR target provides a lower bound
on the allowable \( V_{WL} \) and \( W \) values. From Fig. 3.2 we observe that a higher CTMR targets requires a higher \( V_{WL} \) and/or \( W \) values. Hence, a higher CTMR target reduces the acceptable \( V_{WL}-W \) plane as illustrated in Fig. 3.4(c). Fig. 3.4(a) also shows the acceptable \( V_{WL}-W \) plane satisfying a critical current target \((I_c=0.3\text{mA})\). The device width for a given \( V_{WL} \) is determined considering the method discussed earlier. Fig. 3.5 shows the acceptable regions in \( V_{WL}-W \) plane for a given \( \eta_{CTMR} (=0.5) \).

As expected a higher critical current requires a higher \( V_{WL} \) and/or \( W \) value and hence reduces the acceptable \( V_{WL}-W \) region. This is illustrated in Fig. 3.4(b). In summary, the \( V_{WL} \) and \( W \) values for a STTRAM cell need to be chosen to ensure that CTMR and switching current requirements are satisfied. A trivial solution is to increase both \( W \) and \( V_{WL} \) until read margin requirements are violated. But that will significantly increase the energy-dissipation of the array. Hence, the cell design (i.e. \( V_{WL} \) and \( W \) choice) need to consider their effect on the array energy. To analyze this effect in the next section we present the overall array energy model.

### 3.2 Energy Dissipation of STTRAM Array

![Image of allowed design space for TMR>0.5, p=0.5 at Vread=0.6V](image.png)
The energy dissipation of the array is contributed by the total energy dissipation during read and write operations. Note, since STTRAM is a non-volatile memory all the voltage levels can be at 0 for a stand-by array. Hence, standby energy dissipation can be neglected. Let us now consider the energy dissipation during write and read operation for an array with $N_{row}$ number of rows and $N_{col}$ number of columns.

### 3.2.1 Dynamic Array Model for Energy Estimation

The dynamic energy of the array depends on the bit line and word line capacitances. To compute these capacitances, we need to construct the dynamic model of a column while switching. The dynamic model of a STTRAM cell consists of per cell bit line ($C_{BL}$), the word-line metal capacitance ($C_{WL}$) and parasitic capacitance at the intermediate node ($C_{node}$) as shown in Fig. 3.6. $C_{node}$ is contributed by the overlap and junction capacitance of the transistor as well as interconnect capacitance due to the connection of MTJ and transistor. The parasitic capacitance also exists at the node connected to the source-line and increases linearly with an increase in the width of the cell transistor. The MTJ structure also consists of two ferromagnetic layers separated by a thin dielectric layer and hence acts as a capacitance between bit line and the intermediate node. If we consider the bit line is switching from 0 to $V_{WL}$, intermediate nodes of all the cells (selected and unselected) will be charged to $V_{WL}$. Hence, the total energy dissipated during the bit line switching need to consider intermediate capacitance of all the nodes. Similarly for source-line, source parasitic capacitance ($C_{source}$) of the all the cells connected to the source-line need to be considered.

We evaluate the per cell bit line (i.e. $C_{BL}$) and word line (i.e. $C_{WL}$) capacitance from layout considerations (Fig. 3.7). We estimate the per cell bit line length $L_{BL}$ and per cell
word line length $L_{WL}$. Bit line capacitance is per cell is $C_{BL}=L_{BL}*C_0$ and word line capacitance per cell is $C_{WL}=L_{WL}*C_0$ where $L_{WL}=W+L$, $L_{BL}=7L$. Here $W$, $L$ and $C_0$ are the width, length and capacitance of the metal line per unit length (taken to be 0.2 fF/um). Based on this model the total switching capacitance for bit-line ($C_{BL\text{-switch}}$), source-line ($C_{SL\text{-switch}}$) and word-line ($C_{WL\text{-switch}}$) are estimated as:

\[
C_{BL\text{-switch}} = N_{row}\left(\frac{L_{BL}C_0 + C_{node}}{C_{BL}}\right) = N_{row}\left(7LC_0 + C_{node}\right)
\]

\[
C_{SL\text{-switch}} = N_{row}\left(\frac{L_{BL}C_0 + C_{source}}{C_{SL}}\right) = N_{row}\left(7LC_0 + C_{source}\right)
\]

\[
C_{WL\text{-switch}} = N_{col}\left(\frac{L_{WL}C_0 + C_{gate}}{C_{WL}}\right) = N_{col}\left((W+L)C_0 + C_g\right)
\]

where, $N_{row}$ is the number of rows per column; $N_{col}$ is the number of columns per row; $C_g$ is the gate capacitance of the cell transistor which depends linearly on the cell width and $W$ is the cell transistor width. The array consists of $N_{row}\times N_{col}$ number of individual cells.

### 3.2.2 Total Energy Estimation of STTRAM Array

The write energy of the array is contributed by three components, namely, (a) bit-line switching energy ($E_{BL}$), (b) word line switching energy ($E_{WL}$), and (c) energy dissipated in the cell due to the flow of write current ($E_{cell}$).

Bit line Switching Energy: We consider the worst case switching of the bit line and source lines. This occurs when a write “1” is followed by a write “0” or vice versa. Under the valid assumption that interconnect capacitance for source line and bit-line are similar, the total bit line switching energy is given by:
Word line Switching Energy: Considering the array dynamic model, the word-line switching energy is given by:

\[ E_{WL} = (C_{WL-switch})V_{WL}^2 = N_{row} (2L_{BL} C_0 + C_{node} + C_{source})V_{WL}^2 \]  \hspace{1cm} (3.7)

Energy due to Write Current: During writing we need to ensure the current flowing thorough the cell is equal to (or higher than) the required (worst-case) MTJ switching current for both write “0” and write “1” operation. As already mentioned we consider the higher of the MTJ switching current for write “0” and write “1” as our target MTJ switching current \((I_C)\). The average cell switching current \((I_{sw})\) for write energy estimation (Fig. 3.8) is estimated as follows:

\[ I_{sw} = 0.25[I_{sw1\rightarrow0} + I_{sw1\rightarrow1} + I_{sw0\rightarrow1} + I_{sw0\rightarrow0}] \]

\[ E_{cell} = V_{WL}I_{sw}T_{write} \]  \hspace{1cm} (3.9)

Array Write Energy: For a memory array with word-size of \(N\) bit (i.e. \(N\) bit number of columns are selected in each access) the total array energy is given by:
\[ E_{\text{write}} = N_{\text{bit}} \left( E_{\text{BL}} + E_{\text{cell}} \right) + E_{\text{WL}} \]  

(3.10)

Read Energy of the Array: Following the previous discussion we can also obtain the read energy of the array which is given by:

\[
E_{\text{BL}} = N_{\text{bit}} \left( C_{\text{BL-switch}} + C_{\text{SL-switch}} \right) V_{\text{read}}^2 + \left( C_{\text{WL-switch}} \right) V_{\text{WL}}^2 + N_{\text{bit}} V_{\text{read}} 0.5 \left( I_{\text{read0}} + I_{\text{read1}} \right) T_{\text{read}}
\]

(3.11)

In order to compute the energy model we consider equal word-line pulse width for both read and write operations. Note that the write pulse width is determined by the time required to write to a single cell i.e. the difference between the time instants when wordline is raised high and magnetization of the cell is switched. The read pulse width is determine by the difference of the time instants when the wordline is raised high and sufficient voltage difference is developed between the bitline and reference voltage of the sense amplifier for voltage sensing. For current sensing it will imply the time required to develop the sufficient difference between the bitline current and the reference current.
From [2] for a switching current of about 300uA we can expect a write pulse width of 10ns (T\text{write}=10\text{ns}). Note the read access time of the cell can be smaller than the write access time. This method can be extended to capture this effect with proper read-write probability considerations and weights attached to T\text{read} and T\text{write} can be used. In this work we assume equal cycles for read and writes. However it is possible that writes are accomplished in multiple cycles. To capture that effect an extension of the method with proper read-write probability considerations and weights attached to T\text{read} and T\text{write} can be used.

### 3.3 Energy Aware Design Space Exploration

Let I_{\text{sw write}0} is the switching current while writing “0” to a cell storing “1”; I_{\text{sw write}1} is the switching current while writing “1” to a cell storing “0”; I_C is the MTJ switching current; \(\eta_{\text{CTMR}}\) is the minimum CTMR target; TMR_0 is the TMR of the MTJ device; \(\eta_{\text{RM}}\) is the minimum read margin target (i.e. determines maximum read current value).
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**Fig 3.8**: Write current during 1→1, 1→0, 0→1, and 0→0 switching and their average value for all points in the V_{WL}-W plane that satisfies I_C=0.3mA
First, we create a look-up-table (LUT) that provides the cell write current, read current and CTMR for $V_{WL}$ and $W$ values satisfying the constraint. Next, given a $TMR_0$ and $\eta_{CTMR}$ we obtain the design space (given by $U_{TMR}$) for $V_{WL}$ and $W$ to satisfy constraint (3.4) using the LUT as shown below:

$$U_{TMR} = \{(W, W) : CTMR > \eta_{CTMR}\} \quad (3.12)$$

Next, given $I_C$ we obtain the design space for $V_{WL}$ and $W$ (given by $U_{IC}$) to satisfy writability constraint using the LUT as shown below:

$$U_{IC} = \{(W, W) : I_{\text{sw, write}} > I_C \text{ and } I_{\text{sw, write}} > I_C\} \quad (3.13)$$

Next, we obtain the design space ($U_{rd_distrb}$) that satisfies the read disturb condition using the LUT:

![Proposed methodology diagram](image)

**Fig 3.9: Proposed methodology**
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Next, we obtain the feasible design space \( U_{rd\_wr} \) i.e. \( V_{WL} \) and \( W \) that satisfy both constraints as shown below:

\[
U_{rd\_wr} = \{(V_{WL}, W) : (V_{WL}, W) \in (U_{TMR} \cap U_{IC} \cap U_{rd\_durb})\} \quad (3.15)
\]

Finally, we explore the \( V_{WL}\)-\( W \) space in \( U_{rd\_wr} \) to obtain the minimum energy solution [using (3.12)-(3.15)] for \( V_{WL} \) and \( W \). The transistor width and the word line voltage are thus fixed giving us an energy efficient solution for the array meeting the criteria of TMR and write current. The methodology is shown in Fig. 3.9. From the energy surface for the allowed design space for particular set of constraints (the acceptance bin population in Fig. 3.9), the minimum energy solution is chosen. The factor ‘\( \eta_{RM} \)’ is assumed to be 0.5. An exact estimation of ‘\( \eta_{RM} \)’ for a reliability target can be performed using the statistical
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**Fig. 3.10:** Increase in optimal energy for different switching current and CTMR target
modeling technique proposed in [64]. Next, we consider different switching current and CTMR targets to obtain the minimum energy condition. Since a tighter constraints (i.e. higher CTMR and higher switching current) results in higher values for $V_{WL}$ and $W$, minimum achievable energy increases at tighter requirements (Fig. 3.10).

### 3.4 Performance Impact of Proposed Methodology

The performance of the STTRAM cell is primarily determined by the MTJ switching time which depends on the write current target. Since the proposed energy optimization method uses write current as a constraint it does not impact the MTJ switching time. However, the optimal solution calls for a new combination of operating voltages and transistor widths. Corresponding to each such combination the word line length changes and consequently there is a change in word line capacitance. The bit line length is not dependent on the transistor width and is not influenced by these changes. Hence, it is expected that the optimization of the energy will also impact the word-line delay and hence overall cell performance. For worst-case performance overhead estimation we consider the “1” to “0” (i.e. high resistance to low resistance transition) which requires a less write time for the same switching current as discussed in [2]. With increasing write

![Fig 3.11: Impact of array organization on energy](image)
current, the optimal transistor sizes increase, write pulse sizes decrease and the word line delay becomes a more significant part of the write time requirement. However even this is restricted to 6% which is not a significant contribution. For a read access requirement of 10ns, word line delay is also a constant 6% of the access time across switching currents.

### 3.5 Energy Variation with Array Organization

Increasing the column height increases the bit-line switching energy. Beyond a point, this switching energy dominates the total write energy. In other words, for long-bitline arrays the energy dissipated due to high switching current can be less than the energy dissipated in bit line switching. Consideration of different Nrow and Ncol values for a given array size show that bitline energy reduces with an reduction in the column height. Again, increasing Nrow increases bitline energy while reducing word line energy. The optimal energy point is also expected to vary with memory organization (Fig 3.11). However changing array configurations also have implications on the read constraint requirement which is beyond the scope of this work. Hence, in our work we restrict ourselves to a fixed array organization.

### 3.6 Energy Variation with Read-Write Ratio

In this section we consider the effect that different read and write ratios on the energy consumption of the STTRAM array. The total energy contribution of the array can be evaluated as:

\[ E_{\text{total}} = \alpha E_{\text{write}} + (1 - \alpha) E_{\text{read}} \]  

(3.16)
where $\alpha$ is the probability of writing to the STTRAM cache. Fig. 3.12 shows that at very low write probabilities (<0.2) read energy is more than write energy. However, beyond write probability of 0.4 write energy starts dominating. This is due to the fact that the write current and the bit line voltages are larger than in the corresponding read case. Another interesting aspect is the total energy is 4X lower for read intensive operations compared to write intensive ones.

However for programs in the same benchmarks the read-write ratio varies appreciably in case of a cache application. Hence we do not consider optimization based on the read-write probability for cache. However, there is a scope for minimizing the total energy if we can modify the read-write ratio in L2 caches using STTRAM [65]. In that case, (3.16) can be treated as cost function to extend the proposed methodology to read/write biased applications.

Also this property could be useful in judging STTRAM applicability for different applications [66]. It however can be concluded that read dominant embedded applications could benefit with STTRAM use.
3.7 Exploring Opportunities for Skewed STTRAM Design in Cache

Read-write skewing in applications can be put to energy saving benefits by properly designing the STTRAM cell. The most obvious application in which the STTRAM can be thought of is at the lower levels of cache. So in this subsection we try to evaluate the opportunities of such fine tuning that exist there. The architectural simulations have been performed by Mitchelle Rasquinha of the CASL Lab.

In this section, we present our experimental setup for capturing LLC access behavior and computing the read/write statistics. Fig. 3.13 illustrates a high level representation of a two level cache hierarchy with a single processor core and the accesses that correspond to read/write behaviors. All instruction read, data read, and data prefetch hits in the LLC correspond to cell read operations (3.17) while all instruction, prefetch and data misses as well as data write hits correspond to cell write operations (3.18). For our model we assume that the tag arrays of the caches do not use a STTRAM based cell design and hence the energy from accesses to the tag array is not accounted for.

\[
\text{Total reads} = IRH + DRH + IPH + DPH \quad (3.17)
\]
\[
\text{Total writes} = IRM + IPM + DWH + DRM + DWM + DPM \quad (3.18)
\]

Both expressions are multiplied by the corresponding array read and write energies. Where \(E_{\text{write}}\) is energy consumed during a write operation and \(E_{\text{read}}\) is the energy consumed during a read operation. \(E_{\text{write}}\) and \(E_{\text{read}}\) are obtained by scaling (3.10) and (3.11) for a 32 bit word. A write occurs when there is a write from a program perspective or from a write due to a miss in the cache. Hence the raw miss rate amplifies the number of write operations. A second parameter that can adversely impact the number of write
operations is the cache pre-fetch policy. The result of a pre-fetch operation is a number of writes with the further impact that in some cases a pre-fetch may pollute the cache and be the cause for a cache miss, further increasing the number of writes. Traditionally hit rates are known to improve when the cache size is increased. With the use of STTRAM, which takes significantly less area than an SRAM equivalent, we have the option of realizing a much larger cache in the same area. Other design decisions or optimizations that reduce the number of write operations, even at the expense of increasing the raw number of read operations can prove to be beneficial when considering the energy consumption with an STTRAM based cache.

We first analyze the read-write statistics of a set of benchmark applications. Fig. 3.13 shows the variation in read/write statistics for four SPEC CPU 2006 floating point applications and two SPEC CPU 2006 integer benchmark sets. All simulations were executed for 3 billion instructions (1 billion warm up period) using L2 cache sizes varying from 512KB to 8MB. The simulation environment for this section involved a

**IRH**: Instruction Read Hit; **IPH**: Instruction Prefetch Hit; **DRH**: Data Read Hit; **DWH**: Data Write Hit; **DPH**: Data Prefetch Hit;

**Fig 3.13: Simulation setup and read-write ratio for different benchmarks**
multicore version of zesto [67] compiled with gcc 4.1. The L2 is modeled as a 16 way set associative cache of varying sizes with an 8 cycle latency of access. We note that the relative probabilities of read vs. write operations are fairly stable for the MILC and the cactus ADM benchmarks and some variability can be seen for the bzip2 benchmarks reducing the write probability by approximately 0.1. A variation of 0.1 in the write probability is a reduction of approximately 10pj/access. As an alternative to changing the cache size, we may choose between a shared vs. private L2 organization. Shared caches are typically much larger in size and consume a significant percentage of the total energy of the core. The degree of sharing is the primary determinant in the choice of the private vs., shared caches. However, a high degree of sharing enables a single copy to be maintained in the LLC rather than being replicated in multiple private LLCs increasing the number of reads per cell with the consequent energy cost. In designs with private caches sharing however can cause increased coherence traffic and depending on the coherence protocol lead to invalidations thereby increasing the write traffic.

![Fig 3.14: Shared v/s Non-shared Cache Read-Write Ratio](image)
Hence design decisions such as these can play a significant role in the total energy consumed in the caches. Our analysis focuses on multi-programmed workloads where sharing is not within an application but rather through shared libraries. We evaluate four sets of benchmarks suites as shown in Fig. 3.14. The first 4 bars denote the write probability and energy/access from a single private cache of 1MB and the last bar indicates the energy/access from a single shared cache of 4MB (embedded applications are simulated on 2MB shared caches and 512 KB for the private caches). In simulating private caches, each benchmark group used a private L2 of one-fourth the size. A single cache line is 256 bits wide [8, 32bit words]. Thus the private cache model and the shared cache model use the same total size for LLC storage. The first set comprises of phylib, clustal, tigr and fasta from the biobench benchmark suite. The second two sets are from the SPEC CPU2006 benchmark suite. 436.CactusADM, 447.dealII, 437.gromacs and 470.lbm from the floating point applications and 473.astar 401.bzip2, 400.perlbench, 403.gcc from the integer applications. The last two sets are applications from MIBench [68] and MediaBench. In both the private and shared cases, each core is executing a single program from the set. Fig. 3.13 shows the read write probability and the the total number of cell reads and writes for a 3 billion instructions cycle simulation. The last bar in each set is for the shared cache case with the 4 multiprogrammed workloads. In all cases the LLCs are designed using the write statistics as detailed earlier. One write intensive benchmark can be seen from the plots in Fig. 3.14 is basicmath which is a benchmark from the automation and industrial control category of MIBench and performs simple mathematical calculations that often don’t have dedicated hardware support in embedded processors. Fig. 3.14(b) further shows how the absolute number of
writes is reduced with the use of a shared cache for the lbm benchmark. Reducing the number of writes will further reduce the energy per access. For write intensive workloads the saving in terms of energy may be significant as can be seen for the lbm workload in Fig 3.14(b).

While STTRAM presents opportunities for energy minimization it affects several traditional cache optimizations. For example, pre-fetching is a common optimization that has the negative consequence of amplifying the higher write energy of STTRAMs. Consequently, pre-fetch is no longer an obviously desirable feature. Turning off pre-fetch optimizations can increase the miss rate and therefore the execution time. However, this can be compensated for by increasing STTRAM cache size without a net increase in the miss rate and therefore without a net increase in the number of write operations. Finally the asymmetric read-write energy costs motivate compiler and architectural optimizations that will minimize write operations even at the expense of increased read operations. For example, replacement policies may bias the choice of line to evict based on the probability of this line be written rather than read.

### 3.8 Scalability of the Methodology

The study of technology scalability of the methodology is a must to demonstrate its effectiveness. Particularly interesting is to study the impact of the increased leakage energy on the optimal solution. We use PDK model based simulation at 65 nm to study the performance of the STTRAM cell. Works like [2] and projections from [1] suggest that STTRAM will scale with technology and the switching current will go down. Our works are based on reported values in [2]. We estimate the resistance and current at 65nm
assuming constant current density. Fig. 3.15 shows the optimal energy point at 65nm technology node. The critical current requirement is evaluated on the basis of scaling.

The scalability study can be categorized under the following threads:

**Analysis of the trends followed by the optimal solution:** An interesting observation is that the w/l ratio at the optimal point at 65nm registers a decrease by 71.5% over the w/l ratio at 180nm. This shift in the optimal point over technology is significant. This is due to the fact that leakage becomes a more significant contributor from the array level sensing perspective. Hence the optimal point is being shifted more towards a smaller width solution to account for the increased leakage as technology scales. Thus it is expected that with scaling the optimal point will move towards a reduced width solution.

**Impact of the scaled optimal solution on the read to write energy ratio:** Another interesting observation is shown in Fig. 3.16. The result illustrates the fact that the read–write energy ratio increases significantly at high read probabilities. The ratio is compatible at higher write ratios where write energy is the dominant component. In nanometer nodes, the critical current is expected to be less than 100 μA. However the
read voltage cannot scale proportionally with the word line voltage. Hence the read energy contribution towards the total energy increases.

3.9 Conclusion

This chapter gives us a comprehensive understanding of the energy requirements of STTRAM. However, simply confirming the energy efficiency is not enough for deployment of STTRAM in embedded memory systems. For that, we require to also ensure that read and write reliability is sustained for such a memory technology. In the next chapter, we proceed to study read and write reliability in STTRAM from the perspective of thermal stability.
CHAPTER 4
IMPACT OF SELF-HEATING ON STTRAM: A STUDY ON THERMAL RELIABILITY

An STTRAM cell is written by applying a larger voltage difference between bit-line and source-line which cause a high write current to flow through the MTJ. When a write current greater than the critical switching current flows through the MTJ in the proper direction, the state of the MTJ switches from anti-parallel to parallel or vice-versa (~100µA for a write pulse width ~5ns-10ns). The proper direction of the write current is from bit-line to source-line for anti-parallel to parallel switching while source-line to bit-line for parallel to anti-parallel switching (Fig. 4.1).

The high write currents and small device volume can result in very high power density within the MTJ device and STTRAM cell. Consider an MTJ device of 100nm diameter and 10nm thickness (surface area \( \propto 50nm \times 50nm \), and volume \( \propto 50nm \times 50nm \times 10nm \)) connected to bulk-silicon transistor through a metallic via. Considering write current of \(~100\mu A\), the power density within the MTJ volume can be easily estimated at \(~10^{12}\) W/cm\(^3\) and at the surface is \(~10^6\) W/cm\(^2\). This significantly high value of the power density can lead to localized temperature increase in MTJ. The temperature increase is further enhanced due to the fact that MTJs are embedded within ILDs which is poor conductor of heat. The metallic via conduct the heat from the MTJ to the transistor silicon resulting in increased temperature across the silicon substrate. Hence, high switching current in MTJ can seriously modulate the thermal profile STTRAM cell and increase in both MTJ and silicon temperature. We refer to this effect
as self-heating in STTRAM. The increased temperature can significantly degrade operational reliability of an STTRAM cell. Decreased operational reliability induces read disturb (cell flipping during read), write (incorrect write operation) and detection (incorrect sensing of cell value) failures. Hence, simulation of the self-heating effect in STTRAM and analysis of its effect in cell reliability is important for the development of STTRAM technology. While the effects of temperature on MTJ device has been studied [30], the modeling and analysis of the self-heating effect has received limited attention in research.

This chapter models self-heating in STTRAM cell and analyzes its effect on operational reliability of the cell (Fig. 4.1(d)). It presents a detailed finite volume method (FVM) based model to estimate self-heating effect in STTRAM cell. We analyze the steady state and transient thermal behaviors of STTRAM cell using the FVM model considering the impact of critical magnetic-tunnel-junction (MTJ) parameters such as
switching current, resistance-area product, and the switching current and write pulse width interaction. We further study the temperature dependence of switching current and resistance of MTJ as well as properties of the NMOS transistor (considering 65nm high K metal gate device using drift-diffusion device simulation). The mixed-mode device-circuit simulation is used to analyze the effect of temperature rise on cell reliability. The interaction of temperature rise within the MTJ device and transistor and circuit behaviors of STTRAM cell such as read/write current under different data conditions are studied. Finally, the observations from above analysis were coupled to study the interaction of self-heating effect and cell reliability to estimate the effect of read/write data patterns on cell reliability.

4.1 STTRAM Cell: Impact of Temperature

The functional reliability of an STTRAM cell is defined by following metrics:

**Write margin:** Write margin is defined by the difference between write current and MTJ switching current. The switching current is a property of the MTJ. The write current depends on MTJ resistance and the current drive of the transistors. An increase in the switching current and/or reduction in the write current (due to increase in MTJ resistance and/or reduction in the transistor strength) degrades write margin.

**Read margin:** Read margin is defined as the difference between switching current and read current (current flowing through MTJ during read operation). The read current depends on MTJ resistance and transistor resistance. A lower switching current and/or higher read current degrades read margin.

**Detection accuracy:** Incorrect or false detection refers to the detection of a bit as “1” when stored bit is “0” and vice versa. In STTRAM the bit values are detected depending
on the difference in the read current for cell storing “0” and “1” (i.e. MTJ in anti-parallel or parallel states). Further, during sensing an STTRAM cell, the current flowing through the bit line is sensed. Chapter 5 points out that during reading a cell in a selected column, the unselected cells in that selected column contributes leakage current. This leakage acts as a circuit induced noise to the sensed current. Hence, variations in the MTJ resistances, transistor strength, and transistor leakage modulate the probability of false detection.

In this section, we discuss the effect of temperature on the reliability metrics of STTRAM cell. We study effects of temperature first on MTJ properties, next on transistor properties; and finally on cell properties.

4.1.1 Impact of Temperature on MTJ Properties

4.1.1.1 Impact on MTJ Switching Current

The coupled quantum transport-magnetization STT simulator used for the study was developed by Dr. Sayeef Salahuddin. The results from the simulator have been used towards the study. The effect of temperature was included through a stochastic integration of the magnetization dynamics. Fig. 4.2 shows the schematic of the simulation methodology. The quantum transport is modeled using open boundary Schrodinger’s equation within the Non-Equilibrium Green’s Function (NEGF) formalism (Eqn. (4.1)). On the other hand, the magnetization dynamics is modeled using the Landau-Lifshitz-Gilbert (LLG) equation (Eqn. (4.2)) [69].

\[
G_d = (E - H_d - \Sigma_1 - \Sigma_2)^{-1} \tag{4.1}
\]

\[
(1 + \alpha^2) \frac{\partial m}{\partial t} = \gamma (m \times H_{eff}) - \frac{\gamma \alpha}{m} (m \times m \times H_{eff}) + \text{current torque} \tag{4.2}
\]
In Eqn. (4.2), $G_d$ is the device Green function, $H_d$ is the device Hamiltonian, $E$ is the energy term in Schrodinger’s equation and $\Sigma$’s are the self-energy due to the contact. In Eqn. (4.2), $m$ is the magnetization of the magnet, $\gamma$ is called the gyromagnetic ratio, $H_{\text{eff}}$ is the effective magnetic field and $\alpha$ is the Gilbert damping parameter. Essentially the spin polarized current flowing in the device exerts a torque in the magnet that is calculated from NEGF and then used as a source term in the LLG equation. This changes the relative orientation of the magnetization. In turn, the specific orientation of the magnetization changes the way the spin polarized current flows through the device. Thus NEGF-LLG needs to be solved self-consistently. Detailed discussions on this self-consistent framework may be found in [31, 32, 70]. For this work, switching dynamics was simulated by self-consistent NEGF-stochastic LLG simulations and assuming 80% flipping as the switching threshold. We observe that an elevated temperature results in a faster but chaotic switching (Fig. 4.3(a) and 4.3(b)) [31, 32, 71]. This is because the spins...
have higher energy to cross over the barrier. Consequently, the switching current requirement reduces at higher temperature (Fig. 4.3(c)). Thus at high temperatures, STTRAM can be susceptible to read disturbs whereas write failures at high temperatures can be suppressed.

4.1.1.2 Impact on MTJ Resistance

Majumder et. al. have experimentally demonstrated the effect of temperature on MTJ resistance [72]. It was observed that resistances in the parallel and anti-parallel modes for
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MgO based MTJs reduce at higher temperature (Fig. 4.3(d)). This is in conjunction with the model assuming conductance having two components—spin-dependent and spin-independent. The spin dependent component is expected to follow the empirical dependence of $T^{-\alpha}$ [73]. This reduction in resistance would increase write and read current through the cell. Hence read disturb probability would increase but that of write failure reduces. As the MTJ resistance reduces false detection probability will increase in presence of process variation.

We fit the observed data to a polynomial curve and use that to analyze the effect of self-heating first, on MTJ resistance and next on cell reliability.

4.1.1.3 Impact of Temperature on NMOS Access Device

In this section we study the effect of temperature on the transistor properties. We perform this study considering a 65nm high K metal gate transistor. The drift-diffusion based mixed-mode device simulator (Medici [74]) is used to perform this study. In the following subsections, the transistor characteristics and their temperature dependence are characterized to evaluate the STTRAM properties. Table 4.1 shows the simulated transistor dimensions and properties. The $I_d$-$V_g$ characteristics for the transistor are shown in Fig. 4.4(a).

<table>
<thead>
<tr>
<th>Table 4.1: NMOS properties in STTRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIBL</td>
</tr>
<tr>
<td>$I_{ON}$</td>
</tr>
<tr>
<td>$I_{OFF}$</td>
</tr>
<tr>
<td>$I_{ON}/I_{OFF}$</td>
</tr>
<tr>
<td>$V_{THRESHOLD}$</td>
</tr>
<tr>
<td>Gate Length</td>
</tr>
<tr>
<td>Work Function</td>
</tr>
<tr>
<td>Oxide + High K Thickness</td>
</tr>
</tbody>
</table>
4.2. STTRAM Cell Level Impact

To understand the variation of the STTRAM performance metrics with temperature, we have to simulate the MTJ and NMOS temperature dependences in conjunction. We study the combined effect using mixed-mode device simulation [74]. We model the STTRAM cell using the NMOS device discussed in previous section and resistances to represent the MTJ. First, we consider the values of MTJ resistances ($R_H$ and $R_L$) and
critical switching current at room temperature. The width of the NMOS was chosen to ensure correct write operation at room temperature. This is achieved when the current flowing through the cell in both directions (i.e. bit-line to source-line and source-line to bit-line) is higher than the MTJ switching current at room temperature. To study the effect of temperature variation on the cell parameters, we vary the “simulation temperature” which modifies the NMOS properties. On the other hand, the effect of temperature on the MTJ is captured by modifying the value of the MTJ resistances (R_{Hi} and R_{L}) as appropriate and following Fig. 4.3(d).

4.2.1 Read Failure

Read disturb occurs when read current is larger than the switching current and hence, flips the bit content. Given the direction of read, only bit flip from “1” to “0” is likely. Whenever the read “1” current crosses the switching current, flipping occurs. Therefore, read margin can be defined as the difference between MTJ switching current and read “1” current. We plot the behavior of read “0” and “1” currents with temperature and compare it with the switching current at different temperature (Fig. 4.5(a)). Note that at higher temperature MTJ resistances in both parallel (read “0”, R_{L}) and anti-parallel mode (read
“1”, $R_H$) reduces, but $R_H$ reduces at much higher rate [Fig. 4.3(d)]. The transistor resistance increases with temperature [Fig. 4.4(b)]. Results indicate that the read “0” current reduces with temperature as increase in transistor resistance overshadows reduction in $R_L$. However, read “1” current can even increase at higher temperature as large reduction in $R_H$ can mask the increase in transistor resistance. The increase in read “1” current and decrease in the switching current of MTJ [Fig. 4.3(c)] results in a reduction in read margin.

### 4.2.2 Write Failure

Write failure occurs when the write current falls below the switching current. For a “0” to “1” flip, the circuit is in source degenerate mode (MTJ present at the source). For a “1” to “0” flip, MTJ acts as a resistive load at the drain. Thus for same $V_{dd}$ applied to both cases, write current is lesser amongst two flip conditions for “0” to “1” [4, 64]. Hence, we consider the write “0” to “1” as the more probable switching condition for write failure. We evaluate write margin for different temperature under this condition. Note that at higher temperature switching current reduces which tends to increase the write margin. The effect of increased temperature on write current is determined by two factors.
A reduced switching current of transistors at higher temperature tends to reduce write current while a lower MTJ resistance (~$R_L$ before MTJ switching) helps increase write current. The net effect of the above three factors determine the sensitivity of write margin with temperature. We observe that, the combined effect makes write margin less sensitive to temperature (Fig. 4.5(b)).

4.2.3 False Read

A higher NMOS resistance reduces the ratio of the difference between cell resistance (MTJ resistance + NMOS resistance) for bit “0” and “1” with respect to the average cell resistance. This can increase the probability of false detection. This is shown in Fig. 4.6(a) which plots the ratio of read current during reading “1” and reading “0” at higher temperature. Moreover, as explained earlier leakage from the unselected cells of the selected column reduces the detection accuracy further. As the leakage increases with temperature, the array level detection metric, array TMR or ATMR, degrades with temperature (Fig. 4.6(b)). The metric ATMR is given by: $\text{ATMR} = (I_{cell0} - I_{cell1})/(I_{cell0} + I_{leakage})$ [4].

4.3 Simulating the Self-Heating in STTRAM

In this section we characterize self-heating effect in STTRAM. We perform a finite volume method (FVM) based analysis of the STTRAM to characterize the cell thermal distribution.

4.3.1 Finite Volume Method Based Model

Finite volume methods have been widely used to simulate thermal systems. In this method, Fourier Conduction Equations are integrated over each control volume (grid cell)
to get algebraic equations for each cell. There is a tradeoff between the meshing resolution and solution time. For this work we use Gambit® for generation of the STTRAM cell mesh (Fig 4.7(a)). Figure 4.7(b) shows a cross section of the implemented cell structure while 4.7(c) shows the top view of the cell layout. We used non-uniform meshing across the STTRAM structure. This is to maintain a balance between the small mesh resolutions required for representing certain portions (e.g., MTJ) while a coarse resolution is maintained for other parts to restrict the memory requirement and computation time. We use Fluent® finite volume solver for our purpose. A convection boundary condition is applied to the Si surface such that a current of 10uA flowing through an equivalent resistance of $1\text{k} \Omega$ across a transistor of length=200nm, width=700nm, junction depth=10nm gives temperature rise of 52°C across the bulk silicon [75, 76]. Next we consider a MTJ with an area of 100x100 nm$^2$ R-A product of such an MTJ is $30 \Omega \cdot \text{um}^2$. For a TMR of 42.8, it has high and low resistance values of 4.7kΩ and 3.29kΩ respectively. We note that the MTJ is compatible with 65nm CMOS technology.

### 4.3.2 Results of FVM Analysis: Steady State

Considering a critical current density of $10^6 \text{A/cm}^2$, the critical current requirement for the MTJ is evaluated at 100uA. For a MTJ height of 10nm, power density of $2.5 \times 10^{17} \text{W/m}^3$ results across the MTJ and power density of $5 \times 10^{15} \text{W/m}^3$ across silicon. If current flows continuously through the structure the final temperature distribution reaches the steady state. Fig. 4.7(d) shows the thermal distribution across an isolated cell at steady state condition. The system is surrounded by interlayer dielectric (SiO$_2$) for which we assumed no heat inflow/outflow from the boundary. For the heat sink, the heat flux
was assumed to be 100 W/m². The metal is assumed to conduct heat away using conductivity of A steady state solution estimates a final temperature of 112°C inside MTJ [76, 77].

4.3.3 Results of FVM Analysis: Transient

We are interested in the transient thermal response of the MTJ and Si. To do this, the FVM model is subjected to current pulses of 100uA with 200ns time period and 50% duty cycle and temperature is observed. The result is shown in Fig. 4.8(a). If left for large
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time it converges to the case in Fig 4.7(d). The notable feature is that the MTJ rises much faster than the Si. This is because of the much higher thermal capacitance that bulk Si offers in comparison to the MTJ.

Also the MTJ shows a fluctuation in temperature by 7°C within a time period between the on and off cycles. We take this along with the temperature drop across the metal via and silicon temperature to characterize the thermal transient. We consider the thermal distribution across the STTRAM for cases of write pulse widths of 2ns, 10ns and 100ns considering switching currents of 480uA, 300uA and 160uA (obtained by scaling [2]) respectively. The results for performing 100 consecutive write cycles are shown in Fig 4.8(b). The notable observations are that the difference across the metal via i.e. the MTJ and the silicon is approximately 9-10°C and is the highest for 2ns. The overall temperature rise is greater for 100ns case.

4.3.4 Results of FVM Analysis: Effects of Material Properties

The temperature distribution across the STTRAM cell depends on the critical current density and material. The material decides the R-A product. To begin with we consider a material with a variety of R-A product. For the same area and switching current, increasing resistance twofold will result in two times the power dissipation. This translates to a proportional temperature increase. The result is shown in Fig. 4.9(a). Similar deductions can be made regarding the critical current density. A reduction in critical density means reduced current for same area and R-A product. This is supported by the observations made in Fig 4.9(b). A common inference which can be deduced from the above observations is that reducing critical current density and R-A product are desirable to reduce the thermal dissipation across the cell. A comparative study of the
plots reveals that the temperature reduces at a faster rate with the critical current density. This is understandable as the temperature is expected to vary in a quadratic manner with current density.

### 4.4 Other Impacts of Self-Heating

In this section we apply the self-heating results obtained in the previous section to the device thermal sensitivity results obtained earlier. We begin with the several read and write currents estimated from circuit simulations (i.e. applying a constant bit-line, source-line, and word-line voltage depending on the operating condition). The temperature corresponding to the initial set of currents is evaluated from the FVM model. Note MTJ and silicon temperature will be different for a given read or write condition. The estimated set of temperatures is used in mixed-mode circuit simulations with the NMOS device and MTJ resistance to re-estimates the read and write currents. The silicon temperature is used as “simulation temperature” to capture the effect of self-heating in NMOS properties. The effect of self-heating on the MTJ is captured by modifying the value of the MTJ resistances. We perform the above analysis considering self-heating for different read or write condition (i.e. read and write currents depending on the bit values and patterns). For a given read/write condition, we consider the steady-state MTJ and
NMOS temperature cell reliability analysis (i.e. the pulse width is large or the same operation is repeated continuously for a large number of cycles). The analysis considering the steady-state condition helps evaluate the worst-case cell reliability. In the following subsections we summarize our observations.

4.4.1 Different Write and Read Patterns

Though read current in STTRAM is sufficiently smaller than write current, it will dissipate considerable amount of power across the STTRAM. Consider the average read current with 100ns pulse width is 50uA. Further, consider write pulse width of 100ns as well. The thermal analysis for different read and write condition are performed under this assumption. Fig 4.10(a) shows that for same pulse width condition, the mean value of the temperature is less by 25-30°C for reads. This difference however strictly depends on the read margin. Though we have studied their effect separately, read and writes occur to the same cell and the access pattern is governed by the memory application. Hence the thermal distribution of a cell in reality will be a function of the access pattern. The worst case corner arises for consecutive writes to the cell. Another interesting aspect is that
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even among the writes, there can be writes intended for flipping (0-1 or 1-0) and redundant writes (0-0 or 1-1). Each write condition offers a certain initial MTJ resistance (R_H[“1”] or R_L[“0”]) and circuit configuration (write 0: BL->high SL->low and write 1: BL->low and SL->high). Simulation results show that the write 0-0 and write 1-0 give rise to the maximum temperature (Fig. 4.10(b)).

4.4.2 Effect of Past Access History

We have observed that the past set of operations determines the MTJ and silicon temperature. Therefore, the operational reliability of STTRAM cell during read or write mode will depend on read-write history of the cell [77]. In this section we study the effect of history of past operations on the reliability of a current read or write operation.

4.4.2.1 Effect on Write

In this section we address the issue as to whether previous access patterns influence write disturb. We first evaluate the MTJ and NMOS temperature at the beginning of a current write operation considering self-heating due to different past read/write operations. The estimated temperature is used to estimate write current (using mixed-mode simulations as discussed) and MTJ switching current (using Fig. 4.3(c)) at the
beginning of current operation. The estimated write current is compared with the switching current to estimate write margin. In Fig. 4.11 the x-axis indicates the previous set of operations executed. The write current for writing “0”, the write current for writing “1”, and the write margin are shown in blue, green and red respectively. Write failure can occur when there is a write with flip requirement (“0” to “1” or “1” to “0”). Therefore, the write margin is measured as the difference between write current corresponding to flipping operation and the switching current. For example, the first set of bars with x-axis label w0→0 represents the write currents for writing “0”, writing “1”, and write margin. The label w0→0 represents previous operation was writing “0” to “0”. When the previous history is w0→0, the next write “0” represents a redundant write. The write “0” in this case, is therefore important for only energy analysis. The write margin (red bar) in this case is computed considering write “1” current (for ones with beginning state “0”- w0→0, w1→0) and write “0” current (for ones with beginning state “1”- w0→1, w1→1) and MTJ switching current. The sets of bars for other operations can be interpreted similarly.

We observe that for all cases of past operation, the write “0” current is always larger than write “1” current. This is attributed to the bi-directional switching condition in STTRAM. The NMOS size is determined considering write “1” conditions (MTJ appears in source of NMOS) which leads to larger than require size for write “0” condition (MTJ acts as a load at the drain of NMOS). A write failure while writing “0” can only occur when past conditions are w0→1 or w1→1. We observe that write “0” current is minimum when previous pattern is w1→1 (Fig. 4.11). This is because w1→1 leads to minimum initial temperature and hence, maximum value of MTJ resistance in anti-parallel (R_{H})
condition and higher MTJ switching current (Fig. 4.2). Hence, Fig. 4.11 shows that self-heating and past history result in a 4% reduction in write margin for write “0”. Likewise we observe that write margin for write “1” is 3% smaller when past operation is \( w_1 \rightarrow 0 \) compared to \( w_0 \rightarrow 0 \). This is because \( w_0 \rightarrow 0 \) results in higher initial temperature due to self-heating.
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**Fig. 4.12: Access history dependence of read**

4.4.2.2 **Effect on Read**

We next study the effect of previous pattern on the detection reliability (Fig 4.12). Fig. 4.12 has a similar x-axis as Fig 4.11. In the y direction it plots the MTJ, NMOS and combined resistances. The read “0” cases are the ones with prior history of R0 (read “0”) and \( w_0 \rightarrow 0 \) and \( w_1 \rightarrow 0 \). The two resistances (NMOS and MTJ) are closest to each other following a redundant write “0” (\( w_0 \rightarrow 0 \)). This is due to the maximum initial temperature for both MTJ and NMOS (Fig. 4.10) which results in lower MTJ resistance \( R_L \) (Fig. 4.3) and higher device resistance (Fig. 4.3). The maximum difference between MTJ and NMOS resistance during read “0” is observed for previous pattern of R0 (smaller MTJ and NMOS temperature Fig. 4.10). We further observe that cell resistance for read “0”
can vary by 5.4% due to prior history and self-heating. For read “1”, previous history of w0→1 results in least cell resistance and minimum difference between NMOS and MTJ resistance (RH). This is because prior history of w0→1 results in maximum initial temperature for read “1” condition (Fig. 4.10) and hence, smaller MTJ resistance and higher NMOS resistance. The prior history of read “1” (R1) leads to maximum cell resistance and maximum difference between MTJ and NMOS resistance (due to smaller temperature considering self-heating). Therefore, we observe that cell resistance for read “1” can vary by 6% due to self-heating. It is imperative that detection accuracy degrades when the difference between MTJ resistance and NMOS resistance reduces. Hence, false detection for read “0” and read “1” are most probable with past history of w0→0 and w0→1, respectively.

The cell level distinguish-ability depends on the ratio of cell current while reading “0” and “1” (i.e. ratio of cell resistances). From Fig. 4.12, we conclude that self-heating can results in appreciable variation in cell level distinguish-ability. The ratio of cell resistance (MTJ + NMOS) while reading “1” and reading “0” can vary from 1.26 to 1.13. The distinguish-ability can be further varied due to the variation in the leakage currents of the

Fig. 4.13: Access history dependence of leakage
unselected cells. Depending on the prior read/write history of the unselected cells, we may have different leakage currents as shown in Figure 4.13. The maximum leakage is expected for redundant “0” write as the temperature is found to be highest for this case.

The self-heating and prior read/write history modulate both cell resistance (read current for a given bit-line to source-line voltage) and switching current, and hence, read margin. To find the read margin we use the computed read currents and switching currents. We note that read disturb is only possible when reading “1” as flipping “0” is not possible by current flowing from BL to SL. Fig. 4.14 shows the read currents and read margins with the x-axis indicating the previous set of operations. We observe that the read margin is minimum when read “1” follows w0→1. This is attributed to the fact that w0→1 results in higher temperature compared to other two cases of prior operations (i.e. R1 and w1→1). The higher temperature results in lower cell resistance and hence, higher read current (Fig. 4.12, 4.14). This is coupled with lower switching current at higher temperature (Fig. 4.3). Therefore, the read margin i.e. difference between switching current and read current is smallest among different cases.

4.5.2.3 Impact on Bit Stability
For nonvolatile applications bit-cell stability is usually a crucial factor and is preferred to be over 60 [27]. The thermal stability factor ($\Delta$) is defined as [27]:

$$\Delta = \frac{K_uV}{K_BT}$$

where $K_u$ is the anisotropy energy density and $V$ is the free layer volume. Thermal stability degrades at a high rate at advanced technology nodes [1]. With our assumptions at 65nm technology for example, we evaluate the rate of change of the stability factor with respect to a base case temperature of 52°C (the base temperature used in this study for evaluation). As the Joule heating corresponding to different activity rates are different, so will be the temperature and consequently stability ratios. Hence, the stability ratio will depend on the rate of activity (Fig 4.15).

### 4.6 Conclusion

We have presented a detailed analysis of the self-heating effect in STTRAM cell and its impact on operational reliability. The self-heating has been studied with detailed FVM
simulations and the results have been used for mixed mode device simulations. We studied the effect of material properties, read-write access patterns on the thermal profile. We have first observed that operational reliability parameters, such as read/write margin and detection accuracy are strong functions of temperature. Next, we have shown that high write current density, small MTJ volume, and surrounding dielectrics can result in high local power density and hence, self-heating in STTRAM cell. Finally, we observed that due to self-heating and inherent temperature dependence of cell parameters, there exist a correlation between read-write history of a cell and its operational reliability. Our cell level study suggests that self-heating can have strong impact on the reliable STTRAM operation and hence, needs careful analysis. The next work needs to investigate the detection properties of STTRAM in presence of self-heating effect and process variation and suggest improvement.
CHAPTER 5
READING AND SENSING ACCURACY OF STTRAM

For cache applications or other read-heavy applications, reliable read is the prime concern along with energy efficiency. Though standby leakage is non-existent in STTRAM, leakage during reading operation exists. This leakage if not accounted for can cause read failures in presence of variations and impede STTRAM scaling in the sub 90nm regime. Hence an accurate estimation of the read related challenges needs to be made and solutions suggested for a seamless read operation.

5.1 Detection Challenge in STTRAM

The circuit induced challenges to reliability and write-current scaling of Spin-Torque-Transfer Random Access Memory (STTRAM) needs to be evaluated. We show that at sub 90nm nodes, increased transistor leakage increases the probability of incorrect sensing requiring higher read current. But higher read current can increase the read disturb failure, particularly with reduced write current. Using the ITRS predicted
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Fig 5.1: STTRAM scaling challenge
transistor parameters and MTJ scaling predictions from [78], we project that in sub-65nm nodes the device leakage can limit the minimum read current and hence, the write current scaling (Fig. 5.1). Thus reliable sensing in presence of increased leakage is a potential barrier to STTRAM scaling for sub-90nm nodes [79](Fig. 5.1). To satisfy the conflicting requirements read margin and sensing accuracy, we propose a source line biasing scheme.

Simulations in predictive 65nm node shows that the proposed solution simultaneously reduce the sensing errors and improve read margin. The continuous scaling of STTRAM in sub-90nm nodes requires reduction of the write-current to reduce write energy and write latency. The variation in transistor and MTJ parameters results in statistical variations in MTJ switching current and cell read currents (i.e. current flowing through the cell during read operation). If due to variation, cell read current increases beyond the MTJ switching current read disturb (flipping of the cell content while reading) failures can occur [64] [Fig. 5.2(a)]. To reduce read disturb failures, the cell read current needs to be sufficiently smaller than the switching current (the difference is defined as read
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Hence, the read margin requirement requires that read current needs to be scaled along with the write current. Several previous works have investigated methods to dynamically reduce the read current [80, 81]. However, the interaction of the read current and sensing accuracy have not been analyzed.

In this work, we analyze the impact of the transistor leakage on the read current and sensing accuracy. We show that leakage current of the unselected cells in a selected column adds a circuit induced noise to the array read current (the total current flowing through the selected column = cell read current + total leakage of the unselected cells). The process induced variations in the leakage current results in significant variations in the array read current leading to incorrect sensing [Fig. 5.2(b)]. Hence, maintaining sensing accuracy under this condition requires higher cell read current and imposes a constraint on the read current scaling. As the leakage current increases with technology scaling, the minimum read current required for reliable sensing also increases. We propose a robust reading scheme using dual source line bias (DSLB) for STTRAM array to improve the sensing accuracy with minimal impact on read margin and performance.

The proposed technique uses a common voltage level (supply voltage) for bit line and
word line during read and write operation. However, the source-line is biased at a positive voltage during reading to reduce the leakage current of the unselected cells and improve the sensing accuracy. The non-zero source line bias also reduces the strength of the access transistors during reading to improve read margin. The impact of this approach on robustness, energy, and scalability of the STTRAM array is analyzed considering both transistor and MTJ variability.

5.2 Simulation Environment

Simulations are performed with MTJ of R-A product 30 Ω/µm² at 65°C. The sizes of the MTJ devices have been taken as 50X90nm² which requires approximately 90µA of switching current assuming current density of 10⁶ A/cm². The high and low resistance states are represented by 11.1k Ω and 6.67k Ω respectively. The transistors are simulated using BSIM4 predictive models at 65 nm technology [33, 82]. A supply voltage of 1V was used for simulation. Both writing “1” and writing “0” conditions are simulated to obtain the corresponding transistor widths.

5.3 Alternative Techniques: Dual Word line Voltage for Read Margin

The read margin can be improved by reducing the read current by dynamically reducing VBL or increasing R_FET during read operation. The V_BL control is a simpler approach and it does not impact the distinguishability. However, simulations show that for a 65nm cell lower than 100mV of bit line voltage is required to achieve 50% normalized read margin. Bit line swing over this small voltage can result in high change in sensing delay and low robustness of the sense amplifier [83]. R_FET can be dynamically modified either by reducing the word line voltage (referred to as reduced read V_WL) or access transistor width during reading [80, 81]. The dynamic modification of W (referred to as
dual access transistor approach) can be implemented using two access transistor per cell - both will be ‘on’ for writing and only one will be ‘on’ for reading. But this approach will increase the overall cell area and the switching energy of word line (metal capacitance of two word lines instead of one) and bit line (increased parasitic capacitances of two devices). Hence, although both approaches improve read margin [Fig. 5.3(a)] we consider the reduced read $V_{WL}$ approach as it lower cell area, higher array density and lower energy for a target read margin [Fig. 5.3(b)].

However, as reduced read $V_{WL}$ approach requires three voltage levels ($V_{WL}=V_{DD}$ and $V_{BL}$ or $V_{SL}=V_{DD}$ for write, reduced $V_{WL}$ for read, and small $V_{BL}$ for read) instead of two levels required for only $V_{BL}$ control. We propose to eliminate this additional level and operate with two voltage levels – the nominal supply ($V_{DD}$) and a lower voltage ($V_{read}$). The word line and the bit line have the same voltage level both during read and write operation. This common voltage is $V_{DD}$ during write operation to ensure high switching current and reduced to a lower voltage level ($V_{read} < V_{DD}$) to maintain read margin (source-line is at 0V) during reading. We refer to this approach as dual word line voltage approach (DWLV) to distinguish it from reduced read $V_{WL}$ approach.

### 5.4 Proposed Technique: Dual Source Line Bias (DSLB)

The primary challenge with DWLV approach is the leakage current through the unselected cells during reading which degrades the sensing accuracy. To simultaneously address the distinguishability and read margin challenges, we propose dual-source-line-bias (DSLB) technique. The voltage configuration during write in DSLB and DWLV approach are same. But during reading, instead of applying 0V at source-line and $V_{read}$ at wordline/bitline, we propose to use VDD for bitline/wordline and apply a positive bias...
Vsb (= VDD – Vread) at the source line (see Fig. 5.4). Note Vsb (= VDD-Vread) maintains the same gate-to-source (i.e. gate overdrive = Vread) and drain-to-source (bitline to source-line = Vread) voltage for the accessed cell as in the case of DWLV with common voltage Vread. This ensures the read current (hence, read performance) and the read margin of the accessed cell with DSLB and DWLV are similar. However, a higher source-line results in a negative Vgs for the unselected cells thereby significantly reducing their leakage. This reduces the Ileakage/Icell ratio and improves ATMR. Hence, DSLB uses two voltage levels (VDD and Vsb) similar to DWLV; has read margin/performance comparable to DWLV; but provides better sensing accuracy (i.e. higher ATMR). At this point we proceed to study the trade-offs involved in the choice of the source bias. The next subsection talks on the source bias choices permissible based upon the power and failure requirements.

5.4.1 Choice of Source Bias

The choice of the source bias depends on its impact on ATMR. For a given VDD, a
higher source bias reduces leakage. However, it also increases the Vth of the transistor of
the selected cell (negative body bias) and reduces its gate over-drive (i.e. lower Vread)
both of which reduces cell read current and CTMR. Fig 5.5(a) shows that there is an
optimum VSB for maximum ATMR. At too low VSB the leakage contribution is
considerable which reduces ATMR [Fig 5.5(b)]. At too high VSB, read current reduces
significantly resulting in very low CTMR. Fig. 5.5(c) shows that for a given read margin
(i.e. cell read current) DSLB scheme is able to provide almost 50% improvements in the
ATMR compared to DWLV scheme by reducing the leakage. Similarly, for a target
ATMR a higher cell read current is required in the conventional case which reduces the
read margin. A variation in the bias value around the optimal point has minimal impact
on the ATMR or read margin [Fig. 5.5(a)].

5.5 Distinguishability under Variation

We study the effect of the transistor threshold voltage variation and MTJ thickness
variation on distinguishability (i.e. ATMR) with DSLB. First, the effect of the dielectric
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Fig 5.5: DSLB: (a)ATMR at Vdd=0.8V (b) Leakage to read current ratio(c) Read margin-ATMR
contour
thickness variation is studied for MTJ dimensions 50X90 nm$^2$ with 1.2nm oxide thickness using [84]. Fig. 5.6(a) shows that the variation in TMR due to dielectric thickness variation is very small. The variation in resistance with variation in dielectric thickness does not affect the leakage significantly as it is practically independent of the drain voltage. We simulated the DSLB scheme with the worst case 1% variation in dielectric thickness to include the MTJ variation effects. Next, we consider the Vth variations in the transistors due to effects such as random dopant fluctuations. We perform Monte-Carlo simulations for a 256 column STTRAM array at 65nm technology with nominal Vth=340mV and $\sigma$Vth=30 mV. We consider both DWLV and the proposed DSLB techniques. The DWLV and DSLB cells are designed for same nominal read current (i.e. same nominal read margin).

As expected, the Vth variations in transistor result in statistical variations in CTMR

![Fig 5.6: Effect of variations on DSLB: (a) TMR variation with oxide thickness, (b) ATMR distribution](image)

[Fig. 5.6(b)]. Further, due to the exponential dependence of leakage on threshold voltage, Vth variations in the transistors results in large variations in ATMR [Fig. 5.6(b)]. We noticed a 42.5% and 39.8% deviation of the mean of ATMR from the device TMR and
the mean CTMR, respectively for the DWLV array [Fig. 5.6(b)]. However, due to the reduced leakage current, ATMR distribution almost approaches the CTMR distribution with DSLB [Fig. 5.6(b)]. With increasing threshold voltage variation both the median and the minimum ATMR degrades significantly as the leakage variations increase [Fig. 5.7(a)]. This results in significant increase in median ATMR and reduction in the ATMR spread [Fig. 5.7(a)]. The increase in temperature also exponentially increases the leakage current and degrades the ATMR [Fig. 5.7(b)]. DSLB significantly improves the ATMR and reduces its spread at high temperature.

5.6 Sensing Accuracy and Performance

In this section we analyze the impact of DSLB on read performance considering the voltage sensing based scheme proposed in [36]. In this scheme, during reading the bit line voltage drops at faster rate for state “0” (parallel or low-resistance) than “1” (anti-parallel or high resistance) [Fig. 5.8, DWLV without process variations]. The reference voltage at different time points is determined from the average of these deterministic bit line voltages for “1” and “0” cases. The voltage difference between the bit line voltage and the reference voltage at the time of sensing (i.e. read access time) is referred to as the bit-
difference. For correct sensing, bit-difference after the read access time needs to be higher than the offset voltage (minimum input difference required for correct sensing) of the sense amplifier. If process variation is considered, due to variation in both the read current and the leakage of the unselected cells, there can be significant spread in the bit line voltage drop (hence, bit-difference) at a given time [Fig. 5.7(b)]. Hence, there is a finite probability, defined as the probability of sensing error, that the bit-difference after the read access time for read “0” or read “1” is less than the offset voltage of the sense amplifier.

If process variation is neglected, the bit line voltage with DWLV drops marginally faster than that with DSLB as reverse body bias increases the Vth of the access transistor in DSLB. Note gate overdrive of the access transistor is Vread in both DWLV and DSLB to ensure similar read margin. In other words, if process variation is neglected, the performance of DSLB can be marginally worse. However, when process variation is considered the DWLV case has a large variation in the bit line voltage drop at a given time during both read “0” and read “1” [Fig. 5.9(b)]. However, even under process...
variation, the bit line voltage drop for DSLB experience negligible variations as the leakage contribution is significantly reduced [Fig. 5.9(a), (c)]. This results in a very low sensing error.

5.7 Results with DSLB

![Fig 5.9: Bit line Values with (a) considering inter-die variation for DSLB (b) considering inter-die variation for DWLV (c) bit line distribution (DSLB gives almost no spread)]

5.7.1 DSLB: Sensing Error

We estimate the probability of sensing error for DWLV and DSLB cases considering different read access time (i.e. sensing time). For simulations we consider ±60mV sense amplifier offset and σVth=30mV. Fig 5.10(a) shows between 2-2.2 ns, both the scheme has high error probability and DSLB has higher error probability than DWLV (as the voltage drop in the DSLB scheme is slower). Beyond that, error probability of DSLB falls off sharply but that for DWLV remains appreciable due to high leakage contribution. In other words, for a target error probability (<0.5) DSLB requires much less read access time than the DWLV i.e. read performance of DSLB is better than DWLV for reliable read operation. Further, a lower magnitude of bit line voltages for DWLV also implies a significantly increased delay for the sense-amplifier.
5.7.2 DSLB: Read Margin

With source bias, threshold voltage of the transistor rises. Hence under variation the mean value of the read current reduces with source biasing (Fig. 5.10(b)). This leads to betterment of read margin. As source bias allows operation at reduced read currents nullifying effect of leakage, this read margin can be sustained.

5.7.3 DSLB: Energy Impact

Conventional read operation will not allow us to operate below a certain write current at sub 90nm nodes. Source biasing lowers the sensing constraint on read current. And allows us operate at lower write currents. Write energy is the dominant component of energy in STTRAM, being up to 10X times the read energy. For a given ATMR read currents in both cases were found and the write current is extrapolated from them using the read margin values. Fig 5.10(c) shows that the source biasing solution has considerable energy benefits.

5.8 Conclusion

In this chapter we have tried to understand the read related reliability challenges of

Fig 5.10: Effect of DSLB on: (a) Sensing error and read performance, (b) Read margin, and (c) Energy
STTRAM for usage in read heavy applications. Now that ways to improve readability has been suggested, the STTRAM design methodology can be used for different applications. To a first order, read heavy applications would seem to profit from the methodology. Reconfigurable frameworks are immensely read heavy and one has to write at the mapping phase. The writes are concentrated over a small phase of time. We propose to study the benefits of adopting the methodology in a reconfigurable application domain in the next chapter.
CHAPTER 6

STTRAM CIRCUIT/ARCHITECTURE CO-OPTIMIZATION

TECHNIQUES FOR MBC

6.1. Introduction

Spin transfer torque random access memory (STTRAM) is an impressive candidate for Memory based computing (MBC) [47]. STTRAM benefits from its ultra-low leakage and dense layout. For the following reasons an STT-based MBC system is lucrative: (1) the non-volatile nature of STTRAM cells alleviates the requirement of reconfiguration at power-up, (2) high-density integration, (3) high read speed and low read power, (4) near-zero standby leakage, and (5) radiation hardness.

For this evaluation, the energy model developed in Section 3.3 is used. As pointed out earlier, distinct read and write ratios point to different STTRAM design solutions. Since MBC lies on the extreme end of the read spectrum, it is expected that the solution will be a custom one. The energy benefit obtained by using a custom design methodology is evaluated. Additionally, an energy distinction exists between reading “1” and reading “0”. Content mapping, which is based on this finding, can further boost energy efficiency. The STTRAM based MBC exploration is a collaborative work. It has been done in collaboration with Somnath Paul et al, from Case Western Reserve University. The STTRAM design related innovation is my contribution. The mapping algorithm and system evaluation are their contributions [45, 85].

6.2. Energy Optimality in STTRAM
The design space for STTRAM is constrained by the readability and writability conditions i.e., the tunnel magneto-resistance (TMR) ratio and the write current requirement. Two STTRAM parameters (the access MOSFET width (W) and its word line voltage (V_{WL})) can be used to navigate the design space of TMR and write current. To minimize the energy dissipation, choice of the energy optimal point in the W-V_{WL} plane is proposed. This is shown in Fig. 6.1. The total energy is evaluated considering the write/read current through the MTJ-transistor structure and the switching energy associated with the word line and bit line. A key aspect of the solution is its dependence on the write probability.

Two solutions, corresponding to write probabilities of 0.5 and 0.1 respectively, are shown in Fig. 6.1(a). These two solutions are different because different write probabilities result in different read and write energies. A larger write probability means a solution with larger width and smaller V_{WL} because write has a quadratic dependence on V_{WL}. From the read perspective, a solution with a lower width is preferred because of its low leakage power dissipation. For MBC with a read-dominant access pattern, the W-V_{WL} configuration corresponding to equiprobable condition is not an optimal choice since it dissipates high read energy, as shown in Fig. 6.1(b).

Hence, we chose the optimal-energy point corresponding to low write probabilities, which provides a much lower read energy at the expense of increased write energy compared to the equiprobable case. As shown in Fig. 6.1 (b), a 24% saving in total energy for the write probability of 10^{-5} for an 8-bit 64x64 memory array with a read access time of 400ps is achieved.

6.3. Energy Distinction between Read “0” and “1”
From the STTRAM read operation, it can be concluded that a larger current flows in the circuit corresponding to Read “0” than Read “1”. This disparity exists because resistance of State “0” is lower than State “1”. This is shown in Fig. 6.2. Hence, there exists an energy difference between reading “0” and “1”, which can be exploited to our benefit. There is 36% difference between energy dissipated in the Read “1” and Read “0” operations, as shown in Fig. 6.2(a). Additionally, write “1” also consumes less energy than does write “0”, as shown in Fig. 6.2(b). However, for the MBC application intended, the system is heavily biased towards read. The write probability lies in the range of $10^{-3}$-$10^{-5}$. Hence, for MBC application, we conclude that the system should be biased to handle more Read “1”s than Read “0”s. With the proper design of STTRAM for MBC, considerable energy savings can be obtained.

Due to higher read power during a Read “0” operation, it is intended that the STTRAM array contain more Logic “1” than Logic “0”. Considering this asymmetry, we have developed a preferential mapping approach to skew the LUTs to contain more Logic “1” than Logic “0”. The preferential application mapping scheme amplifies the energy
savings by storing more Logic “1” than Logic “0” in the schedule and function tables. The greedy heuristic for skewing the Logic “0” to Logic “1” ratio in the LUTs is presented in [44]. The heuristic is used to exploit the lower read “1” power in the STTRAM based MBC framework. The effectiveness of the preferential mapping approach was validated for a set of standard benchmark circuits. For the selected benchmark circuits, the preferential mapping heuristic was observed to achieve about 49% increase in the Logic “1” count stored in the LUTs.

From these discussions, we conclude that as the number of “1”s stored in the array increases, the energy advantage will keep on increasing. A study on STTRAM array energy with varying probability of “1” storage is shown in Fig. 6.2(c). It points to the fact that a solution with all zero storage will result in a 16% energy-access overhead compared to the case when all ones are stored in the array.

6.4. Results

Simulations are performed at the 65nm CMOS technology node. The resistance area product for the MTJ was $30\Omega\cdot\mu\text{m}^2$. The sizes of the MTJ devices have been taken as
50x90nm². The MTJ requires approximately 60µA of switching current, assuming a current density of 10⁶A/cm². The high-resistance and low-resistance states are represented by 11.1kΩ and 6.67kΩ respectively. The transistor was designed to drive the required switching current under both Write “0” and Write “1” conditions.

To obtain the solution for varying write probabilities, first a host of simulations with the high and low resistance are performed for a range of V_wl and W. The solution space has to be extracted from the generated design space considering the constraints on minimum TMR and switching current. In this work, we consider minimum TMR and switching current requirements of 0.34 and 60µA respectively. Corresponding to this extracted feasible design space of V_wl and W, we evaluate the read, write, active leakage, and total energy of STTRAM array. We select write probabilities of 0.5 and 0.1 to evaluate the design points. The read and write energies for storing “0” and storing “1” are computed for these design points.

The delay and energy requirement for the CMOS elements of the MCB were obtained through SPICE simulations using BSIM4 predictive models at 65nm technology [86]. A supply voltage of 1V was used for simulation. The cycle time for a given benchmark in the MBC framework depends on the delay through the programmable interconnects. Hence, the interconnect delays for both MBC and FPGA frameworks were obtained from the VPR toolset [87]. A 65nm FPGA model was used to simulate the performance of the programmable interconnects.

For standard benchmark circuits, the MBC framework improves performance by 45.4%, as shown in Fig. 6.3(a). The EDP values between the two frameworks (MBC and FPGA) are compared in Fig. 6.3(b). The non-volatile MBC framework achieves a 5%
improvement in EDP over the CMOS FPGA framework. The performance and EDP computation includes the cell optimization for read operation. The EDP improvement is further enhanced through the preferential mapping step, which skews the LUT contents to have more Logic “1” than Logic “0”s. As a result of this preferential mapping, the average EDP improvement was calculated to increase from 5% to 6.64%.

Fig. 6.3(a) Improvement in delay for STTRAM MBC over conventional SRAM-based FPGA; (b) Energy Delay Product (EDP) of STTRAM MBC and conventional SRAM-based FPGA.

6.5 . Conclusion

An STTRAM design is proposed, which is skewed towards read, to boost the energy savings and performance in MBC. This skewing results in 45.4% performance improvement and 5% EDP improvement over equivalent CMOS FPGA solutions. A preferential mapping approach can further boost the EDP improvement to 6.64%. The application aware design techniques can be extended to the volatile memory domain as well. To demonstrate that, the innovations possible in SRAM design for MBC are studied in detail in the next chapter.
CHAPTER 7
ENABLING POWER SAVING IN MBC WITH SRAM

Reconfigurable computing platforms use hardware and software simultaneously thereby offering advantages of reduced design cost, configurability and faster time to design. The programmable hardware is set in accordance with the software algorithm for mapping. FPGA is the most prevalent spatial computing platform exhibiting reconfigurability. For mapping in FPGA, the function to be implemented is broken up into several multiple input-output functions whose connectivity is controlled through software. However, the reconfigurability comes at the cost of 3X speed reduction and 2X power increment over equivalent ASIC implementations. The primary component hindering speed and power scaling is the programmable interconnect structure. The dense resistive interconnect structure leads to delay degradation. With technology scaling, the interconnect delay becomes an increasing fraction of the total delay. Thereby the speed-power degradation in FPGA keeps growing with scaling. Hence, there is scope for improvement with the traditional FPGA structure.

7.1. MBC as a Solution and the Importance of Memory

A solution to this problem might be reduced interconnects. If individual computing blocks are made computationally more efficient, the dependence on the interconnect structure will be reduced to a large extent. Another solution could be to enable multi-cycle calculations in a block. Thereby, the spatial computing requirement will be reduced further. This will result in lowering the contribution of interconnect delay further. Memory based computing (MBC) is a spatial computing platform utilizing time-
multiplexing in the blocks. The computation is performed in unit blocks called memory logic block (MLB) which can communicate with each other. The lookup is based on a 2D memory array called look up table (LUT). The computation or parts of the computation can be performed via multi-cycle operations in these MLBs.

A prototype implementation of the unit cell of MBC has been done with 2Kb of on-chip memory (word length is considered to be 8 bits). We will discuss the system in detail as well as the individual details and later in the chapter will show some results for the individual blocks. A single MLB is shown in Fig 7.1 consisting of one 8 bit intermediate register and one 8 bit dummy register. We will explain their roles later.

Fig 7.1: Prototype Memory Logic Block (MLB) for a MBC System
The schedule table is the heart of the operation in MBC. It is essentially a finite state machine. In our implementation it consists of values stored in registers which are selected according to the state of a counter. The counter is fed with the clock. The selected output from the schedule table serves as the input to the final multiplexer which helps to choose between the intermediate register, the dummy register or the external input. This output goes to the decoders for reading from the memory.

As memory plays a crucial role in determining the delay and power consumption in the lookup based MBC system, changes in memory circuit or architecture are due to be reflected in the performance-power of such a system. Proper choice and design of memory cell can result in reduced EDP for the system. We have already evaluated the applicability of NVRAM based LUT design for EDP reduction. This chapter discusses how the SRAM design can be optimized for the LUT leading to EDP reduction for MBC.

7.2. SRAM Design Options: Limitations of Relative Transistor Sizing

In prior literature, there have been efforts aimed at modifying the transistor width ratios towards achieving an improved read scalability [48]. However, the transistor sizing based approach has its own limitations. Read stability requires us to reduce the access device (AX) drive strength and increase the pull down (PD) device drive strength. However, read performance requires the drive strength of both access and pull down devices to increase. Hence, there is a conflict between the sizing requirement for the access device from the read margin and the read speed requirements (seen in Fig. 7.2). This conflict is embedded from the topology and can only be lifted with some insightful topological modification.
7.3. Choice of Topology for SRAM Design in Low Power Embedded Application

A modification of the 6 transistor SRAM cell was suggested for high-speed, low power applications [49, 50]. One of the main aims of the cell was to reduce the cell power supply for operation. In other words, at scaled power supplies the read stability of the cell is better and this improved read stability comes without sacrificing read speed. As the internal storage node is not connected to the bit line the possibility of read disturbs is eliminated (Fig. 7.3). However, the cell is single-ended and single ended writing to the cell is a tougher challenge. Write is a tougher challenge in terms of reliability and energy consumption. However, the problem with write can be tackled with standard write-assist techniques. In MBC, the system is extremely read heavy (~99.9% of the operations are reads). This is because usual pattern in the reconfigurable platforms is of one-time programming and multiple reads (ratios between the reads and the writes are very highly skewed). In such a read heavy system, the one-time write penalty is very small compared to the read performance and power benefits.
If a particular word line is to be read, the RWL is made low as shown in Fig 7.4 (RWL is derived from RE and WL). In presence of read signal and word line selected, read access transistor has its source set to “0”. If the transistor stores a “1” at the storage node driving the read access transistor, the bit line discharges through the read access transistor (Fig 7.4(a)). If it stores a “0” at the storage node driving the read access transistor, the transistor does not conduct and the bit line does not discharge (Fig 7.4(b)). However, there are several modifications and unaddressed challenges for this topology. These need to be addressed before the SRAM cell can be applied for the MBC system.

The cell can be operated across a voltage range of 1.2V to 0.7V. However, with reduced drivability of the access transistor at lower supply voltages falls off rapidly. If performance can be sacrificed for power, we can operate the cell at low voltages. The advantage is that the read disturb concern is minimized in this topology. Thus, even though the cell performance would reduce at lower voltages, it would continue to remain free from read disturb.
7.4. Discussions on Read Stability

Read stability is measured by read margin. The measurement is performed by sweeping one of the storage nodes and observing the other. The bit line is kept floating and the word lines are on. The side of the largest square inscribed within the lobes of the butterfly curve indicates the maximum noise immunity. In the discussed structure, the write word lines are deactivated for test and the read margin equals the hold margin. Hold margin is the static noise margin in hold mode i.e. when the word lines are shut off. The measured read margin for the structure is 270mV, much higher than the equivalent 6T SRAM (Fig 7.5(a)). This stability advantage becomes a key advantage at scaled voltages where noise margin drops significantly (Fig 7.5(b)).

Read stability results are discussed on a set of 1000 Monte Carlo simulations with $V_{\text{th}}$ of 350mV and $\sigma$ of 17mV. For a 6 transistor SRAM cell of equivalent size, the read margin at 1.2 V shows a mean of 270 mV and a standard deviation of 17 mV. The read margin at 0.7 V shows a mean read margin of 197 mV and a standard deviation of 14mV.
It is to be noted that the spread increases. For the bit cell, this component of the variation is insignificant as there is no scope of charge development or escape from the storage nodes.

7.5. Discussions on Read Performance

For similar voltage drop, the alternate topology outperforms the standard prototype in terms of access time (Fig 7.6(a)). The access time ratio is close to 1 for a voltage of 1.2V and increases to almost 1.8 for a voltage of 0.6V. The current in case of 6T SRAM read flows through the access and the pull down devices. With reduced power supply, the current is limited by the sinking capacity of the pull down device. For the topologically modified cell, the current flows through the read access device. Hence the impact of scaling on delay for similar drops is less severe. Alternatively the 6T structure offers stacked transistor resistance which is higher than the single transistor in the alternate cell read path.
Let us proceed to study the impact of variation on the read performance of both these circuits. For read access time, it is observed for both cells that reducing the power supply from 1.2 V to 0.7V increases the mean by more than 3X while the spread increases by about 2X as shown in Fig 7.6(b). With increased sizing of the read access transistor the RDF component of variation is expected to reduce resulting in lower access time spread. To illustrate the point, simulations are performed with reduced variations across the access device. Results show almost 1.7X reduction in performance variability (Fig 7.7). The upsizing would correspond to 2.89. Hence, upsizing the read access device can help in increasing current drive and reducing variability at the cost of area.

Fig 7.6: (a) Relative performance of the bit cell (b) Access time variation

Fig 7.7: Read performance variability improves with reduced variation in the read access device. (b) shows reduced variability in access device 1.75 reduction in the variation.
7.6. Discussions on Write Performance: Use of Assist Techniques to Reduce Failures

Writes to the system are difficult. This is due to the fact that writes are single-ended. To this end the identification of the worst case consideration is required. This occurs when a “1” is written to a storage node containing a “0” (Fig 7.8). In a standard two sided write, the discharge of the node storing “1” is considered primarily. This occurs earlier and once the voltage level reaches below the trip point of the other inverter, the data is written. Of course, in the mean while the other node is also being subjected to writing “1”. For writes, with word line overdrive the worst case write delay is restricted to 0.2ns. For write, the figures indicate that compared to two ended writes (Fig 7.9(a)), single ended writes end up in ~10X more time with failure at the process corners (0.07% failure rate observed) (Fig 7.9(b)). With circuit assist techniques the failures are eliminated while the writes are about ~5X slower than double ended SRAMs (Fig 7.9(c)).

![Fig 7.8: (a) Writing “0” to the cell (b) Writing “1” to the cell](image)

In this topology the positive feedback loop is to be activated from a single side. Hence, the slower process of writing “1” is to be considered. This is a slower process because the access device beyond a point moves into linear region while the pull down
device competes to drain out the charge. Only sizing could result in a number of failures at the process corners. Hence, we use write assist technique in the form of boosted word line to drive the write word line. Driving the word line at 1.5V lets us accomplish the task of writing to the cell at the worst case process corner for the worst condition at 250 MHz.

Write assist mechanisms are required for single-ended write to avoid write failures and improve write time. However, this forbids the use of bit line interleaving architecture as then the cells which are not chosen stand a chance of being written to. To avoid this, divided word line architecture was used for the cells where the words consisting of 8 bits form a segment. This segment is addressed by the divided write word line. For the proposed design, we intend to write the 8 words of 8 bit each at one go. Hence, the final array is a 64 x 32 bit array i.e. a 2kb array. This array has 8 words each of 8 bit in a divided word line arrangement.

**7.7. Discussions on Power Requirements for the Cell**

In differential structures, there is always a switching involved either for the bit line or its complement. The dynamic component of the switching power (in case of high
or rail-to-rail swing) is large. In the case of the cell, for reading “0” no dynamic power is spent as there is no switching involved. However, for reading “1” power is spent. But on an average the power consumed is lower. Also, depending upon whether the pulsed scheme is used, the bit line might not fully discharge. This will bring down the power consumed further. It is verified that at voltages below 1V, the read power for the proposed cell with a pulsed period for access remains almost 40% less throughout the interval. Having more “0”s instead of “1”s can result in significant power savings as the bit line switching is prevented in this case. A preferential storage structure could amplify the energy savings by storing more number of “0” than “1”.

\[
\Delta E/E = (V_{WL}/V_{cell})^2 - 1 = 1.78.
\]

The alternate cell requires additional word line switching for the word line resulting in a write energy overhead of: \(\Delta E/E = (V_{WL}/V_{cell})^2 - 1 = 1.78\). Considering that the target reconfigurable framework has a read dominated access pattern (~99.9% of the operations are read), the total energy savings of this structure is given by: \(\Delta E = 0.999 \times 0.4 - 0.001 \times 1.78 = 0.397\), where 0.4 denotes the 40% improvement in read energy from Fig. 7.10.

### 7.8. Constraint Based Sizing of the Cell
The cell is meant to serve the read purposes heavily. The read stability of the cell is ensured topologically. Hence, sizing wise the read stability criterion does not need to be taken care of. We have minimum sized PMOS pull-ups and NMOS pull-downs. The access device for read is meant to be large to sink in large current such that the read access time is reduced and ensuring a high drop across the bit line. Also the write transistors have to be big to improve drivability especially for single ended writing. This means larger transistors are to be used for the writing purpose.

However, for read there is an additional overhead. Assuming that the read-word line is driven by an inverter of finite strength, it can sink in only a finite amount of current. This current depends on the number of cells attached to the read word line and the data pattern stored in them (Fig 7.11).

For a single such cell with 8 bits an 8X inverter driving the word line the current could be as high as 120μA (for the rest of the bits at “0”) or could be as low as 46μA (for the rest of the bits at “1”). This observation is explained as the total current in the latter case is \( N_{\text{bit}} \times I_{\text{cell}} \). Under this amount of current, however, there will be a substantial \( V_{\text{DS}} \).
drop across the NMOS device in the sink leading to a reduction of $V_{GS}$ across the read access transistor. This reduces the current consequently as the dependence of current on $V_{GS}$ is quadratic. Verma et al identified the problem and used a charge pump based overdrive of the NMOS to increase its drivability [88]. This is definitely a requirement for larger word size. However, for small word length, as in our case (8 bits) we do not need this additional circuit modification.

Also this sets a limit on the maximum width used for the read access device. Upsizing beyond that dimension does not help as then it is limited by the sinking capability of the driver. Also read is particularly heavily dependent on the access transistor. So to minimize impact of variation, it is a good idea to upsize it. However, upsizing it too much would add considerable capacitance to the read word line resulting in high dynamic power dissipation. The sizing for the cell is thus taken as 1(Pull Up): 1.875 (Read Access): 2 (Pull Down): 2.875 (Write Access). The pull up devices are taken to be minimum width devices for the technology (160nm).
We try to keep the cell dimensions as close to a type 4 cell layout in the CMOSRF8SF as possible. The dimension of the cell is $2.1\mu m \times 3.1\mu m$. The area overhead compared to a 6T cell is $<1\%$.

**7.9. The Issue of Single-Ended Sensing and Requirement of Gating**

A single ended sensing scheme is required to detect the bit line drop. In the differential scheme, the voltage difference between the bit lines is detected. Any noise between the bit lines in the differential case is common mode. However, the noise in single ended sensing is not common mode. Hence, a larger swing across the bit line is required for detection of the same logic level. Normally, for differential purposes a sense amp differential of $50mV$ is used. For the single ended sense amp this swing is maintained at $100 \text{ mV}$.

The techniques used for single ended sensing are using dummy cells to mitigate the process impact. But that has the issue of adopting suitable memory architecture along with it. The other way to sense is via dynamic logic, however as we will see it is difficult to get a rail to rail swing and hence, this option is not lucrative as well. Thus a differential sense amplifier with an externally supplied reference voltage was chosen ($1.1V$ for $1.2V$ level logic) (Fig 7.13(a)). The sense amplifier delay was estimated at $254 \text{ ps}$.

Also the sense amplifiers for this architecture have to be matched to the memory cell pitch (Fig 7.13(b)). Also, power dissipation in the sense amplifiers is high and occurs during every clock cycle irrespective of whether it is being used to read. An average current of $9 \mu A$ leading to $1.9\mu W$/sense amp power output is produced. For a large
number of SAs, as in this case, this power can become large. To avoid it, the sense amp enable signal has been gated with the block select signal.

For the circuit, a current latch sense amplifier was used for its superior isolation and lower dynamic power. The sizing of its pull up, pull down, NMOS differential pairs and tail transistor are in the ratio of 1:1:2:3 respectively. The additional area overhead due to the extra sense amplifiers is estimated at 7.6%.

7.10. Other Peripheral Designs

The decoder structure for this system consists of a 5:32 NAND decoder with pre-decoding for word line. The block level decoder was for 3:8 conversions. For the word line decoder, progressive sizing of the devices were done. Also the word line decoder had to fit into the array pitch. This required custom layout and routing of the standard cells to achieve that pitch. The decoder delay was observed at 600 ps.

7.11. Power Savings Using Mapping
The power savings in the memory arises from the fact that there is no discharge in the bit line for reading zero. Also depending upon the number of “0” stored in the bit line, a large number of cells might have a negative $V_{GS}$ condition suppressing leakage to a large extent. Hence, there is a huge potential in power savings. To evaluate it, we calculate the average power dissipation for reading a “1” and a “0”. Though a read “1” in this structure is slightly more energy expensive, the read “0” more than compensates for it. Overall, a 40% savings in power is suggested from simulation results. With scaling of the cell supply, the leakage power component contribution from unselected cells is minimized. This results in even larger power savings albeit at lower operating frequencies.

Another important factor to note is that the power savings are data dependent. A greater number of “0” can result in a larger power savings. Since the mapping is done once, there are ways to reconfigure the algorithms and software mapping to enable preferential mapping. This has been suggested by Paul et al to further improve on the energy savings front [45, 89].

7.12. Presence of Read Sneak Path: Power Loss and Solution

Functionally there are no problems with this circuit. However, the circuit suffers a major disadvantage when it comes to a pathological power dissipation scenario. This is illustrated in Fig 7.14. When the read access transistor storing a “1” conducts, the bit line discharges. The discharge goes on until the bit line reaches $V_{mem} - V_{th}$. Beyond this level, the unselected cells have a sneak path to discharge leading to restricting the bit line voltage level to this value. A large sneak current now flows from the unselected cells via the chosen access transistor to the NMOS sink.
To avoid this, a pulsed read solution is used. Again, the pulsed read solution comes with its own power and area overhead. Pulsing in SRAM has generally been associated with improving the read stability [90]. Here pulsing is used to avoid excess sneak current from flowing in the system. A very widely used strategy for pulse generation is to use delay chains. In this particular implementation, delay chains with externally controlled supply are used to control the pulse width. For the worst case (when a single cell is discharging at its full capacity) a 400 ps pulse width is required. The choice of the pulse width is motivated by the power crossover point of the alternate cell and the ordinary 6T cell. This is generated from the clock using the circuit shown in Fig 7.15(a). The pulse is incorporated into the circuit operation using the circuit in Fig 7.15(b). The circuit was successfully simulated to generate pulses of the given width using a 7 inverter chain and a delay chain voltage of 0.8 V. The implementation area overhead was <1% of the system. The power overhead was less than 4%.

A key problem for pulse generation schemes is process and temperature variation. To encounter the impact of process and temperature variations, the controlling parameter in our hand is the delay chain power supply. The structure was simulated across process
corners and temperature corners and the delay chain supply for each was noted. Hence, if the pulse is smaller than expected width resulting in functional failures or larger than the width resulting in excess power dissipation, we can fine tune and adjust it to our benefit.

7.13. Total System Performance and Power

The implemented MBC system was found to operate at 250 MHz at 1.2 V memory supply and 1.5V supply for the logic. The implementation uses a SRAM cell which is supposed to dissipate less power in a read-heavy application. The chip diagram for the system is shown in Fig 7.16.

The pulsed read generation circuit consists of the clock delayed with respect to itself. The width of the pulse is controlled by an externally supplied voltage, which controls the delay of the inverter chain. From the simulations we find, a delay chain element voltage supply of 0.8 V is required to produce a 500ps pulse. The pulse and the reading scheme is illustrated in Fig. 7.17. The schedule table output table is shown in Fig 7.18. As the schedule table output varies with the clock different operations which are programmed one after another are executed. These operations could be between the IR content, DR content or external inputs.

Fig 7.15: (a) Pulse generation logic (b) Read pulse propagation to RWL

![Pulse generation logic](image1)

![Read pulse propagation to RWL](image2)
The intermediate as well as the final values of the computation are stored in the
intermediate and dummy registers. These are 8 bit registers. For implementation simplicity, we restrict the number of dummy registers to one. Let us study an operation. For example, if we took a case of repetitive addition of two 4 bit numbers (say 1111 and 0001 in our case), the IR would store 00000001 starting from the point when the read operations begin. DR is initially expected to store 00010000 and then 00000001. We plot the significant bits of these registers to show the results of the discussed addition from our design (Fig 7.19).

A prototype memory based computing platform (consisting of a MLB computing element) has been designed at IBM 130nm CMRF8SF process. The implementation uses a pulsed read scheme to reduce the power dissipation across the memory. The complexity of the circuit has been minimized by restricting the number of dummy registers.

The design particulars are tabulated:
### Table 7.1: System Specifications

<table>
<thead>
<tr>
<th>Technology</th>
<th>IBM 130nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transistor Count</td>
<td>~35000</td>
</tr>
<tr>
<td>Chip Area</td>
<td>1mmX2mm</td>
</tr>
<tr>
<td>Nominal Operating Voltage</td>
<td>1.2V (Memory) 1.5V (Logic)</td>
</tr>
<tr>
<td>Expected Performance</td>
<td>250MHz</td>
</tr>
<tr>
<td>Key Blocks</td>
<td>Memory, Pulse Generation, Schedule Table, Intermediate Register, Dummy Register</td>
</tr>
<tr>
<td>Key Circuit Techniques</td>
<td>Voltage scalability, pulsed word-line read, Power variance under mapping modification.</td>
</tr>
</tbody>
</table>

### 7.14. Pulsed Read

The necessity of pulsed read has been already discussed in an earlier section. Pulsed read is used to restrict excessive power dissipation due to possible read sneak paths. However, due to the sneak paths functionality is not compromised. The introduction of

![Fig 7.19: Selected bits (4and 0) from Intermediate and Dummy Registers](image-url)
pulsed read though brings along with it the chance of functional failure. In this section, we study why this occurs and discuss the remedies used to prevent failures.

The pulse width is determined from the power requirement. The pulse is expected to last for the voltage drop across the bit line to be sufficient for detection but at the same time not to let it reach a $V_{th}$ drop. However, with process imperfections the pulse width ratio is supposed to vary (Fig. 7.20). At the $+3\sigma$ corner, this can lead to increased power dissipation. However, it is at the $-3\sigma$ corner that the pulse width may be less than the required access times leading to false detection. To ensure proper functionality, we simulate the circuit at the slow corner to find the false detection probability.

To test the effectiveness of the pulsed read scheme, the data is written on to the memory. It is then read out without using the pulsed read scheme at a particular frequency to confirm functionality. Next, the same data is read out using pulsed read scheme for a particular pulse width (i.e. particular delay chain supply voltage). In case of process induced fluctuations, there could be failures leading to inconsistency of the two sets of data. The delay chain supply voltage is raised and the process repeated until the data are consistent.
7.15. Voltage Frequency Characteristics

To test the voltage frequency characteristics of the cell, data is written one time into the cell. The written data pattern is read out at different voltage and frequencies and noted for failure and success. The voltage frequency plane is divided into zones indicating successful operations and failures. This curve called the shmoo plot for voltage versus frequency. The shmoo plots for the alternate memory structure as well as the regular memory structure are shown in Fig 7.21(a). However, only looking at the shmoo plots for the voltage versus access time might give us an incomplete idea. The read disturb probability increases with scaled cell supply (Fig. 7.21(b)). The degrading read margin for standard 6T cells is a source of concern for reliable read operation. For the proposed cell, the SNM is higher and provides a better scalability opportunity.

7.16. Voltage Power Characteristics

Clearly the main objective of introducing the cell is power savings at scaled voltages. The cell saves on dynamic power while reading “0” as there is no discharge of the bit
line. Also at scaled voltages the memory leakage is reduced due to negative gate to source voltage of the cells storing “0”. To test the claim, the pattern written contains all “1”s is written and then read out. The current is noted for the read cycle. Similar steps are repeated for reading “0”. The write power is also noted for the above mentioned cases.

At a power supply of 1.5V (1.3 V for memory), a maximum operating frequency of 250 MHz is obtained. The power consumed while read operation is found to be 1.6 mW. 30% of the power arises from memory (for the worst case of reading all “1”) (Fig. 7.22). Scaling down the memory voltage to 1.0V and logic to 1.2V the power consumption reduces to 0.85mW where memory contributes 27% of the power. Clearly this suggests a great scope of saving power at scaled voltages for the proposed cell. This is because the standard 6T cells are not voltage scalable beyond a point from read failure perspective.

7.17. Hardware Data

The initial results for the fabricated chip are included in the chapter. Fig 7.23(a) shows the board level testing of the chip. The primary tests involved testing the internally generated clock used to drive the system. The clock signal is generated based on a 51
stage ring oscillator chain. The observed waveform at the oscilloscope at a clock supply voltage of 1.5V is presented in Fig. 7.23(b). It corresponds to a frequency of 222.4 MHz at a voltage supply of 1.5V. This can be the maximum operational frequency of the system under test if the clock voltage is restricted to 1.5V. The observed voltage frequency characterization plot for the ring oscillator chain is shown in Fig. 7.24.
An array of cells was included to illustrate the behavior of the SRAM cells under read and write conditions.

![Fig 7.25: Overdrive requirement for the alternate cell](image)

Writing is the difficult part of the cell functionality. Single ended writing necessitates word line over driving for the cell. This is substantiated with the cell write hardware data. Fig. 7.25 shows word line voltage and the storage node voltages with time. The cell voltage is at 1.2V. For writing, the word line voltage is steadily ramped up. Writing to the cell does not occur until an overdrive of 0.3V is forced on the cell. At that point flipping occurs. Also simulations have suggested that writing a “1” to a node storing “0” is the more difficult of the writing operations. This is because, under this condition, the strong pull down and the write access transistor are in contention. This disparity results in different write times for write “1” and write “0”. The difference is clearly illustrated in Fig. 7.26.

To verify reading operation, the total current drawn via the bit lines during read “1” condition was observed. The value of the current for different values of the cell supply voltage is plotted in Fig. 7.27. The current is found to be quite sensitive to the cell voltage.
(37.5μA/V). This is expected as the cell voltage decides the gate overdrive of the read transistor.

Fig 7.26: (a) Write “0” from “1” (b) Write “1” from “0”. (a) is about 1.5X faster than (b)

7.18. Conclusion

In this chapter, we have studied how knowledge about the application characteristics can be used for design maneuvering of SRAM. The modified SRAM topology assists us to achieve low power, reliable reading. The energy benefits can be further boosted by
preferential mapping of the look up table. However, to achieve this, issues of single ended writes and read sneak paths have to be taken care of. In the next chapter, we study how other factors like packaging solutions can modulate the SRAM specifications and how it translates to new design requirements.
CHAPTER 8
THERMAL COUPLING IMPACT ON 3D STACKED SRAM CACHE

3D integration allows partitioning different components of a system and stacking them in separate vertical layers connected by through-silicon-via (TSV). Folding a single 2D design into a 3D die-stack, hereafter referred to as die-folding, can reduce system footprint, interconnect delay, and power [91, 92]. Due to its potential advantage, system architecture as well as process technology of 3D integrated SRAM caches are receiving significant attention [60, 93]. When multiple power dissipating dies are stacked vertically with a reduced system footprint and hence, lower cooling efficiency, the system temperature can increase. The analysis and mitigation of thermal behavior of 3D die-stacks have been a key area of research [52, 57, 94].

Fig. 8.1 illustrates the system architecture of a 2D and 3D integrated core and cache system. As illustrated in Fig. 8.1, the heat escape path for 2D and 3D cases are similar, but the heat distribution paths are different in 3D. The heat generated in one tier can flow to the other tier through the die-to-die interface, resulting in the die-to-die thermal coupling [54, 56]. In a many-core processor the processor cores generates much higher and time-varying power compared to the SRAM sub-arrays (much lower power) in cache. Hence, it is important to analyze how die-folding and thermal coupling modulates the cache performance in 3D systems. Such analysis is critical to exploit advantage of 3D integration as performance, leakage power, and stability of SRAM are sensitive to temperature [61]. Further, temperature strongly modulates the time-dependent degradation of devices and SRAM cell stability due to bias temperature instability (BTI) [62].
We analyze the implications of 3D die-to-die thermal coupling on power, performance, and aging of SRAM. We show that in 3D system, the worst case temperature of the cache is tightly coupled to core power and temperature. Hence, we observe that a change in the power spread in cores (due to variations in applications and workload) strongly modulate the temperature variation of the SRAM blocks in 3D integrated cache. Consequently, 3D SRAM blocks have higher spatial and temporal variation. The higher average value and spread in temperature significantly degrade the access time (~30% increase maximum access time), increase array leakage (~2X), and accelerate the time-dependent device aging. Further, the spatial and temporal variations in performance of SRAM blocks become a strong function of the power variations in the cores.
8.1. 3D Stacking: The Thermal Issue

Thermal modeling for 3D system on chip has been an active area of research. The finite element methods [52] and the computationally less complex electrical mesh based methods [55] are normally used for analysis. Efforts have also been directed in finding the sensitivity of temperature distribution to various packaging parameters [95, 96]. It has been argued that folding a logic die into multiple stacks can increase the overall chip temperature due to higher power density [58]. This work concludes that thermal coupling is a major factor in 3D without exploring the cache performance impacts for core-cache
There are works emphasizing the electro-thermal implications of die stacking [53, 59]. However, there is a limited understanding of the electrical impact of the die-to-die thermal coupling between the core and SRAM tiers on the behavior of SRAM. The primary contribution of this paper is the analysis of the above effect considering random variations in the core power symbolizing workloads. To achieve this goal, we adopt a distributed RC based 3D thermal modeling approach suitable to evaluate thermal variations across a plane. Loi et. al [53] have evaluated the effect of thermal cross-talk in a 3D core-cache-memory stack, but they used a lumped model to represent the thermal behavior of each tier. Hence, the effect of within tier power and thermal variations were not captured.

Using the distributed analysis, we have shown that power variations among cores and strong thermal coupling lead to much higher spatial and temporal variations in temperature among SRAM sub-blocks in 3D than in 2D. Further, our analysis connects the effect of temperature to behavior of cache electrical parameters that includes not only performance and leakage but also aging and lifetime reliability. To the best of our knowledge, the interaction of 3D stacking and the aging behavior of SRAM have not been reported in earlier literature. This work concludes that thermal coupling is a major factor in 3D without exploring the cache performance impacts for core-cache stacking [97].

8.2. System Models and Simulation Environment

We consider a 64 core system as shown in Fig. 8.1. In 2D system, the cache is placed in between two sets of 32 cores (Fig 8.1(a)) to ensure the shared cache acts as a thermal
buffer between the cores. In the 3D die-folded system cores and cache are distributed in two different layers. We discuss the modeling paradigm in detail in the next subsection.

8.2.1. Thermal Modeling with 3D Distributed RC Grid

The thermal framework used in this study is constructed using distributed RC grid where R represents the thermal resistance and C represents the specific heat. The grid was structured for the 2D case to include the impact of heat sink, silicon and insulator layers (Fig. 8.2). Modeling of 3D stacked systems using the electrical equivalent circuit has been extensively used [56]. We use distributed RC models method to analyze the thermal coupling issue. In this work, we restrict ourselves to the steady state study using the R grid. We take a face-to-back bonded die with processor-memory stacking, as shown
in Fig. 8.2(c). The layers consist of the thermal package i.e. heat sink, spreader, and thermal interface material, the bulk silicon, the active silicon (processor), the back end of the line including metal connections (for the processor layer), the die-to-die interface material, the bulk silicon, the active silicon (memory), the back end of the line (for the memory layer), and the electrical substrate/package (i.e. die-to-package interface). We simulated an 8mmX8mm chip having 64 cores. The width of the die considered was 350µm. The values of the bonding material, heat sink and package conductivity was set in accordance with the values reported in [55]. The thickness of the bonding layer was taken to be 10µm. The back end of the line resistance was determined, using oxide to metal ratio of 1:3. The thermal resistivity of the die-to-die interface layer (core and SRAM) was modified to consider the effect of the heat flow through the TSV. HSPICE was used as the RC circuit simulator. Power consumption wise the cache was assumed to consume 10% of the total power. This choice is mainly motivated by the L2 cache power consumption percentage of current microprocessor [51].

8.3. Analysis Methodology - Coupling of Thermal and Circuit Simulations

We first consider that the power of cores (and SRAM) in the 2D and 3D systems are same. To emulate the effect of workload variation on core power, we assume core power follows a Gaussian distribution (mean of 1.5W and a variance of 0.5W) (Fig. 8.2(a)).

We estimate the temperature patterns in cores and caches in 2D and 3D system considering a large number of random power patterns applied to the cores. Each power pattern is applied for constant period of time in simulation (until steady-state is reached). Each such power pattern applied to the cores results in a particular temperature pattern across the cache blocks for 2D and 3D systems. For each power pattern, we estimate the
temperature for each SRAM block and maximum and minimum temperature for the entire cache (i.e. maximum and minimum over all blocks at that power pattern). We first study the temperature behavior of SRAM blocks and maximum/minimum temperature of cache over time (i.e. over power patterns). This study indicates how 2D and 3D integration modulates the temperature behavior of SRAM cache over time (temporal). We next study how the spatial pattern in temperature in the cache is different in 2D and 3D design. The temporal study is critical to understand what ranges of temperature SRAM blocks will experience in 2D and 3D design. The spatial study also helps analyze the how 2D and 3D integration modulates the location of thermal hotspots in 2D and 3D.

Finally, we connect the temperature estimated from thermal simulations to the power, performance, and reliability (stability under PMOS aging) estimated from circuit simulations. The thermal simulations for different random power patterns provide temperature of SRAM blocks. We assume all cells within a block have same temperature.
The spatial and temporal patterns of temperature estimated from thermal simulation are used to compute the corresponding patterns in performance, leakage, and reliability.

8.4. Simulation Results and Analyses

8.4.1. Comparison of Thermal Distribution (with and without Stacking)

Fig. 8.3 shows the spatial variation in temperature for cache blocks considering 2D and 3D designs. Fig. 4 shows the possible temperature variation for a given core and SRAM cache block in the 2D and 3D case considering different power pattern (i.e. at different time point). In Fig. 8.5(a), given a power pattern (in x-axis), the points in the y-axis represent the temperature of different cache blocks in the 3D design. We obtained similar plot for 2D as well (not shown). Fig. 8.5(b) summarizes the spatial observation and plots the histogram (over all power patterns) of identification number of the cache block that becomes the hottest for a power pattern. We summarize the observation as follows:

- **The core and cache temperature in 3D is higher than 2D.** We first observe that the cores and cache experience a much lower temperature in 2D case due to the larger spatial area (i.e. lower average power density and larger heat spreader/heat sink contact area) (Fig. 8.3, 8.4). In the 3D scenario, the temperature of the cores is higher due to the reduced footprint (higher average power density and smaller heat sink/heat spreader contact area). The elevated core temperature is coupled through the die-to-die interface to the caches on next tier resulting in an increased temperature for the SRAM blocks (~30-40°C higher than 2D SRAM blocks) (Fig. 8.4).

- **The temporal variation in temperature of cache blocks is much higher for the 3D system compared to the 2D system.** Fig. 8.4(a, b) shows that for the 2D scenario, at any
particular location of the cache block, the variance in temperature over time is small. For the 3D system, the individual cache blocks may experience significantly higher average temperature as well as larger temperature spread over time (Fig. 8.4(a), (b)).

- **The spatial thermal pattern in 3D is more non-deterministic and more strongly correlated to power patterns of cores compared to 2D.** Fig. 8.3(a)-(b) shows that for 2D case, although the power patterns across cores are very different, the cache blocks towards the central region remain the coldest and those towards the periphery are the hottest. For the 3D scenario we observe that the temperature pattern of the cache follow the temperature pattern across the core distribution very closely. This suggests that as the power pattern across the cores can vary significantly depending on the workload pattern so does the thermal pattern across the cache. This is observed in Fig. 8.5(a) which shows that in 3D one can have significant spatial variation in temperature across cache blocks. This is further evident from Fig. 8.4(c) which shows correlation between

---

**Fig 8.5:** (a) Distribution of temperature with power profile in 3D and (b) Histogram of the identification number of the hottest cache block. In 3D the spatial difference in temperature is much higher. Moreover, all the blocks have equal probability of being the hottest block in 3D while in 2D location of hottest blocks is deterministic.
the temperature of a cache block and all the cores. We observe that the cache temperature is very closely correlated to the temperature of the core directly below it and falls off very sharply (within the order of 1 core distance) to a relatively low value. When the cores have spatiotemporally non-uniform and random power profile (as is expected in most applications), temperature can be considered as a source of spatiotemporal random variation for the cache blocks in 3D system. Therefore, for the 2D case, even under statistical variation in the power profile of cores, both the temperature of cache blocks and locations of hottest cache blocks are more predictable. But in 3D each block has much higher temperature spread (over time) and all blocks are equally likely to be hottest block. This is illustrated in Fig. 8.5(b) which shows the location of the hottest cache block for 2D and 3D case.

8.5. Implications for Power, Performance and Reliability of SRAM

In this section we evaluate effect of changing temperature distribution on the read access time, leakage power, and reliability of SRAM blocks and cache considering process variation using 32nm predictive technology [98].

- Leakage: With increase in temperature the nominal value of the leakage increases exponentially. Moreover, due to the exponential dependence, the rate of change of leakage due to threshold voltage variation depends exponentially on temperature. For any instance of power distribution across the cores (i.e. at a given time point), the spatial spread in temperature is much higher in 3D [Fig. 8.6(a)]. This translates to large spatial spread in leakage of different sub-arrays for 3D integrated SRAM than the 2D counterpart. For a given power pattern, we next add the estimated leakage of all blocks to compute the cache leakage for that power pattern. The statistical distribution
of the total cache leakage for all power patterns (i.e. over time) is shown in Fig. 8.6(b). Due to the higher average temperature and spread, both the mean leakage power (~2X) and the spread in the cache leakage over time (~4X) increase significantly as we move to 3D.

- Read Access Time of an SRAM cell is defined as the time required to develop a predefined bit-differential (~100mV) during read operation. During reading, the bit line BL discharges due to the read current ($I_{\text{read}}$) flowing through the selected cell while bit
line complement BR discharges due to bit-line leakage ($I_{\text{bitline leakage}}$) current. At higher temperature the cell read current reduces due to lower on current for access and pull-down NMOS devices of the selected SRAM cell. Moreover, higher temperature also increases the bit line leakage current through the other access transistors. The overall performance of the cache (cache access time) for a power pattern (i.e. at a given time point) is determined by the maximum of the block access time over all SRAM blocks. Fig. 8.6(c) shows the distribution of block access time of SRAM sub-arrays for a given power pattern i.e. the spatial variation in access time across the entire cache. We observe that the access times of the cells in 2D are much predictable (tighter distribution) while in a 3D scenario, they are much widespread. The statistical distribution of the cache access time (i.e. maximum of the block access time for a power pattern) for all power patterns (i.e. over time) is shown in Fig. 8.6(d). We observe that the average cache access time increases by nearly 50ps leading to ~28% performance degradation.

- Device Degradation due to NBTI caused with prolonged usage is known to have significant dependence on the voltage and thermal stress. It is known that increase in the Vth of the PMOS devices due to NBTI degrades the cell stability – i.e. reduces read margin and increases minimum data retention voltage (DRV). Using the NBTI models presented in [62], we estimate the change in PMOS Vth for each block considering its average operating temperature. The estimated PMOS Vth shift is for an SRAM block used to compute the $3\sigma$ worst-case values of read margin and $V_{\text{min}}$ (both under process variation) of that block. As the cache temperature is much higher for a 3D SRAM cache block, the rate of degradation of threshold voltage for PMOS
will also be faster in comparison to the 2D case (Fig. 8.7(a)). But for 2D the blocks near the cores degrade at a faster rate. The faster degradation of PMOS threshold voltage also results in a faster reduction of read margin and increase of minimum DRV for 3D caches (Fig. 8.7(b) and 8.7(c)).

8.6. Effect of Non-uniformity of the Power Pattern

We next study the correlation between spatiotemporal variation in the performance of SRAM and the non-uniformity in the power profile of cores. We maintain a constant mean (1.5W) but repeat the Monte-Carlo simulations for different standard deviation (0.1W to 1W). This study is performed to understand the impact of running different
workload with varying power variability among the cores (as different threads running on different cores will have varying computational power). For each standard deviation of power profile, we compute the spatial and temporal spread in SRAM properties. For brevity, here we present the analysis of the access time for 2D and 3D SRAM for different non-uniformity in the power pattern – the leakage and device aging follows the same trend. For a given standard deviation of core power, we consider the different instances of power pattern and estimate the spatial variation in block access time for each pattern. We next compute the statistical variation in the cache access time considering those 1000 Monte-Carlo instances. The computed spread of the cache access time distribution for a given standard deviation of core power variation is defined as the ‘temporal spread’ in access time for that standard deviation. The results are shown in Fig 8.8. We clearly observe that an increase in the standard deviation of core power variation results in an increase in spatial and temporal spread in access time. However, the increase in much higher in 3D integrated SRAM. Therefore, the workload that introduces a
significant non-uniformity in power patterns (higher standard deviation) across cores increases the access time spread compared to workload creating uniform power profile.

8.7. Conclusion

3D die folding leads to significant deviations of the cache thermal profile in a core-cache die-stack. Temperature acts an additional source of variation leading to significant degradation for leakage and performance and accelerated aging. 3D integration reduces interconnect latency but increases the access delay and leakage power of the cache. Our analysis points to the fact that the power pattern and workloads are important factors deciding the extent of thermal coupling enabled performance degradation. This suggests a strong need for a cohesive analysis considering the trade-off between the gains in interconnect delay and temperature induced degradation in SRAM power and performance.
CHAPTER 9
CONCLUSION AND FUTURE WORK

The dissertation showed how introduction of application-aware design methodologies and design techniques could result in power-performance benefits in embedded memory domain. The design methodologies and design techniques span across the domain of volatile and non-volatile memory technology. In this chapter, we summarize the contributions made in this dissertation, evaluate their impact on the embedded memory application and suggest areas where there is possibility of extension of this work.

9.1. Summary of Contributions

The first half of the dissertation deals with STTRAM as a prototype for emerging non-volatile memory. Being a maturing technology, there are areas in design methodology development which need to be addressed. The dissertation points out the area of energy-efficiency as one of the areas where there is a requirement of significant design methodology development. An energy model for the STTRAM array structure is developed. The developed energy model is coupled with cell-specification-constrained design space exploration to arrive at the optimal energy design point. The sensitivity of the optimal design point with application characteristics are studied extensively. The design point is found to be particularly sensitive to the percentage of read and write across applications.
Adoption of the STTRAM technology requires a detailed study of the reliability aspect of it. STTRAM is particularly known for its high programming current which gives rise to a high temperature. The evaluation of the thermal distribution in STTRAM considering the MTJ and transistor behavior together was performed. The results obtained thereby were used to find the impact on circuit and system level properties. Sensing results were particularly sensitive to the thermal distribution. Also, as different vectors and operations require different current to flow across the RAM, pattern history dependence was suggested. The results corresponding to the pattern history dependence were presented. The impact of the source biasing circuit technique was assessed to this end to reduce the leakage in unselected cells of selected column. The choice of the voltage level is a trade-off between the sensing accuracy and dynamic power overhead.

STTRAM design methodology was applied across cache and MBC to find design optimizations possible. While the read-write ratio may vary widely for cache applications, for look up based applications like MBC reads are high majority operations. Hence, the cell design could be optimized to get additional energy benefits as proposed in the methodology. Beyond that, a further reduction was suggested to be possible by preferential mapping of “0” versus “1”.

In the volatile domain, SRAM based modifications were suggested to improve the EDP of MBC application. The read dominant nature was exploited to introduce an alternate topology with pulsed, single ended detection mechanism. The use of the cell has the potential to reduce power and improve scalability but is bounded by its problems with single-ended write and a pathological read scenario. We suggested techniques to overcome these limitations- by adopting word line overdrive and pulsed read approaches.
Lastly, 3D offers a unique packaging platform for die stacking and die folding to keep up with Moore’s law in future. One of the possibilities 3D opens up is that of stacking SRAM on top of core, which would lead to operations under conditions of temperature variability. The dissertation evaluates the impact of SRAM integration in 3D and uses these results towards a detailed failure mechanism study of SRAM. Design constraints in 3D are found to be tighter than that imposed by the usual process corner based analysis.

9.2. Future Work

The studies for STTRAM have been conducted based on the available in-plane MTJ data. Perpendicular-plane MTJs are slowly becoming popular with efforts being made in the direction of CMOS integration. Hence, the thermal modeling work can be extended to such perpendicular-plane MTJs to register the difference in the thermal impact. The interplay between temperature for these cells and their properties is an interesting and new topic for future work. Also, the pattern history dependence suggested in our studies has been estimated at the worst case corners. Our focus has been to understand temperature rise in STTRAM and its coupled impact on the STTRAM parameters. Separately we have also analyzed how reads and writes will affect the temperature distribution. Beyond that we have analyzed the worst case scenarios that could affect STTRAM. However, the worst case is an unlikely scenario. Reads to writes will follow in a certain ratio (e.g. depending on the hardware and application there will be a fixed number of read operations per write operations). This opens up a whole new dimension of analysis (E.g.: dependence of the failure probability depending on data access patterns for different sizes of cache and benchmarks etc.). A more optimistic measure of this dependence may be found by coupling the device level findings with
detailed architecture benchmark simulation characteristics. This might be an interesting and necessary topic for enablement of STTRAM technology in future.

3D stacking of STTRAM has been suggested. However, the studies have been restricted to a circuit-microarchitecture level understanding of the benefits of stacking. However, the dynamics between temperature, performance and failure mechanisms need to be considered to get a realistic estimate of the 3d stacking performance for STTRAM. This is an important area that needs exploration from NVRAM and VLSI perspectives. Also, as 3D applications are particularly power sensitive (leads to high temperature), the optimal design point must be considered in any such design to improve power efficiency.

Also, the dissertation shows that volatile memories can be altered topologically and architecturally to better suit the needs of a particular application. This realization can be carried forward to other forms like eDRAM especially in the domain of reconfigurable embedded applications.

9.3. Conclusion

The dissertation deals with the analysis and implementation of energy-efficient design methodologies and design styles which translate to power-performance benefits in embedded application domain. We proceed with an emerging non-volatile memory technology (STTRAM) and a volatile memory technology (SRAM), and show that the understanding of the application can be incorporated into the design of the memory hierarchy for power-performance leverage. The learning from this dissertation is applicable across embedded memory applications, which are becoming increasingly vast. To keep up with Moore’s law, innovative embedded and packaging solutions are being
exploited. This requires logic and memory exploration in detail. The memory design exploration requires detailed design space exploration framework and energy and reliability modeling. The hierarchical approach followed in this thesis can be extended towards any generic memory technology. A co-design which takes into account the memory technology details and the application characteristics can be particularly helpful in reducing the power and increasing the performance in such future systems. The application-aware techniques suggested for emerging and existing technologies can be exploited to design complex computing systems of the future.
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