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Understanding and Characterizing Software Visualization Systems*

John T. Stasko, Charles Patterson
Graphics, Visualization and Usability Center, College of Computing
Georgia Institute of Technology
Atlanta, GA 30332-0280

Abstract

The general term software visualization refers to graphical views or illustrations of the entities and characteristics of computer programs and algorithms. This term along with many others including data structure display, program animation, algorithm animation, etc., have been used inconsistently in the literature, which has led to confusion in describing systems providing these capabilities. In this paper we present a scaled characterization of software visualization terms along aspect, abstractness, animation, and automation dimensions. Rather than placing existing systems into hard-and-fast categories, we focus on unique and differentiating aspects across all systems.

1 Introduction

A visualization tool provides graphical views of the entities and characteristics of a computer system or program. The purpose of such a visualization tool is stated nicely by Myers, et. al.: “Human information processing is clearly optimized for pictorial information, and pictures make the data easier to understand for the programmer[MCS88].” The two-dimensional format of a picture can provide greater amounts of relevant information more fluently than a stream of text. Programming textbooks reflect this fact when they use the familiar boxes for variables, columns of boxes for arrays, and arrows for pointers. Programmers often draw pictures during the program development process to help transform concepts into actual code. It seems clear, therefore, that the ability to utilize and view graphical program representations can provide aid to software development and understanding. Visualization techniques have already made a significant impact on programming language environments[AB89]. Appropriate animated images also have been used for teaching the purpose and functionality of algorithms[Bro88a, Sta92].

In this paper, we focus on graphical views of computer programs, such as illustrations of variables, code sections, the run-time stack, and program semantics. One term that has become accepted for describing this general area is program visualization. Baekker defines the term as, “the use of the techniques of interactive graphics and the crafts of graphic design, typography, animation, and cinematography to enhance the presentation and understanding of computer programs[Bae86].” We shall use the term software visualization[PSB92] in this paper as a general encompassing notion for our discussion—It is broader in scope and carries no specific meaning or bias.

These two terms, in addition to many others such as data structure display, program animation, process display, and algorithm animation, have been used to label systems of varying utility. Unfortunately, with so many different names given to so many hybrids of software visualization systems, it is difficult to consistently recognize the purpose of each. Our goal is to characterize the many types of software visualization, both to provide a clearer meaning of the terms in use, and to attempt a structuring of software visualization tasks to guide further work. Lack of clarity in terms is disadvantageous in that when a new system is developed and described by its creators, the capabilities offered by the system are not clear. A precise descriptive scheme provides a framework for designers to describe their work and disseminate information.

Moreover, we seek to provide a better understanding of software visualization systems, why they are important to study and what benefits they can offer to programmers, students, and researchers. We also seek to provide a compendium of systems and capabilities for new researchers entering this area. Many new systems have been introduced recently, and we hope that this survey will coalesce a large body of research into an accessible, succinct form.

Visual programming[Cha87, Shu88] is often confused with software or program visualization, but vi-
visual programming differs importantly from the subject matter of this paper. Visual programming involves actual programming through the use of pictures, icons, and graphical entities. The matter addressed herein, however, involves the use of pictures to convey information about programs written in traditional textual languages. A good summary of the distinctions between the two can be found in [Mye90].

In this paper we restrict our focus to visualization. For a good discussion of the new area of software auralization, see [DB92]. We also focus solely on visualization of serial programs and algorithms. Visualizing parallel program involves all the serial visualization issues we discuss in this paper plus new problems unique to concurrent programming.

2 Characterizing Software Visualizations

Taxonomies of software visualization systems already exist. Myers has developed a classification scheme using two axes: whether the systems illustrate the code, data, or algorithm of a program, and whether they are dynamic or static [Mye90]. Singh presents a similar scheme [Sin90]. Price, Small, and Baecker [PSB92] use a comprehensive 30-category taxonomy to describe software visualization systems. On the surface, our characterization has similarities to these— we utilize four classifying dimensions with two corresponding closely to Myers’ two dimensions mentioned above. But our primary purpose is not to place existing systems into labelled categories. Rather, we seek to show how different systems exhibit varying levels of the four dimensions we have identified. That is, we use features of existing systems to illustrate and clarify the more general fundamental concepts of software visualization systems. We seek to supplement the taxonomies above with a discussion of the fundamental issues and choices confronting software visualization researchers.

The characterization scheme we propose contains four dimensions:

- Aspect
- Abstractness
- Animation
- Automation

2.1 Aspect

Software visualization systems usually focus on a different aspect of a program to be visualized. For example, a system may supply visualizations of program text, data structures, run-time program state, control flow, or algorithmic methods. This dimension most closely represents the purpose of the visualization—why the visualization is being created and what parts of the program are being emphasized. The aspect dimension also contrasts from the others in our scheme in its discrete, rather than continuous, nature.

The simplest aspect level of software visualization is just an enhanced presentation of program text. Two widely used early visualization techniques for program text are flowcharts and Nassi-Shneiderman Diagrams [NS73]. The Greenprint system [BEP80] provides a nested block and box graphical representation of a program that is placed beside program text to illustrate control flow. The SEE system [BM90] uses human factors knowledge and typography techniques to display C programs. Debuggers often show the text of programs' procedures as they execute, with line by line highlighting.

Moving beyond purely textual views, some systems provide views of the data and data structures in programs. One of the first general purpose data structure display systems, Incense [Mye83], generates a view of user-specified data structures during debugging. A follow-up system, MacGnome [MCS88], focuses on providing simple canonical Pascal data structure views for novice programmers.

Some systems provide views of program aspects beyond pure data structures. For instance, a system may include views of flow-of-control such as a rendering of program subroutines as icons, a call-graph view, run-time stack view, etc., in addition to data structure views. We call these types of systems program state visualization systems. The Pecan system [Rei85] contains a large set of views including symbol table, data type, stack, flowgraph, and expression displays. The PV system [B+85] provides program structure, control flow, and data views, but it also includes views of important phases of the software engineering lifecycle such as diagrams of system requirements.

The aspect of a program being visualized depends upon the underlying programming paradigm of its language. The aspects being visualized in the above systems naturally correspond to imperative languages. For functional languages, other aspects of a program are important. The KAESTLE and Fooscape systems [BFN86] present list structures and the network of function calls within a LISP program. Lieberman [Lie89] uses a unique three-dimensional representation to visualize LISP program structures. In a logic programming environment, the pertinent clauses and goals are critical aspects to be visualized. The
Transparent Prolog Machine[EB88] is an interpreter that visually depicts Prolog program traces. Yet a further level of program display provides views of the underlying algorithm or higher-level strategy of a program. Algorithm visualization systems are systems that provide visual depictions of the purposeful operations, methodologies, and tactics that programmers utilize in their programs. These types of systems are not concerned with the details of a particular implementation in a programming language. Rather, they focus on the fundamental methods utilized to solve a problem. Their displays are inherently semantic, thus differing from views of isolated data.

A graphical view of a comparison sort provides a good example of an algorithm visualization. The view may represent array elements as rectangles and highlight the rectangles when array values are compared prior to a possible exchange. This graphical action involves a mapping from the meaning of the program to the display. Program state visualization systems display code and its syntactic structure, such as scope, but they stop short of showing views of the actual task being performed by the code. One of the first examples of algorithm visualization is the film Sorting Out Sorting[BS81], generally accepted as a motivating factor for this research area. The Balsa system[Bro88a] is the prototype for algorithm visualization systems with its high-quality imagery, multiple views, and scripting facilities. Balsa inspired subsequent systems such the Smalltalk based system Animus[Dui86] and ANIM[BK91], a system for building simple algorithm visualizations in a UNIX environment.

Algorithm visualization systems often include data structure and program state visualization capabilities. The LOGOmotion system[BB90], for example, provides default variable-update and procedure events in addition to supplying a programmable visualization language. No one particular existing system, however, completely spans all ranges of our aspect dimension.

2.2 Abstractness

Even though software visualization systems may display views of the same aspect of a program, the level of abstractness at which the view is presented may vary widely. For example, a data structure display system may render three integer variables named hours, minutes, and seconds as three rectangular boxes containing the individual values as text strings. However, another view of this data structure could display the data in the form of a clock face with appropriate hour, minute, and second hands.

One characterization of the abstractness of a program view is whether the display is isomorphic to the program components it represents[Bro88b]. That is, could a data structure be rebuilt from its graphical representation as easily as the representation is created from the data structure?

Algorithm visualizations, as discussed in the previous subsection, typically go beyond isomorphic mappings of program data or code to graphical representations of program semantics. Consequently, algorithm visualizations inherently provide a high level of abstractness, and they have even been defined accordingly[Sta90]. For instance, a visualization of a program performing an exhaustive search might contain a bar representing the number of unsuccessful search attempts it has made. As more unsuccessful attempts accumulate, the bar grows larger. This idea of "incorrect attempts" may not be represented anywhere in the program, but it has semantic meaning with respect to the program's purpose.

To help understand the use of abstractness by software visualization systems, we introduce the concept of intention content, the semantics or meaning behind otherwise context-free data and code. Given a task or entity to be visualized, the intention content of the visualization is the level of knowledge about the task's purpose required to map the task to the visualization. Greater amounts of intention content support displays that are more informative and that are more abstract. Also, a greater level of intention content requires a programmer (of the software being viewed) to provide the visualization system with more information on the details of what to display.

For example, consider a view of a sort in an algorithm visualization system. Without any intention content, the display could present an array of values as an indexed list. After each execution cycle or at programmer specified times, the values on the screen in the array would update to match the current state of the process. Actually, this will work with any array, whether or not sorting is involved. More useful didactically are the values of the array displayed as bars of varying height, taller bars for larger values, which trade places as the sort algorithm swaps them. However, this display cannot be standard for all arrays. For instance, an array of indices into another array is meaningless as a row of bars. If a high level of intention content is to be used, the programmer's purpose is necessary and must be supplied to the system.

The algorithm animation system ZEUS[Bro91] provides program event views that vary in their level of abstractness. It is possible to look at program events as a transcript (just a textual list), as a control panel (buttons for the vents with graphical widgets for the
parameters), and as the abstract graphical imagery and actions representing the event’s execution.

Intention content is important in data structure display as well. The lowest intention content level for data structures is represented by the classic box-and-arrow diagram, commonly shown in data structures and programming textbooks. Integers, reals, booleans, etc., each have a distinct box representation complete with name and value. Composite data structures, such as records and structures, are built by using an encompassing box representation around their elements’ boxes. Pointers or addresses are represented by arrows to the objects they reference. (Conceptually, the very lowest intention content level would be a string of binary bits of length equal to the computer space used by a data structure, but this is almost always below our needs.)

Figure 1 shows a record data structure, consisting of an integer and an array, interpreted under differing intentions. Each view is a possible interpretation of what the data structure signifies. The view in Figure 1a shows the classic interpretation mentioned above, at the lowest intention content level.

Figure 1b shows a data structure view with more intention content than the one in Figure 1a. Here, the array is shown as a bar graph with the bars scaled according to the accompanying array element’s value. An even more specific view, Figure 1c shows a pie graph of the array made possible since the data structure visualization system contains the knowledge that the values represent percentages of components in a whole, such as the percent of elements in a chemical compound. Finally, Figure 1d shows the array data structure and integer value interpreted as a stack. The single integer, which to this point has been an unrelated part of the record containing the array, is the top pointer for the stack. This type of view exhibits high levels of intention content and abstractness.

Some systems such as the data structure display system Incense[Mye83], support the creation of both low-level concrete views and highly abstract views such as the clock face described above. The system can generate the low-level, canonical views automatically, but it requires programmer assistance (writing display procedures) to generate abstract views.

2.3 Animation

Our third classification dimension describes the dynamics or animation shown in software visualization systems. Unfortunately, the term “animation” also has been loosely applied in the past, and a large variety of systems claim to provide animation capabilities.

For example, actions such as simply highlighting lines of code as they are executed, altering the boundary style of a graphical object, or changing color intermittently have been called animation.

Fundamentally, animation consists of the rapid sequential display of pictures or images, with the pictures changing gradually over time. These pictures are the frames of the animation. If the imagery’s changes from frame to frame are small enough and the speed of displaying the frames is fast enough, the illusion of continuous motion is achieved.

We consider data structure animation systems and program state animation systems to be systems which support repeated display of data structure and program state visualizations, respectively, with changes in view sufficient in both content and time to provide a viewer with the essence of how the data and program transform continuously throughout execution.

As an example of what we mean, consider views of a linked list data structure being built. If, when a new node is added, it is shown immediately at its correct position in the list (say a horizontal row of nodes) this would be considered data structure visualization. But if a view displays a new node being allocated in a special heap memory area, then the node slides over to its correct position in the list, this would be considered a data structure animation.
An even more rigid specification is proposed for creating animations of algorithms. To motivate the criteria, we introduce the notion of a valid configuration. A valid configuration of a program is a state (data values, context, point of control) of the program that involves semantic meaning and that is reachable during execution. As a program executes, it transforms from valid configuration to valid configuration. These configurations can be at a fine-grain level such as after each line of execution, or at a higher level such as in a sorting program, after each exchange operation. Valid configurations identify program contexts that make sense in terms of the program's purpose and functionality.

Because an algorithm connotes meaning beyond simple data objects, the transitions between valid configurations, in addition to the configurations themselves, take on added importance. One of the primary goals of animating programs is to illustrate not just the set of states a program reaches during execution, but how the transformations between states occur. In order to incorporate this fact, we consider an algorithm animation system to be a system that illustrates a program's behavior by both repeatedly displaying graphical images corresponding to valid configurations and displaying sequences of graphical images that correspond to states "in-between" those configurations. Scene display should occur at a sufficiently brisk pace to provide the illusion of continuous motion.

Essentially, the views that are shown between valid configurations denote configurations that are never realized and carry no semantic meaning. They are produced strictly for aesthetic reasons and for illustrating how transitions between valid configurations occur. Perhaps an example best illustrates this concept.

Consider the graphical depiction of a sorting program, discussed earlier, that represents the program's data elements as a row of rectangular images. The two scenes in Figure 2 illustrate two consecutive valid configurations that we might reach during execution of the program. In the second scene, elements 2 and 3 have exchanged their positions from the first scene. The repeated display of such configurations reached during execution does not constitute an algorithm animation according to our characterization. Rather, it would be an algorithm visualization because no intermediate scenes between valid configurations were presented. (Note, this is an algorithm visualization with extremely low intention content, which in fact, could be considered a sophisticated data structure visualization. We use it here to illustrate a point.) On the other hand, Figure 3 shows a superimposed sequence of frames from what we would consider an algorithm animation. In it, the rectangles assume a set of slightly altered positions between the two in Figure 2. If the intermediate scenes were displayed quickly enough, they would present a definite illusion of motion. The important concept here is that all of the intermediate scenes represent program states that never really exist and have no meaning in terms of the program context. They are purely artificial states, created for the viewing aesthetics of the animation.

An animation of the Towers of Hanoi problem (often used to teach recursion) with disks moving between the separate pegs is another example of a visualization in which showing a series of intermediate frames of the disks' movements is absolutely critical for understanding. Simply presenting a rapid sequence of frames with the disks at their new end-positions (without intermediate movement presented) would be extremely difficult to follow and comprehend.

Brown has characterized specific imagery in algorithm animations along three dimensions: transforma-
tion, persistence, and content[Bro88b]. The animation dimension of our scheme coincides similarly with his transformation dimension. Our notion of characterizing animation by the artificial program states presented between valid program configurations, however, helps to clarify the distinction between software visualizations and animations.

One of the earliest systems to recognize the importance of smooth transitions generates algorithm animations of Smalltalk programs by monitoring message passing[LD85]. Later software visualization systems such as Tango[Sta90] provide explicit mechanisms to help produce the in-between configuration views that typify animations. In Tango, view designers develop animations using high-level primitives that hide low-level graphics details. It is still possible, however, to generate more traditional visualization views without the in-between frames in these systems. In fact, some views are more informative when explicit animation (as we characterize it) is not utilized. For example, views involving large data sets and data structures often do not require explicit animation. In these views, the extra frames from animation may slow down the presentation and hinder understanding.

2.4 Automation

We consider the level of automation provided for developing software visualizations to be another characterizing factor in systems. Automation levels can range from totally automatic views generated as a program executes to views requiring explicit programmer design and implementation effort, as well as specification of the appropriate trigger points in the program.

Data structure display system views are usually generated automatically, without explicit programmer support. That is, an execution monitor or debugger examines a program at a specific moment and provides information to generate graphical views of the data structures. This capability, with no turnaround time for view design, is necessary for time-intensive tasks such as debugging. Often, systems support automatic generation of displays, but they also permit viewers to modify the display as desired. The GDBX system[Bas85] provides canonical box-and-arrow displays of Pascal and C programs. It allows viewers to reposition or eliminate data structure views as desired during a debugging session. GELO[RMD89] also includes predefined data views, but it allows users to graphically specify specialized data type displays using topological constraints.

It is possible to think of data structure displays that would be very difficult to generate automatically too. The clock face view discussed earlier would be impossible to automatically generate without some designer assistance and direction. This fact illustrates that our abstraction and automation dimensions usually exist in an inverse relationship. Creating software visualization views with high levels of abstractness involves a great deal of intention content and simply requires a priori design support.

Program state views such as those of the call graph, run-time stack, or text code can be generated automatically by a software visualization system. Again, these views are extremely useful for debugging which requires little of no view set-up time. For instance, VIPS[ISO87] generates multiple run-time views of Ada programs, including data, block structure, and debugger interaction windows. Often, the most difficult part of building a system to display program state is not the generation of the graphics, but the acquisition of the run-time execution data and information driving the graphics. This may require low-level coding that examines compiler information, symbol table access, or debugger internals.

As discussed earlier, algorithm visualization systems provide visual depictions of the semantic notions and abstractions used in computer programs and processes. Algorithm visualizations can display information that is not immediately evident or that cannot be automatically deduced by examining the program state during execution. That is, algorithm visualizations require high levels of intention content from a programmer. They are usually hand-crafted, user-conceptualized views of what is “important” about a program, so they require a designer to specify and implement the graphics that accompany a program.

Consequently, algorithm visualizations (and particularly animations), virtually by definition, exhibit a
of automation. Recently, systems providing visual views without explicit end-designer support appeared [HWF90], but they are restricted to specific algorithm domains and they require considerable user crafting. Brown makes strong arguments under current constraints, explicit programmer design for algorithm animations is typically required [Bro88b]. Nevertheless, recent algorithm animation work has focused on reducing the burden of view design and implementation. These efforts still provide a designer with artistic freedom, but they strive to provide tools which make view development easier and more fun. The Aladdin system [HHR89] uses a declarative mechanism to specify view layout. Programmers interleave graphical specifications throughout a program, which is then executed to generate the visualization. The Gestural system [Dui87] and the Dance animation editor [Sta91] both allow designers to "visually program" their desired visualization via direct manipulation. ZEUS [Bro91] includes a graphical editor for designers to specify how view objects should look.

3 Summary

We have presented, under the area of software visualization, a characterization along the four dimensions of aspect, abstractness, animation, and automation. We clarified the meaning of the dimensions by illustrating how specific system aspects fit within them. The notion of intention content was introduced to help explain the abstractness dimension. We also clarified the differences between visualization and animation by making the distinction that animation presents views of a program between its valid configurations.
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The work on my Research Initiation Award proceeded quite well during the first year of the grant. Briefly reviewing, my project is addressing the application of algorithm animation techniques toward visual debugging. Algorithm animation is the use of dynamic graphics to help illustrate or explain computer algorithms and programs. Algorithm animations have been used as pedagogical aids to accompany classroom lectures and to help better understand what the algorithm is doing. The visualizations and animations provide a concrete depiction of the algorithm's methodology and operations.

My research is to investigate how these program illustration techniques can be adapted to help assist software development and debugging. Unfortunately, algorithm animations currently require lengthy development periods including intensive graphics coding. This precludes their general application to debugging which is a time-intensive activity. So I am seeking ways to adapt these techniques for application by users without textual coding.

To begin the research I characterized the different types of software visualization systems that have been developed[2]. Algorithm animation is simply one category of software visualization. Another category, data structure display, exhibits certain characteristics similar to the goals of this project. I studied some of the existing data structure display systems and am incorporating their methods into the system I'm developing. I published a paper at the 1992 Visual Languages Workshop which described the characterization of software visualization systems I carried out. The characterization included four dimensions: aspect, abstractness, animation and automation.

My research then proceeded to identify the most common graphical objects and actions used in current algorithm animation systems. A graduate student, Sougata Mukherjea, and I studied many algorithm animations developed with the XTango algorithm animation system, and we found some interesting results: A small kernel of graphical objects, lines, rectangles, circles, and text, was used. Also, a small kernel of animation actions was used: move to a new position, change color, change visibility, flash, and exchange.

We then began the development of a software system that would smoothly incorporate both debugging capabilities and the algorithm animation techniques just mentioned above. This past summer we were able to develop a working prototype of the system. (We call it
Lens.) Lens allows programmers to view their program's source and drop animation commands down at various positions. When the program's execution reaches those points, the animation command defined there will commence. The tool includes a graphical editor to allow programmers to describe the appearance of their program simply by drawing presentations for data structures. Commands such as move and color are chosen from menus, and the user is prompted to enter their parameters through dialog choices.

We submitted a description of the system prototype to the 1993 International Conference on Software Engineering, and we recently learned that it has been accepted for publication[1].

Our research work is proceeding roughly on schedule and I anticipate no major problems during the second year of the award. I do not anticipate any major changes from the plan either. We will continue to develop and refine the current system prototype, and we hope to experiment with its use by other members of the academic community here.

I have attached copies of the two papers mentioned above that have resulted from research undertaken through this award. Please note that the second paper is only a draft form and not the final camera ready version.
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Abstract

Algorithm animation, which presents a dynamic visualization of an algorithm or program, primarily has been used as a teaching aid. The highly abstract, application-specific nature of algorithm animation requires human design of the animation views. We speculate that the application-specific nature of algorithm animation views could be a valuable debugging aid for software developers as well. Unfortunately, if animation development requires time-consuming design with a graphics package, it will not be used for debugging, where timeliness is a necessity. We have developed a system called Lens that allows programmers to rapidly (in minutes) build algorithm animation-style program views without requiring any sophisticated graphics knowledge or coding. Lens is integrated with a system debugger to promote iterative design and exploration.
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1 Introduction

People invariably have a difficult time understanding abstract concepts or processes. One way to improve understanding is to provide specific examples, possibly using pictures to make an abstract concept more concrete. The expression "Seeing is believing" relates that what we can visualize, we can grasp and understand.

This notion can be applied to software understanding and the use of graphics and visualization to depict computer algorithms and programs. Software visualization provides concrete representations to previously inanimate, abstract entities that have always been, and most likely always will be, relatively difficult to understand. The use of graphics for illustrating software was originally called program visualization[Bae86, Mye90], but more recently the term software visualization[PSB92, SP92] has been favored. The term "software visualization" is better because it is more general, encompassing visualizations of data structures, algorithms, and specific programs. In fact, software visualization research primarily has concentrated on two different subtopics: data structure display and algorithm animation.

Data structure display systems such as Incense[Mye83], GDBX[Bas85], and VIPS[ISO87, SI91] illustrate particular data structures within a program, showing both the values and interconnections of particular data elements. These systems automatically generate a view of a data structure when the user issues a command to do so. Other systems such as Pecan[Rei85] provide additional program state views of control flow, the run-time stack, and so on. Data structure display systems main application has been for debugging and software development. Commercial systems such as Borland C for PCs and CodeVision for SGI workstations even provide rudimentary data structure display capabilities within a software development environment.

Algorithm animation, the second main subarea of software visualization, provides views of the fundamental operations of computer programs, concentrating more on abstractions of behavior than on a particular program's implementation[Bro88]. The views presented are much more application-specific than the generic views of data structure display systems. The movie Sorting out Sorting[BS81] motivated many of the subsequent algorithm animation software systems that have been developed, including Balsa[BS85], Animus[Dui86], Movie[BK91], and Tango[Sta90]. In all these systems, a developer first designs a visual presentation for an algorithm, then s/he implements the visualization using a support graphics platform. The primary use of algorithm animations has been for teaching and instruction.

Because algorithm animation views are complex user-conceptualized depictions, they cannot be created automatically from a "black-box" program illustrator. Rather, an animation designer crafts a particular view that is specifically tailored for a program. Consequently, designing algorithm animations is time-intensive and usually restricted to already working programs. That is, a designer utilizes a fully functional working program, designs a set of animation routines for its visualization, and maps the program to the corresponding routines. The resulting views can then be used as instructional aids for illustrating the program's methodologies and behaviors. Unfortunately, the time and effort required to develop animations is considerable enough to limit their use to pedagogy and preclude their use in software development and debugging. A programmer will not use a tool for debugging whose development time outweighs that to simply debug a program with traditional
text-based methods.

This fact is unfortunate, however, because algorithm animations could offer key benefits to program debugging and testing. The use of pictures to illustrate how programs work has always played an important role in software engineering. Programmers, in designing code, often implicitly construct a mental model of their program, how it should function, how it utilizes data, and so on. It is much easier for people to think in terms of these higher level abstractions (the big picture) than to try and comprehend how all of the individual operations and data work in conjunction—particularly so for larger systems. Data structure display systems, which have already been utilized in debuggers, can only offer views of raw data; the notion of an overall picture does not exist there. Algorithm animations, conversely, offer views of a program's application domain and semantics. These types of views can be critical for determining why a program is not performing in its desired manner.

In particular, the use of animation is extremely important because programs are fundamentally dynamic. Illustrating program data and states is useful for understanding, but illustrating how the program changes from state to state and evolves over time is even more helpful. Consider developing a computational geometry program, a quicksort, a particle chamber simulation, or a graph colorability algorithm. Would it not be extremely advantageous to have a dynamic visualization of the program to watch during program testing in order to see how it is working and to help identify erroneous program actions?

Particular systems have taken steps toward this merge of data structure display and algorithm animation. The data structure display system Incense[Mye83] allows developers to design their own abstract views of data structures, such as showing a clock face to represent integer values hours and minutes. This design, however, requires writing the low-level graphics code to implement the view.

The algorithm animation system Movie[BK91] focuses on rapid development of relatively straightforward algorithm visualizations. The system provides a few simple commands such as which can be used to quickly develop a visualization of a program in order to understand it better. Programmers still must learn the system's commands, however, and the system does not support smooth, continuous animation effects.

The Gestural system[Dui87] supports purely graphical animation development on Smalltalk programs, but its only images are black rectangles and its only actions were movements following mouse-traced paths.

The Dance system[Sta91] allows developers to graphically build algorithm animations, then it generates the corresponding Tango[Sta90] animation code to carry out the specified actions. Unfortunately, programmers still must learn the underlying animation paradigm of Tango to develop views of algorithms or programs. Also, animation designs cannot be incrementally tested. The code must be generated, compiled, and run, but the design cannot be read back into the system for modifications.

The University of Washington Program Illustrator[HWF90] truly requires no designer input to generate an algorithm animation. It analyzes program source code and produces its own abstract depiction. The system was only developed to analyze sorting and graph algorithms, however, using one particular style of view for each. Building an automatic "black-box" algorithm animation style viewing tool for arbitrary programs appears to be an impossible task because of the infinite number of different possible algorithms and de-
Figure 1: This work bridges the different areas of data structure display and algorithm animation, seeking to gain the benefits of both.

Our work seeks to bridge the two domains of data structure display and algorithm animation as illustrated in Figure 1. We want a system that can provide application-specific animation views for debugging purposes. Unlike the UWPI system, we still want programmers to design their own animations. We do not want to require the programmers to need to learn a graphics toolkit and write code using it, however. We also want our tool to work in conjunction with a debugger so that animation can be incrementally developed without going through the edit-compile-run cycle.

This work addresses the tail-end of the software development pipeline, when a designer has already written portions of, or perhaps all of, a target program or system. It is best-suited for high-level debugging, program testing, and refinement, not low-level debugging typically focusing on correcting inadvertent lexical or syntactic misuses. Debugging has been characterized as the acquisition of clues to help programmers generate hypotheses on why a program is not working [Gou75, KA87]. Viewing program execution through dynamic visualizations is a clear, practical way to generate the clues which might be critical for correcting programs.

We have developed a system called Lens that allows programmers to rapidly develop animations of their programs. Lens supports application-specific semantic program views as seen in many algorithm animation systems, but it does not require graphics programming. Lens is integrated with a system debugger to support iterative testing and refinement. In the remainder of this article, we describe the conceptual model on which Lens is based, we illustrate how program animations are built with Lens, and we describe some of the implementation challenges the system presented.

2 Identifying the Essential Components of Program Animations

In building the algorithm animation debugging environment, we sought to provide a palette of commonly-used operations to developers for direct invocation, rather than forcing devel-
opers to write animation description code. We also sought to provide a graphical editor for defining the appearance of program variables. Most importantly, we wanted to keep the lists of operations and graphical editing operations to a minimum of often-used directives. Rather than building a comprehensive environment which could support any animation but which also included many rarely used directives, we sought to build a compact kernel of commands that could easily be learned and mastered.

To develop this kernel, we studied over 40 algorithm animations built with the XTango system[Sta92]. The animations' topics included sorting, searching, graph, tree, string and graphics algorithms, as well as animations of matrix multiplication, fft, hashing, producer-consumer problems, etc. These animations were built by over 25 different people, so they were not biased to a particular person's design methodology.

The first step in this analysis was to determine which types of graphical objects are commonly used in algorithm animations, and also how the appearance of an object depends on the program it is representing. Although XTango supports a wide variety of different graphical objects, only lines (15 times), circles (11 times), rectangles (13 times) and text (17 times) commonly appeared. Other objects such as polygons or ellipses appeared only 0-2 times.

When one of these graphical objects is created in an algorithm animation, its appearance usually depends on the state of the underlying program and the values of variables within the program. For instance, the position, size (length, width, height, radius) and label (for text) all may depend upon program values.

For lines, we found that the position and size of the line are its two attributes that vary. Position was either predetermined (no program dependence), dependent upon the values of variables in the program, or relative to other existing animation objects. Line size was either predetermined or relative to other objects.

The rectangle attributes of position and size (width and/or height) varied across animations. Both position and size were either predetermined or program variable dependent. These specifications were the same for circles with the size attribute being the circle's radius.

Finally, text objects varied along position and text string attributes. Text position was commonly either predetermined or dependent upon the position of some other graphical object. (Text is often used to label other objects.) Text strings were either predetermined or dependent upon program variables.

In addition to individual graphical objects, many of the algorithm animations manipulated rows or columns of objects. These structures were commonly used to represent program arrays. In specifying a row of objects, designers would identify a bounding box inside of which the individual objects were placed. The number of objects was either predetermined or dependent upon the value of a variable. Often, one dimension of the objects, such as rectangles' heights for a row, varied according to the values of the variables in the array the row represented. Other attributes that varied were the structure's orientation (horizontal or vertical) and the spacing between individual objects.

Table 1 lists a summary of all these graphical objects along with their program dependent attributes.

XTango animations also include the capability to designate particular positions in the
<table>
<thead>
<tr>
<th>Object</th>
<th>Attribute</th>
<th>Specification(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line</td>
<td>Position</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relative to another object</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program variable dependent</td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relative to another object</td>
</tr>
<tr>
<td>Rectangle</td>
<td>Position</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program variable dependent</td>
</tr>
<tr>
<td></td>
<td>Width, height</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program variable dependent</td>
</tr>
<tr>
<td>Circle</td>
<td>Position</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program variable dependent</td>
</tr>
<tr>
<td></td>
<td>Radius</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program variable dependent</td>
</tr>
<tr>
<td>Text</td>
<td>Position</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relative to another object</td>
</tr>
<tr>
<td></td>
<td>String</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program variable dependent</td>
</tr>
<tr>
<td>Object array</td>
<td>Position</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(bounding box)</td>
</tr>
<tr>
<td></td>
<td>Number</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>Predetermined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program variable dependent</td>
</tr>
</tbody>
</table>

Table 1: Summary of graphical objects commonly used in XTango algorithm animations and how their attributes are specified. "Predetermined" means that the designer provided a value which remained constant.
display window. These positions often serve as the destination points of object movements. We found that this feature was very commonly used, so we included it in the constituent set of capabilities for the new system.

The second major step in identifying algorithm animation features was determining common actions or changes that objects underwent after they were created. In all the sample XTango animations examined, only five actions occurred more than a few times. The actions are

- Move an object to a particular position or to a position relative to another object.
- Change the color of an object.
- Change the fill style (outline or filled) of an object.
- Make an object flash
- Make two objects exchange positions (a special combination of movement actions).

After completing this survey, we organized these sets of graphical objects and common animation actions into a kernel of capabilities to be used as the basis for the graphical debugging system. Our intention was to allow designers to instantiate objects graphically and to select animation actions through a set of menu-based commands.

3 Interacting with Lens

In this section we describe how programmers interact with the Lens system. To begin a visual debugging session, a programmer issues the command, "lens foo", where foo is the name of an executable program. Lens immediately prompts the user with a list of source files to display. After the user chooses the initial file, Lens loads this source and awaits the entry of animation commands. (Other source files can be loaded via a menu command.)

The entire Lens display appears as shown in Figure 2. The left area presents program source code, and the right area is a graphical editor for designing objects' appearances.

To specify how the program animation should look, a programmer chooses commands from the animation menu above the source code. It has seven options that correspond to the kernel of algorithm animation constituents found in our study of algorithm animations:


When either of the first two commands is chosen, the programmer is prompted to enter the variable name of the object or location being depicted. This variable name is subsequently used to identify the object for the action commands. Lens then asks the programmer to use the graphical editor to design the object or location's appearance and/or position. This design is structured according to the object specifications that were discovered in the earlier study. For example, when a line is created, its position can be specified using the mouse, it can be specified relative to another object (by name or by picking a graphical object), or it can be specified to relate to the value of a program variable. All these choices are made via a dialog box entry or by graphical direct manipulation. Finally, Lens asks the
Figure 2: Lens display presented to a programmer. The left section shows source and the right section is the graphical editor.
user to click the mouse on the source code line at which object or location creation should occur. Lens indicates the presence of animation commands by showing an 'A' beside the code line.

When a programmer chooses one of the five action commands, Lens asks for the name of the variable, and consequently graphical object, to which the action should apply. The programmer simply types in a variable name such as x or a[i] and Lens notes the choice. Finally, the programmer must select the source code line on which to place the command. Multiple animation commands can be placed on single lines.

When the programmer wishes to execute the program and see its animation, s/he chooses the "Run" command from the Debug menu. Lens then pops up an animation window and displays the animation that corresponds to the programmer's design and this particular execution. Lens uses the routines from the XTango system to generate the animations it presents.

If the animation is not sufficient or not what the programmer wanted, s/he can go back, add or delete animation commands, and rerun the animation. Lens also supports saving animation commands between sessions, so that program debugging can be resumed at a later time using the same animation context.

Building a Sample Animation

Using Lens, it is straightforward to build program animations in minutes. Figure 2 shows the source and placement of three animation commands for building a bar-chart style bubblesort animation view commonly depicted in algorithm animation systems.

The first annotation is a Create Object command. The programmer created an appearance for the variable named a. He specified a rectangle array presentation, drew a bounding box for it, selected a horizontal orientation, and specified that the number of objects is dependent upon the value of the variable n. Finally, the programmer provided sample minimum and maximum values for the array elements. Lens requires this information to scale the heights of rectangles.

The second animation annotation corresponds to two animation commands, both of Flash type. The programmer specified that the objects corresponding to a[i] and a[i+1] be flashed to indicate a comparison in the program.

The final annotation corresponds to an Exchange command. The programmer specified that objects a[i] and a[i+1] be swapped. Lens will illustrate a smooth interchange motion for this command.

Figure 3 illustrates the view of this animation specification and a frame from the resulting animation. With a few more simple Color and Fill commands, the animation can be refined further.
Figure 3: Frame from the bubblesort animation built using Lens and three animation commands. The buttons to the left provide panning and zooming. The scrollbar to the right controls the animation speed.
4 System Implementation

The creation of the Lens system presented a number of interesting implementation challenges. In this section we highlight a few of the most important ones.

4.1 Interaction with dbx

To acquire information about the program that is being run, Lens establishes a connection with the dbx debugger. The interface with dbx is similar to the approach used by the program xdbx. Lens communicates with dbx through a pseudo terminal that is a pair of master and slave devices: /dev/pty?? and /dev/tty??. The pty is opened for both reading and writing. After a child process is created via fork, the child process closes the master side of pty, redirects stdin, stdout and stderr of dbx to pty, unbuffers output data from dbx, and execs dbx. The parent process closes the slave side of pty, sets the dbx file pointer to nonblocking mode, opens the file pointer to read/write access to dbx, sets line buffered mode, and then monitors the output from and passes input to dbx.

When the user commands Lens to create an animation action, the parent sends a stop at command to dbx. Later, when the program is executing and dbx stops at that line, the parent executes the animation action that was specified at the line. The parent also may acquire other information from dbx; for example, if the value of a variable is required, a print command is passed to dbx, and if the type of a variable is required, a what is command is passed to dbx. If dbx passes an output, the parent processes it and takes the appropriate action. For example, if the program that is being debugged has an error and dbx sends an error message, the parent will display the error message for the user and halt the execution of the program. If dbx sends an output which the parent does not recognize, the parent assumes that the output is from the program itself and outputs it for the user to see. Thus, the overall structure of the Lens system is shown in Figure 4.

4.2 Specifying the Animation Actions

In order to make the specification of animation actions as easy as possible for the programmer, Lens requires some subtle internal manipulations. For example, when a programmer types in the target for a command such as Color, s/he simply enters a text string such as bl at a dialog prompt. Lens resolves this entry into an internal database of objects and locations that already has been created. Lens also must alert the programmer to syntactic errors made at this level.

If an object's attribute is dependent on a program variable, the system asks the user to specify its maximum and minimum value in order for Lens to scale the object appropriately during the actual animation. Another point worth mentioning is that when the user chooses a variable, the system checks the type of that variable and rejects the animation action if the variable is not of the appropriate type. For example if a position is dependent on a variable, the variable must be an integer, double, short, long or float.

Lens also must be flexible in its interpretation of animation actions. If a programmer chooses a Move command, s/he can specify the name of another program entity which
should be the destination of the movement action. This entity can be either a location or a graphical object. Lens must make this determination, and if it is an object, use the object’s current position as the destination point.

The Exchange animation requires the user to specify the variables for the two objects (they cannot be locations) that are to be exchanged. The Flash, Change Fill and Change Color animations require the user to specify the variable for the image on which the action is to take place. The Change Color animation also requires the user to select a color from a palette of colors that is displayed. All these animation actions may be applied to an object or location that is an array element. For example, the user may specify that s/he wants to exchange a[i] and a[i+1]. To handle this situation, Lens must first check whether there is a ‘[’ in the variable name. If so, it checks to see if the variable specified before the ‘[’ refers to an array. If not, it will signify an error and reject that animation. Otherwise, during the actual animation execution, it will get the value of the array index (it may be a constant, variable or a simple expression) and use that index to acquire the appropriate graphical object or location.

4.3 Executing the Animations

After the programmer has built all the animations and wants to run the program, Lens must dispatch a run command to dbx. Before it does that, however, Lens goes through the list of animations (the animations are kept in a linked list) and sends a stop at command to dbx for each animation at the appropriate line. One unique feature of dbx is its assignment of line numbers to the logical file that are different from the actual line numbers of the source text file. This is due to blank lines and statements stretching over more than one line. Therefore, if one passes a stop at n command to dbx, the line number that dbx actually stops at may be different from n. Fortunately, dbx returns the line number where it will
stop given a particular stop at request. Lens uses this value and stores it for subsequent specifications.

When dbx stops at a particular break point and send a message to Lens, the system scans the list of animation commands to find out the command(s) which caused the break point. When it finds the command(s), it executes the action(s) specified there. For this, it may need to send other messages to dbx, for example, print i if the attribute of an object, such as its width, depends on the variable i.

It is possible that the program being debugged requires some input from the user via stdin. In Lens, dbx gets all its input from the parent process which was established. Hence, the parent must set its input to non-blocking mode and constantly poll the external input buffer. If there is ever any user input, Lens passes it on to dbx.

5 Future Plans

All of the capabilities described in this article have been implemented and are functional. Lens is currently running on Sun workstations under X11 and Motif. Our future plans involve continued development and refinement of Lens and its interface. In particular, we hope to

- Improve the somewhat “clunky” user interface for specifying object appearances and binding these representations to program entities. Currently, much of this interaction occurs through dialog boxes. We plan to utilize more of a direct manipulation[Shn83] approach. Two possibilities for improvement are choosing program variables by selecting them with the mouse from the program text, and specifying graphical “connection links” between graphical attributes (height, size, position) and program variables.

- Allow users to browse and examine animation commands that have been registered in the program source. Currently, we simply indicate the presence of animation commands by the ‘A’ annotation.

- Provide full dbx command capabilities to the user so that s/he can interact with the execution more.

- Add traditional data structure display capabilities to the system for further debugging support.

- Perform user testing to examine the usability of Lens’ interface, and most importantly, to better understand how Lens can be utilized in program debugging.

Currently, our work with Lens is at the proof of concept phase. We wanted to address the challenge of building a program animation system that requires no coding nor any knowledge of a graphics paradigm, and that is integrated with a system debugger. We believe that Lens meets this challenge. Now, we must examine the system and understand its strengths and weaknesses as a debugging and tracing aid. This fall we plan to use Lens in algorithm design class to allow students to build their own program animations. We expect Lens to have utility as a learning aid in addition to program development. We also
expect to make the system available via anonymous ftp soon, and we hope that feedback from its use along with future empirical studies helps us to better understand the possible role of visualization and animation in program development and debugging.
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The software system Lens was created as a result of this project. Lens is being made available to the community via anonymous ftp. It is available as the file pub/lens.tar.Z on the machine par.cc.gatech.edu.

Further information about this project and the Lens system can be found in the accompanying Technical Report.
In my dissertation work, I developed a system for building algorithm animations, which are dynamic graphical depictions of computer algorithms that are used to help teach students how the algorithms work. After completing my dissertation, I speculated that these kinds of algorithm animation techniques might be useful for program testing and debugging as well.

This Research Initiation Award helped me study how algorithm animation techniques could be integrated with a system debugger to give programmers graphical depictions of how their programs are working. The research began by evaluating existing algorithm animations to find a kernel of important graphical presentations and operations. From there, we integrated these operations within a system debugger (dbx) and we provided a convenient graphical user interface for access to these operations. That allowed programmers to build animations of their programs without doing any extra textual coding.

Our work resulted in the implementation of the Lens system. Lens has been made available to other researchers and developers via anonymous ftp as the file pub/lens.tar.Z on the machine par.cc.gatech.edu.

Some of our thoughts on algorithm animation and software visualization that resulted from early work on this project are described in [2]. Early results of our research on the Lens system are described in the publication [1]. We also currently have a journal paper in submission to ACM Transactions on Computer-Human Interaction about the project. Below is the abstract from this article:
Much of the recent research in software visualization has been polarized toward two opposite domains. In one domain that we call data structure and program visualization, low-level canonical views of program structures are generated automatically. These types of views, which do not require programmer input or intervention, can be useful for testing and debugging software. Often, however, their generic, low-level views are not expressive enough to adequately convey how a program functions. In the second domain called algorithm animation, designers hand-craft abstract, application-specific views that are useful for program understanding and teaching. Unfortunately, since algorithm animation development typically requires time-consuming design with a graphics package, it will not be used for debugging, where timeliness is a necessity. However, we speculate that the application-specific nature of algorithm animation views could be a valuable debugging aid for software developers as well, if only the views could be easy and rapid to create. We have developed a system called Lens that occupies a unique niche between the two domains discussed above and explores the capabilities that such a system may offer. Lens allows programmers to rapidly (in minutes) build algorithm animation-style program views without requiring any sophisticated graphics knowledge and without using textual coding. Lens also is integrated with a system debugger to promote iterative design and exploration.
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