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This thesis presents a new nonlinear automobile dynamical model and investigates the possibility of automobile dynamic control with wheel torque utilizing this model. The model has been developed from first principles by applying classical mechanics. Inputs to the model are the four independent wheel torques, while the steer angles at each wheel are specified as independent time-varying signals. In this way, consideration of a variety of steering system architectures, including rear-wheel steer, is possible, and steering introduces time-varying structure into the vehicle model.

The frictional contact at the wheel-road interface is modeled by use of the LuGre dynamic friction model. Extensions to the existing two-dimensional LuGre friction model are derived and the steady-state of the friction model is compared to existing static friction models. Simulation results are presented to validate the model mathematics and to explore automobile behavior in a variety of scenarios.

Vehicle control with wheel torque is explored using the theory of input-output linearization for multi-input multi-output systems. System relative degree is analyzed and use of steady-state LuGre friction in a control design model is shown to give rise to relative degree singularities when no wheel slip occurs. Dynamic LuGre friction does not cause such singularities, but instead has an ill-defined nature under the same no-slip condition. A method for treating this ill-defined condition is developed, leading to the potential for the system to have relative degree.

Longitudinal velocity control and combined longitudinal and angular vehicle velocity control are demonstrated in simulation using input-output linearization, and are shown to produce improved vehicle response as compared to the open-loop behavior of the automobile. Robustness of the longitudinal velocity control to friction model parameter variation is explored and little impact to the controller’s ability to track the desired trajectory is observed.
CHAPTER I

INTRODUCTION

In the past one hundred years, automobiles have revolutionized the world by facilitating transportation in a way that was never before possible. They have provided ordinary people with an inexpensive and reliable means of mobility, and they have met with universal appeal.

The success of the automobile has been predicated on the notion that any individual can operate one and that no special skills or advanced training are required for its use. This ideal has continually motivated the automotive community to seek and develop new technology that enhances the safety of automobile occupants and to improve the driver’s ability to control the vehicle.

The National Highway Traffic Safety Administration (NHTSA) reported that in 2001, almost 11,000 fatal crashes occurred in which crash avoidance maneuvers were attempted, out of a total of 37,795 fatal crashes [32]. Such a statistic suggests that the drivers were unsuccessful at controlling the dynamics of the vehicle sufficiently to avoid or mitigate the crash.

In addition, it is well recognized that automobiles are difficult, if not impossible, for a driver to control on a slippery road. Such recognition has led automobile manufacturers to develop a wide range of electronic systems to improve vehicle response to the driver.

The first of such types of systems were Antilock Braking Systems (ABS) which attempt to reduce wheel slip during braking and such systems became feasible with the advent of microprocessors [9]. Following the development of anti-lock brakes, automotive manufacturers developed both Traction Control Systems (TCS) and Vehicle Stability Control Systems (VSC) in rapid succession. These systems make use of electronic control to apply braking force to a vehicle’s wheels to limit slip during vehicle acceleration and to respond more effectively to driver commands in adverse situations, respectively.

Complementing these advances of automobile braking system technology have been
rapid proliferations in designs of All-Wheel-Drive (AWD) systems. Such mechanical systems allow for engine drive torque to be transmitted to all of the vehicle wheels in varying ratios, and with different mechanical constraints. In addition, electronically controllable all-wheel-drive systems that allow for active transfer of torque to individual wheels have become available. Paralleling this mechanical technology is the implementation of electric vehicle concepts which have individual motors powering each wheel, allowing for independent, fast torque generation at each vehicle corner.

These developments motivate consideration of how to best apply torque to wheels to achieve vehicle dynamic objectives with the aim of assisting the driver to maintain authority over the motion of the automobile.

1.1 Objectives of this Thesis

In order to define the objectives of this thesis, it is necessary to consider its context within the existing body of literature on the vehicle control subject.

A great deal of work has been done on the topic of dynamic control for automobiles by many authors. This work has not been limited to the use of wheel torque for actuation, but has also included control by means of automatic steering, both for the front and rear wheels, and control of vehicle roll to influence normal force and subsequently road-wheel forces, in addition to many combinations of these control inputs.

It is our desire to understand the influence of wheel torque on the dynamics of an automobile and the potential it may have for completely controlling the motion of the vehicle. We shall therefore limit our attention to the body of work that includes wheel torque as a control input.

This corpus is still quite large and we consider two main subdivisions of this field of work. These are the linear model-based control design approaches and nonlinear model-based approaches.

The literature is replete with examples of linear model design for vehicle control. The linear models utilized either begin with linear model assumptions, or linearization of related nonlinear models is performed as a design step. Included among the linear model literature
is [46], in which output function controllability was investigated in depth for wheel torque, steering, and normal force control inputs. Other authors demonstrate a considerable amount of success designing controllers using a variety of well-known techniques. These include LQ optimal design to drive tracking error signals to zero, employed in [14, 37, 28, 44]; $H_{\infty}$ design in [36, 51]; model matching design, employed in [31, 24]; sliding mode control in [30]; predictive control in [1]; fuzzy logic control in [45]; and a host of other techniques by various researchers [15, 5, 49, 41, 21, 10].

These designs based upon linear vehicle models all possess the shortcoming that the linear models are at best approximate, and apply only locally under very restrictive conditions. Such restrictions generally include small steer angles and small tire slip angles.\(^1\) Imposition of these requirements would prevent a full consideration of wheel torque implications for control and, in fact, such conditions are also unlikely to exist in adverse driving situations. For these reasons, we choose to pursue the development and implementation of a nonlinear vehicle model.

Nonlinearities are generally introduced into the vehicle model as a result of friction force generation models. These friction models, however, appear in the literature in a variety of forms. The Dugoff tire model was utilized by [27, 23, 20] and Pacejka tire models have been used in [48, 42]. Both of these models consist of empirical functions that have been fit to steady-state tire force data. Similar empirically-based models have been employed in [34, 39, 29, 43, 50]. The control techniques employed by these authors vary considerably from inverse dynamics methods of torque application as in [48] to sliding mode theory as in [27, 50].

Empirical friction models have the disadvantage of having no basis in physical principles. In addition, since the models consist of fits to steady-state data, they fail to capture any dynamic frictional effects that might be present. Because of this, such models are not well suited to the type of in-depth exploration of wheel torque capability that we wish to pursue.

Other authors such as [22] assume a nonlinear model structure but employ a somewhat heuristic torque generation method. In [13, 40] nonlinear structure is also assumed, but

\(^1\)For a definition of tire/wheel slip angle, see [16, Chapter 10].
sliding mode techniques are employed that do not require friction model knowledge. In [13], however, the observation is made that the control functions well only for properly specified trajectories, thus limiting the approach.

Seeking to overcome these shortcomings, another class of friction models has been developed. These models are dynamic friction models that are based on physical notions and provide frictional force as a function of a dynamical friction state. The presence of such a friction state implies system memory that the other models were unable to exhibit. Recently, a new dynamic friction model was proposed in [6] and an application of this model to the case of a wheel was developed in [7], where traction control was demonstrated for a single wheel. No authors, however, have thus far presented an entire vehicle model for control system design based upon this friction model. This deficiency shall be addressed in this thesis.

In Chapter 2, a detailed development of a vehicle dynamic model is presented in an attempt to frame the vehicle control problem in a classical dynamics context. A general model that describes full vehicle body and wheel motion in the horizontal plane, and is independent of the type of friction model that shall be utilized, is shown.

Chapter 3 develops the mathematics that describe the dynamical friction model for a single wheel. Extensions to the existing model are discussed and the relationship of the steady-state form of the dynamical friction model to the existing static friction Pacejka model and the classical Coulomb friction model is explored.

In Chapter 4, the vehicle model of Chapter 2 and the friction model of Chapter 3 are assembled and presented in state-space form. The model properties are then explored through simulation in MATLAB.

Finally, Chapter 5 begins to explore the possibility of vehicle control by the use of wheel torque. A detailed consideration of system relative degree is presented and preliminary attempts to control the vehicle body trajectory by means of input-output linearization are undertaken.
1.2 System Architecture

Prior to development of the mathematical description of motion of an automotive vehicle, it is necessary to clearly define the system whose properties we seek to model and control. A good control design model should expose only the most relevant vehicle properties that affect the system behavior that is to be controlled and limit the model complexity. However, model completeness and generality provide the advantage of allowing for consideration of a wide class of problems rather than being confined to application for a specific case. These factors motivate a system definition that is at once simple, yet complete.

The vehicle is defined as a system consisting of a vehicle body subsystem and four independent wheel subsystems, each with the same physical properties. The system architecture is shown in Figure 1. The wheels are rigidly attached to the vehicle body at each of four corners such that position of the center of each wheel is fixed with respect to the vehicle body.

The entire vehicle system is geometrically symmetric about one axis, which shall be
called the longitudinal axis. A lateral axis is defined perpendicular to the longitudinal axis, but no symmetry requirements about this axis are imposed. Thus the two front wheels are equidistant from both axes, as are the two rear wheels. The distance of front and rear wheels on the same side of the vehicle may differ.

The shape of the vehicle body is not specified, nor is its mass distribution. However, the horizontal position of the vehicle body center of gravity must lie within the trapezoid defined by the wheels.

The wheels are always in contact with a level, planar surface, which shall be referred to as the road. They are thin, rigid disks with uniformly distributed mass, and are oriented upright and perpendicular to the road. Thus, they contact the road at a single point and no camber angle\(^2\) is allowed. The wheels are fixed to the vehicle body through their center of mass which lies at their geometric center. They are allowed to rotate freely about the axis perpendicular to the disk plane and passing through the wheel center, allowing them to roll. Rotation about a vertical axis passing through the wheel center is also permitted, corresponding to steer.

No steering or driveline constraints shall be explicitly imposed during development of the model; that is, the wheels may roll and steer independently of one another. Constraints that limit this independence may therefore be considered as a special case and may be utilized in the simulation or control stage as desired.

The rigid connection of the wheels to the vehicle body precludes the presence of a suspension subsystem. This absence of a suspension is acceptable since suspension forces are internal to a vehicle system and have no effect on the motion of the entire system in the horizontal plane. Thus, a suspension would not influence the motion that we are interested in considering.

Development of a mathematical description of vehicle motion may now begin within this framework.

\(^2\)For a definition of camber angle, see [16, 38].
CHAPTER II

VEHICLE MECHANICS

Consideration of the automobile control problem requires development of a mathematical understanding of the motion of the vehicle. We must therefore undertake a detailed study of the physics of the vehicle motion for development of both simulation and design models. The study of motion is classically subdivided into the two complementary areas of kinematics and dynamics. We will employ the techniques and laws of these fields in an attempt to produce a unified mathematical view of automobile dynamics.

2.1 Kinematics

Consideration of vehicle motion requires that we first provide a means of describing that motion. This is the kinematics task of our vehicle mechanics study, where we shall define conventions for expressing how the vehicle may move. For our kinematics study, we are not yet concerned with the actual vehicle motion as produced by force and torque inputs; rather, we would first like to study the motion that is permitted by our choice of system architecture that was described in Section 1.2.

The vehicle system has two primary subsystems that require kinematical motion descriptions. The first is the vehicle body, which is our primary interest and whose motion we would ultimately like to control. The second subsystem is that of the wheel, which, through its four occurrences in the vehicle system, is our means of generating force through contact with the road. Since these subsystems are rigidly interconnected, we shall see that they have kinematical relationships to one another and that the overall vehicle motion is dependent on the kinematics of both subsystems.

2.1.1 Vehicle Body Kinematics

Development of the kinematics for the vehicle body requires that we first define appropriate coordinate frames. The choice of frames is non-unique and we therefore attempt to select
frames that provide a more intuitive physical insight into our problem. The vehicle body frame with axes $x, y, z$ and unit vectors $\mathbf{i}, \mathbf{j}, \mathbf{k}$ is chosen as in Figure 2. It is an inertial frame that is instantaneously coincident with the vehicle body’s center of gravity. The $x$- and $y$-axes are instantaneously aligned with the longitudinal and lateral vehicle axes, respectively, and the $z$-axis is selected by a right-handed convention to point downward. This choice results in a positive sign convention for both yaw and lateral velocity motion to the right.

The choice of coordinate frame may be thought of as the vehicle occupant observation frame in which vehicle velocities and accelerations are experienced in the direction of vehicle orientation, but measured absolutely with respect to the earth. That is, the occupant observes motion of the environment with respect to the vehicle and the driver desires to influence these observations by choices of brake, accelerator, and steering inputs. This frame is clearly the frame in which driver assistance automatic control systems must operate.

With the vehicle body coordinate frame now defined, the velocity of the center of gravity of the vehicle body may be written as

$$\mathbf{v}_{cg} = v_x \mathbf{i} + v_y \mathbf{j}$$

where $v_x$ and $v_y$ are the velocity components along the $x$ and $y$ axes, respectively. We shall assume zero motion of the vehicle body in the $z$-axis direction, corresponding to a level driving surface. The velocity terms in the $z$-direction will therefore be left out of the development for simplicity.
Now, performing vector differentiation, the acceleration of the center of gravity, measured in the vehicle body coordinate frame is

\[
\mathbf{a}_{cg} = \frac{d\mathbf{v}_{cg}}{dt} = \dot{v}_x \mathbf{i} + \dot{v}_y \mathbf{j} + \omega_v \mathbf{k} \times (v_x \mathbf{i} + v_y \mathbf{j}) = (\dot{v}_x - \omega_v v_y) \mathbf{i} + (\dot{v}_y + \omega_v v_x) \mathbf{j}
\]

(2)

where \(\omega_v\) is the angular velocity of the vehicle about the z-axis. Note that the vector differentiation results in coupling of the two velocity modes, which will have an impact on the dynamics of the vehicle as shall be seen later in Section 2.2.

### 2.1.2 Wheel Kinematics

Development of the wheel kinematics builds upon the vehicle kinematics and makes use of general kinematic results for measurements in moving coordinate frames [17, Chapter 3] to relate the motion of the two subsystems. The primary kinematic of interest for the wheels is the relative velocity between the wheel and the road at the point of contact between them. This relative velocity appears as an input to most force generation models, and we thus seek a description of it for later use.

From kinematics we know that for any stationary point, \(n\), with respect to the vehicle body, the velocity of the point is

\[
\mathbf{v}_n = \mathbf{v}_{cg} + \omega_v \mathbf{k} \times (x_n \mathbf{i} + y_n \mathbf{j})
\]

where \(x_n\) and \(y_n\) are the coordinates of the point with respect to the vehicle body frame. Thus, for the center of wheel \(n\), which remains at a fixed distance from the vehicle center of gravity, we have

\[
\mathbf{v}_n = (v_x - \omega_v y_n) \mathbf{i} + (v_y + \omega_v x_n) \mathbf{j}
\]

(3)

for \(n = 1, \ldots, 4\), where \(x_n\) and \(y_n\) are now determined by the wheelbase and track width, respectively, of the vehicle. They are measured with respect to the center of gravity and are thus positive or negative as appropriate.
Figure 3: Wheel coordinate frame convention.

Now we define wheel coordinate frames with unit vectors $\mathbf{i}_n, \mathbf{j}_n, \mathbf{k}_n$ attached to the wheel center, with the $y$-axis aligned with the wheel rotational axis, and the $x$-axis parallel to the ground as in Figure 3. The frame rotates with the wheel as it steers but not as it rolls, thus the frame’s orientation differs from the vehicle frame only by the wheel’s steer angle, with the $z$-axis fixed parallel to the vehicle frame $z$-axis. The wheel angular velocity in this frame is then

$$\omega_{w,n} = \omega_{w,n}\mathbf{j}_n$$

where $\omega_{w,n}$ is the scalar wheel rotation rate of wheel $n$. This results in a negative sign convention for forward roll motion, and is a necessary consequence for coordinate frame consistency.

The velocity of the point on the wheel directly below the wheel center and in contact with the ground, measured in this new frame is now simply

$$\mathbf{v}_{c,n} = \omega_{w,n}r\mathbf{i}_n$$

where $r$ is the wheel radius, which is assumed to be the same for all four wheels. The total velocity of this contact point is the relative velocity at the contact patch. This results from the fact that all variables in the defined coordinate frames are absolute. Since the velocity of the road surface is zero, any wheel velocity at the contact point is velocity relative to the road. The relative velocity at the contact patch is thus

$$\mathbf{v}_{r,n} = \mathbf{v}_{c,n} + \mathbf{v}_n$$

(4)
Figure 4: Velocity vector coordinate transformation.

but thus far, $v_{c,n}$ and $v_n$ have been expressed in different coordinate frames, with different unit vectors. We are able to mathematically relate the wheel and vehicle coordinate frames by the unit vector transformation equations

$$
i = \cos \theta_n i_n - \sin \theta_n j_n$$
$$j = \sin \theta_n i_n + \cos \theta_n j_n$$

for $n = 1, \ldots, 4$, where $\theta_n$ is the steer angle of wheel $n$. Transformation of the velocity, $v_n$, from the vehicle body frame to the wheel coordinate frame is shown in Figure 4. We see from the figure that the absolute magnitude and direction of the velocity vector with respect to the inertial earth frame is unchanged by the transformation. Rather, we are merely changing the orientation of our measurement of this vector so that it may be related to other vectors measured in the same way. A more complete treatment of such transformations may be found in [17] and other mechanics texts.

Now, substituting $i$ and $j$ from (5) into the expression for $v_n$ in (3), and adding $v_{c,n}$, the relative velocity measured in the wheel coordinate frame becomes

$$v_{r,n} = \left[ (v_x - \omega_y y_n) \cos \theta_n + (v_y + \omega_y x_n) \sin \theta_n + \omega_{w,n} r \right] i_n$$
$$+ \left[ (v_y + \omega_y x_n) \cos \theta_n - (v_x - \omega_y y_n) \sin \theta_n \right] j_n$$

(6)
for $n = 1, \ldots, 4$. For the case of one-dimensional motion this equation simplifies to

$$v_r = v_x + \omega_w r$$

and noting the negative sign convention for forward roll, the relative velocity is equal to the difference between the linear vehicle velocity and the tangential wheel velocity. This is equivalent to the relative velocity relation in the one-dimensional formulation of [8], with an opposite sign convention for $\omega_w$, and confirms our general two-dimensional result.

Note that in (6) there is an explicit dependence of only the $x$-component of $v_{r,n}$ on the wheel angular velocity, indicating that lateral wheel relative velocity results purely from vehicle motion, and not directly from wheel motion. This will prove to be very important in the development of vehicle control as we shall see in Chapter 5.

### 2.2 Dynamics

With the kinematics of the vehicle defined, we may turn our attention to the dynamical behavior of the system. We now consider how the motion that is described by the kinematical equations is produced. For this development, a Newton-Euler formulation shall be utilized due to the physical insight that it provides. This method for deriving the dynamical equations is made possible by model simplicity that results from both our system architecture and some appropriate dynamics assumptions. These assumptions shall be discussed, where appropriate, as the development of the model dynamics proceeds.

#### 2.2.1 Vehicle Body

According to Newton’s Law, the net sum of the forces acting upon the vehicle is equal to the rate of change of the linear vehicle momentum. This results in the following expression for the acceleration of the vehicle’s center of gravity

$$\sum_{n=1}^{4} F_n = m_v a_{cg} \quad (7)$$

where $F_n$ is the vector force acting in the plane of motion at the $n$th wheel in the vehicle frame and $m_v$ is the total lumped vehicle mass of the vehicle body plus the wheels. This
force is defined component-wise in the wheel frame as

\[ F_n \equiv F_{x,n} i_n + F_{y,n} j_n \]

The \( z \)-component of the force acting at each wheel is the normal force and shall be dealt with separately since it does not directly influence the \( x \)- and \( y \)-axis dynamics of interest.

This force must be transformed from the wheel to the vehicle frame for use in (7). This transformation is accomplished by the inverse of the unit vector transformation of (5) and results in

\[ F_n = (F_{x,n} \cos \theta_n - F_{y,n} \sin \theta_n) i + (F_{x,n} \sin \theta_n + F_{y,n} \cos \theta_n) j \]  

(8)

Substituting these transformed forces and the acceleration from (2) into (7), and separating into components, we have the dynamical equations for the linear motion of the vehicle

\[ \lambda^T_c(\theta) F_x - \lambda^T_s(\theta) F_y = m_v (\dot{v}_x - \omega v_y) \]  

(9)

\[ \lambda^T_s(\theta) F_x + \lambda^T_c(\theta) F_y = m_v (\dot{v}_y + \omega v_x) \]  

(10)

where \( \theta = [\theta_1, \ldots, \theta_4]^T \) is a vector of the steering angles,

\[ \lambda_c(\theta) = [\cos \theta_1, \ldots, \cos \theta_4]^T \]

\[ \lambda_s(\theta) = [\sin \theta_1, \ldots, \sin \theta_4]^T \]

are vectors of the cosine and sine of each steering angle and

\[ F_x = [F_{x,1}, \ldots, F_{x,4}]^T \]

\[ F_y = [F_{y,1}, \ldots, F_{y,4}]^T \]

are the \( x \)- and \( y \)-component force vectors. Equations (9) and (10) define the translational motion of the vehicle, but rotational motion must occur as well.

Euler’s Law for rotational motion requires that the net torque about an axis must be equal to the rate of change of the angular momentum. Since the system architecture dictates that the only rotational motion of the vehicle body that may occur is yaw motion about the \( z \)-axis, and neglecting the angular momentum change produced by the rotation of the
spinning wheels about the vertical axis, Euler’s Law for the vehicle body simplifies to the scalar equation

\[ \tau_v = I_v \alpha_v \]  

where \( \tau_v \) is the total torque about the z-axis produced by the road-wheel forces, \( \alpha_v \) is the angular acceleration of the vehicle, and \( I_v \) is the inertia of the vehicle about the z-axis. The fact that no pitch or roll motion occurs is a consequence of the absence of a vehicle suspension. With the wheels rigidly fixed to the vehicle body, pitch and roll could only occur if one or more wheels ceased to contact the ground, and we choose not to consider such extreme cases. The angular momentum change of the wheels due to rotation about the vertical axis is very small in comparison to that resulting from rotation of the vehicle body, due to the significant difference between wheel and vehicle inertias. Our choice to neglect this momentum change is therefore well justified and should pose little reduction to the accuracy of our model. Note, however, that for high velocity maneuvers such as might occur for racing vehicles, the assumption may no longer prove to be valid since both angular momentum and angular momentum rate could be considerably higher. We shall therefore limit use of this model to less aggressive passenger vehicle maneuvers.

Now, expressing the torque in terms of the forces at each wheel and the moment arms about the vehicle center of gravity, we obtain the third dynamical equation for the vehicle body which describes the rotational motion as

\[ \left( -F_x^T Y + F_y^T X \right) \lambda_c(\theta) + \left( F_x^T X + F_y^T Y \right) \lambda_s(\theta) = I_v \alpha_v \]  

where we have utilized our previous definitions for the force and trigonometric vectors, and \( X \) and \( Y \) are diagonal matrices with the \( x \) and \( y \)-coordinates of each wheel along the respective diagonals.

Equations (9), (10), and (12) are the dynamical equations required for description of the vehicle body motion. The description of the dynamical motion of the entire vehicle system will not be complete until we develop the dynamical equations for the wheels.
2.2.2 Wheels

In order to consider the wheel dynamics, we continue to ignore the momentum change produced by the yaw motion of the wheels, and recognize that our defined vehicle architecture prohibits wheel camber motion (rotation about the \( x \)-axis). We also assume that steering angle is produced by the action of a driver, regardless of dynamics, so that steering is simply a time-varying kinematic. Then we must only write the equations that describe the rotation of the wheels about the wheel-fixed \( y \)-axis. From Euler’s law, this is simply

\[
\tau_{w,n} + F_{x,n}r = I_w\alpha_{w,n}
\]

for \( n = 1, \ldots, 4 \), where \( \tau_{w,n} \) is the input torque that drives wheel \( n \), \( \alpha_{w,n} \) is the wheel angular acceleration, and \( I_w \) is the wheel rotational inertia about the wheel frame \( y \)-axis, which we assume is identical for all wheels.

With the addition of (13) to our vehicle body dynamical equations, we now have a description of the vehicle dynamics in terms of the road-wheel forces. These forces are the subject of consideration in the next section.

2.3 Force Mechanics

While we have now successfully described the mechanics of the motion of an automobile, we do not yet know how the forces that appear in the dynamical equations are generated. These forces are the external forces acting upon our system at the road-wheel interface, and arise solely as a result of contact phenomena. Contact mechanisms fall into the two categories of reactional or normal contact, and frictional contact. In general, rigid body contacts have components of both of these types, and this is true of the case of contact between a vehicle wheel and the road surface. We must therefore develop a mathematical description of the forces generated by these two types of contact in order to produce a vehicle model.

Normal force is generated perpendicular to the plane of contact and is a reaction to the applied force in that direction. In the case of the automobile, normal force is applied by the road surface to the vehicle’s wheels, acting upward in the negative \( z \)-axis direction.
Normal force is produced only by reaction to the vehicle’s weight since we are assuming zero pitch and roll motion and ignoring the contribution of wheel angular momentum changes. However, since contact occurs at each of the four wheels, the total normal force must be distributed among the four points of contact. This normal force distribution does not remain constant, but must vary to produce the forces necessary to maintain zero pitch and roll conditions. We will refer to this phenomenon as static weight transfer since no motion occurs as a result of the application of the normal forces, but the total normal force is maintained constantly equal to the vehicle’s weight and is transferred among the wheels.

Since normal force does not produce motion, our interest in it results completely from the fact that it contributes to the generation of frictional force and must be known in order to determine the influence of the frictional contact on vehicle motion. Despite this fact, the appearance of normal force in friction models is prominent and normal force therefore has a significant role in our model development.

We must confine our consideration to normal forces acting upwards since downward normal force has no physical meaning. With our vehicle frame coordinate conventions, this means that normal force is negative semi-definite, however, it is more common in practice to consider normal force to be greater than or equal to zero. We shall therefore consider normal force to be positive semi-definite and append negative signs as necessary to maintain coordinate frame consistency.

In order to compute normal force, we must perform a static force balance in the $z$-direction and static moment balances about the pitch and roll axes. Since no motion actually occurs about these axes, their location may be selected arbitrarily as long as the orientations are fixed parallel to the vehicle frame $x$- and $y$-axes. We select these axes as shown in Figure 5 so that they pass through the center of gravity of the vehicle body.

We denote the normal force at wheel $n$ as $N_n$ and recognize that the moment arms of the normal forces about the pitch and roll axes are now simply the previously defined track width and wheelbase coordinate parameters $x_n$ and $y_n$. We may then formulate the static
Figure 5: Static force and moment balance for determination of normal force.

The static force and moment balance equations as

\[ y^T N + h(\lambda_s^T(\theta) F_x + \lambda_c^T(\theta) F_y) = 0, \text{ roll moment balance} \]
\[ x^T N + h(\lambda_c^T(\theta) F_x - \lambda_s^T(\theta) F_y) = 0, \text{ pitch moment balance} \]
\[ \sum_{n=1}^{4} N_n - mg = 0, \text{ force balance} \]

where \( h \) is the height of the vehicle body center of gravity above the ground, \( g \) is the gravitational acceleration, \( x \) and \( y \) are vectors of the \( x \) and \( y \) wheel coordinates, and \( N \) is a vector of the normal forces, \( N_n \) for \( n = 1, \ldots, 4 \).

This system of equations is underdetermined because we wish to solve for four unknown normal forces, but have only these three independent equations. The underdetermined nature of the problem indicates that there is not a single solution, but a manifold upon which the solution may lie. That is, an infinite number of solutions that will satisfy the static force and moment balance equations exists. Resolving this difficulty requires that either an assumption must be made about the normal forces to supplement these equations, or that dynamics must be considered. We wish to avoid the complexity of suspension dynamics.
and the addition of state variables that this approach would require, but an arbitrary assumption for normal force distribution would reduce the validity of our model. Instead, we shall attempt to impose a constraint that is consistent with our physical understanding of the system architecture in order to find a single solution to the statics equations.

We begin by considering a hypothetical simple suspension model for analysis purposes as shown in Figure 6. This suspension model is artificial and shall only be used for development of the normal force equations and will not be employed in the overall vehicle model.

Let us define $\phi$ and $\gamma$ as the roll and pitch, respectively, about the axes that we have already defined, and $\delta$ as the linear deviation of the vehicle body height from its initial position. These variables all describe motion of the artificial suspension and not actual vehicle body motion. As such, they are purely mathematical devices we are employing for the task of determining a normal force solution, and have no true physical manifestation in the vehicle system.

Applying Hooke’s Law to our suspension model at each wheel, we may write the normal force equations as:

$$\delta + \phi y_2 - \gamma x_2$$
forces as the spring compression times the spring constant, $k$. Spring compression results from the combination of translational motion in the $z$-direction and the pitch and roll rotations of the vehicle body, shown in Figure 6. For the small pitch and roll angles that are implied by very stiff springs, we may use the approximations that $\sin \phi \approx \phi$ and $\sin \gamma \approx \gamma$ so that these angles enter our equations linearly rather than through trigonometric nonlinearities. In our case, the springs are approaching infinite stiffness, and the approximation is therefore valid. Then, assuming that the springs are constrained to apply force only along the $z$-axis, and that we have equal spring constants at all four wheels, we may express the normal forces as

$$N_n = k \left( \delta + \phi y_n - \gamma x_n \right), \quad n = 1, \ldots, 4 \quad (14)$$

Note that since we have lumped the wheel mass together with the vehicle body mass and no actual pitch and roll motion occurs, inclusion of wheel mass gravitational force in these equations would be redundant. However, if pitch and roll were allowed, we would be required to consider the mass of the wheels and vehicle separately and this formulation would not apply.

The equations of (14), combined with the static force and moment balance equations, are a system of seven equations in seven unknowns. We may solve this system of equations sequentially by first substituting (14) into the force and moment balance equations and then solving for the three artificial motion variables, $\phi$, $\gamma$, and $\delta$. Doing so, we find that

$$\begin{align*}
\delta &= \frac{1}{k} \left( p_{\delta,x} x_n \lambda^T_s (\theta) - p_{\delta,y} y_n \lambda^T_c (\theta) \right) F_x - \frac{1}{k} \left( p_{\delta,y} y_n \lambda^T_s (\theta) + p_{\delta,x} x_n \lambda^T_c (\theta) \right) F_y + \frac{1}{k} b_{\delta} \\
\phi &= -\frac{1}{k} p_{\phi} \lambda^T_s (\theta) F_x - \frac{1}{k} p_{\phi} \lambda^T_c (\theta) F_y + \frac{1}{k} b_{\phi} \\
\gamma &= \frac{1}{k} p_{\gamma} \lambda^T_c (\theta) F_x - \frac{1}{k} p_{\gamma} \lambda^T_s (\theta) F_y + \frac{1}{k} b_{\gamma}
\end{align*}$$

where

$$\begin{align*}
p_{\delta,x} &= \frac{h}{D_x} \sum_{n=1}^{4} x_n \\
p_{\delta,y} &= \frac{h}{D_y} \sum_{n=1}^{4} y_n \\
b_{\delta} &= \frac{1}{4} m v g \left[ 1 + \frac{1}{D_y} \left( \sum_{n=1}^{4} y_n \right)^2 + \frac{1}{D_x} \left( \sum_{n=1}^{4} x_n \right)^2 \right]
\end{align*}$$
\[ p_\phi = \frac{4h}{D_y} \]
\[ b_\phi = \frac{m_v g}{D_y} \sum_{n=1}^{4} y_n \]
\[ p_\gamma = \frac{4h}{D_x} \]
\[ b_\gamma = \frac{m_v g}{D_x} \sum_{n=1}^{4} x_n \]

with

\[ D_x = 4 \sum_{n=1}^{4} x_n^2 - \left( \sum_{n=1}^{4} x_n \right)^2 \]
\[ D_y = 4 \sum_{n=1}^{4} y_n^2 - \left( \sum_{n=1}^{4} y_n \right)^2 \]

This solution, when utilized in the normal force equations of (14) yields the normal force distribution solution

\[ N = c + P_x(\theta)F_x + P_y(\theta)F_y \]  (15)

where

\[ c = b_\delta 1_{4 \times 1} + b_\phi y - b_\gamma x \]  (16)

with \( 1_{4 \times 1} \) as a 4 \times 1 vector of ones, and the functions preceding the force vectors are

\[ P_x(\theta) = \begin{bmatrix} q_{xx,1} \cos \theta_1 + q_{yx,1} \sin \theta_1 & \cdots & q_{xx,1} \cos \theta_4 + q_{yx,1} \sin \theta_4 \\ \vdots & \ddots & \vdots \\ q_{xx,4} \cos \theta_1 + q_{yx,4} \sin \theta_1 & \cdots & q_{xx,4} \cos \theta_4 + q_{yx,4} \sin \theta_4 \end{bmatrix} \]

\[ P_y(\theta) = \begin{bmatrix} q_{xy,1} \sin \theta_1 + q_{yy,1} \cos \theta_1 & \cdots & q_{xy,1} \sin \theta_4 + q_{yy,1} \cos \theta_4 \\ \vdots & \ddots & \vdots \\ q_{xy,4} \sin \theta_1 + q_{yy,4} \cos \theta_1 & \cdots & q_{xy,4} \sin \theta_4 + q_{yy,4} \cos \theta_4 \end{bmatrix} \]

which are 4 \times 4 matrices of geometric parameters and steering angles where

\[ q_{xx,n} = -\frac{h \left( 4x_n + \sum_{n=1}^{4} x_n \right)}{4 \sum_{n=1}^{4} x_n^2 - \left( \sum_{n=1}^{4} x_n \right)^2} \]  (19)
\[ q_{yx,n} = -\frac{h \left( 4y_n - \sum_{n=1}^{4} y_n \right)}{4 \sum_{n=1}^{4} y_n^2 - \left( \sum_{n=1}^{4} y_n \right)^2} \]  (20)
\begin{align*}
q_{xy,n} &= \frac{h \left(4x_n - \sum_{n=1}^{4} x_n \right)}{4 \sum_{n=1}^{4} x_n^2 - \left(\sum_{n=1}^{4} x_n \right)^2} \\
q_{yy,n} &= -\frac{h \left(4y_n + \sum_{n=1}^{4} y_n \right)}{4 \sum_{n=1}^{4} y_n^2 - \left(\sum_{n=1}^{4} y_n \right)^2}
\end{align*}

We see that the dependence on the spring stiffness, $k$, has been eliminated in (15) and that this equation depends only on geometric parameters, friction forces, and steering angles.

Friction force was our motivation for considering normal force when we began our development and (15) is therefore not completely useful in its present form since we still do not have an explicit solution for the friction forces. We may resolve this dilemma by recognizing that, in general, friction models produce force that is linearly related to the normal force. We therefore define diagonal matrices $\mu_x$ and $\mu_y$ with friction functions for each $x$ and $y$-component force, respectively, along the main diagonal. This now allows us to write the relationship between friction and normal force for all four wheels in vector form as

\begin{align*}
F_x &= \mu_x N \\
F_y &= \mu_y N
\end{align*}

With these definitions, we may now rewrite (15) as

\begin{equation}
N = c + P_x(\theta)\mu_x N + P_y(\theta)\mu_y N
\end{equation}

which may be solved for an explicit expression for normal force in terms of geometric parameters, steering angles, and friction functions as

\begin{equation}
N = \left( I_4 - P_x(\theta)\mu_x - P_y(\theta)\mu_y \right)^{-1} c
\end{equation}

where $I_4$ is the $4 \times 4$ identity matrix, and we assume for the present time that the matrix inverse in this equation exists.

Using this normal force result and the relations of (23), we are now able express the friction forces as

\begin{align*}
F_x &= \mu_x \left( I_4 - P_x(\theta)\mu_x - P_y(\theta)\mu_y \right)^{-1} c \\
F_y &= \mu_y \left( I_4 - P_x(\theta)\mu_x - P_y(\theta)\mu_y \right)^{-1} c
\end{align*}

This solution is independent of the specific friction model and may be utilized in the dynamical equations of Section 2.2 to eliminate dependence on the frictional forces.
2.4 Vehicle Mechanics Summary

We have now completed our description of vehicle motion and may assemble all of our equations into a vehicle model. The model consists of vehicle body dynamical equations, wheel dynamical equations, and force equations.

We begin by rewriting the vehicle body dynamical equation of rotation, (12), as

\[
\begin{pmatrix}
\lambda_T^v(\theta)X - \lambda_T^w(\theta)Y \\
\lambda_T^v(\theta)X + \lambda_T^w(\theta)Y
\end{pmatrix}
\begin{pmatrix}
F_x \\
F_y
\end{pmatrix}
= I_v \alpha_v
\]

(27)

where we have taken the transpose of the left-hand side and factored out the force vectors.

We now write the wheel rotation equations of (13) in matrix-vector form as

\[
\tau + r F_x = I_w \alpha_w
\]

(28)

where \( \tau \) is a vector of the four wheel torque inputs, and \( \alpha_w \) is a vector of the four wheel angular accelerations.

For convenience, we also repeat the dynamical equations of (9) and (10) here

\[
\begin{align*}
\lambda_T^c(\theta)F_x - \lambda_T^s(\theta)F_y &= m_v (v_x - \omega_v v_y) \\
\lambda_T^s(\theta)F_x + \lambda_T^c(\theta)F_y &= m_v (v_y + \omega_v v_x)
\end{align*}
\]

which completes the set of vehicle dynamic equations.

We see that these equations are all linear functions of the force vectors, which enables us to express them together as the vector equations

\[
\begin{align*}
M_1 \dot{\xi} &= \eta(\xi) + A_x(\theta)F_x + A_y(\theta)F_y \\
M_2 \dot{\nu} &= r F_x + \tau
\end{align*}
\]

(29)  (30)

where

\[
M_1 = \begin{bmatrix}
m_v & 0 & 0 \\
0 & m_v & 0 \\
0 & 0 & I_v
\end{bmatrix}
\]

(31)

\[
M_2 = I_w I_4
\]

(32)
are the diagonal mass matrices,
\begin{align*}
\xi &= [v_x, v_y, \omega_v]^T \\
\nu &= \omega_w
\end{align*} (33) (34)
are state vector partitions, and
\begin{align*}
A_x &= \begin{bmatrix}
\lambda_c^T(\theta) \\
\lambda_s^T(\theta) \\
\lambda_s^T(\theta)X - \lambda_c^T(\theta)Y
\end{bmatrix} \\
A_y &= \begin{bmatrix}
-\lambda_s^T(\theta) \\
\lambda_c^T(\theta) \\
\lambda_c^T(\theta)X + \lambda_s^T(\theta)Y
\end{bmatrix} \\
\eta(\xi) &= m_v[\omega_v, v_y, -\omega_v, v_x, 0]^T
\end{align*} (35) (36) (37)
We may now substitute the forces of (26) into the vehicle model of (29)-(30) to find that
\begin{align*}
M_1\dot{\xi} &= \eta(\xi) + \left(A_x(\theta)\mu_x + A_y(\theta)\mu_y\right)\left(I_4 - P_x(\theta)\mu_x - P_y(\theta)\mu_y\right)^{-1}c \\
M_2\dot{\nu} &= \mu_x\left(I_4 - P_x(\theta)\mu_x - P_y(\theta)\mu_y\right)^{-1}c + \tau
\end{align*} (38) (39)
Note here that while neither \(\nu\) nor \(\tau\) appear explicitly in the vehicle body dynamical equations of (38), coupling of these equations occurs by means of the friction matrices, \(\mu_x\) and \(\mu_y\), which we now see must necessarily be state dependent functions.

Thus, the influence of the wheel torque vector, \(\tau\), on the vehicle body motion occurs solely as a result of the presence of friction. This motivates us to consider the exact form of a friction model for use in this work, since it is now clear that the vehicle dynamic model cannot be complete without specification of \(\mu_x\) and \(\mu_y\). This task is, in fact, the subject of the next chapter.
Thus far, we have considered all of the necessary components of a vehicle model except for the friction function that was introduced in Section 2.3. This function was written in generic form such that substitution of any desirable friction model into the vehicle model was made possible, but the nature of this function or the friction phenomenon that it describes has not yet been considered.

Friction occurs when two bodies contact one another, and is responsible for the generation of dissipative forces that are parallel to the contact surface. These forces are dissipative in that they oppose the relative motion of these bodies with respect to one another and act only to decrease system energy. Frictional mechanisms are not generally well understood, however, many models have been developed that attempt to describe the macroscopic effect of this phenomenon.

In this chapter we shall discuss our choice of friction model for application to contact between a wheel and the road surface. In keeping with the formulation of Chapter 2, our model must produce a unitless multiplier of normal force as output, however, we have not yet specified any requirements for the inputs to the friction model, nor have we imposed a particular model structure. Our previous results therefore leave us free to select the most appropriate friction model for our task.

The classical approach to the modeling of friction is the Coulomb model. The key feature of Coulomb friction is that it is a discontinuous function of the relative velocity between the contact surfaces, and as such it is an idealization and approximation of true behavior. Many other methods for modeling friction have been proposed in the literature including continuous approximations to the discontinuous Coulomb friction model [2] and empirical force models such as Pacejka’s Magic Formula [35]. These models, while often mathematically simple, do not fully describe modern experimental observations of friction.
behavior [2].

We choose instead to utilize a friction model that is developed from first principles with physical parameters that may be selected by a vehicle designer or experimentally determined for an existing vehicle. Such a model was introduced in [6] and was demonstrated to be an accurate model of true behavior in [8]. This model, referred to as the LuGre Friction Model, shall be embraced in this work for its desirable characteristics, however some extensions to the model are necessary for complete applicability to the vehicle modeling problem.

3.1 The Two-Dimensional LuGre Model

The LuGre friction model is based upon a view of friction as the interaction of microscopic surface asperities which act as bristles and deflect as the surfaces move with respect to one another [6]. The deflection of the bristles is described by a dynamical equation and the frictional force is a function of the deflection state. This results in a dynamical friction model which exhibits transient behavior and is able to capture the behavior of other friction models such as the Pacejka model as a special case of its steady state [8].

The LuGre model introduced in [6] is a point-contact lumped parameter model which may be employed to describe wheel-road contact. For the case of non-rigid tire-road contact, a distributed version of the LuGre model has been developed to describe contact patch interaction rather than simple point contact [8, 12]. This distributed model is then averaged over the contact patch to produce an average lumped model. We shall confine our present attention to the original point-contact LuGre model, which is consistent with our rigid wheel system architecture, but note that a distributed formulation is possible for our model as well.

The LuGre model was originally presented in one-dimensional form [6] and subsequently extended to two dimensions in [11, 12, 47]. We present an alternative two-dimensional extension to the LuGre model that corrects some discrepancies in these previous models and provides the necessary outputs for use in our vehicle model.

Formulation of the correct two-dimensional extension to the LuGre model requires a full comprehension of the vector nature of the kinematics of the friction model. We must
recognize that scalar mathematics describe a special case of vector mathematics where all but one component are identically zero. In addition, multi-dimensional motion requires consideration of rotation which was not present in the scalar case. Thus, progression from a scalar one-dimensional model to a vector two-dimensional model cannot generally be accomplished by duplicating scalar results for each motion axis. We will therefore consider a vector formulation for LuGre friction so that we may benefit from the techniques of vector mathematics.

3.1.1 Vector Friction Model and Bristle Kinematics

Development of the two-dimensional model requires that we first consider definition of the variables of motion and the kinematics that these variables may describe. This definition is fundamental for the derivation of model equations that accurately represent the physical phenomena that we wish to capture.

We begin by defining the bristle displacement vector for a single wheel as

$$\zeta \equiv \zeta_x i_w + \zeta_y j_w$$

where $i_w$ and $j_w$ are the unit vectors of a wheel-fixed coordinate frame that is defined identically to the wheel frame of Chapter 2. Here we are not considering the wheel as a subsystem of a vehicle, but rather as an isolated entity. The total derivative of this displacement vector is

$$\frac{d\zeta}{dt} = \dot{\zeta}_x i_w + \dot{\zeta}_y j_w + \omega_z k \times \zeta$$

$$= (\dot{\zeta}_x - \omega_z \zeta_y) i_w + (\dot{\zeta}_y + \omega_z \zeta_x) j_w$$

(40)

where $\omega_z$ is the total rotational velocity of the wheel about its $z$-axis. The nonlinear terms present in this derivative are a consequence of the rotation of the coordinate frame with respect to the ground, and arise from time-differentiation of the coordinate frame’s unit vectors. Physically, they indicate that changes in the bristle displacement are measured as a consequence of rotation of the measurement frame rather than as a result of changes in the actual displacement. This situation is illustrated in Figure 7, which shows a wheel and bristle in an initial configuration with some bristle displacement, and then after rotation of
Figure 7: Changes in bristle displacement resulting from wheel rotation.

The wheel. We see that the bristle deflection has not changed relative to the road, but that it has changed with respect to the wheel coordinate frame in which it is being measured. This effect, combined with changes in the bristle displacement magnitude, gives rise to the total derivative of the bristle displacement vector.

We now propose that the vector form of the lumped LuGre model dynamics may be written as

\[
\dot{\zeta} = -v_r - \sigma_0 \frac{\|v_r\|}{\Gamma(v_r)} \zeta \tag{41}
\]

where \(v_r\) is the vector relative velocity between the wheel and the road, \(\sigma_0\) is the bristle stiffness and \(\Gamma(v_r)\) is a function that is defined as

\[
\Gamma(v_r) = \mu_d + (\mu_s - \mu_d)e^{-\|v_r/v_s\|^\alpha} \tag{42}
\]

where \(\mu_d\) and \(\mu_s\) are, respectively, the dynamic and static Coulomb friction coefficients, \(v_s\) is the Striebeck velocity [2], and \(\alpha\) is a shape parameter. This function is shown in Figure 8 for a chosen set of parameters. We see from the figure that the overall effect of \(\Gamma(v_r)\) is to produce transitions between \(\mu_s\) and \(\mu_d\) as a function of the magnitude of the relative velocity between the contact surfaces. The Striebeck velocity and shape parameter thus act only to affect the rate of transition between the static and dynamic friction coefficients.

In order to solve the vector differential equation of (41) for the bristle deflection, we must rewrite the equation in component form so that we instead have a scalar differential
equation for each component. Since, in general, we will have non-zero angular velocity, we must consider the rotation contribution to the total derivative of the bristle displacement vector that appears on the left-hand side of (41), as discussed above. To do so, we equate (40) and (41), which results in

\[
\begin{align*}
(\dot{\zeta}_x - \omega_z \zeta_y) i_w + (\dot{\zeta}_y + \omega_z \zeta_x) j_w &= -v_r - \frac{\sigma_0 \|v_r\|}{\Gamma(v_r)} \zeta_x \\
(\dot{\zeta}_x - \omega_z \zeta_y) i_w + (\dot{\zeta}_y + \omega_z \zeta_x) j_w &= -v_r - \frac{\sigma_0 \|v_r\|}{\Gamma(v_r)} \zeta_y
\end{align*}
\]

Separation of this expression into components and regrouping yields the two coupled scalar differential equations for bristle deflection

\[
\begin{align*}
\dot{\zeta}_x &= -v_r x - \frac{\sigma_0 \|v_r\|}{\Gamma(v_r)} \zeta_x + \omega_z \zeta_y \\
\dot{\zeta}_y &= -v_r y - \frac{\sigma_0 \|v_r\|}{\Gamma(v_r)} \zeta_y - \omega_z \zeta_x
\end{align*}
\]

where the rotational effect on the bristle dynamics is now more apparent. The implication of the coupling terms on the right-hand side is that rotation of the wheel acts to transfer bristle displacement from one axis to another.

We must be careful not to confuse the derivatives of the bristle displacement vector components on the left-hand side of Equation (43) with the total derivative of the bristle displacement vector. The derivatives in (43) are derivatives with respect to the moving wheel coordinate frame and not the derivative of the displacement with respect to the stationary earth frame as in Equation (41). Let us define \( \partial \mathbf{\zeta} \equiv [\dot{\zeta}_x, \dot{\zeta}_y]^T \), where we have
used the partial differential operator since this vector does not represent the total motion of
the bristle, but only the portion of the motion that occurs with respect to the wheel frame.

Now that we have formulated the friction model dynamics, we may specify the model’s
output equation. We recall that this output must be a unitless multiplier of normal force.
Following the form of the one-dimensional LuGre model, we suggest that this output equa-
tion should be

\[ \mu = \sigma_0 \zeta + \sigma_1 \dot{\zeta} + \sigma_2 v_r \]  \hspace{1cm} (44)

where \( \sigma_0 \) is the same bristle stiffness that appeared in the dynamical equation, and \( \sigma_1 \) and
\( \sigma_2 \) are damping and viscous friction parameters, respectively.

Note that the friction output function has dependence on the absolute bristle velocity, \( \dot{\zeta} \),
rather than on the velocity with respect to the wheel frame, \( \partial \zeta \). This indicates that bristle
damping is produced by motion of the bristle with respect to the ground, but measured
in the wheel frame, rather than by bristle motion with respect to the wheel. Figure 9
demonstrates that this is, in fact, the case.

We see in Figure 9a that the bristle model is represented as a spring and damper in
parallel, fixed to the wheel at one end and the bristle tip at the opposite end. The bristle
is initially aligned along the wheel frame \( x \)-axis and the tip of the bristle is in motion along
the same axis. Figure 9b shows the next time instant, after an incremental wheel rotation.
We now see the absolute position increment of the bristle, \( \delta x \), and the position increments
with respect to the wheel frame, \( \delta x_w \) and \( \delta y_w \). It is clear from this diagram that only \( \delta x \)
would produce damping force, confirming the proposed output equation of (44).

We will see in the next section that despite damping dependence only on absolute
motion, the orientation of the bristle motion with respect to the wheel does potentially
affect the dynamics.

3.1.2 Two-Dimensional Bristle Parameters

Thus far, we have treated the bristle stiffness and damping parameters as scalar constants.
This imposes a requirement that the bristle be equally stiff and provide equal amounts
of damping in every deflection direction. We know from the field of material mechanics
that this is not necessarily the case for a beam in pure bending [3, Chap. 4], and the bristle may be viewed as such. A complete extension of the LuGre model to the two-dimensional case therefore requires consideration of directionally dependent stiffness and damping parameters. We must therefore rewrite the dynamic equation of (41) and the output equation of (44) as

\[
\dot{\zeta} = -v_r - \frac{\sigma_0(\zeta) \|v_r\|}{\Gamma(v_r)} \zeta
\]

(45)

\[
\mu = \sigma_0(\zeta) \zeta + \sigma_1(\dot{\zeta}) \dot{\zeta} + \sigma_2(v_r) v_r
\]

(46)

with the \( \sigma \) parameters now as functions of the vectors that they precede, but with scalar output.

We recognize that the mechanical bending properties of a beam are dependent on the cross-sectional shape of the beam [3]. Since the friction bristles may have arbitrary cross-sectional shape that is unknown, we must approximate the variation of the stiffness and damping parameters in some continuous fashion. We therefore choose to specify the values of each \( \sigma \) function along the two primary wheel axes as \( \sigma_x \) and \( \sigma_y \), and connect these values with an ellipse. Then we may select the value of each \( \sigma \), at any instant, as the radius of the ellipse in the direction of the vector of interest as shown in Figure 10.
Figure 10: Ellipse method for two-dimensional stiffness and damping.

The equation for the ellipse in $x$ and $y$ coordinates is

$$\frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} = 1 \quad (47)$$

where $\sigma_x$ and $\sigma_y$ are the radii of the ellipse along their respective axes. The direction for which we seek the ellipse radius is determined by the relevant vector ($\zeta, \dot{\zeta},$ or $v_r$), which for generality we shall call $s$, with components $s_x$ and $s_y$. Then the geometry requires that the ratios of each ellipse coordinate to the component of $s$ in that coordinate be equal so that

$$\frac{x}{s_x} = \frac{y}{s_y}$$

$$x^2 = y^2 \frac{s_x^2}{s_y^2}$$

Substituting this into (47) and solving for $x^2$ and $y^2$, we have that

$$y^2 = \frac{s_y^2 \sigma_x^2 \sigma_y^2}{s_x^2 \sigma_y^2 + s_y^2 \sigma_x^2}$$

$$x^2 = \frac{s_x^2 \sigma_x^2 \sigma_y^2}{s_x^2 \sigma_y^2 + s_y^2 \sigma_x^2}$$

Finally, the radius is

$$\sigma = \sqrt{x^2 + y^2}$$

$$= \sigma_x \sigma_y \sqrt{\frac{s_x^2 + s_y^2}{s_x^2 \sigma_y^2 + s_y^2 \sigma_x^2}} \quad (48)$$
and we may find the functions for $\sigma_0$, $\sigma_1$, or $\sigma_2$ by respective substitution of $\zeta, \dot{\zeta},$ or $v_r$ for $s$. These functions should then be applied in the modified dynamic and output equations of (45)-(46).

This procedure may be generalized further to allow for non-symmetric directional dependence of the damping parameter by allowing for a different ellipse shape in each quadrant through specification of different damping parameters along the negative axes. In addition, non-elliptical directional dependencies may be approximated by the superposition of multiple ellipses of differing eccentricities. That is, we would have a series of equations of the form of (48), with different $\sigma_x$ and $\sigma_y$ parameters that would be evaluated and summed to give an aggregate result. In this way, we could characterize and model more complex variations in stiffness and damping and achieve a better approximation of the actual variation. Such a method, however, would be burdensome and we therefore limit our approach to consideration of a single ellipse. We also recognize that tire geometry suggests that the majority of parameter variation would occur between the two primary axes so that independent specification of the parameters along only these axes as we have shown here makes intuitive sense.

Note that this ellipse method provides a first-order approximation to the actual variation of the stiffness and damping parameters as a function of the direction of motion. For simplicity, we may choose to sacrifice directional dependence and approximate these characteristics as circles rather than ellipses so that the parameters become scalar constants. The constant parameters should then represent the average value of the actual variation over all bristle directions.

3.2 LuGre Model Steady State

A steady-state analysis of the proposed two-dimensional LuGre model of (45)-(46), (48) may provide greater insight into the nature of the model. For any dynamical system, a steady-state operating point represents a purely kinematic form of the system in which the dynamics do not occur. Thus, examination of the steady state allows us to reduce our differential equations to algebraic equations so that we may examine system behavior in an
approximate sense.

We begin our steady-state analysis by setting $\dot{\zeta}$ equal to zero and $\zeta = \zeta_{ss}$ in the dynamic equation of (45). Solving for the steady-state bristle deflection, we have

$$\zeta_{ss} = -\Gamma(v_r) \frac{v_r}{\sigma(\zeta) \|v_r\|} \tag{49}$$

Now we may substitute this result for $\zeta$ into the output equation of (46), and again set $\dot{\zeta}$ equal to zero to achieve the steady-state friction force model

$$\mu = -\Gamma(v_r) \frac{v_r}{\|v_r\|} \tag{50}$$

where we have chosen to drop the viscous friction term since, for dry contact, $\sigma_2$ will typically be very small or zero.

We must examine these force multipliers for limiting cases of $v_r$ to determine if this model has the desired steady-state behavior. To do so, we recognize that $v_{r,x}/\|v_r\|$ and $v_{r,y}/\|v_r\|$ are the sine and cosine, respectively, of the angle that the $v_r$ vector makes with the wheel frame $x$-axis. If we denote this angle as $\psi$, then the steady-state output equation may be rewritten in component form as

$$\mu_x = -\Gamma(v_r) \cos \psi$$

$$\mu_y = -\Gamma(v_r) \sin \psi$$

Then, taking the limit of $\Gamma(v_r)$ as $v_r$ approaches the zero vector

$$\lim_{v_r \to 0} \Gamma(v_r) \to \mu_s$$

and we have that

$$\mu_x = -\mu_s \cos \psi \tag{51}$$

$$\mu_y = -\mu_s \sin \psi \tag{52}$$

Since the $v_r$ vector has vanished, $\psi$ is not well defined. However, we may interpret the result to mean that at the instant that motion begins or ceases, the friction coefficient function is equal in magnitude to $\mu_s$ and opposite to the direction of motion. This is the case for
\(v_r\) approaching zero, however, if we wish to know what the friction coefficient is for \(v_r\) identically equal to zero, we must reconsider (45).

Examination of the dynamical equation reveals that \(v_r = 0\) implies that \(\dot{\zeta} = 0\), and steady-state operation is thus guaranteed regardless of the vector \(\zeta\). The output equation then becomes

\[
\mu = \sigma_0(\zeta)\zeta_{ss}
\]

(53)

where \(\zeta_{ss}\) is now simply equal to whatever it was when the relative velocity disappeared. In this way, the force is able to take on any magnitude necessary to maintain zero relative velocity by achieving the necessary bristle deflection.

The zero relative velocity steady-state case of the lumped LuGre model is only subtly different than the static friction Coulomb model. First, the friction coefficient is not bounded in magnitude by \(\mu_s\) for static friction as is the case for Coulomb friction. Rather, the LuGre model indicates that at the instant of appearance of relative velocity, the friction coefficient is equal in magnitude to \(\mu_s\). Second, and perhaps more subtle, is that transitions to and from static friction are determined solely by the relative velocity at the point of contact rather than whether the applied force remains within a necessary bound.

Returning to the analysis, we must consider the case of steady-state motion where \(\|v_r\|\) is very large. Now we have that \(\Gamma(v_r) \rightarrow \mu_d\) so that

\[
\mu = -\mu_d \frac{v_r}{\|v_r\|}
\]

(54)

which is identical to the dynamic friction Coulomb model for two-dimensional motion. That is, the friction coefficient has magnitude \(\mu_d\) and its direction is opposite to that of the motion.

It is common in the tire friction literature to express the lateral wheel friction coefficient as a function of wheel slip angle and the longitudinal friction coefficient as a function of slip ratio [35]. Slip angle is the angle between the direction of motion of the wheel and the wheel’s longitudinal axis as shown in Figure 11, while slip ratio is the ratio of the \(x\)-component relative velocity to the velocity of the wheel center in the \(x\)-direction. Let us denote slip angle as \(\beta\), slip ratio as \(\kappa\) and the forward wheel velocity as \(v_x\). Now we may
write the mathematical definitions of slip angle and slip rate as

\[ \tan \beta = \frac{v_{r,y}}{v_x} \quad (55) \]
\[ \kappa = \frac{v_{r,x}}{v_x} \quad (56) \]

We may use these equations to express \( \|v_r\| \) as

\[ \|v_r\| = v_x \sqrt{\tan^2 \beta + \kappa^2} \quad (57) \]

and finally, we may rewrite the steady state force coefficient of (50) as

\[ \mu = -\frac{\mu_d + (\mu_s - \mu_d)e^{-(v_x \sqrt{\tan^2 \beta + \kappa^2})/\alpha}}{\sqrt{\tan^2 \beta + \kappa^2}} \left[ \begin{array}{c} \tan \beta \\ \kappa \end{array} \right] \quad (58) \]

where we have written out \( \Gamma \) in its entirety, now as a function of \( v_x, \beta, \) and \( \kappa. \)

We select LuGre model parameters as in Table 1, set \( \kappa = 0.005 \) and \( v_x = 20 \text{ m/s} \), and plot \( \mu_y \) as a function of \( \beta. \) Then, we alternatively set \( \tan \beta = 0.01 \) and \( v_x = 10 \text{ m/s}, \) and plot \( \mu_x \) as a function of \( \kappa. \) The results are shown in Figure 12 and we see that these curves match the characteristic shape of the Pacejka’s Magic Formula model very well [35]. Thus, by selecting appropriate parameters for the LuGre model, we can achieve excellent fits to experimental steady-state data.
Table 1: Parameters used for steady state model evaluation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_d$</td>
<td>0.8</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>1.5</td>
</tr>
<tr>
<td>$v_s$</td>
<td>5.5 m/s</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Figure 12: Steady-state friction force coefficients as a function of slip angle, $\beta$, and slip ratio, $\kappa$.  
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CHAPTER IV

THE VEHICLE MODEL

We have now developed all of the components necessary for a vehicle dynamic model, yet we have not assembled them into a useful form. We desire a state-variable representation which will allow us to easily simulate the vehicle motion on a computer by means of numerical integration. We will therefore now undertake to synthesize the complete vehicle model and to demonstrate the model functionality via simulation.

4.1 Nonlinear Model

4.1.1 Friction Matrices

Recall from Chapter 2 that (38) and (39) fully define the motion of the vehicle body and wheels, except for specification of the matrices $\mu_x$ and $\mu_y$. We will now employ the results of Chapter 3 to construct these matrices.

We begin by defining bristle displacement vectors $\zeta_n$ for $n = 1, \ldots, 4$ for each wheel. Then the $n$th dynamical bristle equation is

$$\dot{\zeta}_n = -v_{r,n} - \frac{\sigma_{0,n}(\zeta_n)\|v_{r,n}\|}{\Gamma(v_{r,n})}\zeta_n$$

for $n = 1, \ldots, 4$, where $v_{r,n}$ is the relative velocity of the $n$th wheel contact point as defined in Chapter 2. Note here that $\sigma_0$ is not only specified as a function of the $n$th bristle deflection vector, but is also possibly a different function for each wheel as indicated by the subscript $n$. In addition, we define the $n$th friction coefficient function as

$$\mu_n = \sigma_{0,n}(\zeta_n)\zeta_n + \sigma_{1,n}(\dot{\zeta}_n)\dot{\zeta}_n + \sigma_{2,n}(v_{r,n})v_{r,n}$$

where we have again allowed for different $\sigma$ specifications for each wheel. Now we may define the vectors

$$\mu^*_x = [\mu_1 \cdot i_1, \ldots, \mu_4 \cdot i_4]^T \quad \text{(61)}$$

$$\mu^*_y = [\mu_1 \cdot j_1, \ldots, \mu_4 \cdot j_4]^T \quad \text{(62)}$$
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where the unit vectors $i_n$ and $j_n$, $n = 1, \ldots, 4$ are the wheel frame unit vectors of Chapter 2. This definition has separated the friction output equations into vectors of $x$ and $y$ component output equations. This now allows us to write

$$\mu_x = \text{diag}(\mu_x^*)$$  \hspace{1cm} (63)$$

$$\mu_y = \text{diag}(\mu_y^*)$$  \hspace{1cm} (64)$$

which are the friction matrices whose definition we sought.

4.1.2 Model Summary

We now seek to express the dynamical equations of the entire vehicle system in a compact form. Notice in (59) and (60) that no specific $\xi$ or $\nu$ dependence is demonstrated, however, this dependence is uniquely present as a result of the occurrence of $v_{r,n}$ in these equations. Restating the result of (6) for the relative velocity of the contact point of wheel $n$ from Chapter 2, we have

$$v_{r,n} = [(v_x - \omega_v y_n) \cos \theta_n + (v_y + \omega_v x_n) \sin \theta_n + \omega_{w,n} r] i_n$$

$$+ [(v_y + \omega_v x_n) \cos \theta_n - (v_x - \omega_v y_n) \sin \theta_n] j_n$$  \hspace{1cm} (65)$$

and we observe that the relative velocity is a linear function of the state variables. Now define $v_r(\xi, \nu, \theta) = [v_{r,1}, \ldots, v_{r,4}, v_{ry,1}, \ldots, v_{ry,4}]^T$, which is an $8 \times 1$ vector of the $x$- and $y$-component relative velocities for each wheel. This vector may now be written as

$$v_r(\xi, \nu, \theta) = \Xi(\theta) \xi + V \nu$$  \hspace{1cm} (66)$$

where

$$\Xi(\theta) = \begin{bmatrix} \lambda_c(\theta) & \lambda_s(\theta) & x \lambda_c(\theta) - y \lambda_s(\theta) \\ -\lambda_s(\theta) & \lambda_c(\theta) & x \lambda_s(\theta) + y \lambda_c(\theta) \end{bmatrix}$$  \hspace{1cm} (67)$$

with $\lambda_c(\theta), \lambda_s(\theta), x,$ and $y$ as defined in Chapter 2 and

$$V = \begin{bmatrix} rI_4 \\ 0_4 \end{bmatrix}$$  \hspace{1cm} (68)$$
We also define the vector \( \zeta = [\zeta_x, \ldots, \zeta_x, 1, \ldots, \zeta_x, 4, \zeta_y, \ldots, \zeta_y, 1, \ldots, \zeta_y, 4]^T \), which allows us to write the bristle dynamical equations of (59) in combined form as

\[
\dot{\zeta} = -\Xi(\theta) \xi - V\nu - Z(\xi, \nu, \theta, \dot{\theta}) \zeta
\]  

(69)

where \( \dot{\zeta} = [\partial \zeta_x, \ldots, \partial \zeta_x, 4, \partial \zeta_y, 1, \ldots, \partial \zeta_y, 4]^T \) is the vector of bristle deflection rates with respect to the vehicle frame as discussed in Chapter 3, and

\[
Z(\xi, \nu, \theta, \dot{\theta}) = \begin{bmatrix}
Z_{xx} & -Z_{xy} \\
Z_{yx} & Z_{yy}
\end{bmatrix}
\]  

(70)

is the matrix with submatrices

\[
Z_{xx} = Z_{yy} = \text{diag}\left(\frac{\sigma_{0,1}}{\Gamma(v_{r,1})}, \ldots, \frac{\sigma_{0,4}}{\Gamma(v_{r,4})}\right)
\]

(71)

\[
Z_{xy} = Z_{yx} = \omega_{r} I_4 + \text{diag}(\dot{\theta})
\]

(72)

where the functional dependencies on \( \xi \) and \( \nu \) are understood and are omitted for the sake of notational brevity. Also note that we have neglected to show that \( \sigma_{0,n} \) might have functional dependence on \( \zeta \), as described in Chapter 3, which would create additional dependence of \( Z \) on \( \zeta \).

Our definitions now allow us to summarize the entire vehicle dynamic model, including the effect of friction, as

\[
M_1 \dot{\xi} = \eta(\xi) + A(\xi, \nu, \zeta, \theta)P^{-1}(\xi, \nu, \zeta, \theta)c
\]

(73)

\[
M_2 \dot{\nu} = r\mu_x(\xi, \nu, \zeta)P^{-1}(\xi, \nu, \zeta, \theta)c + \tau
\]

(74)

\[
\dot{\zeta} = -\Xi(\theta) \xi - V\nu - Z(\xi, \nu, \theta, \dot{\theta}) \zeta
\]

(75)

where

\[
A(\xi, \nu, \zeta, \theta) = A_x(\theta)\mu_x(\xi, \nu, \zeta) + A_y(\theta)\mu_y(\xi, \nu, \zeta)
\]

(76)

\[
P(\xi, \nu, \zeta, \theta) = I_4 - P_x(\theta)\mu_x(\xi, \nu, \zeta) - P_y(\theta)\mu_y(\xi, \nu, \zeta)
\]

(77)

Equations (73)-(75) are 15 coupled ordinary differential equations in 15 state variables. These equations may now be numerically integrated with a given steering trajectory and torque inputs to simulate motion of the vehicle system.
Our assumption of the invertibility of the matrix $P$ in (73) and (74) is at the heart of our ability to solve the system of ODEs. Failure to invert the matrix is a failure of the model and we state the following theorem to address this difficulty.

**Theorem 1** For any $\xi_0, \nu_0, \zeta_0, \theta_0$ such that $v_r(\xi_0, \nu_0, \theta_0) = 0$ and $\zeta_0 = 0$, there exists some $C \subset \mathbb{R}^3 \times \mathbb{R}^4 \times \mathbb{R}^8 \times \mathbb{R}^4$ with $\{\xi_0, \nu_0, \zeta_0, \theta_0\} \in C$ such that $P^{-1}(\xi, \nu, \zeta, \theta)$ exists for all $(\xi, \nu, \zeta, \theta) \in C$.

**Proof:** According to (60)-(64), the hypotheses $v_r = 0$ and $\zeta = 0$ imply that $\mu_x = \mu_y = 0$, which further implies $P = I_4$, according to (77). Since $P$ is a continuous function of $(\xi, \nu, \zeta, \theta)$, it follows that $P$ is invertible in some neighborhood of this point. □

Thus, if we initialize the system at one of these zero relative velocity, zero bristle deflection points, we know that a solution is possible in some neighborhood of that initialization. This is easily done by selecting zero steer angle for all of the wheels, zero lateral velocity, and zero angular velocity. Then we select all of the wheel angular velocities equal to the longitudinal velocity divided by the wheel radius: $\xi_1/r$. With the bristle deflections also set to zero, such a choice of initial state is an equilibrium point for the system, and the system will retain this state as long as no input is applied.

This result suggests only that inversion of the matrix $P$ is possible, but provides no information about the extent of deviation from the zero relative velocity, zero bristle deflection condition that is allowable. Equation (25) of Chapter 2, however, suggests a solution to this difficulty. We recognize that this equation indicates that a nearly singular $P$ matrix would produce extremely high normal forces. The normal force for any given wheel, however, is bounded by the total weight of the vehicle, thus solutions that exceed this bound may only be generated by producing negative normal forces at other wheels. This occurrence is non-physical and we may therefore avoid both non-invertibility of $P$ and impermissible solutions by monitoring the normal forces produced during state-derivative integration, and halt the integration as required.
Table 2: Model parameters for simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inertial Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$m_v$</td>
<td>907.1890 kg</td>
</tr>
<tr>
<td>$I_v$</td>
<td>514.0709 kg m$^2$</td>
</tr>
<tr>
<td>$I_w$</td>
<td>0.1361 kg m$^2$</td>
</tr>
<tr>
<td><strong>Geometric Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.2 m</td>
</tr>
<tr>
<td>$h$</td>
<td>0.5 m</td>
</tr>
<tr>
<td>$x_1$</td>
<td>1.2 m</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1.2 m</td>
</tr>
<tr>
<td>$x_3$</td>
<td>-1 m</td>
</tr>
<tr>
<td>$x_4$</td>
<td>-1 m</td>
</tr>
<tr>
<td>$y_1$</td>
<td>-0.7 m</td>
</tr>
<tr>
<td>$y_2$</td>
<td>0.7 m</td>
</tr>
<tr>
<td>$y_3$</td>
<td>-0.7 m</td>
</tr>
<tr>
<td>$y_4$</td>
<td>0.7 m</td>
</tr>
<tr>
<td><strong>Friction Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{0,x}$</td>
<td>178 m$^{-1}$</td>
</tr>
<tr>
<td>$\sigma_{1,x}$</td>
<td>1 s/m</td>
</tr>
<tr>
<td>$\sigma_{2,x}$</td>
<td>0 s/m</td>
</tr>
<tr>
<td>$\sigma_{0,y}$</td>
<td>500 m$^{-1}$</td>
</tr>
<tr>
<td>$\sigma_{1,y}$</td>
<td>2 s/m</td>
</tr>
<tr>
<td>$\sigma_{2,y}$</td>
<td>0 s/m</td>
</tr>
<tr>
<td>$v_s$</td>
<td>5.5 m/s</td>
</tr>
</tbody>
</table>

4.2 Simulation and Results

We may now simulate the vehicle system by implementing a solution of (73)-(75) in MATLAB. For this purpose, we utilize the model parameters listed in Table 2. The friction parameters that are specified along the longitudinal wheel axis as well as the Stribeck velocity are taken from [8]. For the lateral bristle stiffness and damping, we specify larger values to achieve faster response in the lateral direction. Vehicle mass, inertia, and geometry parameters are chosen to emulate a mid-sized passenger car.

The vehicle body states may also be integrated to obtain the absolute vehicle position for simulation output. Since the vehicle body states are measured in the vehicle coordinate frame, a transformation is necessary prior to integration. This transformation is

$$\dot{x}_v = \xi_1 \cos \varphi + \xi_2 \sin \varphi$$
and integrating these expressions, we have absolute position with respect to the initial position.

It is also necessary to specify steering architecture prior to simulation. The driver inputs a steering wheel angle which must be used to determine road-wheel angle. We now choose to fix the rear steering angles at zero steer, and the front steering angles are constrained so that their $y$ axes intersect the rear wheel rotation axis at the same point, as in Figure 13. The driver input, then, directly determines the angle of the front wheel that is on the side of the vehicle corresponding to the direction that the wheels are turned, and the other front wheel angle is determined by the rotation axis constraint. This is done so that no wheel slip is induced by the steering geometry, allowing for the possibility of zero relative velocity solutions at all four wheels.

The model parameters and simulation conventions have now been completely specified except for the coefficients of friction. These coefficients are environmentally dependent and are selected to approximate different types of driving surfaces. In the following sections, different parameter values are considered and the effect of these choices on the performance of the vehicle is shown.
4.2.1 Normal Road Vehicle Simulation

We first select these coefficients to approximate a dry, moderately high-friction surface such as concrete or asphalt pavement. Appropriate values of the friction coefficients for this case are $\mu_d = 0.8$ and $\mu_s = 1.2$. Employing these values, we now proceed with the simulation of the vehicle.

The driver steering input is selected as in Figure 14 and this input will be used for the remainder of this chapter in order to compare different simulation scenarios. The maneuver consists of zero initial steer, a transition to -10 degrees of steer, and then a return to zero steer, and should cause the vehicle to turn left.

Now, with no torque input at any of the wheels, the simulation is run with an initial longitudinal speed of 15 m/s, and initial wheel speeds of 75 rad/s so that no slip is required. All other states are initialized as zero. The resulting output for the vehicle body velocities is shown in Figure 15. Here we see that the vehicle’s speed remains at 15 m/s until the turn begins and friction begins to dissipate energy, resulting in a lower vehicle speed at
the completion of the turn. The vehicle body lateral velocity increases with the steering as does the angular velocity and both return to zero at the completion of the steering input. This results in the vehicle path shown in Figure 16, where the vehicle position is initially at the origin, and the circles indicate the front of the vehicle. The path conforms to our expectation that the vehicle would turn left and then move straight forward once the steering input ceases.

We may also examine plots of the bristle deflection. These are shown in Figure 17 for the left wheels of the vehicle, and reveal that the bristles deflect laterally when steering begins, as a result of relative velocity, and then attain steady-state values as the steer angle is held fixed. Finally, the bristles return to zero lateral deflection when the maneuver is complete. Oscillation of the bristles may be observed, which is a result of relative velocity oscillating about zero. This is seen in Figure 18 which shows the relative velocity for the wheels on the left side of the vehicle. The left rear wheel lateral relative velocity in the lower right plot oscillates through zero, while the front wheel sustains higher relative velocity and thus does not cause bristle oscillation.
Figure 16: Vehicle position for normal road turn maneuver.

Figure 17: Lateral bristle deflection during turn maneuver on normal road.
Figure 18: Wheel-road relative velocities during turn maneuver on normal road.

The fast friction dynamic that gives rise to the bristle oscillations has little observable impact on the slower vehicle body as seen in Figure 15 and some effect on the wheel dynamics. This is clearly shown in Figure 19 where the wheel speeds on the left and right sides of the vehicle diverge as the left wheels slow down and the right wheels speed up to traverse turns of differing radii, and some oscillation is apparent. The wheels are affected by the friction to a greater extent than the vehicle body because of their significantly lower mass and inertia.

While vehicle forces do not explicitly appear in the model, they may be computed from the state variables and plotted as well. Friction forces applied to the left wheels are shown in Figure 20. Here we see that the longitudinal forces are small since force is only required to slow down the wheels as the vehicle body slows, while lateral forces are high to achieve the lateral and angular acceleration necessary to turn the vehicle. A significant feature to note in the forces are the large transients that occur as the steer angle is changing. The wheels are able to instantaneously achieve much higher force than they are capable of achieving at steady state. This is a feature of the dynamic friction model and is not predicted by static
force models such as Pacejka’s Magic Formula \[35\].

The normal forces are shown in Figure 21 and begin higher for the rear wheels since the center of gravity is closer to the rear. Then, as the vehicle turns, the normal forces increase on the right side and decrease by the same amount on the left side as weight transfer occurs due to the centripetal acceleration of the turn.

We have thus far verified that the model behaves as we would expect for an automobile on a normal road with no torque input. The system is next simulated applying -50 Nm negative torque inputs to each wheel to accelerate the vehicle with the same steering input as was used for the no-torque scenario. Recall that as a result of our selected sign conventions, negative torque should produce forward vehicle motion. The resulting vehicle body velocities are shown in Figure 22 and we observe that the vehicle does, indeed, accelerate. Note, however, that in comparison to the case of no applied torque, the lateral and angular velocities of the vehicle are lower. The effect of these lower velocities is more apparent in Figure 23 which shows a comparison between the vehicle path that resulted from torque input and that which we saw previously in the case of no applied torque.
**Figure 20:** Forces on left wheels during turn maneuver on normal road.

**Figure 21:** Normal forces during turn maneuver on normal road.
Figure 22: Vehicle body velocities during turn maneuver on normal road with -50 Nm torque input at each wheel.

Figure 23: Vehicle path during turn maneuver on normal road with -50 Nm torque input at each wheel, compared to the case with no torque input.
When torque is applied, the vehicle turns less than it did previously. This result may be explained by examination of the friction forces, shown in Figure 24. The lateral force applied to the front wheel is lower than it was previously and the force is higher for the rear wheel. This produces less of a turning moment, causing the decrease in angular velocity. In addition, the overall lateral force is lower as well, and this leads to reduced lateral acceleration.

This force change is a result of the coupling of the $x$- and $y$-axis relative velocities in the friction model. Figure 25 shows that due to the torque input, the longitudinal relative velocity is much higher for the front wheel than it was previously, while the lateral velocity is only slightly increased. The much larger total relative velocity slows the bristle deflection by pushing the $\Gamma$ function closer to the dynamic coefficient of friction. This slowing, in turn, reduces the available force produced by bristle deflection rate, and the wheel is unable to produce sufficient lateral force to steer the vehicle as it did previously.

This effect of reduced lateral force in the presence of increased longitudinal force is well...
recognized in the vehicle dynamics literature and is discussed in the context of “friction circles” that provide bounds to the total achievable force (e.g., [33, 19, 16]). The concept of such a discrete limiting bound, however, is only truly applicable to the steady-state friction force, since friction dynamics allow for the possibility of extremely high transient forces. The peak magnitude of the transient forces is influenced by a host of factors including vehicle inertia properties, friction parameters, and system inputs, including both steering and wheel torque. Thus, for transient forces, it is impossible to characterize such a bound.

We have now verified that the vehicle model may be successfully implemented in simulation. We devote the remainder of this chapter to exploring the slick road behavior of the vehicle model since this is the regime of operation in which we would most like to implement control.

4.2.2 Slick Road Vehicle Simulation

In order to simulate a slick road surface such as ice, we alter only the coefficients of friction. The dynamic coefficient of friction, $\mu_d$, is reduced to 0.1, and the static coefficient of friction,
Figure 26: Comparison of the vehicle path on slick versus normal road with no torque input.

\( \mu_s \), is reduced to 0.2. All other model parameters are maintained at their previous values as defined in Table 2, and we continue to use the steering input shown in Figure 14 so that we may compare vehicle performance to what was observed in the normal road case.

The simulation for the vehicle on a slippery road is now run with zero torque input and the resulting vehicle path is shown in Figure 26, overlaid on top of the normal road, no torque input path. The vehicle's yaw motion is considerably reduced during the interval with steering input, yet despite the lower response, the vehicle behaves in a stable fashion.

The slower vehicle response results from much lower bristle deflection rates, which consequently produce smaller bristle deflections as shown in Figure 27. These bristle deflections are an order of magnitude smaller than those occurring for the vehicle on the normal road, and produce much less force. With such a reduced ability to generate lateral bristle deflections, the vehicle achieves much lower turning velocities.

Consider, now, application of wheel torque to only the front wheels of the vehicle as for a front-wheel-drive automobile. We desire to apply the same total driving torque as in the normal road case, and we thus apply constant -100 Nm of torque to each front wheel. This
input results in even greater reductions in the ability of the vehicle to turn on the slick road, as shown in Figure 28. As in the case of normal road driving, torque inputs increase the relative velocities at the wheel-road interface, and produce lower lateral wheel force while increasing the longitudinal wheel force.

This reduction in lateral force due to the application of wheel torque proves to be disastrous in the case of torque application to only the rear wheels of the vehicle. In this case, the front wheel lateral force becomes much higher than the rear wheel lateral force, inducing a very high yaw moment about the vehicle center of gravity, causing the vehicle to spin out of control. This behavior is demonstrated in Figure 29 and is a clear demonstration of the most undesirable type of vehicle response.

The rear-wheel-drive situation serves to illustrate the very important point that wheel torque has a significant impact on the lateral response of the vehicle. This has two important implications for vehicle control. First, control of lateral and angular velocity modes by use of wheel torque alone is feasible. Second, successful control by means of wheel torque requires avoidance of inputs that produce the observed spin behavior.

Figure 27: Bristle deflection for the left wheels of the vehicle on a slick surface with no torque input.
Figure 28: Comparison of the vehicle path on slick road with -100 Nm applied to front wheels versus no torque input.

Figure 29: Vehicle spin resulting from -100 Nm torque input to rear wheels.
CHAPTER V

VEHICLE CONTROL

The model presented in (73)-(75) now puts us in a position to consider control of an automobile. As was discussed in Chapter 1, we desire a controller that assists a driver rather than one that makes the vehicle fully autonomous. We must therefore begin the development of control by considering strategies for achieving this goal.

5.1 Control Strategy

In order for the human vehicle operator, the driver, to command vehicle motion, we suggest a two-fold scheme for segmenting vehicle control authority. First, the driver will always maintain direct control over the steering of the vehicle. The automatic controller is only able to function by adjusting wheel torque. This creates an effective segmentation of human versus automatic control capability. Second, we require that the vehicle controller respond to real-time driver inputs and regulate undesirable vehicle behavior. This may be accomplished through suitable specification of desired vehicle trajectories as a function of driver input variables such as steer angle, accelerator, and braking, and by appropriate choice of outputs.

We consider, also, that motion of the vehicle is to be controlled in a two-dimensional plane. Such motion is fully described by three variables: longitudinal, lateral, and angular velocity. Combinations of these velocities may thus be used as output variables, depending on specific vehicle motion control objectives. If we assume that wheel torque at all four wheels may be independently specified, then our control architecture has four inputs, and up to three outputs.

For the purposes of this control development, we must make some simplifying assumptions. For our design model, we shall assume constant $\sigma$ parameters for the friction. We will therefore select each $\sigma$ as the average value of the corresponding simulation model $\sigma$.
function, and will be able to explore the effect of this simplification after control implement-
ation. We also assume that we have ideal torque sources at each wheel, which may provide positive and negative torque, and be adjusted arbitrarily fast. Such an assumption would be valid for control by means of independent electric motors at each wheel whose response is much faster than the dynamics of the vehicle. We will show later how such an assumption might be dispensed with, to some extent, to effectively consider mechanical torque sources.

It is also necessary to consider the static and dynamic coefficients of friction between the wheels and road to be constant, known parameters. In general, these parameters are actually slowly varying and may be determined by use of estimation techniques. Similarly, we consider all vehicle model states to be fully measureable, including friction model states. This is not typically the case in production automobiles, however, we suggest that this deficiency may be dealt with by use of a dynamic state observer. This approach will be left for consideration in future work. The control formulation that shall be presented is, then, in some sense ideal, and is an indication of the best possible control that may be accomplished.

This control architecture is shown in Figure 30 as a block diagram. The driver generates the time-varying exogenous steering signal which is fed into the controller. Measurements of the vehicle body and wheel velocities, and friction bristle deflections are made by sensors and these also are input to the controller. The controller has access to a pre-defined parameter list, including system masses and inertias, bristle stiffnesses, and coefficients of friction. Finally, the controller outputs the computed wheel torque, which passes through a limiting device and is then applied to the wheels.

The control technique that we shall employ is input-output linearization. This technique requires that we first determine the relative degree of the system, which indicates the number of times that the system output must be differentiated before appearance of the control inputs [25, 26]. Since control outputs will always be a combination of the vehicle body velocities, our relative degree analysis will begin by considering the derivatives of these velocities.
5.2 Relative Degree

The state vector partition, $\xi$, of Chapters 2 and 4 consists of the three velocity output variables of interest. Equation (73) therefore gives the first derivative of the output. The torque input vector $\tau$ does not appear in this equation, and we must continue to differentiate $\xi$ to discover if our system possesses relative degree.

5.2.1 Vehicle Body Jerk

The derivative of (73) yields vehicle body jerk equations and is found by term-by-term differentiation as

$$ M_1 \ddot{\xi} = \dot{\eta} + AP^{-1}c + A \frac{d(P^{-1}c)}{dt} \quad (78) $$

where functional dependencies have been dropped on the right-hand side for notational convenience. We now consider the individual derivatives on the right-hand side of (78).

The first two are simply

$$ \dot{\eta}(\xi) = \begin{bmatrix} \omega_v v_y + \omega_v \dot{v}_y, -\omega_v v_x - \omega_v \dot{v}_x, 0 \end{bmatrix}^T \quad (79) $$

$$ \dot{A} = \dot{A}_x \mu_x + \dot{A}_y \mu_y + A_x \dot{\mu}_x + A_y \dot{\mu}_y \quad (80) $$

Despite the appearance of the matrix inverse, the derivative of the third term in (78) is also easily computable. The term is the normal force as defined in Chapter 2 and may be
differentiated as follows:

\[ N = P^{-1} c \]
\[ PN = c \]
\[ \dot{PN} + PN = \dot{c} \]
\[ \dot{N} = P^{-1} (\dot{c} - \dot{PN}) \]

Since \( c \) is constant, we have

\[ \frac{d(P^{-1}c)}{dt} = -P^{-1}\dot{P}P^{-1}c \]  \hspace{1cm} (81)

and note that

\[ \dot{P} = -\dot{P}_x \mu_x - \dot{P}_y \mu_y - P_x \dot{\mu}_x - P_y \dot{\mu}_y \]  \hspace{1cm} (82)

Use of these derivatives in (78) now yields the simplified matrix equation

\[ M_1 \ddot{\xi} = \dot{\eta} + \left( \dot{A} - AP^{-1} \dot{P} \right) P^{-1}c \]  \hspace{1cm} (83)

however, the control inputs do not yet appear explicitly in this expression. If these inputs are to appear, they must result from the derivatives of the \( A \) and \( P \) matrices. Further note from (74) of the previous chapter that the torque vector appears only as a result of wheel angular acceleration. Thus, in order for torque to appear in the vehicle body velocity derivatives, we must have derivatives of wheel angular velocity. Since these velocities appear in the vehicle body dynamical equations only in the friction matrices, torque will be manifested in (83) only as a result of differentiation of these matrices. Recognizing that the term inside the parentheses of (83) consists of combinations of \( \mu_x \) and \( \mu_y \) and their derivatives, we may expose these dependencies by rewriting this term as

\[ \dot{A} - AP^{-1} \dot{P} = Q_x \mu_x + Q_y \mu_y + R_x \dot{\mu}_x + R_y \dot{\mu}_y \]  \hspace{1cm} (84)

where

\[ Q_x = \dot{A}_x + AP^{-1} \dot{P}_x \]  \hspace{1cm} (85)
\[ Q_y = \dot{A}_y + AP^{-1} \dot{P}_y \]  \hspace{1cm} (86)
\[ R_x = A_x + AP^{-1} P_x \]  \hspace{1cm} (87)
\[ R_y = A_y + AP^{-1} P_y \]  \hspace{1cm} (88)
This allows us to separate terms containing derivatives of the friction matrices that we expect to be functions of wheel torque and those that are functions only of the vehicle system state variables. Utilizing this definition, (83) becomes

\[ M_1 \ddot{\xi} = \dot{\eta} + Q P^{-1} c + \left( R_x \mu_x + R_y \mu_y \right) P^{-1} c \]  

(89)

with

\[ Q = Q_x \mu_x + Q_y \mu_y \]  

(90)

Note that the derivatives in \( Q_x \) and \( Q_y \) are obtained by time differentiation of the appropriate \( A \) and \( P \) matrices of Chapter 2. These derivatives are simply

\[ \dot{P}_x = q_{xx} \dot{\theta}^T \frac{\partial \lambda_c(\theta)}{\partial \theta} + q_{yx} \dot{\theta}^T \frac{\partial \lambda_s(\theta)}{\partial \theta} \]  

(91)

\[ \dot{P}_y = q_{xy} \dot{\theta}^T \frac{\partial \lambda_s(\theta)}{\partial \theta} + q_{yy} \dot{\theta}^T \frac{\partial \lambda_c(\theta)}{\partial \theta} \]  

(92)

where the \( q \) vectors consist of the ordered constants of (19)-(22) and

\[ \dot{A}_x = \begin{bmatrix} \frac{\dot{\theta}^T \partial \lambda_c(\theta)}{\partial \theta} \\ -\dot{\theta}^T \frac{\partial \lambda_s(\theta)}{\partial \theta} \\ \dot{\theta}^T \left( \frac{\partial \lambda_s(\theta)}{\partial \theta} X - \frac{\partial \lambda_c(\theta)}{\partial \theta} Y \right) \end{bmatrix} \]  

(93)

\[ \dot{A}_y = \begin{bmatrix} \frac{\dot{\theta}^T \partial \lambda_s(\theta)}{\partial \theta} \\ \dot{\theta}^T \frac{\partial \lambda_c(\theta)}{\partial \theta} \\ \dot{\theta}^T \left( \frac{\partial \lambda_c(\theta)}{\partial \theta} X + \frac{\partial \lambda_s(\theta)}{\partial \theta} Y \right) \end{bmatrix} \]  

(94)

Now, recall that \( \mu_x \) and \( \mu_y \) are diagonal matrices and thus their derivatives are diagonal as well, so that we may now express (89) as

\[ M_1 \ddot{\xi} = \dot{\eta} + Q P^{-1} c + R_x \text{diag}(P^{-1} c) \mu_x^* + R_y \text{diag}(P^{-1} c) \mu_y^* \]  

(95)

where \( \mu_x^* \) and \( \mu_y^* \) are the diagonals of the respective friction matrices and are thus vectors of friction functions for the \( x \)- and \( y \)-components for each wheel. Observe now that the first two terms of this equation are functions only of state variables while the last two terms are functions of state variables and possibly wheel torque.
We postulate that the derivatives of the friction function vectors are of the form

\[
\dot{\mu}_x^* = \alpha_x(\xi, \nu, \zeta) + \beta_x(\xi, \nu, \zeta) \tau \\
\dot{\mu}_y^* = \alpha_y(\xi, \nu, \zeta) + \beta_y(\xi, \nu, \zeta) \tau
\]

\((96)\)

\((97)\)

where \(\alpha_x\) and \(\alpha_y\) are \(4 \times 1\) vectors and \(\beta_x\) and \(\beta_y\) are \(4 \times 4\) matrices of state variables. We will show later that this is, indeed, the case for a number of forms of the friction functions. For the time being, we may use (96)-(97) to write (95) in terms of the torque vector as

\[
M_1 \ddot{\xi} = \dot{\eta} + Q P^{-1} c + R(\xi, \nu, \zeta) + G(\xi, \nu, \zeta) \tau
\]

\((98)\)

where

\[
R(\xi, \nu, \zeta) = R_x \text{diag}(P^{-1} c) \alpha_x(\xi, \nu, \zeta) + R_y \text{diag}(P^{-1} c) \alpha_y(\xi, \nu, \zeta)
\]

\((99)\)

\[
G(\xi, \nu, \zeta) = R_x \text{diag}(P^{-1} c) \beta_x(\xi, \nu, \zeta) + R_y \text{diag}(P^{-1} c) \beta_y(\xi, \nu, \zeta)
\]

\((100)\)

Finally, we may express this equation for vehicle body jerk in the canonical form for Input-Output Linearization with output derivatives equal to a vector function of state variables plus a decoupling matrix multiplied by an input vector as

\[
M_1 \ddot{\xi} = f(\xi, \nu, \zeta) + G(\xi, \nu, \zeta) \tau
\]

\((101)\)

where

\[
f(\xi, \nu, \zeta) = \dot{\eta} + Q P^{-1} c + R(\xi, \nu, \zeta)
\]

\((102)\)

Thus, for any vehicle system with outputs defined as some function of the vehicle body velocities such that

\[
y = h(\xi)
\]

\((103)\)

where \(h(\xi)\) may be linear or nonlinear, the system possesses relative degree in the vehicle body jerk as long as the matrix

\[
\frac{\partial h(\xi)}{\partial \xi} M_1^{-1} G
\]

\((104)\)

exists and has full row rank. Since \(h(\xi)\) may always be selected such that its Jacobian matrix exists and has full rank, and the inverse of the diagonal mass matrix \(M_1\) always
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possesses full rank, the existence and rank requirements are transferred to the decoupling matrix, \( G \). Critical to the existence and rank properties of \( G \) are the matrices \( \beta_x \) and \( \beta_y \), and we must now examine the friction function derivatives to determine the exact form of (96) and (97).

5.2.2 Friction Function Derivatives

We choose to consider two friction functions for our relative degree analysis. These are the dynamic LuGre friction function of (44) and the steady-state LuGre friction function of (50). Since the steady-state LuGre model matches Pacejka’s Magic Formula model well as demonstrated in Chapter 3, analysis of the steady-state LuGre friction function shall suffice for understanding the relative degree properties of a vehicle model utilizing the Magic Formula.

Let us begin the analysis with the steady-state friction function, which we repeat here for convenience as

\[
\mu = -\Gamma(v_r) \frac{v_r}{\|v_r\|} \quad (105)
\]

This function is troublesome due to the fact that when \( v_r = 0 \), it is not well defined as a result of the vector norm that appears in the denominator. We therefore choose to approximate this function as

\[
\mu = -\Gamma(v_r) \left[ \frac{v_r^3}{2\rho^3} + \frac{3v_r \dot{v}_r}{2\rho} - \frac{v_r \dot{v}_r^2}{2\rho^3} \right] \quad (106)
\]

for \( \|v_r\| \leq \rho \) with \( \rho \) a small positive constant. This function is well defined when \( \|v_r\| > \rho \), we have a continuous and well-defined \( \mu \) everywhere.

This approximation may be better understood by examining the one-dimensional case. In one dimension, the steady state friction function is the scalar equation

\[
\mu = -\Gamma(v_r) \text{sgn}(v_r) \quad (107)
\]

The signum function is not well defined at zero and we may approximate this discontinuous
function with a continuous cubic polynomial over the range \(-\rho \leq v_r \leq \rho\) as
\[
\mu = -\Gamma(v_r) \left(-\frac{v_r^3}{2\rho^3} + \frac{3v_r}{2\rho}\right)
\] (108)

This approximation is chosen such that \(\mu\) is continuous and has a continuous first derivative at \(\pm \rho\) as shown in Figure 31.

Notice that the signum function is simply the derivative of the absolute value. This suggests that in two dimensions, \(v_r/\|v_r\|\) as in (105) is the gradient of a cone as shown in Figure 32 and that the problematic point is the tip of the cone where the gradient is not defined. We therefore replace the tip of the cone with the quartic surface defined by
\[
\|v_r\| \approx -\frac{v_{rx}^4}{8\rho^3} - \frac{v_{ry}^4}{8\rho^3} + \frac{3v_{rx}^2}{4\rho} + \frac{3v_{ry}^2}{4\rho} - \frac{v_{rx}^2v_{rx}}{4\rho^3} + \frac{3\rho}{8}
\] (109)
as shown in the figure, for \(\|v_r\| \leq \rho\), resulting in the gradients used in (106).

We now rewrite the friction function of (105) in terms of the gradient of the relative velocity norm as
\[
\mu = -\Gamma(v_r) \frac{\partial \|v_r\|}{\partial v_r}
\] (110)
and proceed to differentiate the friction function to determine relative degree. The derivative
where
\[ \dot{\mu} = -\frac{1}{\|v_r\|} \left[ \left( \|v_r\| \frac{\partial \Gamma(v_r)}{\partial \|v_r\|} - \Gamma(v_r) \right) \frac{\partial \|v_r\|}{\partial v_r} \left( \frac{\partial \|v_r\|}{\partial v_r} \right)^T + \Gamma(v_r) \right] \dot{v}_r \]  
(111)

and the derivative of the \( \Gamma \) function is
\[ \frac{\partial \Gamma(v_r)}{\partial \|v_r\|} = -\alpha (\mu_s - \mu_d) \frac{\|v_r\|^{\alpha-1}}{v_s^{\alpha}} e^{-\|v_r/v_s\|^\alpha} \]  
(112)

Notice that at zero relative velocity, the exact derivative in (111) is undefined, but use of the approximate gradient of the relative velocity norm for \( \|v_r\| < \rho \) gives rise to a well-defined limit of zero as \( \|v_r\| \) approaches zero. This result indicates a loss of relative degree for the overall system when the relative velocities of all wheel-road contact points are identically zero. Note, also, that should our system’s friction possess non-zero \( \sigma_2 \) the result would be the addition of a \( \sigma_2 \dot{v}_r \) term to (111) which would preserve relative degree. The implication is that for the case of dry-road contact, with no occurrence of slip, a controller designed using input-output linearization and a steady-state friction model would be unable

---

1The reader must be cautioned that the \( \alpha \) parameter in the \( \Gamma \) function has no relation to the \( \alpha_x \) and \( \alpha_y \) vectors of (96) and (97) other than that resulting from the appearance of \( \Gamma \) or its derivative in these vectors.
to influence the vehicle jerk. Such a singularity in the relative degree might be avoided by
use of the dynamic friction function instead.

The dynamic friction function is repeated here as

$$\mu = \sigma_0 \zeta + \sigma_1 \dot{\zeta} + \sigma_2 v_r$$ \hspace{1cm} (113)

The dynamical friction equation of (41) allows us to express the friction function in terms
of only state variables, eliminating the bristle deflection rates, and this becomes

$$\mu = \sigma_0 \left(1 - \frac{\sigma_1 \|v_r\|}{\Gamma(v_r)}\right) \zeta + (\sigma_2 - \sigma_1)v_r$$ \hspace{1cm} (114)

Now, differentiating this friction function, we have

$$\dot{\mu} = \sigma_0 \left(1 - \frac{\sigma_1 \|v_r\|}{\Gamma(v_r)}\right) \dot{\zeta} - \sigma_0 \sigma_1 \frac{\|v_r\|}{\Gamma(v_r)} \frac{\partial\Gamma(v_r)}{\partial v_r} \zeta \left(\frac{\partial\|v_r\|}{\partial v_r}\right)^T \dot{v}_r + (\sigma_2 - \sigma_1)\dot{v}_r$$ \hspace{1cm} (115)

and, once again, the gradient of the relative velocity norm is not well defined when the rel-
ative velocity goes to zero. Employing the polynomial gradient estimate in a neighborhood
of zero relative velocity, the friction function derivative is well defined and the possibility
for relative degree still exists since this function is not identically zero in the presence of
zero relative velocity.

Thus, the dynamic friction model is immediately superior to the steady-state model in
this sense. However, this superiority is at the expense of requiring knowledge of the bristle
deflections, adding complexity to the model and any controller designed using the dynamic
model. In addition, we shall see later that the dynamic friction model has the potential
to give rise to relative degree singularities under different conditions. The dynamic friction
function therefore provides better capability to control, yet it has its own difficulties that
make perfect linearization occasionally impossible.

Equations (111) and (115) apply as written only to a single wheel. We may rewrite
(115) in more general form for all four wheels in terms of its $x$ and $y$ components as

$$\dot{\mu}_x = \sigma_0 (I_4 - \sigma_1 L_1) \dot{\zeta}_x - \sigma_0 \sigma_1 L_2 (I_4 - L_1 L_3) \text{diag}(\zeta_x) J \dot{v}_r + (\sigma_2 - \sigma_1) \dot{v}_{rx}$$ \hspace{1cm} (116)

$$\dot{\mu}_y = \sigma_0 (I_4 - \sigma_1 L_1) \dot{\zeta}_y - \sigma_0 \sigma_1 L_2 (I_4 - L_1 L_3) \text{diag}(\zeta_y) J \dot{v}_r + (\sigma_2 - \sigma_1) \dot{v}_{ry}$$ \hspace{1cm} (117)
where

\[ L_1 = \text{diag} \left( \frac{\|v_{r,1}\|}{\Gamma(v_{r,1})}, \ldots, \frac{\|v_{r,4}\|}{\Gamma(v_{r,4})} \right) \]  
(118)

\[ L_2 = \text{diag} \left( \Gamma^{-1}(v_{r,1}), \ldots, \Gamma^{-1}(v_{r,4}) \right) \]  
(119)

\[ L_3 = \text{diag} \left( \frac{\partial \Gamma(v_{r,1})}{\partial v_{r,1}}, \ldots, \frac{\partial \Gamma(v_{r,4})}{\partial v_{r,4}} \right) \]  
(120)

and \( J \) is the \( 4 \times 8 \) Jacobian matrix of relative velocity norms

\[ J = \begin{bmatrix}
\frac{\partial \|v_{r,1}\|}{\partial \nu_r} \\
\vdots \\
\frac{\partial \|v_{r,4}\|}{\partial \nu_r}
\end{bmatrix} \]  
(121)

The non-indexed relative velocity vector is now the \( 8 \times 1 \) vector as defined in the previous chapter, while the indexed versions are the \( 2 \times 1 \) vectors of \( x-y \) relative velocity pairs. Equation (111) could be rewritten for all four wheels in a similar fashion, however, the difficulties presented by the zero relative velocity singularity of the steady-state friction function suggests that it does not warrant such a detailed consideration.

Recalling (66) from the previous chapter, the derivative of the relative velocity vector may be expressed as

\[ \dot{v}_r = \Xi(\theta)\dot{\xi} + V\dot{\nu} + \mathring{\Xi}(\theta)\xi \]  
(122)

and substituting the state derivatives from (73) and (74) into this equation, we have

\[ \dot{v}_r = \Xi M_1^{-1}(\eta + AP^{-1}c) + \mathring{\Xi}\xi + rVM_2^{-1}\mu_xP^{-1}c + VM_2^{-1}\tau \]  
(123)

where functional dependencies have once again been omitted for succinctness. We may also partition this vector into \( x \) and \( y \) sub-vectors as

\[ \dot{v}_{rx} = \Xi_x M_1^{-1}(\eta + AP^{-1}c) + \mathring{\Xi}_x\xi + r^2M_2^{-1}\mu_xP^{-1}c + rM_2^{-1}\tau \]  
(124)

\[ \dot{v}_{ry} = \Xi_y M_1^{-1}(\eta + AP^{-1}c) + \mathring{\Xi}_y\xi \]  
(125)

where the subscripts on the \( \xi \) matrices indicate the respective \( x \) and \( y \) partitions. Finally, substituting these results and employing an \( x-y \) partitioned form of the bristle dynamical
We assemble (100), (127), and (129) into the $G$ matrix for the dynamical friction function case as

$$G(\xi, \nu, \zeta) = -\sigma_0 \sigma_1 [R_x \text{diag}(\zeta_x) + R_y \text{diag}(\zeta_y)] \text{diag}(N) L_2 (I_4 - L_1 L_3) J V M_2^{-1} + r(\sigma_2 - \sigma_1) R_x \text{diag}(N) M_2^{-1}$$

We now have the ability to complete the relative degree analysis by examining the properties of the $G$ matrix.

### 5.2.3 Rank Properties of the $G$ Matrix

Such a situation exists for steady-state, constant-speed vehicle operation. This occurs for straight-line motion when no torque is applied to the wheels. In such a situation, (87) shows that $R_x = A_x$ since $\mu_x$ and $\mu_y$ are zero, causing $A$ to vanish as well. Examination of $A_x$, as defined in Chapter 2, reveals that for zero steer, a loss of rank occurs since the second
row becomes identically zero, and the lateral jerk of the vehicle can no longer be influenced by wheel torque.

Further, if bristle deflection occurs in the longitudinal direction, with no deflection laterally, the first term now contributes nonzero entries in the longitudinal and angular velocity rows, but the matrix still does not have full row rank for the zero steer case since the second row of $R_x$ is still zero. Should steering or lateral bristle deflection occur, the matrix achieves rank, and lateral velocity may be influenced. The matrix will maintain rank in all other cases except when all four wheels are steered identically. Since we have chosen to limit our consideration to a vehicle with front wheel steer only, this situation will not occur.

Bearing in mind the rank properties of the $G$ matrix, we may now consider control of the vehicle.

### 5.3 Input-Output Linearization

As we have already stated, the vehicle system has relative degree as long as the decoupling matrix of (104) exists and has full row rank. The input-output linearization for the system with output equation $y = h(\xi)$ is then achieved as specified in [25, Ch. 5] by finding the torque vector that satisfies

$$\frac{\partial h(\xi)}{\partial \xi}M_1^{-1}G(\xi, \nu, \zeta)\tau = \ddot{y}_r - \frac{d}{dt}\frac{\partial h(\xi)}{\partial \xi}\dot{\xi} - \frac{\partial h(\xi)}{\partial \xi}M_1^{-1}f(\xi, \nu, \zeta)$$

(132)

where $\ddot{y}_r$ is the reference output signal that must be tracked. We may then prescribe second-order dynamics for the controlled system by defining this reference signal as

$$\ddot{y}_r = \ddot{y}^d + K_d(\dot{y}^d - \dot{y}) + K_p(y^d - y)$$

(133)

with positive definite gain matrices, $K_d$ and $K_p$, and desired trajectory, $y^d$.

It is important to note now that any valid, full rank, decoupling matrix is non-square. This makes (132) underdetermined, with a non-unique $\tau$. Any solution to this equation is valid and may be used for the control, however, the unique minimum torque vector norm solution is provided by the right pseudoinverse of the decoupling matrix, which is

$$D^+ = G^T M_1^{-1}\left(\frac{\partial h(\xi)}{\partial \xi}\right)^T \left(\frac{\partial h(\xi)}{\partial \xi}M_1^{-1}GG^T M_1^{-1}\left(\frac{\partial h(\xi)}{\partial \xi}\right)^T\right)^{-1}$$

(134)
and this provides the unique control

\[ \tau = D^+ \left[ \ddot{y}_r - \frac{d}{dt} \frac{\partial h(\xi)}{\partial \xi} \dot{\xi} - \frac{\partial h(\xi)}{\partial \xi} M_1^{-1} f(\xi, \nu, \zeta) \right] \]  \hspace{1cm} (135)

which is capable of producing both positive and negative wheel torque.

We could have alternatively chosen to utilize the extra degrees of freedom to impose torque constraints. Such constraints often exist due to mechanical driveline limitations. These constraints may be implemented by augmenting the decoupling matrix and the right-hand side of (132) for linear constraints or by utilizing nonlinear equation solving techniques in the case of nonlinear constraints. For a decoupling matrix with \( r \) rows, up to \( 4 - r \) constraints may be employed.

We now possess sufficient theory to consider implementation of control for a few different system output definitions.

### 5.3.1 Speed Control

Control may be first demonstrated for the simplest output definition consisting only of longitudinal velocity, which shall be referred to simply as speed. In this case, the output function, \( h(\xi) \) takes the form

\[ h(\xi) = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \xi \]  \hspace{1cm} (136)

and the input-output linearization shall be performed for the system with relative degree two, with the second derivative of its output as

\[ \ddot{y} = f_1(\xi, \nu, \zeta) + G_1(\xi, \nu, \zeta) \tau \]  \hspace{1cm} (137)

where the subscript 1 on \( f \) and \( G \) indicates that we have selected the first rows of each. The control now becomes

\[ \tau = G_1^T \left( G_1 G_1^T \right)^{-1} [m_v \ddot{y}_r - f_1] \]  \hspace{1cm} (138)

where

\[ \ddot{y}_r = \ddot{s}^d + k_d (\dot{s}^d - \dot{\xi}_1) + k_p (s^d - \xi_1) \]  \hspace{1cm} (139)
where $s^d$ is a twice-differentiable desired speed signal, and $k_p$ and $k_d$ are scalar gains. The signal $\dot{\xi}_1$ is the longitudinal acceleration of the vehicle body, which may be either measured or computed from (73) as the application requires.

To test this control, we choose a constant acceleration desired trajectory, such that the desired jerk term is zero, and speed is linearly increasing. We are most interested in vehicle performance for slippery roads where loss of vehicle control is most prevalent, so we select friction parameters as in the previous chapter to approximate driving on ice. We also set all control model parameters to match the simulation model parameters as given in Chapter 2.4.

Figure 33 shows the error evolution in the speed, resulting from application of the control with the controller parameters listed in Table 3 for the first 60 milliseconds of operation. Observe the initial error transient before the controller achieves the desired steady state acceleration.

We may also examine the torque applied by the controller to one of the wheels during its operation. The first millisecond of operation is shown in Figure 34 and we see that the controller initially applies as much effort as the torque limits allow to quickly accelerate the
Table 3: Parameters used for speed control.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_p$</td>
<td>1e6</td>
</tr>
<tr>
<td>$k_d$</td>
<td>1e4</td>
</tr>
</tbody>
</table>

Figure 34: Control effort transient for straight-line speed control.

vehicle, but this effort quickly decreases as the tire friction achieves the necessary force.

Such acceleration performance, however, may be achieved by open-loop torque application, so we turn our attention to the more difficult problem of speed control during a vehicle maneuver. Our model now functions in two dimensions, but we shall employ identical friction bristle stiffnesses and damping along the $x$- and $y$-axes so that our control may have perfect model matching.

Figure 35 shows a comparison of the vehicle’s speed under application of control versus open-loop torque inputs of -11 Nm and -13 Nm at the front and rear wheels, respectively, for a lane-change type maneuver with a desired acceleration of 0.2 m/s$^2$, and gains selected as in the previous example. The steering input for this maneuver is shown in Figure 36.

Note that the controlled vehicle tracks the desired speed almost perfectly, with some disturbance at the intervals where the steering angle is changing, while the uncontrolled
Figure 35: Comparison of controlled versus uncontrolled vehicle speed.

Figure 36: Steering input for lane-change maneuver.
vehicle’s speed varies with the amount of steering input. It is instructive to also observe the control efforts that achieve this performance. These are shown in Figure 37 and from these we see that the controller increases the effort suitably over the intervals where the open-loop inputs failed to maintain the vehicle’s speed. In addition, very fast transients may be observed which appear as spikes in the effort, corresponding to time instants when the relative velocity of the corresponding wheel-road contact point is near zero, and the relative velocity gradient estimates take effect. As relative velocity disappears, bristle deflection rate vanishes and force changes may only be produced by means of bristle acceleration. Such bristle acceleration may be produced by the rapid wheel acceleration that the controller attempts to create at these instants.

For more aggressive maneuvers or higher desired accelerations, control effort requests becomes very large and are restricted only by the torque limits. This results from an inability to achieve sufficient bristle deflection in order to supply the necessary force at the road-wheel interface, requiring that bristle transients supply the remaining force. Such bristle transients are only possible by generating high relative velocity through application
of large amounts of wheel torque. In order to avoid such undesirable performance, we must therefore always limit the desired trajectories to within achievable acceleration bounds.

5.3.1.1 Effect of Friction Parameter Mismatch

In Chapter 3 we developed a friction model that allowed for different bristle stiffness and damping along the two wheel axes, but we have designed our controller under the assumption of identical stiffnesses along both axes. We now consider the effect of a slight parameter mismatch on the ability of the controller to track the desired speed.

We experiment first with a slight variation in the bristle stiffness, increasing $\sigma_{0,y}$ for the model to 200 N/m and we set the control model lateral bristle stiffness to 189 N/m; the average value of the model’s bristle stiffness along each axis. Figure 38 shows a comparison of the resulting speed error for the control with perfect model matching to that with mismatched lateral bristle stiffness. Observe that the error is much larger for the mismatched controller, however, it is still relatively low.

We now increase the model’s lateral bristle stiffness to 650 N/m and the controller’s
average bristle stiffness parameter to 414 N/m and observe the effect on the control’s speed tracking performance once again. Observe in Figure 39 that despite such significant parameter mismatch, the controller achieves the desired speed to within one-hundredth of one meter per second.

We now return the model bristle stiffness to 178 N/m along both axes and experiment with variations in the bristle damping parameter, $\sigma_1$. Since this parameter precedes the bristle rate terms through which control authority enters the system, variations in this parameter are of great concern. Maintaining $\sigma_{1,x}$ at 1 Ns/m, setting $\sigma_{1,y}$ for the model to 5 Ns/m, and the controller’s average damping parameter to 3 Ns/m, we simulate the system under speed control. The resulting error is shown in Figure 40 and we see that despite some large transient error in the control, the overall tracking error is maintained extremely small.

Finally, we simulate the system with errors in both bristle stiffness and damping parameters and observe controller tracking performance. The error in Figure 41 is for the model with $\sigma_{0,x} = 178$ N/m, $\sigma_{0,y} = 650$ N/m, $\sigma_{1,x} = 1$ Ns/m, and $\sigma_{0,y} = 5$ Ns/m. The controller parameters are set to the average of these pairs as in the previous examples. Note that once
With such high robustness to friction parameter mismatch, we can now be confident in our choice to utilize a control model with constant parameters.

5.3.2 Combined Speed and Yaw Control

We may now consider a less trivial case for control. Let us now define the outputs as longitudinal velocity and vehicle angular velocity. In this case, the control becomes

$$\mathbf{\tau} = \mathbf{G}_{1,3}^T \left( \mathbf{G}_{1,3} \mathbf{G}_{1,3}^T \right)^{-1} \left[ \text{diag}(m_v, I_v) \dot{\mathbf{y}}_r - \mathbf{f}_{1,3} \right]$$

(140)

where the subscripts on $\mathbf{f}$ and $\mathbf{G}$ now indicate selection of the first and third rows, corresponding to the desired output variables. The vector $\ddot{\mathbf{y}}_r$ is now

$$\ddot{\mathbf{y}}_r = \begin{bmatrix} \ddot{s}^d \\ \ddot{\omega}^d \end{bmatrix} + \begin{bmatrix} k_{d,1}(s^d - \dot{\xi}_1) \\ k_{d,2}(\omega^d - \dot{\xi}_3) \end{bmatrix} + \begin{bmatrix} k_{p,1}(s^d - \xi_1) \\ k_{p,2}(\omega^d - \xi_3) \end{bmatrix}$$

(141)

and we specify the first row in an identical manner as we did for the case of speed control only. Once again, the derivatives of the velocity states are vehicle accelerations which may
Figure 41: Speed tracking error for model mismatch in both bristle stiffness and damping.

be either measured or computed. We specify the desired angular velocity as a fraction of that which would be achieved under no lateral wheel slip conditions as

$$\omega^d = k_\omega \frac{s_d \sin(\theta_1)}{y_1 \sin(\theta_1) + (x_1 - x_3) \cos(\theta_1)}$$  \hspace{1cm} (142)

where $k_\omega$ is the scale parameter, and we may compute the derivatives of this expression for use as well. High rates of steer, however, would cause unnecessarily high tracking requests which might exceed the friction limits of the system, and we therefore treat the steering rates as zero when computing the derivatives. We execute the control in simulation with gains as indicated in Table 4 for an identical lane-change maneuver as in the speed control example, but with 38% of the steer angle as previously and 0.2 m/s$^2$ of desired longitudinal acceleration once again. The resulting error evolution is shown in Figure 42 for both speed and angular velocity.

We see in the figure that both outputs are successfully controlled, however, the yaw rate error increases significantly during steering transients. Figure 43 shows a comparison of the vehicle yaw rate under control to that of a vehicle with a constant torque of -10 Nm at
Table 4: Gains for yaw control.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_p$</td>
<td>1e5</td>
</tr>
<tr>
<td>$k_d$</td>
<td>1e4</td>
</tr>
<tr>
<td>$k_\omega$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Figure 42: Error evolution for combined speed and yaw rate control.
Figure 43: Comparison of controlled yaw response to uncontrolled vehicle response.

each wheel and identical steering input. Here the success of the control is apparent as the uncontrolled vehicle achieves far less steady-state yaw rate than its controlled counterpart.

Once again, the success of the control is limited by the available friction forces and higher yaw rate requests tend to cause the controller to saturate.

5.3.3 Full Vehicle Body Control

Having achieved some success with control of two of the vehicle outputs, we now consider the possibility of simultaneous control of all three vehicle body velocities. The previous relative degree analysis of this chapter seems to suggest this possibility.

Returning again to consideration of the structure of the $G$ matrix, we recall that this matrix loses rank under zero steer conditions. Further, due to the fact that, in general, $\sigma_0 \gg \sigma_1 \gg \sigma_2$, the condition of the $GG^T$ matrix with respect to inversion is almost entirely determined by the rank properties of the matrix

$$R_x \text{diag}(\zeta_x) + R_y \text{diag}(\zeta_y)$$

Therefore, if this matrix loses rank or is poorly conditioned, then the control is either not
computable or excessively large.

Using the definitions of $R_x$ and $R_y$, we express this matrix as

$$
A_x \left[ I_4 + \mu_x P^{-1} \left( P_x \text{diag}(\zeta_x) + P_y \text{diag}(\zeta_y) \right) \right] + A_y \left[ I_4 + \mu_y P^{-1} \left( P_x \text{diag}(\zeta_x) + P_y \text{diag}(\zeta_y) \right) \right]
$$

(144)

and from this representation we see that the condition of the $G$ matrix is almost completely determined by the magnitude of the steering input. If the steering angle is small, then the second row of $A_x$ is correspondingly small due to the sine terms. In addition, if $\mu_y$ is much smaller than $\mu_x$, then the cosine terms of the second row of $A_y$ have little effect. Thus, in order to influence the lateral velocity of the vehicle to the same extent as the longitudinal and angular velocities, we require either large steer angles, or large pre-existing lateral friction forces. However, large lateral forces rarely occur prior to the appearance of significant steer so that control of lateral velocity will usually only be possible if the vehicle’s driver steers sufficiently. We thus have little hope of achieving control of lateral velocity given the current system architecture, vehicle model, and standard input-output linearization theory.
CHAPTER VI

CONCLUSION

This thesis addresses the problem of automobile dynamic control by means of wheel torque. In order to address this problem thoroughly, a new nonlinear vehicle model with a careful consideration of friction was necessary.

A vehicle dynamic model has been systematically presented that describes the motion of an automobile in the horizontal plane. This model provides for wheel torque at each wheel as inputs and vehicle and wheel velocities as outputs. Steering is considered a time-varying signal which influences the system structure, and the model allows for independent steering angles to be specified for each wheel. A method for computing independent normal forces at each wheel of the vehicle was demonstrated, eliminating the need for modeling of a vehicle suspension.

Friction model selection was based upon a desire for a first-principles treatment of friction. A dynamic friction model known as the LuGre model, and based upon the view of friction as the interaction between microscopic surface asperities, was chosen. A point contact form of the LuGre friction model was discussed and important extensions to previous two-dimensional versions of the LuGre model were developed. This friction model was then combined with the vehicle model to form a complete set of equations of motion for a vehicle system.

The vehicle model was simulated in MATLAB and shown to exhibit the expected properties of a physical automobile. Both normal road and slick road cases were addressed and compared. Different torque input scenarios were also addressed and shown to impact the vehicle responsiveness to the steering signal.

The relative degree of the system was analyzed and the vehicle model was shown to possess well defined relative degree for the class of outputs that are a function of vehicle body longitudinal and angular velocity. For outputs that are defined as a function of vehicle
body lateral velocity, relative degree singularities or near-singularities were shown to exist.

Control of the vehicle for two system output definitions was demonstrated. These outputs were defined simply as longitudinal velocity in the first case, and both longitudinal and angular velocity in the second case. Robustness in the presence of variations in friction model parameters that results from the use of average, rather than exact, parameters was shown for the case of vehicle longitudinal velocity control. In such cases the control tracking error was shown to increase, but to remain within acceptable bounds.

6.1 Future Work

Significant opportunities for future work based upon the developments of this thesis are possible, in both the areas of modeling and control.

First, a lumped-parameter version of the LuGre friction model may be developed as in [8, 47, 12] by integrating the extended point contact model presented in Chapter 3 over a contact patch. This would enhance the accuracy of the overall model and make it more immediately applicable for comparison to physical automobiles.

Further generalizations of the vehicle model of Chapter 2 as well as modeling of additional, higher-order dynamic effects are also possible. Vehicle model generalizations that have not been incorporated into the current model include the possibility of wheel camber angle, the allowance of wheel steering rotation about a point other than the wheel geometric center, and different wheel radii for the consideration of underinflated or spare tires. Dynamic effects that were not considered for this work include a vehicle suspension model, which might be of interest for some problems, and the effect of wheel inertia about the z-axis and its impact on normal force.

The area of control provides the greatest potential for future work since this thesis presents only initial investigations into the mathematical structure of the vehicle system model equations and control implementation. One opportunity for investigation is made clear by the discussion in Chapter 5 of the singularity or near-singularity when system outputs are defined as a function of lateral velocity. Such problems have been dealt with to some extent for other systems and [18] presents a method for approximate decoupling in
the presence of near singularities that might be applicable to the vehicle problem.

Additionally, this thesis did not undertake an analysis of the zero dynamics of the vehicle system. Such an analysis would reveal greater fundamental properties of the system, most particularly if it is minimum phase. Should the system prove not to be minimum phase in certain regimes, methods of approximate decoupling for non-minimum phase systems were presented in [4] and might be of some use.

The availability of state measurements for control design was assumed in this work, but in practice, only direct measurements of wheel speed and vehicle body angular velocity states are available. Lateral and longitudinal accelerations may be measured by use of accelerometers, but sensors to directly measure the translational vehicle velocities are generally too expensive to be practical. In addition, direct measurement of the friction model bristle deflection states is not possible. These difficulties necessitate the implementation of nonlinear model-based dynamic observers for future practical implementation of the control that has been developed in this work.

Finally, an analytical study of the effect of friction limits on the ability to control the vehicle has yet to be undertaken. In the past, use of static friction models has dictated the presence of an absolute friction bound, however, use of the dynamic friction LuGre model, as in this thesis, suggests that the production of higher forces is possible. A more detailed investigation of the equations of motion that were presented in Chapter 4 might reveal control methods for utilizing this available force.

In conclusion, this thesis has presented a combination of both existing theory and a number of unique developments that point towards a new direction for automobile dynamic modeling and control design. While the focus of this work has been control of a vehicle by means of wheel torque, its results are applicable to many other challenges facing the automotive community as it seeks to improve customer satisfaction and safety.
REFERENCES


