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<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total ground truth sources (GT) with true positive (TP), false positive (FP), and false negative (FN) sources identified (or not identified-FN) over 24 clips.</td>
</tr>
<tr>
<td>2</td>
<td>Displayed in this table are the number of sources identified by the algorithm in the structured (S) category, meaning sources with strong temporal patterns, and in the noisy (V) category, meaning sources without strong temporal patterns. The numbers of identified sources are compared with the numbers of sources in the ground truth (GT), or hand-labeled, data for sample clips from six authentic (professionally recorded) signals of various genres at different modulation frequency resolutions (“Fine” at 0.5 Hz and “Broad” at 1 Hz). As shown, the “Fine” resolution results in more false positive identifications of structured sources while the “Broad” resolution results in a more accurate identification, despite identifying the ground truth, noisy sources as being structured as well.</td>
</tr>
<tr>
<td>3</td>
<td>Calculation of Correlation Coefficients between Modulators with Minimum Threshold (r) for k Subbands</td>
</tr>
<tr>
<td>4</td>
<td>Objective Measures for Reconstructed Signals</td>
</tr>
<tr>
<td>5</td>
<td>Objective Evaluation for Reconstructed Signals</td>
</tr>
<tr>
<td>6</td>
<td>Rating-Labels and Percentages</td>
</tr>
<tr>
<td>7</td>
<td>This table describes the data samples used in the listening test. Each sample, about 10-20 seconds long, contained a somewhat stationary segment of the song listed.</td>
</tr>
<tr>
<td>8</td>
<td>This table displays results of the listening test comparing pairs of samples in each testset in terms of two rating types: how well the signal separated or contained the target sound(s) and how great the quality of sound (regardless of separation quality). Note: All signals are a result of our framework unless otherwise noted in parentheses.</td>
</tr>
<tr>
<td>9</td>
<td>Mean and standard deviations (in parentheses) of SNR (dB) and WMSD for all experiments.</td>
</tr>
<tr>
<td>10</td>
<td>Resolution vs. Tempo: Original (X₁), fast (X₂), and slow (X₃) tempo signals at fine (0.25 Hz) and broad (2 Hz) resolutions</td>
</tr>
</tbody>
</table>
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Example of a traditional spectrogram of a simple synthetic FM signal ($f_c = 370$ Hz, $f_m = 13$ Hz, $I = 10$, and pixel width = 0.5 Hz) and its corresponding modulation spectrum at different resolutions, i.e., various subband widths.

A traditional spectrogram and its corresponding modulation spectrum (from the signal used in Fig. 12) demonstrating the top, middle, and lower frequency subbands at a coarse resolution, i.e., wider subband widths.

Example of a traditional spectrogram of a simple synthetic FM signal ($f_c = 370$ Hz, $f_m = 13$ Hz, $I = 100$, and pixel width = 1 Hz) and its corresponding modulation spectrum at a coarse resolution.

Example of a traditional spectrogram (left) containing a 2-second, vibrato-style trumpet note at middle C (pitch frequency of approximately 262 Hz) with an approximate 5 Hz vibrato at each of its harmonics and its corresponding modulation spectrum (right).

Example of a traditional spectrogram (left) containing a 2-second chord played on a Hammond organ and its corresponding modulation spectrum (right).

Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, one with little-to-no vibrato (left side) and one with much more vibrato (right side).

Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, the first with vibrato (left side) and the second with an attempt to remove vibrato from the first signal (right side).

Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, the first with little-to-no vibrato (left side) and the second with an attempt to synthesize vibrato in the first signal (right side).

Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, the first with little-to-no vibrato (left side) and the second with an attempt to copy vibrato onto the first signal (right side).

Framework for exploiting modulation spectral features in music data mining.
Modulators from every acoustic frequency subband are plotted in the time domain. This 8-second sample clip contains two sources, one percussive and one harmonic, that overlap temporally by repeating every half second. The general outline, or shape, of modulators belonging to a particular source look similar although the amplitudes may be different. Grouping, or clustering, modulators with similar shapes is done by calculating the correlation coefficients between our target modulator(s) and all others. Only those modulators with the highest correlation, based on a threshold, are used in reconstruction.

Description of framework parameters, as well as their default values, numbered according to the order in which they are used.

Modulation spectra of the same music signal with acoustic-frequency sub-bandwidths of 100 Hz (left) and 20 Hz (right).

Modulation spectra of the same music signal with modulation-frequency resolution of 1 Hz (left) and 0.25 Hz (right).

Two modulation spectra of the same signal, one without any thresholding (left) and the other with thresholding (right) to show how structured components may be enhanced and less significant components may be removed prior to undergoing source identification.

Spectrogram comparisons of original and reconstructed signals after separation or mixing. *In particular, (f) is a spectrogram of a mixed signal containing the two separated signals, but with the trumpet attenuated and the horn amplified.

Modulation spectra comparisons of original and reconstructed signals after separation or mixing. *In particular, (f) is a spectrogram of a mixed signal containing the two separated signals, but with the trumpet attenuated and the horn amplified.

Spectrogram comparisons of original and reconstructed signals after separation or mixing.

Modulation spectra comparisons of original and reconstructed signals after separation or mixing.

Spectrogram comparisons of original and reconstructed signals after separation or mixing.

Modulation spectra demonstrating how percussive signals may vary in isolation difficulty during the ID stage of the framework. The left signal contains a bass (2 Hz) and snare (3 Hz) and shows distinguishing source components. The right signal contains several types of percussive sounds and shows less distinguishing source components. Note that “harmonics” of most of the percussive sounds are not evenly spaced in acoustic frequency (unlike harmonic sources).
Modulation spectrum demonstrating how difficult vocals are to isolate and recognize patterns in during the ID stage of the framework.

Location representation of listening-test participants.

Gender representation (left) and age groups (right) of listening-test participants.

Amount of listening-test participants who play/have played a musical instrument (left) and their self-proclaimed levels of being music enthusiasts (right).

Number of types of devices used by listening-test participants to access the survey (left) and number of audio output devices used by listening-test participants (right).

We converted each full-bandwidth modulation spectrum result into 49 discrete cross-frequency bins, each bin with an associated index and nomenclature for statistical analyses. For instance, “bin 27” and “bin 49” respectively represented the maximum $\beta:\gamma_2$ and maximum $\gamma_3:\gamma_3$ modulation values as modulator:carrier (x-axis:y-axis) cross-frequency signal relationships. A MID plot may be computed using two binned modulation spectrum, each one representing a statistical group for comparison (see Section 5.1.4).

For Patient A (captured here), we analyzed each iEEG electrode by bandpass-filtering (1.0-249.0 Hz) and de-trending its signal (top panel) before computing its modulation spectrum (bottom panels) for preictal (top panel: green box; bottom panel: left plot), ictal (top panel: red box; bottom panel: middle plot), and postictal (top panel: purple box; bottom panel: right plot) epochs. Relatively high modulation was represented by reddish colors while relatively low modulation was represented by bluish colors, where for visualization purposes here we transformed the raw modulation indices to a log-scale. From this type of analysis, we extracted the 49 cross-frequency modulation values per seizure state per electrode for statistical analyses. For this electrode and this patient, we noticed low cross-frequency modulation in preictal and postictal intervals when contrasted with the ictal interval.

For Patient C (captured here), as with all patients, we performed the same signal processing analysis as with Patient A (Fig. 38). Sometimes we observed different modulation values when juxtaposing preictal, ictal, and postictal epochs across patients and electrodes. For this electrode and this patient, we noticed cross-frequency modulation throughout preictal, ictal, and postictal intervals but the modulation magnitude overall appeared higher and concentrated in less broad spectral ranges in the interval phase versus the other two time intervals.
For Patients A-D (rows) we computed MID plots \((g \geq 0.80)\) for differences between SOZ and NSOZ modulation spectrum values in each the preictal (first column), ictal (second column), and postictal (last column) time intervals. For all MID plots, the tick marks 1-7 of both the x-axes and y-axes correspond to \(\delta, \theta, \alpha, \beta, \gamma_1, \gamma_2,\) and \(\gamma_3\) bandwidths respectively; while the pixel colors represent higher coupling in NSOZ than in SOZ (black), no difference in coupling between NSOZ and SOZ coupling (grey), and lower coupling in NSOZ than in SOZ (white).

For Patients A-D (rows) we computed MID plots \((g \geq 0.80)\) for comparing ictal vs. preictal (first column), postictal vs. ictal (second column), and postictal vs. preictal (third column) coupling in only the SOZ for all plots. For all MID plots, the tick marks 1-7 of both the x-axes and y-axes corresponded to \(\delta, \theta, \alpha, \beta, \gamma_1, \gamma_2,\) and \(\gamma_3\) bandwidths respectively. The pixel colors per plot in each the ictal vs. preictal, postictal vs. ictal, and postictal vs. ictal comparisons represent higher coupling (black) for a given time interval (e.g., ictal) than its preceding time interval (e.g., preictal), no difference in coupling (grey) between time intervals, and lower coupling (white) for a given time interval than its preceding time interval.

For Patients A-D, we repeated the MID plot analysis in Fig. 41 but with a lower effect size threshold \((g \geq 0.30)\).

Modulation spectra shapes of a horn signal (middle-C note being repeating every second) with three levels of increasing noise added (from left to right).

Modulation spectra shapes of a horn, trumpet, and combination of both (from left to right).

Characteristic plots with varying weights of WMSDs for \(X_1, X_2,\) and \(X_3\) (from left to right) as it compares to each, where \(X_1\) is a signal containing multiple speakers, \(X_2\) is a percussive rhythmic signal with periodic horn and flute sounds, and \(X_3\) contains both.

Modulation spectra shapes of same signals at original, fast, and slow tempos (from left to right) with fine resolution (top row) and broad resolution (bottom row).
SUMMARY

The term “modulation” brings diverse concepts to mind, such as the transmission of sound over radio waves via amplitude modulation (AM) or frequency modulation (FM), musicians modulating “keys” within a musical piece, or an audio engineer using special effects to synthesize a sound. The concept of “modulation frequency” may be most commonly known in AM and FM radio, where music and talk shows are broadcast “on air” via a transmitted carrier frequency that is either modulated in frequency or amplitude by the message, or modulating, signal. The radio receiver is tuned to the carrier frequency to receive the broadcast signal by demodulating it into its modulator and carrier parts. The frequency of the modulator is usually much smaller than the carrier frequency, and therefore, a slowly varying envelope, or modulator, is formed in the time domain for AM and in the frequency domain for FM. When a signal is decomposed into frequency bands, demodulated into modulator and carrier pairs, and portrayed in a carrier frequency-versus-modulator frequency domain, significant information may be automatically observed about the signal. We refer to this domain as the modulation spectral domain.

The modulation spectrum is referred to as a windowed Fourier transform across time that produces an acoustic frequency versus modulation frequency representation of a signal. Previously, frameworks incorporating the discrete short-time modulation transform (DSTMT) and modulation spectrum have been designed mostly for filtering of speech signals. This modulation spectral domain is rarely, if ever, discussed in typical signal processing courses today, and we believe its current associated tools and applications are somewhat limited. We seek to revisit this domain to uncover more intuition, develop new concepts to extend its capabilities, and increase its applications, especially in the area of music data mining.

A recent interest has risen in using modulation spectral features, which are features in the modulation spectral domain, for music data mining. The field of music data mining,
also known as music information retrieval (MIR), has been rapidly developing over the past decade or so [2]. One reason for this development is the aim to develop frameworks leveraging the particular characteristics of music signals instead of simply copying methods previously applied to its speech-centered predecessors, such as speech recognition, speech synthesis, and speaker identification. This research seeks to broaden the perspective and use of an existing modulation filterbank framework by exploiting modulation features well suited for music signals.

The objective of this thesis is to develop a framework for extracting modulation spectral features from music and other signals. The purpose of extracting features from these signals is to perform data mining tasks, such as unsupervised source identification, unsupervised source separation, and audio synthesis. More specifically, this research emphasizes the following: the usefulness of the DSTMT and the modulation spectrum for music data mining tasks; a new approach to unsupervised source identification using modulation spectral features; a new approach to unsupervised source separation; a newly introduced analysis of FM features in an “AM-dominated” modulation spectra; and other applications. The objective of the unsupervised identification method is to automatically identify distinct sources of varying modulation content, a process that is currently manual and requires prior information about sources. The objective of the unsupervised source separation is to blindly separate sources in periodic segments of signals with varying modulation content, or temporal patterns. When combined, our unsupervised source identification and source separation make up a modulation spectral feature framework that may be capable of other applications as well, such as vibrato analysis and modulation analysis of EEG seizure signals.
CHAPTER 1
INTRODUCTION

The term “modulation” brings diverse concepts to mind, such as the transmission of sound over radio waves via amplitude modulation (AM) or frequency modulation (FM), musicians modulating “keys” within a musical piece, or an audio engineer using special effects to synthesize a sound. The concept of “modulation frequency” may be most commonly known in AM and FM radio, where music and talk shows are broadcast “on air” via a transmitted carrier frequency that is either modulated in frequency or amplitude by the message, or modulating, signal. The radio receiver is tuned to the carrier frequency to receive the broadcast signal by demodulating it into its modulator and carrier parts. The frequency of the modulator is usually much smaller than the carrier frequency, and therefore, a slowly varying envelope, or modulator, is formed in the time domain for AM and in the frequency domain for FM. When a signal is decomposed into frequency bands, demodulated into modulator and carrier pairs, and portrayed in a carrier frequency-versus-modulator frequency domain, significant information may be automatically observed about the signal. We refer to this domain as the modulation spectral domain.

The modulation spectrum is referred to as a windowed Fourier transform across time that produces an acoustic frequency versus modulation frequency representation of a signal. Previously, frameworks incorporating the discrete short-time modulation transform (DSTMT) and modulation spectrum have been designed mostly for filtering of speech signals. This modulation spectral domain is rarely, if ever, discussed in typical signal processing courses today, and we believe its current associated tools and applications are somewhat limited. We seek to revisit this domain to uncover more intuition, develop new concepts to extend its capabilities, and increase its applications, especially in the area of music data mining.

A recent interest has risen in using modulation spectral features, which are features in
the modulation spectral domain, for music data mining. The field of music data mining, also known as music information retrieval (MIR), has been rapidly developing over the past decade or so [2]. One reason for this development is the aim to develop frameworks leveraging the particular characteristics of music signals instead of simply copying methods previously applied to its speech-centered predecessors, such as speech recognition, speech synthesis, and speaker identification. This research seeks to broaden the perspective and use of an existing modulation filterbank framework by exploiting modulation features well suited for music signals.

The objective of this thesis is to develop a framework for extracting modulation spectral features from music and other signals. The purpose of extracting features from these signals is to perform data mining tasks, such as unsupervised source identification, unsupervised source separation, and audio synthesis. More specifically, this research emphasizes the following: the usefulness of the DSTMT and the modulation spectrum for music data mining tasks; a new approach to unsupervised source identification using modulation spectral features; a new approach to unsupervised source separation; a newly introduced analysis of FM features in an “AM-dominated” modulation spectra; and other applications. The objective of the unsupervised identification method is to automatically identify distinct sources of varying modulation content, a process that is currently manual and requires prior information about sources. The objective of the unsupervised source separation is to blindly separate sources in periodic segments of signals with varying modulation content, or temporal patterns. When combined, our unsupervised source identification and source separation make up a modulation spectral feature framework that may be capable of other applications as well, such as vibrato analysis and modulation analysis of EEG seizure signals.

This introduction is followed by five chapters. Chapter 2 is a background on modulation features, state-of-the-art methods for such features, and relevant issues in the scope of this research. Here, we also demonstrate an application to unsupervised source identification.
Chapter 3 discusses FM features in the “AM-dominated” modulation spectra with some applications in vibrato analysis. In Chapter 4, the methodology of the framework for unsupervised source identification and source separation is discussed along with explanation of parameter usage, experimental results, and listening test results. Chapter 5 presents an additional framework application involving modulation analysis of seizure signals. Lastly, Chapter 6 summarizes the thesis research and discusses possible future work.
CHAPTER 2

BACKGROUND ON MODULATION SPECTRAL FEATURES
WITH APPLICATION TO UNSUPERVISED SOURCE
IDENTIFICATION IN MUSIC

1Modulation frequency analysis has been studied in several research areas, such as communications, filtering, coding of digital signals, and representations of neurons used for biomedical research. This research lead to the development of the modulation spectrum (an acoustic frequency versus modulation frequency plot of a time window from a signal) and filterbank framework for signal processing in speaker identification, audio coding, and synthesis [1]. The term “modulation spectral features” has been used rather loosely, but we refer to them as temporal patterns (whether long-term or short-term) that may be revealed from the modulation spectrum. This chapter reviews previous uses of general modulation features and encourages new applications in music data mining by focusing on the modulation spectral domain. We also further motivate the use of such features by presenting our preliminary, unsupervised identification algorithm for sources of varying temporal patterns, or rhythmic structure. The title is inspired by and parallels a 1997 conference publication by Greenberg and Kingsbury [4] called “The Modulation Spectrogram: In Pursuit of an Invariant Representation of Speech.” In addition to the change of emphasis from speech to music, our change of “The Modulation Spectrogram” to “Modulation Spectral Features” and “an Invariant Representation” to “Invariant Representations” reflects out broader scope. Greenberg and Kingsbury focused primarily on the noise suppression properties of their modulation spectrogram compared with the traditional frequency-versus-time spectrogram. Our exposition covers wider ground and emphasizes that modulation spectral features may be appropriate in different musical contexts.

2.1 Background

2.1.1 Motivation for Modulation Spectral Features

In music, determining differences in modulation between two different instruments may reveal a distinction between their timbre. The modulation frequency range for “tremolo” is defined as being 4-8 Hz and “roughness” is defined as being 8-10 Hz [5], while vibrato may be another range of frequencies. For complicated samples of speech and music with multiple instruments and multiple speakers, extracting carriers and modulators, or slow-varying envelope signals, associated with multiple signal components can become quite difficult. The modulation spectral domain may address such complicated signals.

2.1.2 A Modulation Filterbank Framework

We will begin by describing the basic concept of modulation frequency before discussing an existing modulation filterbank framework, which is the basis of our research. Consider a simple amplitude modulated signal \( x(t) \) with the general form \( x(t) = m(t)c(t) \), where \( m(t) \) is a modulator, or slow-varying envelope, and \( c(t) \) is a carrier signal with a much larger frequency for AM and \( x(t) = c(t + Im(t)) \) for FM, where \( I \) controls the amount of frequency variation. (FM is discussed in more detail in Chapter 3.) Consider a simple, sinusoidal AM signal defined as \( x(t) = \{A_c + \cos(\omega_m t)\} \cos(\omega_c t) \), where \( A_c \) is the amplitude of the carrier signal, \( \omega_m = 2\pi f_m \), \( f_m \) is the modulator frequency (Hz), \( \omega_c = 2\pi f_c \), and \( f_c \) is the carrier frequency (Hz). An example is shown in Fig. 1.

The most well-known form of general decomposition involves filterbank analysis. In this case, the signal \( x(t) \) is divided into \( k \) subbands \( x_k(t) = x(t) * h_k(t) \), where the impulse
responses of the bandpass filters are denoted as $h_k(t)$ and $\ast$ represents convolution. In an existing modulation filterbank framework (as shown in Fig. 2) [1], the resulting subband signals $x_k(t)$ are decomposed into a modulator $m_k(t)$ and a carrier $c_k(t)$ after undergoing modulator, or envelope, detection ($\mathcal{D}$) and carrier estimation ($\mathcal{D}c$), as shown in Fig. 2 taken from [1]. Some type of modulation filter impulse response ($g_k(t)$) may be used to modify the modulator, such as modulation filtering, before multiplying with its associated carrier. The resulting components $\tilde{x}_k(t)$ are then summed to synthesize $\tilde{x}(t)$.

### 2.1.3 The Modulation Spectrum

For better visual comparison of signals with multiple modulations, the *modulation spectrogram* was introduced in 1997 [4]. The authors of [4] were partially influenced by RASTA [6], a modulation-inspired feature extraction method often used with speech and sometimes with other kinds of audio. Later, the *modulation spectrum*\(^2\) was formalized into a standard theoretical definition [7]. The modulation spectrum is a visual representation of a signal’s amplitude in terms of “modulation frequencies” (frequencies of the modulators), which are displayed on the x-axis, as it correlates to its “acoustic frequencies” (frequencies

\(^2\)The “modulation spectrogram” developed in [4] differs from the “modulation spectrum” presented in [7] and used throughout this research, although both seek the same sort of two-dimensional acoustic-frequency-versus-modulation-frequency representation. We cite [4] to provide inspirational context.
of the carriers), which are displayed on the y-axis. Specifically, the modulation spectrum encodes the temporal variation of spectral energy in a signal by taking the modulation transform for a given length of the signal; either an entire signal or a shorter time window of the signal may be analyzed at once. This modulation transform, formally called the discrete short-time modulation transform (DSTMT), is defined as

$$X(l, i, k) = DSTMT[x(n)]$$

$$\triangleq DSTFT[D_{\text{modulator}}(DSTFT[x(n)])]$$

$$= \sum_m D_{\text{modulator}} \{ \sum_n x(n)w(m-n)e^{j2\pi nk/K} \}v(l-m)e^{j2\pi mi/I}$$

for $i = 0, \ldots, I - 1$ and $k = 0, \ldots, K - 1$, where $w(n)$ and $v(m)$ are analysis windows typically defined in the discrete short-time Fourier transforms (DSTFT) and $D_{\text{modulator}}$ is the method of detecting the modulators, or slow-varying envelopes, along carrier, or acoustic, frequency subbands (refer to the time-domain model in the left half of Fig. 2) [1]. The $k$ variable indexes acoustic frequencies (typically displayed along the $y$-axis), the $i$ variable indexes modulation frequencies (typically displayed along the $x$-axis), and the $l$ variable indexes the time-window segment of the signal being analyzed (in the case that the entire signal is not analyzed at once). The Modulation Toolbox for MATLAB [8] includes functions for demodulating signals along subbands, plotting modulation spectra, filtering modulator signals, and other resourceful tools. Figure 3 shows what the simple AM equivalent signal’s spectrogram and modulation spectrum would look like. This observation may be thought of in terms of short-time features for a single music note played by an instrument. A long-term example across a lengthy window for some repetitious, periodic segment of a song would be a source, such as a flute, that is played at middle C (about 262 Hz) every 0.2 secs (or a frequency period of 5 Hz).

2.1.4 Modulation Spectral Features

After computing the modulation spectrum of an analysis window from a signal, some features may be extracted to quantitatively summarize interesting aspects of the modulation
Figure 3: Example of a traditional spectrogram (left) and a modulation spectrum (right) containing a simple AM signal with a carrier frequency of 250 Hz (middle C) and a modulation frequency of 5Hz.

Spectrum. In some cases, this is more efficient than comparing the entire modulation spectra directly and is a form of feature selection. For traditional spectral comparisons, features such as mel-frequency cepstral coefficients (MFCCs), spectral flux, spectral centroid, and spectral dissonance are commonly used [9]. Also, similar to the way the traditional frequency-versus-time spectrogram is treated as an image and visual features are extracted [10], [11], [12], the same can be done with the modulation spectrum. These modulation spectral features have been explored in data mining, initially for speech [13]. Recently, these explorations have been expanded to include music. The most notable features for modulation spectra would be the modulation spectral contrast (MSC), which was used for long-term signal analysis in a music genre classification study [14]. MSC is calculated as the difference between the modulation spectral peak (MSP) and the modulation spectral valley (MSV) of each logarithmically spaced modulation subband. Another feature called the cepstral modulation ratio has been used for hierarchical classification of content in audio signals [15] along with previous development of a feature set for speech derived from the modulation spectrum but on a mel-frequency scale [16]. For data mining in music, modulation spectral features have been combined with other features to increase robustness [17]. Considering the modulation feature frameworks for music, relatively few
exist for music signals (and are limited in a need for prior information about sources or limited in applicable types of signals). The majority of these frameworks have been focused on the source separation and enhancement of speech signals.

2.1.5 Advantages of Modulation Features

2.1.5.1 Perceptual Aspects

One motivator for using modulation features for audio data mining is their relationship to the human auditory system [18], [19]. The human auditory system effectively divides sound into frequency bands, each of which is transduced into neural pulses by “hair cells” located in the inner ear. Although the complete processing chain is complicated, it is clear that the sound percept at each frequency is related to the short-term average firing rate of neurons. Thus, envelope extraction is performed on subbands of the audio. There is also evidence that further modulation analysis is performed in the auditory cortex [20]. Researchers found that modifying a signal’s modulator directly affected the intelligibility of the signal, whereas modifying the carrier did not have much of an effect on the signal’s intelligibility [21]. Modulation features have been linked to several perceptual models for data mining associated with the auditory system, such as Perceptual Linear Predictive (PLP) analysis [22], multiple-band perceptual modulation analysis [23], temporal and modulation coherence in auditory scene analysis [24], timbre modeling [25], and signal texture modeling [26]. These and similar experiments illustrate that modulation features may be used for identifying content in acoustic signals in a way that mimics the human auditory system.

2.1.5.2 Longer-Term Signal Representation

Another useful property of modulation features is their ability to represent a signal’s long-term temporal patterns, or possible models for rhythmic structure, when provided larger analysis windows. For instance, as shown in Section 2.1.3, one modulation spectrum computed for half a second of a signal may permit focus on the structure of a single note played by a single instrument, where as one modulation spectrum computed for several seconds
of a song may permit the analysis of a tempo or rhythm in a “bar” or “phrase” of music. MFCCs, which are one of the most common feature sets for classification in audio, are prominently used to compute features for short-time analysis windows of around 10 ms to 100 ms [27], [28], [29]. However, since MFCCs best extract information from small analysis windows and only within the lower, mel-frequency range [28], they may have limited applicability to a more “global” signal representation, which may be more desirable in some information retrieval tasks.

2.1.5.3 Noise Invariant Representation

In some classification tasks, modulation features have also outperformed MFCCs and other features in noisy environments [30], [31], [13]. Noise (as in random noise) that is evident in traditional frequency-versus-time spectrograms often tends to be less visible in modulation spectra [32] because noise tends to not possess a distinct modulation structure, or slow-varying envelope. In cases where unwanted noise has some modulation structure, such structure may differ from that of the sources of interest; hence, the noise will appear at a different location on the modulation spectrum making the features of the target sources easy to distinguish and identify.

2.1.5.4 Visible Characteristics in Modulation Spectra

In audio data mining, visual analysis has typically been done by comparing signals characterized by time-domain representations, traditional frequency spectra, and traditional frequency-versus-time spectrograms. In many cases, modulation spectra may more readily indicate interesting, distinguishing aspects. For example, simultaneous sounds with overlapping pitch in a given signal may be difficult to visibly distinguish in the traditional frequency-versus-time spectrogram, but this same signal may be non-overlapping in modulation content [7], [1]. If parameters are set appropriately, modulation spectra may be used to pick out a particular sound in a signal and modify that particular sound while leaving the rest of the signal mostly intact. Such modifications might include amplification, attenuation, or removal of a particular acoustic frequency’s modulation content [33]. These
methods have been particularly useful in speech enhancement [34], [35], noise reduction, and source separation applications [36]. Overall, modulation spectra serve as a holistic form of modulation features for visibly comparing signals and sounds within signals.

2.1.6 Exploiting Modulation Features in Music Data Mining

Data mining for music signals can be challenging given the many possible variables and inconsistencies. For example, a musical piece may contain several parts, various styles, and many sources whether vocal, harmonic, or percussive. A continuing goal in music data mining research is the development of representations that are invariant to such complexities. We briefly note that general forms of modulation features have been used with data modeling and mining tools such as Gaussian Mixture Models (GMMs) [37], [38], [39], [40], Hidden Markov Models (HMMs) [41], and support vector machines (SVMs) [42], [43], [44], [45], [46], [47]. Decomposition and filtering tools such as Gabor filters [48], [49], [50], singular value decomposition (SVD) [51], [44], [45], and nonnegative matrix factorization (NMF) [52], [44] have also been explored with some forms of these features.

Recurring themes throughout the literature emphasize the main reason why modulation frequency features are ideal for music data mining [53]. Specifically, modulation content may be modeled independently of pitch [54]. Modulation features are useful for modeling either long-term or short-term time-varying information in music signals. Preprocessing stages, such as onset detection [55], may benefit from modulation features since quick, significant changes in slow-varying envelopes can indicate onsets. Other applications of modulation frequency features have included the representation of rhythmic features [56] and the extraction of periodic signals [57].

2.1.6.1 Genre Classification and Emotion Detection

Researchers in MIR have exploited the ability of modulation spectral features to represent long-term information. In 2007, the octave-based modulation spectral contrast (OMSC),
which represents such long-term behavior, was developed for genre classification [58]. One implementation of genre classification focused on using modulation spectral features and MFCCs to model the static and transitional portions of a song [59], [14]. Another feature set developed for genre classification uses a super-vector of features from modulation spectra, such as contrast, valley, energy, centroid, and flatness, along with others such as MFCCs and timbral features [17]. A framework was developed that consisted of a fusion of MFCCs and modulation spectra called highly-resolved cepstral modulation spectra [60]. Some success has also been obtained with classifiers based solely on modulation features (in contrast with the aforementioned hybrid techniques) that use sparse representations of detected modulation frequencies [61] and nonnegative principal component analysis (PCA) [44].

Emotion detection in music (also known as mood classification) is a popular and emerging area of study. The ability of modulation features to capture long-term characteristics of a signal makes them desirable for this application as well. One metric developed uses modulation feature extraction to detect the tempo of a song as a main indicator of emotion [62]. Other methods utilize the modulation spectrum directly for successful coding of emotion in music signals via OMSC-modified features called feature-based modulation flatness measures and feature-based modulation crest measures [63].

2.1.6.2 Timbre Modeling and Instrument Recognition

Timbre may be defined as the perceptual quality of sound beyond pitch and loudness [64], or timbre may be defined as a perception of sound which encompasses several distinguishable aspects, not necessarily excluding pitch and dynamics [65]. For example, two different instrument types when playing the same note, i.e., same pitch, likely will still sound different because of other characteristics that allude to its timbre. Modulation spectral features provide information about other characteristics of the notes played; they can be useful for modeling distinctions in timbre. As a commonality, timbre may be affected by characteristics such as duration, attack, harmonic structure, overall spectral shape, and decay [66] while often being described using words such as “brightness,” “fullness,” and
“activity” [67]. Since these characteristics and descriptions are most related to the temporal characteristics of a signal, modulation features may be well-equipped for these representations and, thus, have been used to encode timbre [68]. In polyphonic music, modulation features have been incorporated to model perceptual dimensions of timbre, which may be directly related to how humans classify genre, style, mood, and emotion in music [67].

Timbre modeling has lead to developments in automatic musical instrument recognition. AM and FM features have been defined for musical instrument recognition for isolated sounds [50]. In these experiments, when combining AM and FM features with MFCCs versus MFCCs alone, a 60 percent error rate reduction was achieved. Modulation analysis for timbre-modeling and classification methods overcomes commonly mistaken assumptions made in short-time analysis, such as statistical independence amongst analysis frames, which are less relevant when exploring longer-term features [69]. One real-time implementation of musical instrument recognition extracts features from the modulation spectrum and uses a pre-defined modulation structure and pitch analysis for each instrument [52].

In contrast, modulation features are less useful for modeling timbre when temporal patterns are not present, i.e. when little-to-no modulation content exists. For example, a trumpet played with vibrato will contain more modulation content than a flat trumpet note, and more modulation content leads to modulation features capable of modeling timbre more distinctly. Regardless, some modulation information when fused with other relevant features may be beneficial for automatically classifying musical instrument sounds [70].

2.1.6.3 Source Separation using Modulation Features

Source separation in the music domain consists of separating harmonic sounds from percussive sounds, vocals from musical instruments, particular instruments from other instruments, particular vocals from other vocals, melody from accompaniment, and music from noise. Some source separation methods applied to music have explored differences in traditional frequency-versus-time spectrograms. Other tasks using modulation features have
been employed to separate speech from music [71], speech from non-speech [42], [45], and to perform drum track extraction [72]. Also, recognition of sources using modulation features may lead to the development of semi-supervised source separation via modulation filtering, i.e. reducing or eliminating sources with a particular modulation frequency [36].

For separating widely contrasting timbres in monaural music signals, such as separating repeated flute and castanet notes, the modulation filtering method in [73] was successful in separation due to sources being significantly non-overlapping in pitch. However, prior information was needed to identify the sources, such as pitch information and knowing the number of sources present. Other methods combine various types of features, such as pitch and amplitude modulation, for resolving overlapping harmonics in source separation [74]. Another framework used spectral modulation for more informed drum source separation where the different drum components could be separated if their temporal patterns were unique [75]. For separation of vocals and music, a method was developed that decomposes audio signals across multiple acoustic bands (100 Hz to 1500 Hz being the most relevant) into AM and FM components using the nonlinear Teager-Kaiser energy operator [71]. In cases where the sounds were significantly overlapping in pitch and the modulation content was similar, the modulation features did not perform as well (as we would expect with any source separation algorithm). Separation can be difficult given that a useful modulator envelope may not always be recovered for synthesis, and the reconstructed signal may contain artifacts, which causes it to lose some intelligibility and quality.

2.2 Issues with Modulation Features for Data Mining

Some disadvantages of using modulation features (as they have been employed in existing frameworks) for music data mining tasks, as well as audio data mining in general, have been mentioned in the previous section. Some additional issues have been reported throughout the literature, which may have interfered with further progress on employing modulation features for music signals. In this section, we discuss some of these issues and possible
A major factor in developing modulation features involves the type of envelope detection employed [76]. When decomposing a signal with Hilbert demodulation using the modulation filterbank framework mentioned in Section 2.1.2, the assumption that AM/FM envelopes are real and nonnegative must be reasonable [36]. The real condition for natural signals is more likely; however, the nonnegative condition may not always be the case. For our experiments in forthcoming Section 2.3, we show that these assumptions are safe for music signals since they exhibit strong temporal patterns. Also, Hilbert demodulation is simpler in implementation, especially for complicated music signals that contain several modulator-carrier pairs. (More details about why we use Hilbert demodulation is discussed in Section 3.2.1).

On the other hand, in the case of non-stationary signals, such as speech or music that contains little-to-no temporal patterns, coherent demodulation methods [73] theoretically provide better estimates of the carrier signals, thus providing better estimates of the modulators. These methods use a technique that incorporates the instantaneous frequency along acoustic frequency subbands while bandlimiting the modulators. Regardless of which demodulation method is used, the act of modifying or synthesizing the modulator(s) after decomposing a signal and then attempting to reconstruct the signal may produce extraneous artifacts and reduce quality [77], [40], [78].

As mentioned in Section 2.1.2, decomposition of a signal is typically done via a filterbank prior to demodulation. Modulation features are highly sensitive to the choice of filterbank parameters and the length of the analysis window. Inappropriate parameter settings lead to issues with ensuring that the modulation spectrum is plotted at a proper resolution to display enough discriminating information in modulation frequency content. Since the parameters are dependent on the signal, the idea of forming a universal representation independent of the signal is discouraged. With shorter subband widths, modulation spectra can resolve nearby frequencies as distinct constant tones, while longer subband widths resolve
those same nearby frequencies as a single beating tone. Ideally, the widths of the acoustic frequency subbands must be wide enough to demodulate the full amplitude of an envelope signal, or modulator, from a particular sound source. For example, a harmonic instrument may have four harmonics that are mistakenly divided into either more than four or less than four frequency subbands; an ideal acoustic subband width for a filterbank would isolate each harmonic fully into its own separate subband.

In the modulation spectrum, modulation frequency resolution (along the x-axis) is also an important parameter. Sounds with strong temporal patterns that occur $n$ times per second would need a resolution of at least $1/(2n)$ Hz per pixel. This resolution may be increased to cluster patterns into one pixel or decreased to show more detailed modulation content. For example, perhaps we are analyzing a region of time from a signal that contains both a trumpet note repeated once every second (1 Hz) and a trumpet note with the same pitch repeated once every 2 seconds (0.5 Hz). With a modulation frequency resolution of only 1 Hz per pixel along the x-axis, the modulation spectrum would show only one clustered component at 1 Hz, i.e. it would be unable to show the 0.5 Hz component due to the low resolution. In some cases, however, this low resolution may be favorable to isolate some targeted components that may occur on whole-integer modulation frequencies. In Section 2.3, we present preliminary results from our proposed unsupervised source identification algorithm that was motivated by our literature survey. In our preliminary experiments, we have identified the most useful parameters and resolution for modulation spectra to reveal useful feature information for music.

### 2.3 Unsupervised Source Identification with Modulation Spectral Features

Motivated by our literature review, we sought to exploit the benefits of modulation spectral features for music by developing a preliminary method for unsupervised source identification. The objective of the method is to automatically identify sources of various temporal
patterns, or distinct long-term modulation features. We further discuss the properties of such features and verify the method’s capabilities to perform source identification without having prior knowledge about the number of sources present, the pitch of these sources, or their individual modulation characteristics. We conduct pilot-study experiments on music signals from commonly used music datasets (mentioned later), whether signals contain percussive sources, harmonic sources, or mixtures (with and without vocals). Also, we quantitatively evaluate the algorithm’s performance by comparing similarity of the modulation features of the automatically identified sources with that of the original source.

We extend the concept of *longer-term* analysis windows so that temporal patterns are visible in the modulation spectrum, thus allowing us to automatically recognize the presence of sources in music signals. The proposed unsupervised source identification method is motivated by a similar method called harmonic-percussive sound separation (HPSS) [11]. Another similar technique finds rhythmic similarity of music by a method involving dynamic periodicity warping in [79]. Since modulation envelopes are consistent across any time window segments covering the same periodicity of a signal, modulation spectra are invariant to slight misalignments in time windows between signals. We note that this may also cause unwanted groupings of sources but establish threshold parameters of sensitivity to account for this preference.

### 2.3.1 Method

#### 2.3.1.1 Properties of Modulation Spectral Features

The modulation spectrum more directly and visibly reveals information for our task than traditional frequency-vs-time spectrograms. Our algorithm involves finding where the dominant modulation frequencies are present horizontally along each row of the modulation spectrum and grouping harmonics that appear vertically along columns. We have defined properties, summarized below, for automatically identifying the presence of sources in music using these visual features from the modulation spectrum. Currently, we use the Hilbert demodulation method, which is well suited for our data mining tasks for music,
simpler to implement than coherent demodulation methods, faster in processing time [80], and relates closely to perceptual mapping. The properties of modulation spectral features, as demonstrated in Fig. 4, are as follows:

- Modulation spectral features of a source with strong temporal patterns will appear at multiples of its modulation frequency along an acoustic frequency subband, or row, with approximate amplitudes.

- If modulation spectral features appear at more than one set of multiples along an acoustic frequency subband, then more than one source with a strong temporal pattern exists along that acoustic frequency subband.

- Modulation spectral features that appear “stacked” along a modulation frequency, or column, may belong to the same source if the modulation spectral features consistently appear at the same multiples.

- Sources with little-to-no temporal patterns will have modulation spectral features that appear “noisy” in the modulation spectrum, i.e. not appearing to have multiples along an acoustic frequency subband.

We note that the third property is conditional and is challenging in the case where sources overlap both in acoustic frequency subbands and in multiples of modulation frequencies. Also, grouping harmonics along a modulation frequency column at various acoustic frequencies sometimes may be an ambiguous process. We further discuss some of these concerns in our results in Section 2.3.3.

2.3.2 Unsupervised Identification Algorithm

Algorithm 1 summarizes the general implementation of our proposed method for finding sources based on the aforementioned properties of modulation spectral features. Two data structures $S(i, \omega, m)$ and $V(j, \omega, m)$ are used for storing information about each source found, where $i$ references the source ID, $\omega$ is a list of that source’s acoustic frequencies ($\omega$), $m$ is that source’s unique modulation frequency, and $S$ and $V$ are for sources with
strong and weak modulation, respectively. For our modulation amplitude peaks, we use thresholding to reduce less significant features in the modulation spectrum. This preprocessing/inhibition stage will promote large global peaks along subband rows and suppress weaker local peaks.

### 2.3.3 Experimental Results

Experiments for unsupervised source identification with our algorithm consisted of a variety of signals. We used 30 (24 synthetic, or manually composed, and 6 authentic, or professionally recorded) unique audio signals of 5-10 seconds in length with a sampling rate of 16 kHz. These audio signals were taken from commonly used datasets (MIREx, TIMIT, RWC, University of Iowa Musical Instrument Sounds Database, LabRosa, and TRIOS source separation dataset). The test signals consisted of sentences from multiple speakers, single musical instrument notes, harmonic song segments, percussive song segments, and mixtures. The modulation spectrum was computed (Modulation Toolbox for...
**Data:** magnitude modulation spectrum $P(\omega, m, \alpha(\omega, m)), \forall \omega \in \Omega, \forall m \in M$

**Result:** $S, V$

1. **begin**
2. initialize $S$ with all sources $S(i, \omega, m)$ corresponding to the maximum amplitudes, $\max(\alpha(\omega, m))$, along each row;
3. begin at the initial bin, $(\omega = 1, m = 1)$;
4. **for** $\forall \omega \in \Omega$ **do**
5. **for** $\forall m \in M$ along row $\omega$ **do**
6. if $\alpha(\omega, m) \leq$ threshold then
7. $\|\alpha(\omega, 2m) - \alpha(\omega, m)\|_2 = A$;
8. $\|\alpha(\omega, 3m) - \alpha(\omega, m)\|_2 = B$;
9. if $A \approx B$ (amplitudes at second and third multiples of $m$ are approximate) then
10. if $((\omega - 1), m) \not\in S$, then
11. update existing source ID, $S(i, \omega + (\omega - 1), m)$;
12. else
13. add a new source ID, $S(i + 1, \omega, m)$;
14. **end**
15. else
16. add a new source ID, $V(j + 1, \omega, m)$;
17. **end**
18. **end**
19. **end**
20. **end**

**Algorithm 1:** Algorithm for unsupervised source identification using the modulation spectrum.

MATLAB) for each signal using rectangular windows, Hilbert demodulation, 20 Hz acoustic frequency sub-bandwidths, and modulation frequency resolution varying from 0.5 Hz to 1 Hz. As preprocessing for the algorithm, we used an amplitude threshold of the top 75 percent of components in the modulation spectrum for source identification. As mentioned in Section 2.3.2, this threshold inhibits less significant components, which typically have low amplitudes.

**2.3.3.1 Verification Tests with Synthetic Signals**

First, we verified the functionality of our algorithm with 24 synthetic signals we composed and pieced together ourselves in order to test signals with known acoustic and modulation content. The error rates and average accuracy for these tests are shown in Table 1. For unsupervised identification results of all 24 tests, we were able to achieve a high true-positive-to-ground-truth rate (where sources identified matched the pitch or harmonics of
Table 1: Total ground truth sources (GT) with true positive (TP), false positive (FP), and false negative (FN) sources identified (or not identified-FN) over 24 clips.

<table>
<thead>
<tr>
<th>Overall (24 clips)</th>
<th>GT</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Sources</td>
<td>35</td>
<td>32 (91.4%)</td>
<td>31 (88.6%)</td>
<td>3 (8.6%)</td>
</tr>
</tbody>
</table>

the ground truth labelled sources) of 91.4 percent. Per each signal test, we individually calculated a true-positive-to-ground-truth rate and calculated an average of 97.6 percent. For our overall false positives (where sources identified did not match the ground truth sources), however, we noticed these sources often still consist of some of the acoustic harmonics from the ground truth sources. This observation indicates that the false positives were actually remnants from true positives that were not successfully grouped with true positives, especially in cases where sources had no harmonics (mostly percussive and noisy sources). We also note that these false positives may be due to sources that truly are present but are unable to be determined by an average human ear. Lastly, our algorithm shows a considerably low overall false negative-to-ground truth rate (where sources that are in ground truth were not identified at all) of only 8.6 percent, which is favorable. We attribute this small amount of error to some sources being quieter in volume and not meeting our preprocessing threshold filter, such as targeted sources that are simply overpowered by other sources. Also, since we are using 20 Hz acoustic frequency subbands, some sources may be grouped with other sources and are not being accounted for. We noticed that sources that overlap in both acoustic and modulation frequency may be separately identified if their acoustic harmonics are slightly different, which is attributed to the precision allotted by the resolution parameter. As for the noisy sources (speech, cymbals, etc.), these were either stored as noisy sources or identified as separated sources having various rhythms.

2.3.3.2 Resolution Tests with Authentic Signals

We extended our preliminary experiments to six sample clips from professionally recorded songs and varied the modulation frequency resolution from fine (0.5 Hz) to broad (1 Hz) to see how the unsupervised source identification changed. These songs (most of which are
generally well-recognized) were chosen due to their strong temporal characteristics and in an attempt to cover a variety of song styles/genres. They include “Around the World” by ATC (techno), “Sugar Plum Fairy” by Tchaikovsky (classical—the Romantic period), “The Corner” by Common (hip-hop), “Bad” and “Beat It” both by Michael Jackson (pop), and “Swing-style” by Willie Thompson (jazz–swing style). We (as trained musicians) manually labelled the ground truth sources for our signals beforehand. Figure 5 shows how the resolution of the modulation spectrum is affected by the fine and broad resolution settings (similar to [81]), thus allowing more or less room for identification precision. As shown in Table 2, the broad resolution results more closely match our ground truth sources. The broad resolution also eliminated the noisy sources that were identified with the fine resolution and identified most of them as being structured instead, which may be preferable in some cases. Since the noisy source identification (V) was not as useful, we may eliminate this portion of the algorithm in future work.

2.4 Conclusion

Modulation features have demonstrated promise and potential to automatically distinguish and identify information in music signals. The success of modulation features in other applications has motivated their use in music signal processing. Some of these applications include genre classification, emotion detection, source separation, timbre modeling, and
Table 2: Displayed in this table are the number of sources identified by the algorithm in the structured (S) category, meaning sources with strong temporal patterns, and in the noisy (V) category, meaning sources without strong temporal patterns. The numbers of identified sources are compared with the numbers of sources in the ground truth (GT), or hand-labeled, data for sample clips from six authentic (professionally recorded) signals of various genres at different modulation frequency resolutions (“Fine” at 0.5 Hz and “Broad” at 1 Hz). As shown, the “Fine” resolution results in more false positive identifications of structured sources while the “Broad” resolution results in a more accurate identification, despite identifying the ground truth, noisy sources as being structured as well.

<table>
<thead>
<tr>
<th>Song Clip (genre)</th>
<th>Fine S</th>
<th>V</th>
<th>Broad S</th>
<th>V</th>
<th>GT S</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Around the World” (techno)</td>
<td>8</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>“Sugar Plum Fairy” (classical)</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>“The Corner” (hip-hop)</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>“Bad” (moderate tempo pop)</td>
<td>11</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>“Beat It” (fast tempo pop)</td>
<td>10</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>“Swing-style” (jazz)</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

musical instrument recognition. The majority of algorithms and frameworks surveyed in this chapter either extract modulation features directly from the signal (as in the time domain or traditional frequency domain) or extract features from the modulation spectrum. The research reviewed in this chapter employed modulation features in ways similar to the way other common spectral features have been used. Advantages of modulation features include their long-term modeling capability, perceptual relevance, noise invariance, and visible characteristics.

Although modulation features offer a path towards invariant representations for music, they may suffer from underlying problems with sensitivity to parameter choices. These “parameters” are not merely numeric variables, such as filterbank bandwidths or modulation spectra resolution; they include implementation options such as the choice of envelope detection and demodulation methods. Perhaps these issues can be overcome by improving our fundamental understanding of modulation theory, straying away from simply reusing speech-tailored data mining techniques, incorporating adaptive learning methods, and directly targeting hardware implementations. Addressing these concerns will assist with furthering the intuitive understanding and development of modulation spectral features for
invariant representations of music. In the meantime, we demonstrate how to achieve optimal parameters and make choices depending on the signal type.

Lastly, we further exploit the usefulness of modulation spectral features by showing that the modulation spectrum facilitates the unsupervised identification of sources with little \textit{a priori} information. This modulation spectral domain may be more useful for easily recognizing multiple sources with differing temporal patterns than the time domain and the traditional frequency domain. Even if the sources overlap significantly in acoustic frequency, the additional modulation frequency axis may signify that there are multiple sources present. Experiments confirmed capabilities of the unsupervised identification with signals containing multiple sources, whether percussive, harmonic, vocal, or mixtures. Future work may be to utilize our method as preprocessing steps for other music data mining tasks, such as unsupervised source separation via modulation filtering.
CHAPTER 3
EXPLORING FREQUENCY MODULATION (FM) FEATURES IN
THE MODULATION SPECTRUM WITH APPLICATIONS IN
VIBRATO ANALYSIS

Modulation frequency features have shown promise in representing distinguishing character-
istics of audio signals, and, in turn, have been used for audio data mining and classification algorithms. Previous research employing the modulation spectrum has focused on
its representation of amplitude modulation (AM) characteristics in a signal, but little focus
has been placed on the observation of frequency modulation (FM) structure in the modula-
tion spectrum. This chapter focuses on developing an understanding of how simple signals,
both AM and FM, are manifest in this modulation spectrum to provide deeper intuition and
lead to wider application. In particular, we perform a case study on removing, synthesizing,
and copying vibrato in trumpet notes to demonstrate the benefits of FM spectral analysis.

This chapter revisits general modulation theory (Section 3.1), demonstrates how FM
features as well as AM features may be observed in the modulation spectrum, depending on
resolution (Section 3.2), and discusses why such FM features may be useful (Section 3.3).
Examples include simple, synthetic signals as well as more complicated music signals.

3.1 General Modulation Theory

We recall the general modulation theory from Section 2.1.2. Consider a simple modulated
signal $x(t)$ with the general form $x(t) = m(t)c(t)$ for AM and $x(t) = c(t + Im(t))$ for FM,
where $I$ controls the amount of frequency variation. In some applications, such as AM or
FM radio demodulation, the structure of $c(t)$ may be known, and the goal is to estimate
$m(t)$. In other applications, $c(t)$ and $m(t)$ may need to be jointly estimated. In this more

complicated case, we may seek $m(t)$ by detecting its slowly varying envelope, or we may first try to estimate the carrier signal $c(t)$.

In the simple cases described above, where the signal contains a single carrier modulated by a single modulator, the signal can be relatively easily decomposed. For more complex signals, such as music, multiple modulators and carriers are necessary, which are more difficult to estimate. Also, recall from Section 2.1.2 that the most well-known form of general decomposition involves filterbank analysis; the signal $x(t)$ is divided into $k$ subbands $x_k(t) = x(t) * h_k(t)$, where the impulse responses of the bandpass filters are denoted as $h_k(t)$, and $*$ represents convolution. The resulting subband signals $x_k(t)$ are decomposed into modulators $m_k(t)$ and carriers $c_k(t)$ after undergoing envelope detection and carrier estimation [1].

3.1.1 Basic AM Example
Consider a simple, sinusoidal AM signal defined as $x(t) = \{A_c + \cos(\omega_m t)\} \cos(\omega_c t)$, where $A_c$ is the amplitude of the carrier signal, $\omega_m = 2\pi f_m$, $f_m$ is the modulator frequency (Hz), $\omega_c = 2\pi f_c$, and $f_c$ is the carrier frequency (Hz). An example is shown in Fig. 1. As a nearly trivial example, consider a sum of two cosines. By a well-known trigonometric identity, this sum can be decomposed into an AM structure: $2\cos(\omega_c t) \cos(\omega_m t) = \cos([\omega_c + \omega_m]t) + \cos([\omega_c - \omega_m]t)$, with $\omega_c \gg \omega_m$. Our interpretation of these quantities depends on the application. In AM radio, we would think of a carrier of frequency $\omega_c$ being modulated by a signal of frequency $\omega_m$. In the case of two musical tones of slightly differing frequency – such as when a musician tunes their instrument – we would perceive of $\cos(\omega_m t)$ as a “beat tone.”

3.1.2 Basic FM Example
Recall the basic AM example from Section 3.1.1. Now consider a simple, sinusoidal FM signal $x(t) = \cos(\omega_m t + I \cos(\omega_c t))$ where $\omega_m = 2\pi f_m$, $f_m$ is the modulator frequency (Hz), $\omega_c = 2\pi f_c$, and $f_c$ is the carrier frequency (Hz). The instantaneous frequency is
\[ f_i = 2\pi f_c - 12\pi f_m \sin(\omega_m t). \] For higher modulator-to-carrier frequency ratios, FM spectral features may exhibit sidebands spaced at integer multiples of \( f_m \) on both sides of the carrier. The amplitudes of the resulting frequency components can be calculated via Bessel functions [82]. This chapter focuses on the relatively low modulation frequencies associated with vibrato, so we will not consider Bessel functions further.

### 3.2 AM/FM Features and Resolution in the Modulation Spectrum

Resolution of the modulation spectrum depends on its filterbank settings, such as the width of the subbands and whether or not the subband widths are uniform across acoustic frequencies. In addition to subband widths, three windows are typically considered when plotting the modulation spectrum. The first window is the length of the time-domain signal under analysis, whether it be the entire signal or a smaller segment. The second window is the length of the acoustic DSTFT. This second window is analogous to the previous window in that it may be thought of as the length of the segment of analysis in the signal’s traditional spectrogram. An example of how subband widths may be small enough to show sum and difference tones or wide enough to merge these tones into one carrier tone is shown in Fig. 6. The final window is the length of the modulation DSTFT needed to compute the modulation spectrum, which can be compared to the N-length DFT used in a traditional spectrogram. These parameters determine the resolution, or “pixel size,” of the modulation spectrum. Various interpretations of signals with similar modulation frequencies are demonstrated in Fig. 7. When plotting the modulation spectrum using the Modulation Toolbox in MATLAB [8], a pixel’s vertical height across a given acoustic frequency row is equal to the width of the subband set for that acoustic frequency range. The pixel’s horizontal width in the modulation spectrum is determined by a ratio of

\[ 2 \times \frac{\text{subband width}}{\text{length of modulation DSTFT}}. \]  \[ (4) \]

The modulation DSTFT length may be greater than the subband width, which is sometimes referred to as decimation or downsampling. Other parameters may be incorporated, such
Figure 6: Changes in modulation spectra due to acoustic frequency subband widths (14 Hz, 32 Hz, and 64 Hz from left to right) for a carrier frequency of 370 Hz and a modulator frequency of 13 Hz. Sum and difference tones appear and gradually merge to one tone.

as window tapering and overlap amount. We must also choose a demodulation method. We use rectangular windows for our simple AM and FM feature analyses in the following sections.

3.2.1 Exploiting Hilbert Demodulation

We studied the Hilbert demodulation from [1] shown in Fig. 8, which results in real, non-negative envelopes. In contrast, “coherent demodulation” methods assume modulators are bandlimited with the possibility of being complex signals [77]. While coherent demodulation allows for better estimation of the carrier for nonstationary signals, the assumption of “coherently” bandlimited modulators is harsh for complicated signals, i.e. with many different overlapping modulators and carriers. Based on [1] and [77], Hilbert demodulation was not favorable for the frameworks geared towards speech applications. Since speech signals are nonstationary, they are better decomposed using a coherent demodulation method to better track the carrier (and, in turn, better track the modulator) as it changes over time. Despite the Hilbert demodulation method being unfavorable for most speech signals, we have found that Hilbert demodulation is indeed preferred for signals with strong temporal patterns, such as somewhat periodic segments of music, after observing their characteristics in modulation spectra. When experimenting with music signals, which are more complicated since they usually consist of multiple sound sources, we found it more difficult to “coherently demodulate” musical rhythms. In this case, we exploit the “incoherent” nature
Figure 7: Changes in modulation spectra due to modulation frequency resolution (0.2 Hz, 0.5 Hz, and 1 Hz from top to bottom) for a signal containing two modulated carriers: one with carrier frequency of 370 Hz and a modulator frequency of 5.4 Hz and the other with carrier frequency of 250 Hz and modulator frequency of 4.8 Hz.
of Hilbert demodulation and default to this more-applicable method.

Often times, a signal that is originally decomposed via a filterbank then followed by Hilbert demodulation may contain more unwanted artifacts in the reconstructed signal [77]. Hilbert demodulation may misinterpret negative envelope values as being positive values, as shown in Fig. 9 when assuming the excursion of the modulator is from 1 to −1. In this scenario, the modulation frequency is estimated to be twice the true value. This difference in interpreted modulation frequency, which is not emphasized in the literature, may be due to the value of amplitudes in the carrier signal or whether the original signal is detrended prior to analysis. If the model of the signal is \( m(t)c(t) \), where \( m(t) \) and \( c(t) \) are simple sinusoids like that mentioned in Sections 3.1.1 and 3.1.2, an ideal envelope will appear to be vertically centered around the origin. However, if we model the signal as \( [1+m(t)]c(t) = c(t)+m(t)c(t) \), we would have an ideal envelope above the origin. The latter would indicate no negative portions of the envelope, which would mean Hilbert demodulation would correctly interpret the true modulation frequency in the modulation spectrum (see example in Fig. 10).

For most natural signals, however, modulators are nonnegative. In more complicated signals, "harmonics", or multiples, of the true modulation frequency is present in modulation spectra. This misinterpretation is usually the cause of unwanted artifacts in the reconstructed signal. We note that the unwanted artifacts may be avoided by removing the additional multiples of the true modulation frequency, such as via filtering.
Figure 9: The true 5-Hz modulator (top) versus the modulator interpreted by Hilbert demodulation (bottom) with a frequency of 10 Hz.

Figure 10: The true 5-Hz modulator (top) versus the modulator interpreted by Hilbert demodulation (bottom) with a frequency of 10 Hz.
3.2.2 AM Features in the Modulation Spectrum

As mentioned in Section 3.1.1, a sum of sinusoids may be perceived as either two distinct pitches (sum-and-difference tones) or as a beating tone (a single pitch with a discernible “tremolo” effect). These AM features can be well-observed in the modulation spectrum given appropriate resolution parameters for the filterbank and spectra. We consider fine, medium, and coarse resolutions. With fine resolution, the subband widths are small enough that both sum-and-difference tones and the carrier frequency are displayed in separate, non-overlapping pixels. As shown in Fig. 11, the four pixels that appear to have the highest dB energy are both sum-and-difference frequencies (383 Hz and 357 Hz located in the pixels above and below, respectively, the carrier pixel all along the acoustic frequency axis–0 Hz modulation) and the carrier frequency’s modulation component (the pixel located at 13 Hz along the carrier frequency row). All portions are clearly shown since the center frequency of the sum-and-difference frequencies and carrier are non-overlapping with respect to the center frequency of the acoustic subbands. Otherwise, the modulation spectrum would show overlapping pixels. In Fig. 11, overlap occurs in the medium resolution example, where the carrier and its modulation component are grouped with the difference tone. In the coarse resolution, subbands are wide enough to group all sum-and-difference tones, the carrier, and its modulation component into one longer pixel.

3.2.3 FM Features in the Modulation Spectrum

Typically, traditional spectrograms have been used to display FM sinusoidal signals. The modulation spectrum can be thought of as a DSTFT of the sinusoidal structure in an FM signal’s traditional spectrogram when viewing the spectrogram analogously to the way we would view a time-domain plot of a sinusoid on an oscilloscope. Therefore, if resolution parameters are appropriately set, the modulation spectrum displays the rate of the repeated pattern(s) in the traditional spectrogram along each horizontal “slice,” or subband row, of

---

2 A similar example could demonstrate the carrier and its modulation component grouped with the sum tone as well. Either may occur, depending on the particular “bin” spacing.
Figure 11: Example of a modulation spectrum of a simple synthetic AM signal ($f_c = 370$ Hz, $f_m = 13$ Hz, $A_c = 1$, and pixel width= 0.5 Hz) at different resolutions, i.e. subband widths.
acoustic frequency. For a sinusoidal-structured signal in the traditional spectrogram, the modulation spectrum would display the minimum and maximum acoustic frequencies described by the instantaneous frequency formula (previously described in Section 3.1.2) in “stacked” pixels at the signal’s modulation frequency. Also, we would observe the modulation frequency of the median acoustic frequency at twice the original modulation frequency, since it occurs at twice the rate of the modulation frequencies along the maximum and minimum acoustic frequency subband rows. This FM signal analysis is shown in Fig. 12 with a more detailed view in Fig. 13. We immediately see that the fine resolution shown here would not be ideal for displaying these features. However, the medium and coarse resolutions display these features appropriately by showing the maximum and minimum acoustic frequencies from the traditional spectrogram (approximately 500 Hz and 200 Hz, respectively) at the original modulation frequency of 13 Hz. We also observe the median instantaneous frequency from the traditional spectrogram, which crosses the median acoustic frequency subband at approximately 350 Hz and occurs at twice the rate of the signal’s original modulation frequency along the x-axis (26 Hz).

The resolution of the modulation spectrum may be adjusted to show more acoustic frequency excursions at other multiples of the original modulation frequency, as long as the subband widths in the modulation frequency are sized appropriately to group and display such detail. The FM signal example in Fig. 14 has a much larger $I$ value, which causes more deviation of the instantaneous frequencies from the carrier frequency. In this example, the excursion of instantaneous frequencies “folds over” the zero-frequency line. In the traditional spectrogram, we can divide the subband rows into three distinct regions of frequencies according to changing rates of the repeated patterns: the lower region from 0-500 Hz, the middle region from 500-1000 Hz, and the upper region from 1000-1800 Hz. The corresponding modulation spectrum shows high-intensity modulation frequency at approximately 26 Hz for the lower region, 13 Hz for the middle region, 39 Hz near the peak of 1000 Hz, and 13 Hz for the upper region.
Figure 12: Example of a traditional spectrogram of a simple synthetic FM signal ($f_c = 370$ Hz, $f_m = 13$ Hz, $I = 10$, and pixel width= 0.5 Hz) and its corresponding modulation spectrum at different resolutions, i.e., various subband widths.
Figure 13: A traditional spectrogram and its corresponding modulation spectrum (from the signal used in Fig. 12) demonstrating the top, middle, and lower frequency subbands at a coarse resolution, i.e., wider subband widths.

Figure 14: Example of a traditional spectrogram of a simple synthetic FM signal ($f_c = 370$ Hz, $f_m = 13$ Hz, $I = 100$, and pixel width= 1 Hz) and its corresponding modulation spectrum at a coarse resolution.
Figure 15: Example of a traditional spectrogram (left) containing a 2-second, vibrato-style trumpet note at middle C (pitch frequency of approximately 262 Hz) with an approximate 5 Hz vibrato at each of its harmonics and its corresponding modulation spectrum (right).

3.3 Applications of FM Features in the Modulation Spectrum

3.3.1 FM Features in Music

The advantages of exploiting the modulation spectrum for modulation spectral features may be useful in music information retrieval. Other forms of modulation features have been previously used for robust genre classification [58], emotion detection [63], timbre modeling, and musical instrument identification [52].

Two examples of FM features in the modulation spectrum are demonstrated in Figs. 15 and 16. The first example demonstrates how the FM content of a trumpet note\(^3\) with approximately 5 Hz vibrato is manifest in the modulation spectrum.

A slightly more complicated example demonstrates FM features where resolution plays an important role. Fig. 16 shows a 2-second recording of a chord played on a Hammond organ, which is known for its richly modulated sound. Modulation components in the lower frequencies are barely visible in the traditional spectrogram, and the amount of modulation is difficult to determine. The modulation spectrum indicates more clearly the modulation along each acoustic frequency subband.

\(^3\)This trumpet note was taken from the University of Iowa Electronic Music Studios’ Musical Instrument Samples found at http://theremin.music.uiowa.edu/MIS.html.
3.3.2 Vibrato Modification/Synthesis

We now apply this analysis to vibrato synthesis and modification in music signals as an artistic tool, illustrated via trumpet sounds. We start with two signals of single, same-pitch trumpet notes, each about 2 seconds long, sampled at 16 kHz. The first signal has little-to-no vibrato, and the second has much more vibrato. We can decompose, demodulate, and plot a modulation spectrum for each. As shown in Fig. 17, along the acoustic frequency subband rows, frequency modulation is more apparent in the signal with more vibrato, i.e. more modulation components are visible. We use these two signals to demonstrate how to remove, synthesize, and copy vibrato.

We first show how to remove vibrato from the second signal, which has more vibrato, as shown in Fig. 18. After decomposition via a filterbank with 20-Hz subband widths, we identify which modulation components we want to remove. In this case, we choose the 5 Hz modulation component from the signal at the 260 Hz acoustic frequency subband since it is identified as the highest amplitude. We then select a subset of modulators from other subbands that best match in harmonics. We could either filter the modulators along subbands to stop frequencies around 5 Hz or filter the modulators on subbands to pass frequencies below 1 Hz. The second option ideally would remove all modulation components and leave only the carriers. We choose this option and follow with reconstruction of the

Figure 16: Example of a traditional spectrogram (left) containing a 2-second chord played on a Hammond organ and its corresponding modulation spectrum (right).
signal by multiplying modulators with carriers and summing all subband signals in the time domain. Attempting to remove, or filter, vibrato from a portion of a signal that contains no vibrato (i.e. attempting to remove a modulation component that does not exist) can cause “choppy”-sounding distortion in the reconstructed signal.

Next, we illustrate how to synthesize vibrato in the first signal, which has hardly any vibrato, as shown in Fig. 19. We start by decomposing the signal via a filterbank with 20-Hz subbands and demodulating the signal into modulator and carrier pairs on subbands. We assume that the modulators in signals without much vibrato are mostly flat. We then multiply a synthesized cosine signal by the carrier signal located on the 260 Hz subband to give it the characteristics of an envelope with some preferred frequency and amplitude. Note that the modulation frequency range for “tremolo” is defined as being 4-8 Hz and “roughness” is defined as being 8-10 Hz [5]. For this example, we use a 5 Hz cosine signal, similar to what we found in the vibrato signal during the previous example of removing vibrato. We want to synthesize this at the 260 Hz acoustic frequency subband, but we also want to perform this operation along a subset of other modulator signals that appear to be similar, such as the harmonics. After reconstructing the signal, the resulting signal sounds as if vibrato is present. In this case, the resulting signal sounds “too perfect,” as in not sounding very natural.

Lastly, we supposed it might be better to provide a more natural-sounding vibrato by copying modulation characteristics from a skilled human player employing vibrato onto the performance without vibrato. This example is demonstrated in Fig. 20. We first identify the highest modulator frequency (or frequencies) in the vibrato model signal. We then identify a subset of the modulators in the minimal-vibrato sample that are similar to those at its replacement-frequency modulators, and we replace this subset of modulator signals in the minimum-vibrato sample with those from the notable-vibrato sample. After reconstruction, this version may sound more natural than the vibrato synthesis method mentioned early in this section.
Figure 17: Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, one with little-to-no vibrato (left side) and one with much more vibrato (right side).
Figure 18: Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, the first with vibrato (left side) and the second with an attempt to remove vibrato from the first signal (right side).
Figure 19: Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, the first with little-to-no vibrato (left side) and the second with an attempt to synthesize vibrato in the first signal (right side).
Figure 20: Traditional spectrograms (top) and modulation spectra (bottom) of two single trumpet notes, the first with little-to-no vibrato (left side) and the second with an attempt to copy vibrato onto the first signal (right side).
3.4 Conclusion

By gaining a deeper understanding of how the modulation spectrum can be a supportive visualization analysis tool for AM/FM signals, research using this framework may lead to more intuitive applications. Although the modulation spectrum is naturally well-suited for displaying and extracting AM features, it can be a useful tool for revealing FM features as well. We have demonstrated how a modulation filterbank framework may be adapted to analyze, remove, synthesize, and copy vibrato. Future work employing these spectral features may involve audio data mining, improved modulation filtering, as well as applications in other types of signal processing that utilize similar modulation characteristics. Also, with appropriate parameters for the modulation spectrum, a perceptual mapping for AM/FM signals may be explored.
CHAPTER 4
FRAMEWORK METHODOLOGY WITH APPLICATION TO UNSUPERVISED SOURCE SEPARATION IN MUSIC

Modulation spectral features reveal information about the lower frequencies, i.e. “modulation frequencies,” of temporal patterns that may occur across larger frequency subbands in a signal and may be visually observed via the modulation spectrum. We have developed a framework for exploiting these features in unsupervised source separation over song segments in music, where sources have strong temporal patterns. Our framework originates from, but contrasts with, a previous modulation filterbank framework for speech. We also provide case studies from publicly-available datasets and analyze results from listening tests. For a variety of monaural, polyphonic music signals, our framework allows for easy extraction of modulation spectral features for short-time and long-term analysis, which may be useful for unsupervised source separation and other preprocessing tasks in music.

This chapter is divided into the following sections. Section 4.1 discusses origins for the framework, motivations, and related work. Section 4.2 explains the methodology of the theoretical framework, and Section 4.3 analyzes various case studies and results of our listening tests. Section 4.4 summarizes our framework’s capabilities, suggests future work, and provides a link to example sound clips.

4.1 Background
4.1.1 Exploiting Modulation Features

After finding the modulation spectrum of a signal, modulation spectral features, which include the modulation components’ modulation frequency, acoustic/carrier frequency, and intensity, may be extracted to quantitatively summarize interesting aspects of the signal. Modulation spectral features have particular advantages, including perceptual aspects due

---

1This chapter is modified from an upcoming journal paper submission.
to their close relationship with the human auditory system [18], ability to represent a signal’s long-term rhythmic structure and temporal/spectral patterns (as opposed to short-term features, such as MFCCs), noise invariance when identifying modulation characteristics [30], and ability to more directly visualize a signal’s modulation characteristics via the modulation spectrum.

Section 2.1.6.3 considered existing methods that employed modulation features for source separation. We conclude that relatively few modulation feature frameworks focus on music features. Out of those frameworks that do focus on music, they are generally limited by their need for prior information. We provide explanation and motivation behind the development of our framework.

4.1.2 Motivation

Our framework is partly motivated by a similar method called harmonic-percussive sound separation (HPSS) [11]. The HPSS method consists of an algorithm designed to identify and later separate harmonic and percussive sounds by scanning the traditional frequency-versus-time spectrogram for visual differences between the two sounds, with harmonic components being horizontally smooth and percussive components being vertically smooth. This method involves iteratively minimizing an objective function that models this visual anisotropy as cost functions for the two types of components. Another similar technique quantifies the rhythmic similarity of music by a method involving dynamic periodicity warping [79].

We extend the concept of longer-term analysis windows so that temporal patterns are visible in the modulation spectrum, thus allowing us to automatically recognize the presence of certain sources in music signals. We employ this information to separate a signal or to selectively filter out or pass certain modulation components in a signal. This
work is related to that of nonnegative matrix factorization (NMF) and statistical modeling [83], [84], [85], and the algorithms implemented by participants of the community-based challenge named Signal Separation Evaluation Campaign (SiSEC)\(^2\) (although these algorithms are usually targeted for particular separation tasks and assume some information about the sources is known). In particular, our separation framework is most related to that in [85], where the authors perform unsupervised source separation via estimation of multiple fundamental frequencies. This separation technique is based on nonparametric Bayesian extensions of NMF called infinite composite autoregressive models (iCARMs).

In contrast to the original modulation filterbank framework [1] and the accompanying masking technique in the modulation spectral domain, we focus more on grouping, or clustering, similar modulators along subbands directly in the time domain after automatically identifying sound sources from the modulation spectral domain, using this information as a guide in reconstructing, or synthesizing, resulting signals. Filtering and inverse transformation from the modulation spectral domain back to the time domain can result in artifacts that affect the quality of the reconstructed signal. In addition, some methods of the framework may be acceptable in speech applications but unacceptable in music applications. Our framework attempts to overcome some of these issues to be suitable for performing data mining tasks in music. Given a set of default parameters and a signal with sound sources containing temporal patterns, our framework is capable of performing unsupervised source separation in sound sources.

4.2 Framework Methodology

Our framework consists of three stages, as shown in Fig. 21: decomposition, identification, and reconstruction. The decomposition stage uses a filterbank to decompose a signal that is assumed to be either periodic or somewhat periodic (meaning there exists at least one sound source with a strong temporal pattern). The signal is filtered into acoustic, or carrier,
frequency subbands. The subband signals are then downsampled, to conserve memory and reduce computation time, and demodulated. By demodulating the subband signal into a modulator, or slow-varying envelope, and a carrier signal, we are able to plot a modulation spectrum, which we use in the identification stage. Based on the parameter study in [81], default parameters are chosen to establish the modulation spectrum resolution that may illustrate significant aspects of music signals. This is discussed in detail in Section 4.2.4. Previously mentioned in Section 2.3.1.1, the identification stage recognizes sound sources with temporal patterns by exploiting properties we know about observing music in the modulation spectra [3]. Lastly, the reconstruction stage utilizes the information from the identification stage to separate or modify the signal. This stage uses a correlation between modulator signals in the time-domain and/or filtering of modulator signals to reconstruct the signal of either a separated target source or synthesized source. We discuss the stages and parameters in more detail in the remaining subsections.

### 4.2.1 Decomposition Stage

Decomposition of a signal involves filterbank analysis (as mentioned in Section 4.1), demodulation, and representing a signal in its modulation spectrum. The modulation spectral
domain may visibly reveal information important for our task more directly than a traditional frequency-versus-time spectrogram. Currently, we use the Hilbert demodulation method from [1] described in Fig. 8. This type of demodulation is well-suited for the musical data mining tasks we explore. Most music contains sources that repeat periodically, so the assumption that modulators in music signals are real and nonnegative is appropriate. Also, this type of demodulation is simple and straightforward to implement, and has faster processing time, compared with other methods [80]. The properties of modulation spectral features, as demonstrated in Fig. 4 and restated from [3], are as follows:

- Modulation spectral features of a source with strong temporal patterns will appear at multiples of its modulation frequency along an acoustic frequency subband, or row, with approximate amplitudes.

- If modulation spectral features appear at more than one set of multiples along an acoustic frequency subband, then more than one source with a strong temporal pattern exists along that acoustic frequency subband.

- Modulation spectral features that appear “stacked” along a modulation frequency, or column, may belong to the same source if the modulation spectral features consistently appear at the same multiples.

- Sources with little-to-no temporal patterns will have modulation spectral features that appear “noisy” in the modulation spectrum, i.e. not appear to have multiples along an acoustic frequency subband.

4.2.2 Unsupervised Identification Stage

The identification stage involves extracting modulation feature information from the modulation spectra, i.e. finding where the dominant modulation frequencies are present along each row of the modulation spectrum and grouping harmonics that appear along rows and columns. The proposed algorithm from Section 2.3.2 embodies the general implementation
of the unsupervised identification stage using properties from the previous section. Preliminary experimentation presented in Section 2.3.3 demonstrates that no prior information such as number of sources or source pitches in a music signal is needed. We incorporate this algorithm in the identification stage of our overall framework. Unlike the previous version of the algorithm, however, the current algorithm no longer attempts to store information about sources without temporal patterns (since this information was sparse and not very applicable for our framework). For each source identified with strong temporal patterns, the current algorithm collects information that includes a list of that source’s acoustic frequencies and unique modulation frequency. Nonetheless, we do continue to use thresholding to reduce less significant features in the modulation spectrum (discussed more in Section 4.2.4.4). This preprocessing/inhibition will promote large global peaks along subband rows and suppress weaker local peaks.

4.2.3 Reconstruction Stage

By knowing the acoustic frequency and modulation frequency information for each source found in the identification stage, we know which time-domain modulator signals to use for signal reconstruction. To achieve better-perceived quality in separated sources, the decomposition stage may be revisited after the identification stage and prior to reconstruction. By decomposing the signal into slightly broader subbands than what was used in the initial decomposition stage for identification purposes (discussed later in Section 4.2.4.3), less of the original source signal is decomposed. In turn, more of the reconstructed source signal is in tact. Similarly, by decomposing the signal into slightly smaller subbands than what was used in the initial decomposition stage for identification, we may overcome the issue of separating sources that overlap in acoustic subbands.

The reconstruction stage varies slightly depending on the task being performed. For separation, a pair of signals are produced for each source found (via masking of non-target frequency subbands) in the identification stage: the “pass” signal, which attempts to isolate a target source, and the “stop” signal, which consists of the remaining sources after
attempting to block the target source. In some cases, the sound sources may sound as if they are divided amongst the “pass” and the “stop” signal pair, in which the parameters would need to be modified to achieve desired results (discussed in Section 4.2.4).

For other tasks, such as removing or enhancing modulation in a signal, the signal’s targeted modulation components are determined in the identification stage. These components may be removed by filtering the non-target frequencies out of the time-domain modulator signal via a bandstop filter. Before reintroducing the modulator to its carrier, we could perform some modification on the modulator such as filtering, masking in frequency, attenuating, amplifying, synthesize, etc.

As illustrated in Fig. 22, similar modulator signals suggest similar source origins. By finding the Pearson’s correlation coefficient between each modulator signal, only the modulator signals that are most correlated with the target sound are “grouped” and used in reconstruction for that target sound. This, in turn, may overcome issues with the identification stage missing some useful subband signals needed for better sound quality in the reconstructed, separated signals (more discussed in Section 4.2.4.5).

### 4.2.4 Parameters and Settings

Defining the set of default parameters is important since the framework allows for unsupervised analysis. Knowing the purposes of these parameters may lead to greater intuition about how they may be adjusted from these default values to refine results. The parameters are shown in the diagram in Fig. 23, where the first and fourth parameters affect decomposition, the second and third parameters affect identification, and the last parameter affects reconstruction.

#### 4.2.4.1 Parameter 1: Acoustic Frequency Subband Widths for Modulation Spectra

As described in Section 4.2.1, the initial decomposition stage prior to the identification stage involves constructing a signal’s modulation spectrum. The acoustic subband width
Figure 22: Modulators from every acoustic frequency subband are plotted in the time domain. This 8-second sample clip contains two sources, one percussive and one harmonic, that overlap temporally by repeating every half second. The general outline, or shape, of modulators belonging to a particular source look similar although the amplitudes may be different. Grouping, or clustering, modulators with similar shapes is done by calculating the correlation coefficients between our target modulator(s) and all others. Only those modulators with the highest correlation, based on a threshold, are used in reconstruction.

Parameter affects the resolution along the y-axis in the modulation spectrum, thereby affecting which sources appear in the modulation spectrum.

Ideally, the acoustic subband widths of the acoustic frequency subbands must be wide enough to contain the full extent of an envelope signal, or modulator, from a particular sound source that exists along those acoustic frequencies. For example, a harmonic instrument may have four harmonics along a number of frequency subbands, in which an ideal acoustic subband width for a filterbank would isolate each harmonic into a separate subband. In the presence of multiple sound sources, an ideal acoustic subband width would isolate each harmonic or percussive sound source into separate subbands. Figure 24 shows how the subband widths affect the visual observation of modulation features in modulation spectra.

If prior information is known about a given signal, such as the pitch content of each present sound source within the analysis window, the acoustic subband widths may be set
non-uniformly to better accommodate the frequency content. However, this type of information is not usually readily available, even in most publicly available datasets. Without this prior information, we found the best method for an unsupervised framework was to use uniformly-spaced acoustic subband widths. From a practical standpoint, less importance is placed on isolating harmonics from the same sound source, while more emphasis is placed on ungrouping different sound sources that occur in the same acoustic frequency subband.

We can consider how parameters may be adjusted if our default value does not reveal sufficient discriminating information in the modulation spectrum. If the reconstruction of a target source sounds as if parts are missing, such as notes missing from the melody, then the acoustic subband width may be widened to include the neighboring frequencies included in the missing parts. In contrast, if the reconstructed target signal sounds as if extra sounds are present, then the acoustic frequency subband may be made more narrow to ungroup the unwanted, non-target sounds. Our default value for this parameter is 20 Hz, which was determined to be a good starting point after experimentation with a wide variety of polyphonic, monaural music.
4.2.4.2 Parameter 2: Modulation Frequency Resolution for Modulation Spectra

Section 4.2.2 discussed how our framework uses modulation spectra to identify sounds with strong temporal patterns. In Section 2.2, we discussed how the modulation frequency resolution determines the precision of the measurements of modulation frequencies. This resolution may be increased to cluster patterns into one pixel or decreased to show more detailed modulation content, as shown in Fig. 25. In some cases, coarse resolution may be favorable for reducing the effect of less significant components, or those with slight misalignments in tempo, in the identification stage.

After experimentation with music signals, we have established a default modulation frequency resolution of 0.25 Hz. The modulation frequency resolution affects how many sources are identified in the modulation spectrum, which in turn directly affects the number of resulting separated signals. Also, this resolution may be decreased after each iteration of the framework when using the output, or separated signal, as the input for the next iteration. This could allow for additional degrees of separation at each iteration.

4.2.4.3 Parameter 3: Acoustic Frequency Subband Widths for Reconstruction

In the reconstruction stage (Section 4.2.3), we use the information retrieved about sources in the identification stage to determine which subbands are needed in reconstruction. We
Figure 25: Modulation spectra of the same music signal with modulation-frequency resolution of 1 Hz (left) and 0.25 Hz (right).

may need to revisit the decomposition stage with a different acoustic subband width for de-
modulation to obtain either narrower or wider modulators to use in reconstruction. Similar
to properties of the acoustic subband width parameter for the modulation spectrum (Section
4.2.4.1), the acoustic subband width affects demodulation of the signal in the time domain
prior to the reconstruction stage.

Ideally, the acoustic subband width for the reconstruction stage would be the same as
whatever width was used for the initial decomposition stage prior to identification. How-
ever, we found that by increasing this parameter for the reconstruction stage, we are able
to include neighboring frequency subbands for the identified sources, which may increase
the quality of the resulting separated signals. Practically, increasing this value may result
in the inclusion of previously missing portions of a modulator signal, which may increase
sound quality. Sound quality may then be improved since the modulator signal is more in
tact. Although, this may be unfavorable if extra, non-target sounds are also included in the
larger subband width. As a rule of thumb, the subband width should not be less than it was
in the identification stage, because that may eliminate all target sound sources that were
originally identified as having the target modulation frequency. Adjusting this parameter
value has no affect on the number of resulting separated sources since this information has
already been determined in the identification stage.
Figure 26: Two modulation spectra of the same signal, one without any thresholding (left) and the other with thresholding (right) to show how structured components may be enhanced and less significant components may be removed prior to undergoing source identification.

4.2.4.4 Parameter 4: Threshold for Modulation Spectral Amplitude

As an inhibition process, a threshold may be set to limit which components of the modulation spectrum are used in the unsupervised source identification algorithm. Since components with the least amplitudes are usually not the focus of the separation analysis, especially since these components may contain non-target sounds or noise, we ignore these components so they will not interfere with analysis. An example is shown in Fig. 26. Our default threshold is set to ignore all components with modulation spectral amplitudes less than 10 percent of the maximum amplitude in the modulation spectrum of the signal. The results of this threshold affect the number of sources that are identified, which in turn directly affect the number of resulting separated signals. If the threshold value is increased, less sources may be identified, which may be helpful for focusing on those components with the highest modulation spectral amplitudes. In contrast, decreasing the threshold may help avoid limiting the weaker components, especially if signals contain only a few sound sources.
Table 3: Calculation of Correlation Coefficients between Modulators with Minimum Threshold ($r$) for $k$ Subbands

<table>
<thead>
<tr>
<th></th>
<th>$m_1(n)$</th>
<th>$m_2(n)$</th>
<th>...</th>
<th>$m_k(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1(n)$</td>
<td>1</td>
<td>$\rho_{1,2} &gt; r$?</td>
<td>$\rho_{1,\ldots} &gt; r$?</td>
<td>$\rho_{1,k} &gt; r$?</td>
</tr>
<tr>
<td>$m_2(n)$</td>
<td>$\rho_{2,1} &gt; r$?</td>
<td>1</td>
<td>$\rho_{2,\ldots} &gt; r$?</td>
<td>$\rho_{2,k} &gt; r$?</td>
</tr>
<tr>
<td>...</td>
<td>$\rho_{\ldots,1} &gt; r$?</td>
<td>$\rho_{\ldots,2} &gt; r$?</td>
<td>1</td>
<td>$\rho_{\ldots,k} &gt; r$?</td>
</tr>
<tr>
<td>$m_k(n)$</td>
<td>$\rho_{k,1} &gt; r$?</td>
<td>$\rho_{k,2} &gt; r$?</td>
<td>$\rho_{k,\ldots} &gt; r$?</td>
<td>1</td>
</tr>
</tbody>
</table>

4.2.4.5 Parameter 5: Threshold for Grouping Time-Domain, Modulator Signals for Reconstruction

Due to the threshold for modulation spectral amplitude (Section 4.2.4.4) in the identification stage, some components associated with sources and their acoustic frequency subbands may be missed. To compensate for this, we group modulators that are the most correlated with each of the identified source’s subband modulators. We accomplish this by setting a threshold for correlation coefficients, which is calculated according to Pearson’s correlation coefficient, in Eq. 5

$$\rho_{\text{target},j} = \frac{C_{\text{target},j}}{\sqrt{\sigma_{\text{target}}^2 \cdot \sigma_j^2}},$$

where $j$ is the $j$-th modulator from $1 \ldots k$ subbands. We calculate the correlation between a target modulator and each of the other modulators along other $k - 1$ subbands in the given signal. A correlation coefficient equal to 0 indicates no correlation while a correlation coefficient equal to 1 is completely correlated, as in the signals are identical. Table 3 demonstrates how modulator signals would be selected for a given target modulator in the leftmost column. Decreasing this value may cause more modulators to be grouped together, possibly creating a “fuller” sound. However, lowering the threshold may also leave room for non-target sounds to enter the reconstruction of the resulting separated signal. Our default threshold for the correlation coefficient for each comparison is 0.7.
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4.3 Results and Analysis

We conducted several experiments on data from publicly available datasets including RWC\textsuperscript{3}, SiSEC\textsuperscript{4}, TRIOS\textsuperscript{5}, University of Iowa Music Database\textsuperscript{6}, and LabRosa\textsuperscript{7}, which are grouped and discussed in individual case studies along with a listening test. The experimental signals, which were between 5 and 20 seconds long, consisted of 30 custom-made sample signals and clips from over 100 professionally recorded song samples, all sampled at 16 kHz. Example sound files of some of our results may be heard online (see Section 4.4 for link).

4.3.1 Computational Concerns

Prior to discussing the case study results and examples, we briefly interject to discuss runtime of the overall framework. Runtime is dependent on the parameters and, of course, the signal’s length and sampling frequency. For our experiments, we used a Linux environment (Ubuntu 12.04) on a desktop computer with an i5 Intel processor and 8 GB of RAM. The framework analyzed and separated a signal in less than a minute for most of our sample signals, regardless of the parameters given. The runtime decreases for one or more of the following parameter options: wider acoustic frequency subbands for modulation spectra used in identification and/or time-domain demodulation used in reconstruction, coarser resolution across the modulation frequency axis in the modulation spectra used in identification, and higher maximum thresholds for the modulation spectral amplitude used in identification and/or the correlation coefficient used in grouping modulators during reconstruction.

\textsuperscript{3}https://staff.aist.go.jp/m.goto/RWC-MDB/
\textsuperscript{4}http://sisec.wiki.irisa.fr/tiki-index.php?page=Audio+source+separation
\textsuperscript{5}http://c4dm.eecs.qmul.ac.uk/rdr/handle/123456789/27
\textsuperscript{6}http://theremin.music.uiowa.edu/MIS.html
\textsuperscript{7}http://labrosa.ee.columbia.edu/sounds/
### Table 4: Objective Measures for Reconstructed Signals

<table>
<thead>
<tr>
<th>Source</th>
<th>SDR(dB)</th>
<th>SNR(dB)</th>
<th>WMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source 1 (Horn)</td>
<td>5.80</td>
<td>59.64</td>
<td>4.24</td>
</tr>
<tr>
<td>Source 2 (Trumpet)</td>
<td>14.87</td>
<td>68.79</td>
<td>2.47</td>
</tr>
<tr>
<td>Sources 1 and 2</td>
<td>17.65</td>
<td>55.98</td>
<td>8.28</td>
</tr>
</tbody>
</table>

#### 4.3.2 Case Studies for Unsupervised Source Separation

In this section, we discuss four case studies and summarize results for each. For our first case study, we performed separation on polyphonic, monaural signals containing harmonic sources without percussive sources. We demonstrate the separation of two harmonic signals that were mixed together. One signal contains a horn note at middle-C repeated once every second, and the other signal is a trumpet note at middle-C repeated every half second. In Figs. 27 and 28, the spectrograms and modulation spectra, respectively, are compared for the original and reconstructed signals. We also calculate the signal-to-distortion-ratio (SDR), signal-to-noise-ratio (SNR), and the weighted modulation spectral dissimilarity (WMSD) measure (Appendix A) in Table 4 using a blind source separation evaluation toolbox for MATLAB. Since our algorithm searches the modulation spectra for harmonics (integer multiples of similar modulation components vertically along a modulation frequency column) and groups similarly shaped modulators, we are able to cluster harmonic sources belonging together even if some components of the sources overlap in pitch (i.e. in the same acoustic frequency subband.) Bass parts, especially in contemporary genres of music, were easiest to identify and separate. We note that the fewer the number of sources in a signal, the easier they were to identify and separate.

Secondly, similar to the example of modulators shown in Fig. 22, we show another example with both percussive and harmonic sources. These usually work well and tend to separate percussive sources from the harmonic melody or accompaniment. We demonstrate this with the “Take 5” trio example from the TRIOS dataset. This 6-second, segmented portion of the song contains drums and piano, which separated nicely, as shown in Figs. 29

---

[8]:http://bass-db.gforge.inria.fr/bss_eval/
Figure 27: Spectrogram comparisons of original and reconstructed signals after separation or mixing. *In particular, (f) is a spectrogram of a mixed signal containing the two separated signals, but with the trumpet attenuated and the horn amplified.

and 30. Although the SDR values are negative in Table 5, our listening study (Section 4.3.3) resulted in this signal being one of the highest ranked in both separation and quality. This observation suggests that the WMSD measure may be more accurate in measuring perceptual quality.

In our third case study, experiments were conducted on signals that contained percussive sources only. Results varied for these types of signals. Some signals were able to be separated while others, particularly the percussive sources that both appear and sound.

<table>
<thead>
<tr>
<th>Source</th>
<th>SDR(dB)</th>
<th>SNR(dB)</th>
<th>WMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source 1 (Piano)</td>
<td>-5.29</td>
<td>81.85</td>
<td>3.46</td>
</tr>
<tr>
<td>Source 2 (Drums)</td>
<td>-13.17</td>
<td>88.28</td>
<td>21.69</td>
</tr>
<tr>
<td>Sources 1 and 2</td>
<td>-22.24</td>
<td>81.33</td>
<td>2.79</td>
</tr>
</tbody>
</table>
“noisy” in the modulation spectra, were more difficult to identify and isolate. These noisy sources include cymbals and other sources that do not necessarily form evenly-spaced harmonics in acoustic frequencies. Some percussive instruments are more easily distinguished than in others (see Fig. 31). However, we observed that the grouping of similar-shaped modulator windows may be able to compensate for some of this lack of distinction. For example, the bass drum and the snare drum have differently shaped modulators, and these modulators may more clearly demonstrate differences in temporal patterns.

Our final case study consisted of experiments with mixed sources that also contained vocals. We note that if a source possesses an unclear temporal pattern, such as with vocals in a song, these sources will not be easily identified. Therefore, vocals, along with other nonstationary sources, are not separated easily using our framework, which searches for
sources with temporal patterns. An example is shown in Fig. 32, taken from the LabROSA samples (“Around the World” by ATC). The observation of vocals being difficult to isolate was also reflected in our listening tests (Section 4.3.3).

4.3.3 Listening-Test Study

A listening test was performed with 10 sets of listening samples to compare and rate. This test was estimated to take approximately 10-15 minutes.\(^9\) This study was patterned after the PEASS Listening Test GUI for MATLAB.\(^10\) For each of 10 test sets, the listener was given a specified target sound to listen for, a mixed track sample that contained the specified target sound along with other sounds, and a pair of resulting samples (Sample A and Sample B). These pairs included separation results from different algorithms, default versus adjusted

---

\(^9\)This study was approved by the Georgia Tech Institutional Review Board.

\(^10\)http://bass-db.gforge.inria.fr/peass/PEASS-ListeningTestGUI.html
Figure 30: Modulation spectra comparisons of original and reconstructed signals after separation or mixing.

Figure 31: Modulation spectra demonstrating how percussive signals may vary in isolation difficulty during the ID stage of the framework. The left signal contains a bass (2 Hz) and snare (3 Hz) and shows distinguishing source components. The right signal contains several types of percussive sounds and shows less distinguishing source components. Note that “harmonics” of most of the percussive sounds are not evenly spaced in acoustic frequency (unlike harmonic sources).
parameters, and pass versus stop signals. The listeners were then asked to perform two rating tasks for each of the 10 test sets:

1. Rate how well Sample A and Sample B eliminate interfering sounds and extraneous, artificial sounds (i.e. in an attempt to isolate the specified target sound from the mixed track sample).

2. Rate Sample A and Sample B strictly according to sound quality and least amount of distortion (i.e. regardless of the amount of target sounds present).

The first rating task is a subjective measure of our separation results in terms of the presence of extraneous artifacts and interfering sounds. The second rating task is a subjective measure of distortion within our separation results. Rating was done on a scale from 0-100, where 0 is worst and 100 is best, and we later map our analysis to rating labels according to that in Table 6. The listener was asked to make sure that the ratings between pairs of samples were consistent, i.e. if one sample has better quality than another, it should be rated better. They were also allowed to play the samples as many times as they liked.

The samples, shown in Table 7, were chosen to test percussion, vocals, temporal versus non-temporal patterns, harmonics, particular instruments, groups of instruments, etc. Out
Table 6: Rating-Labels and Percentages

<table>
<thead>
<tr>
<th>Percentage</th>
<th>0-20 %</th>
<th>21-40 %</th>
<th>41-60 %</th>
<th>61-80 %</th>
<th>81-100 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>Low-to-none</td>
<td>Low Moderate</td>
<td>Moderate</td>
<td>High Moderate</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 7: This table describes the data samples used in the listening test. Each sample, about 10-20 seconds long, contained a somewhat stationary segment of the song listed.

<table>
<thead>
<tr>
<th>Testsets</th>
<th>Song</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 5, and 9</td>
<td>Take Five</td>
<td>TRIOS Dataset</td>
</tr>
<tr>
<td>2</td>
<td>Jingle Bells</td>
<td>RWC Database</td>
</tr>
<tr>
<td>3</td>
<td>Mixed (test_nodrums_liverec_250ms_5cm_mix.wav)</td>
<td>SiSEC Test Dataset</td>
</tr>
<tr>
<td>4</td>
<td>Yankee Doodle</td>
<td>RWC Database</td>
</tr>
<tr>
<td>6</td>
<td>Eien</td>
<td>RWC Database</td>
</tr>
<tr>
<td>7</td>
<td>Mixed (test2_wdrums_inst_mix.wav)</td>
<td>SiSEC Test 2 Dataset</td>
</tr>
<tr>
<td>8</td>
<td>Koi</td>
<td>RWC Database</td>
</tr>
<tr>
<td>10</td>
<td>Dance of the Sugar Plum Fairies</td>
<td>Tchaikovsky’s Nutcracker Suite</td>
</tr>
</tbody>
</table>

of the ten test sets given, five of the test sets compared a separated target track with remaining tracks. Another test set compared modified parameters for a separated target with the default parameters. Two other test sets compared our framework with iCARMs results (including one mixed track that included vocals). The last two test sets compared our framework with SiSEC results (including one track with vocals).

We solicited participation over the course of three weeks from the AUDITORY mailing list, the MIR mailing list, Georgia Tech’s Digital Signal Processing Students mailing list, and other colleagues to gain a diverse pool of participants. 126 people from many different countries in North America, Europe, and Asia participated, as shown in Fig. 33. We used data from the 63 participants who fully completed the listening test and provide demographic information in Figs. 34-36. 12.7% were 18-24 years old, 52.4% were 25-34 years old, 22.2% were 35-50 years old, and 12.7% were age 51 or older. 63.5% were male and 36.5% were female. None indicated any known hearing issues, and the majority

11iCARMs results for RWC-MDB-P-2001 No.1 and RWC-MDB-P-2001 No.5, both from the RWC music database were taken from https://staff.aist.go.jp/k.yoshii/icarm/
12One signal was the SiSEC result from B. Makkiaibadi’s algorithm: http://www.onn.nii.ac.jp/sisec13/evaluation_result/UND/submission/bm/Algorithm.txt
13Another signal was the SiSEC result from Adiloglu, Kayser, and Wang’s algorithm: http://www.onn.nii.ac.jp/sisec13/evaluation_result/UND/submission/ob/Algorithm.pdf
14http://www.auditory.org/
15http://listes.ircam.fr/wws/info/music-ir
reported they played a musical instrument and/or claimed to have a moderate-to-expert musical background. The majority used a desktop or a laptop computer, with over 80% of them using headphones.

Our listening-test results are presented in Table 8. In all cases where our framework was tested to determine whether or not the target sound was separated from the other sounds, our participants confirmed success, reporting quality level in the moderate-to-high range.
According to our participants, some of the SiSEC algorithms yielded better quality. This may be expected, given that the SiSEC algorithms required, and were provided, prior information that was not provided to our framework. Nonetheless, our separation performance and sonic quality were rated only slightly worse. In comparisons of our framework with other algorithms involving vocal samples, our framework was considered slightly worse in separation and quality. Overall, our framework’s separation of percussive sounds reported separation and quality to be in the moderate-to-high-moderate range. Our modified parameters, consisting adjustments made to default parameters after listening to original results, ranked similar to the default performance in terms of separation performance but demonstrated the ability to yield better sonic quality.

We compared results from iCARMs and our framework, since both methods are unsupervised. For the bass guitar, our framework rated better than iCARMs results in sonic quality and rated much better in terms of separating and eliminating extraneous sounds. For vocal samples, iCARMs rated slightly better than our framework, in terms of both separation ability and sonic quality. Both iCARMs and our framework were rated in the low range in terms of sonic quality for separated vocals. We conjecture that iCARMs may be slightly better for separating some instruments while our framework may be slightly better for others.
Table 8: This table displays results of the listening test comparing pairs of samples in each testset in terms of two rating types: how well the signal separated or contained the target sound(s) and how great the quality of sound (regardless of separation quality). Note: All signals are a result of our framework unless otherwise noted in parentheses.

<table>
<thead>
<tr>
<th>Testset</th>
<th>Sample</th>
<th>Signal Details</th>
<th>Avg. %</th>
<th>Std. Dev.</th>
<th>Avg. %</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Target: Piano</td>
<td>72.87</td>
<td>19.49</td>
<td>65.42</td>
<td>24.80</td>
</tr>
<tr>
<td>1</td>
<td>B</td>
<td>Non-Target</td>
<td>29.92</td>
<td>31.58</td>
<td>37.89</td>
<td>27.96</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>Target: Bells</td>
<td>65.00</td>
<td>24.23</td>
<td>63.44</td>
<td>21.13</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Non-Target</td>
<td>48.75</td>
<td>30.82</td>
<td>63.50</td>
<td>23.15</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>Target: Male Vocals</td>
<td>47.54</td>
<td>22.48</td>
<td>42.83</td>
<td>23.19</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>Target: Male Vocals (SiSEC)</td>
<td>51.58</td>
<td>24.72</td>
<td>66.72</td>
<td>19.89</td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>Non-Target</td>
<td>34.92</td>
<td>26.92</td>
<td>54.60</td>
<td>22.79</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>Target: Drums and Bass</td>
<td>67.34</td>
<td>21.36</td>
<td>55.82</td>
<td>24.70</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>Target: Saxophone (Our Optimal Params.)</td>
<td>53.41</td>
<td>21.78</td>
<td>50.82</td>
<td>22.94</td>
</tr>
<tr>
<td>5</td>
<td>B</td>
<td>Target: Saxophone (Our Default Params.)</td>
<td>52.42</td>
<td>23.15</td>
<td>39.34</td>
<td>23.11</td>
</tr>
<tr>
<td>6</td>
<td>A</td>
<td>Target: Bass (iRCAMs)</td>
<td>39.07</td>
<td>22.84</td>
<td>29.43</td>
<td>20.02</td>
</tr>
<tr>
<td>6</td>
<td>B</td>
<td>Target: Bass</td>
<td>59.03</td>
<td>30.77</td>
<td>46.59</td>
<td>26.65</td>
</tr>
<tr>
<td>7</td>
<td>A</td>
<td>Target: Crank Sound (SiSEC)</td>
<td>53.79</td>
<td>26.39</td>
<td>45.00</td>
<td>25.77</td>
</tr>
<tr>
<td>7</td>
<td>B</td>
<td>Target: Crank Sound</td>
<td>50.95</td>
<td>24.83</td>
<td>48.98</td>
<td>26.73</td>
</tr>
<tr>
<td>8</td>
<td>A</td>
<td>Target: Female Vocals (iRCAMs)</td>
<td>41.11</td>
<td>22.58</td>
<td>33.49</td>
<td>21.83</td>
</tr>
<tr>
<td>8</td>
<td>B</td>
<td>Target: Female Vocals</td>
<td>36.59</td>
<td>23.06</td>
<td>29.84</td>
<td>21.29</td>
</tr>
<tr>
<td>9</td>
<td>A</td>
<td>Target: Snare and Cymbals (Our Optimal Params.)</td>
<td>57.66</td>
<td>24.70</td>
<td>52.82</td>
<td>26.21</td>
</tr>
<tr>
<td>9</td>
<td>B</td>
<td>Target: Snare and Cymbals (Our Default Params.)</td>
<td>35.41</td>
<td>34.53</td>
<td>64.43</td>
<td>24.71</td>
</tr>
<tr>
<td>10</td>
<td>A</td>
<td>Non-Target</td>
<td>40.16</td>
<td>37.65</td>
<td>73.81</td>
<td>23.80</td>
</tr>
<tr>
<td>10</td>
<td>B</td>
<td>Target: Pizzicato Strings</td>
<td>69.27</td>
<td>30.17</td>
<td>63.33</td>
<td>30.46</td>
</tr>
</tbody>
</table>

4.4 Conclusion and Future Work

We have developed a framework for exploiting modulation spectral features for music information retrieval tasks such as unsupervised source separation. Our three-stage framework may be employed in various ways to achieve various tasks and may be used iteratively. For example, a signal that is chosen from the output of the source separation stage may be further treated as a new input signal of the framework. This chapter focused on unsupervised source separation and showed several case studies for various types of sources. A listening study supported the subjective quality of our results in several types of unsupervised source separation. We demonstrate how a set of default parameters may be adjusted, depending on the signal, to achieve desired results. Example sound clips\(^{16}\) of our results and our listening test\(^{17}\) are temporarily available online. One can find results of the well-suited signals, such as those that have strong temporal patterns with no significant overlap in both acoustic and modulation frequencies. Also, one can find results of those signals that

\(^{16}\)http://csip.ece.gatech.edu/?q=student/nashlie-h-sephus

are not well-suited for our framework, i.e., those containing non-stationary patterns, vocals, and patterns of different sources that may overlap in both frequency types, such as the bass drum. Since the framework parameters depend on the signal itself, the limitations in results may be attributed to non-optimal parameter settings as well, as discussed in Section 4.2.4.

Future work might integrate other existing methods for recognizing features of vocals, since our framework is not generally geared towards speech or vocals in general. A gradient descent method, or some other optimization technique, for automatically finding an improved set of parameters given initial estimates or defaults would be of interest. Another option would be to use non-uniform subband widths and automatically determine these widths via pre-clustering along acoustic frequency subbands. Other ways might be incorporated to better separate sound sources that overlap in both acoustic and modulation frequencies. Lastly, in addition to our method for grouping correlated modulators, more robust ways of detecting envelopes and smoothing of envelope signals could be developed to improve the framework’s ability to distinguish sources.
CHAPTER 5
ADDITIONAL APPLICATION: MODULATION ANALYSIS IN EEG SEIZURE SIGNALS

1Epilepsy is a neurological disorder that affects millions worldwide with recurrent seizures that impair quality of life as well as brain function [87]. Many epilepsy patients undergo invasive electrophysiology, or intracranial EEG (iEEG) to pinpoint critical brain area(s) responsible for their seizures, or seizure onset zone (SOZ), by neurologists and epileptologists and likely to result in seizure freedom if surgical removed by a neurosurgeon in a procedure called presurgical evaluation [88]. Standard presurgical evaluation involves board-certified epileptologists visually manually reviewing video and electrophysiology for seizures if any seizures even occur during patient hospitalization and monitoring [88]. Consequently, presurgical evaluation is a somewhat subjective process that can have inter-rater variability, although done by trained physicians, and a tedious often challenging process for physicians to manually perform. Thus, the need to objectively pinpoint the SOZ with reliable accuracy, efficiency, and low procedural burden presents an opportunity for novel signal processing techniques to perform the same process as a human EEG reviewer. The modulation spectrum [8] is perhaps a technique that may effectively aid seizure diagnosis.

Recently, a neuroimaging study of temporal lobe epilepsy reported diminished default mode network organization in the same hemisphere as the seizure onset zone [89]. But presently it is unclear how such brain network activity changes at the iEEG level or in neocortical epilepsy. Previous researchers have believed that low frequency rhythms, such as δ or θ oscillations, may couple with high-frequency rhythms (e.g., γ oscillations) for normal or pathological brain function [90–92]. Because the modulation spectrum technique is a straightforward sound approach to quantify network communication via time series

1This chapter is modified from Smart, O. L., Sephus, N. H., & Gross, R. E. (2014). Application of Modulation Spectrum for iEEG Seizure Analysis. In 2014 IEEE Conference on Computational Intelligence in Bioinformatics and Computational Biology (To be published in May 2014 proceedings) [86].
data, we applied it to a few human epileptic seizures.

Previous research has exploited the amplitude modulation (AM) and frequency modulation (FM) characteristics of the modulation spectrum for primarily audio signal processing (e.g., recognition, filtering) [81, 93]. But some related work has been done in biological or clinical applications [38, 47, 94]. One paper initially sparked interests in bio-inspired modulation analysis for biological applications, particularly for detecting dysphonia in a human speech [38]. Another paper applied an amplitude modulation analysis method on EEG signals for diagnosing Alzheimer’s disease [47]. More biomedical research has employed it as a preprocessing step for filtering heart and lung sounds and separating the two for further individual analysis [95]. Thus, application of the modulation spectrum for biomedical time-series analysis has gained growing interest.

Surprisingly, the modulation spectrum algorithm has not yet been applied to epilepsy time-series signals. In fact, in the field of signal processing techniques for epilepsy iEEG or EEG, cross-frequency coupling and modulation index methods are just starting to grow in application [94, 96–98] with most approaches focused on one of two well-known joint-frequency modulatory signal representations [99, 100] that though potent in use have some drawbacks [101] due to their stochastic nature. In this in silico study, we investigated whether modulation spectrum measures varied across electrode location (i.e., SOZ, non-SOZ) or seizure state changes (i.e., preictal, ictal, postictal). We found that the modulation spectrum could usefully quantify changes in seizure state and location but that these results may be patient-specific despite a general trend in the measurements.

5.1 Methods
5.1.1 Epilepsy Patients and Invasive Brain Signal Data

Brain signals were obtained from four medically refractory epilepsy patients who underwent long-term simultaneous time-locked video and IEEG recordings for presurgical evaluation, which entailed the surgical implantation of platinum-iridium brain electrodes (Ad-Tech Medical Instrument Corporation, Racine, WI, USA) that were later extra-operatively
connected to a 128-channel data-acquisition system (Xtke, Oakville, Ontario, CA). The ac-
quisition system stored signal data at 12 bits per sample and at 500 samples per second (Pa-
tients B-D) or 1000 samples per second (Patient A) before downsampling to 500 samples
per second in a referential montage. Each patient provided permission for the access and
analysis of their data via an informed consent process (Emory University, IRB00027074).

During their hospitalization, each patient experienced at least one behavioral seizure
with corresponding electrographic discharge (i.e., iEEG seizure). An epileptologist an-
notated SOZ electrodes and seizure onset and offset times per seizure. For our analyses
(Sections B-D), we clipped iEEG signals for a single randomly selected seizure with clear
clinical annotations per patient. Each iEEG seizure (i.e., ictal) clip ranged from approx-
imately 5 minutes before the seizure onset timestamp (i.e., preictal state) and 5 minutes
after the seizure offset timestamp (i.e., postictal state). The seizure (i.e., ictal state) dura-
tion varied (27-105 seconds) across the four patients.

5.1.2 Modulation Spectrum Theory

The modulation spectrum was developed as an analysis tool to demonstrate the presence
of modulation in a signal. In a canonical sense, modulation refers to a slow-varying enve-
lope (i.e., a modulator) that modifies a fast-varying higher-frequency wave (i.e., a carrier);
meanwhile the modulation spectrum represents the jointly coupled modulator-carrier rela-
tionship of a signal as a quantifiable measure that varies across carrier frequencies versus
modulation frequencies. Mathematically, the modulation spectrum may be described as a
discrete short-time modulation transform (DSTMT) of a signal [1], as reflected in Eqs. 1-3

We used the modulation spectrum, in particular this specific implementation [8], as a
cross-frequency coupling technique rather than other known techniques [99–101] given its
very computationally efficient, mathematically sound, statistically deterministic, and easy-
to-understand approach. More details on the approach may be found in [1, 7, 81].
5.1.3 Signal Processing with Modulation Spectrum

Using our custom and the open-source MATLAB algorithms, we performed modulation spectrum analysis for each of the four patients’ seizure clips in the following manner: (a) we arbitrarily selected a $w$-second window of multi-electrode data for each seizure state (i.e., preictal, ictal, postictal), where $w$ equaled the seizure duration and the windows did not overlap in time; (b) we applied de-trending to remove any baseline drift and filtering to remove any line noise (i.e., 60 Hz and harmonics) for each referential iEEG signal; (c) we computed the modulation spectrum for each $w$-second epoch per signal; (d) we considered seven canonical clinically relevant iEEG spectral bands of interest (i.e., $\delta$ (1-4 Hz), $\theta$ (4-8 Hz), $\alpha$ (8-12 Hz), $\beta$ (12-30 Hz), $\gamma_1$ (30-50 Hz), $\gamma_2$ (50-80 Hz), and $\gamma_3$ (80-249 Hz)); and (e) we discretized the entire modulation spectrum into 49 major cross-frequency bins for all combinations of the seven spectral bands (Fig. 37), where each cross-frequency bin corresponded to the maximum modulation spectrum value over all frequencies spanning the bin and $bin_{i,j}$ quantified the i-th carrier frequency band and j-th modulation frequency band.

We used a $bandwidth_j:bandwidth_i$ convention to describe the corresponding physiological iEEG spectral bands as a modulator:carrier coupling pair.

We used the same parameters for each modulation spectrum computation: the Hilbert Transform for the envelope detection stage (i.e., Hilbert demodulation method [1] discussed in Section 3.2.1), a rectangular window for a Fast Fourier Transform spectral analysis; non-uniform pass-subband widths in the carrier frequency filter-bank (y-axis of the modulation spectrum) so that each passband coincided with the seven iEEG spectral bands; a uniform 1 Hz passband width for the modulator frequency filter-bank (x-axis of the modulation spectrum) from 1-249 Hz; a cubic spline interpolation so that the full bandwidth range of the modulator frequency (1-249 Hz) possessed actually 210 total frequency points (30 points per iEEG spectral band) so that each modulator bandwidth had equitable spectral representation before reduction to a single data point via calculating the maximum modulation spectrum value within that band.
Figure 37: We converted each full-bandwidth modulation spectrum result into 49 discrete cross-frequency bins, each bin with an associated index and nomenclature for statistical analyses. For instance, “bin 27” and “bin 49” respectively represented the maximum $\beta:\gamma_2$ and maximum $\gamma_3:\gamma_3$ modulation values as modulator:carrier (x-axis:y-axis) cross-frequency signal relationships. A MIDE plot may be computed using two binned modulation spectrum, each one representing a statistical group for comparison (see Section 5.1.4).

5.1.4 Statistics

We posed two main statistical hypothesis tests for each of the computed 49 cross-frequency measures per patient: (1) equal modulation values in the SOZ versus the non-SOZ (NSOZ) signals for each the preictal, ictal, and postictal epochs; and (2) equal modulation values across preictal, ictal, and postictal epochs in each the SOZ and NSOZ electrodes. We used each of the 49 joint-frequency measures of interest as a dependent variable (e.g., $\theta:\gamma_1$, $\delta:\alpha$), electrode location (i.e., SOZ or NSOZ) based on clinical annotations as one independent variable, and seizure state as the other independent variable. Each analyzed electrode, therefore, contributed to a statistical sample of modulation measurements per cross-frequency bin.
We used the following non-parametric statistics to test each primary hypothesis: Kruskal-Wallis (KW) one-factor analysis of variance (ANOVA) for an omnibus test and Wilcoxon-Mann-Whitney (WMW) two-sample test for multiple comparisons with the same Bonferroni correction of the standard significance level \( (p < 0.05) \) for both hypotheses \( (p_{KW} < 0.05/49 \text{ and } p_{WMW} < p_{KW}/6 = 0.00017) \). In the case of main hypothesis #1, for which the independent variable only had two levels, the WMW test equaled the KW test. For each WMW test, we computed Cohen’s \( d \) and Hedges’s \( g \) effect size statistics but only report \( g \) here.

To compactly illustrate the results of the hypothesis testing for all 49 combinations of cross-frequency bins, we developed a “modulation index difference” (MID) plot. For the MID plot, the x-axis and y-axis represented the seven modulator and seven carrier bands respectively and the z-axis (i.e., a three-level color code) represented the difference in median modulation index across electrodes between two selected levels of an independent variable (e.g., SOZ vs. NSOZ, ictal vs. postictal) weighted by effect size (i.e., Hedges’s \( g \) value) and \( p \)-value according to Eq. 6

\[
\text{sgn}((m_{\text{level}_1} - m_{\text{level}_2}) \times p_{\text{flag}} \times g_{\text{flag}})
\]

where \( p_{\text{flag}} = 0 \) if \( p > 0.00017 \) (i.e., not a statistically significant result) and \( p_{\text{flag}} = 1 \) otherwise; \( g \) is the Hedges’s \( g \) value with \( g_{\text{flag}} = 0 \) if \( g < \tau \) and \( g_{\text{flag}} = 1 \) otherwise; \( \tau \) is a predefined threshold (e.g., 0.80) and \( \text{sgn} \) is the signum function. We calculated MID plots with \( \tau = 0.80 \) (i.e., high effect size) then \( \tau = 0.30 \) (i.e., low effect size) for all patients to briefly examine the effects of adjusting this parameter on findings. We did not aim to optimize \( \tau \) in this work, but aim to do so in future research.
5.2 Experimental Results

In preliminary observations, changes were obvious in the modulation spectra across the three seizure states in many electrodes. For instance, we noticed transitions from broad-spectrum coupling in the preictal state to focus-spectrum coupling in the ictal state to even broader-spectrum coupling in the postictal state of an electrode for Patient A (e.g., Fig. 38); we noticed fluctuations in the magnitude and spectral broadness of modulation measures from preictal to ictal and postictal states in Patient C (e.g., Fig. 39). We then succeeded these preliminary observations with two types of experiments, which we discuss in the remainder of this section.
Figure 39: For Patient C (captured here), as with all patients, we performed the same signal processing analysis as with Patient A (Fig. 38). Sometimes we observed different modulation values when juxtaposing preictal, ictal, and postictal epochs across patients and electrodes. For this electrode and this patient, we noticed cross-frequency modulation throughout preictal, ictal, and postictal intervals but the modulation magnitude overall appeared higher and concentrated in less broad spectral ranges in the interval phase versus the other two time intervals.

For our first experiment, we investigated whether each patient displayed differences in cross-frequency coupling for their brain signals outside vs. inside their SOZ. With $g = 0.80$, we found generally no statistically significant differences in NSOZ vs. SOZ coupling across patients and states except for the following 23 of 588 ($\sim 4\%$) total cross-frequency bins (Fig. 40): lower preictal $\theta:\theta$ coupling in NSOZ than SOZ for Patient D (Fig. 40: D1); higher NSOZ than SOZ coupling of the $\alpha:\theta, \beta:\theta, \gamma_1:\theta, \gamma_2:\theta, \gamma_3:\theta, \theta:\beta, \delta:\gamma_2, \theta:\gamma_2, \alpha:\gamma_2, \beta:\gamma_2, \gamma_2:\gamma_2, \gamma_3:\gamma_2$, bands for Patient A (Fig. 40: A2) during seizure; higher NSOZ than SOZ ictal $\gamma_3:\gamma_3$ coupling for Patient C (Fig. 40: C2); lower NSOZ than SOZ coupling of the $\alpha:\theta, \beta:\theta, \gamma_1:\theta, \gamma_2:\theta, \gamma_3:\theta, \delta:\beta$, and $\alpha:\beta$ bands during seizure for Patient D (Fig. 40: D2); and higher postictal $\delta:\delta$ coupling and ictal $\alpha:\theta$ coupling in the NSOZ than SOZ for Patient A (Fig. 40: A3). However, 20 of the 23 bins ($\sim 87\%$) all occurred for the ictal state,
meaning that Patient B notwithstanding (Fig. 40: B2) patient-specific modulation spectrum measures could distinguish the SOZ and NSOZ electrodes during seizures.

For our second experiment, we investigated whether each patient displayed any differences in cross-frequency coupling brain signal measures when comparing different time intervals relative to seizure onset. With \( g = 0.80 \), we compared SOZ coupling (Fig. 41) during ictal vs. preictal (Fig. 41: A1-D1), posictal vs. ictal (Fig. 41: A2-D2), and postictal vs. preictal (Fig. 41: A3-D3) iEEG epochs, observing three primary findings: (1) lower modulation during seizure than before seizure for all four patients (Fig. 41: A1-D1); (2) higher modulation after seizure than during seizure for carrier frequencies mainly above \( \beta \) with various modulator frequencies while lower modulation after seizure than during seizure for carrier frequencies mainly below \( \beta \) with various modulator frequencies in Patient A (Fig. 41: A2), higher modulation after seizure than during seizure for only three cross-frequency bins of Patient B (Fig. 41: B2), lower modulation after seizure than during seizure for Patient C (Fig. 41: C2), and higher modulation after seizure than during seizure for various cross-frequency pairings in Patient D (Fig. 41: D2); and (3) lower modulation after seizure than before seizure for various modulator:carrier pairs in Patients A, C, and D while only two for Patient B (Fig. 41: A3-D3).

We repeated each experiment with a lower effect size threshold \( (g = 0.30) \). We noted that a lower threshold made the results more sensitive to statistically significant differences, revealing some differences in the new analysis (e.g., Fig. 42) that we did not observe in the prior analysis (e.g., Fig. 41). For the first experiment, we noticed more statistically significant differences between NSOZ and SOZ coupling across patients and states: 90/588 (~16%) total cross-frequency bins with 52/90 (~58%) corresponding to the ictal state. For the second experiment, the lower threshold did not considerably alter the observed patterns from the high-threshold analysis although Patient B results varied more (c.f., Fig. 41 and Fig. 42: B) than the other patients.
5.3 Discussion

This study investigated the utility of the modulation spectrum technique, which is a method typically used in speech signal processing although used recently for noninvasive EEG from Alzheimer’s patients, for the analysis of invasive EEG from epilepsy patients. To our knowledge, we have contributed the first application of this particular cross-frequency coupling signal processing approach to epilepsy iEEG data. Furthermore, we presented a novel approach to quantitatively identify both time intervals of seizure activity and brain regions conceivably involved in seizure-genesis. Overall we observed patient-specific changes in iEEG modulation spectra: (1) either lower (Patients A and C) or higher (Patient D) coupling in SOZ than NSOZ during seizures; and (2) lower SOZ coupling when a seizure occurs that apparently maintains a postictal effects (Fig. 41: A3-D3).

Regarding the limitations of this work, we recognized the need to more fully examine the effect of the threshold $\tau$ on results via this method. We hypothesized from these early observations, however, that some patients may display gradual changes and others more drastic changes in ensuing MID plots as $\tau$ varies. Since this threshold affects the interpretation of these analyses, future work must examine the parameter using ROC curves to discern a “cutoff point” for reliable vs. “noise” MID plots. Secondly, we recognized that this method should be further studied by applying it to more seizures per patient and more patients as well as less arbitrary sampling of preictal and postictal iEEG epochs. Thirdly, the method can be applied to iEEG sampled at higher bandwidths since higher $\gamma$ activity ($\geq 250$ Hz) has been suggested as a biomarker for SOZ identification. Also, we can examine the same methods for scalp EEG or another brain electrophysiology modality from epilepsy patients. Lastly, our findings have potential translation to a pattern classification framework using coupling measures (or transformed measures, e.g., via ICA or PCA) as extracted features for a machine learning algorithm to discern (a) SOZ vs. NSOZ areas or (b) preictal, ictal, vs. postictal states; but we have begun research on this application [102].
5.4 Conclusion

The modulation spectrum technique revealed that various cross-frequency coupling measurements captured the effects of seizures on brain network activity regardless of whether the electrodes were inside or outside the putative clinical seizure onset zone and that for certain cross-frequency bins modulation measures discriminated electrodes in the SOZ from electrodes not in the SOZ during the seizure state but for a few patients and adjustable effect size thresholds. Such findings provide promising potential for the modulation spectrum and measures derived from this analysis for the classification of seizure states and possibly the distinction of SOZ electrodes for diagnostic purposes using iEEG. Our findings can be adapted for a pattern classification method.
Figure 40: For Patients A-D (rows) we computed MID plots ($g \geq 0.80$) for differences between SOZ and NSOZ modulation spectrum values in each the preictal (first column), ictal (second column), and postictal (last column) time intervals. For all MID plots, the tick marks 1-7 of both the x-axes and y-axes correspond to $\delta$, $\theta$, $\alpha$, $\beta$, $\gamma_1$, $\gamma_2$, and $\gamma_3$ bandwidths respectively; while the pixel colors represent higher coupling in NSOZ than in SOZ (black), no difference in coupling between NSOZ and SOZ coupling (grey), and lower coupling in NSOZ than in SOZ (white).
Figure 41: For Patients A-D (rows) we computed MID plots ($g \geq 0.80$) for comparing ictal vs. preictal (first column), postictal vs. ictal (second column), and postictal vs. preictal (third column) coupling in only the SOZ for all plots. For all MID plots, the tick marks 1-7 of both the x-axes and y-axes corresponded to $\delta$, $\theta$, $\alpha$, $\beta$, $\gamma_1$, $\gamma_2$, and $\gamma_3$ bandwidths respectively. The pixel colors per plot in each the ictal vs. preictal, postictal vs. ictal, and postictal vs. ictal comparisons represent higher coupling (black) for a given time interval (e.g., ictal) than its preceding time interval (e.g., preictal), no difference in coupling (grey) between time intervals, and lower coupling (white) for a given time interval than its preceding time interval.
Figure 42: For Patients A-D, we repeated the MID plot analysis in Fig. 41 but with a lower effect size threshold ($g \geq 0.30$).
CHAPTER 6

CONCLUSION

In this thesis, we have developed a framework for extracting modulation spectral features from music and other signals based on an existing modulation filterbank framework originally employed for speech signals. We have applied this framework to several applications, including unsupervised source identification, unsupervised source separation, and analysis of amplitude modulation (AM) and frequency modulation (FM). The objective of the unsupervised identification method is to automatically identify distinct sources of varying modulation content, a process that is currently manual and requires prior information about sources. The objective of the unsupervised source separation is to blindly separate sources in periodic segments of signals with varying modulation content, or temporal patterns. Other applications presented in this thesis include vibrato analysis and modulation analysis of EEG seizure signals. A summary of our most significant contributions are as follows:

- published extensive literature survey on benefits, challenges, and new directions of exploiting general modulation features in music data mining tasks.
- revisited the modulation transform and modulation spectra theory and drew additional conclusions, theory, and concepts in both short-time and long-term analysis.
  - revealed how FM may be interpreted in the “AM-dominated” modulation spectra.
  - noted how variations in a signal’s model may cause modulation frequency to be interpreted differently, especially when using Hilbert demodulation for modulation spectra.
  - emphasized how Hilbert demodulation may be beneficial for music data mining tasks.
• developed a framework for exploiting modulation spectral features in music.
  
  – performed a parameter study and documented intuitive ways to adjust parameters, which led to an optimal, default set of parameters in modulation spectra for music analysis.
  
  – developed a new algorithm for unsupervised source identification for segments of music that are somewhat periodic (motivated by HPSS and a modulation filterbank framework intended for speech).
  
  – developed a new approach for “cleaner” modulation filtering by grouping correlated modulators in the time-domain.
  
  – developed a new method for unsupervised source separation for signals with strong temporal patterns.

• introduced a WMSD measure to compare signals’ modulation spectra directly, i.e. without returning to the traditional frequency domain or time domain.
  
  – demonstrated feasibility of weights that can be used to skew comparisons in either acoustic frequency or modulation frequency.

• introduced feasibility of a new method for analyzing, comparing, removing, synthesizing, and copying vibrato.

• developed an experimental setup for using non-uniform subband widths along both acoustic and modulation frequency axes in modulation spectra for performing cross-frequency coupling analysis on various states of EEG epileptic seizure signals.

For future work, the MATLAB code used for the framework may be ported to another platform to integrate with open-source music editing/preprocessing software, such as Audacity or Pure Data. Modulation spectra along with the WMSD measure may be useful tools for measuring similarity between modulation features in music. An example application would be providing a quantitative measure for comparing various levels of vibrato.
to aid in self-taught or online music lessons [103]. For the framework, one might integrate other existing methods of source identification or source separation to better adapt to a broader range of music signals. This work may incorporate a hybrid coherent and incoherent method for music or an improved envelope detection method dependent on the signal type. As mentioned earlier, a method may be designed to automatically select the best set of framework parameters for a given signal instead of initially using the defaults. Modulation spectral features may be exploited further with psychoacoustic experiments relating modulation analysis to human perception. Referring to FM features and modulation spectra in general, we hope our tutorials, experiments, and results presented in this thesis will provide more intuitive uses and broader applications.
APPENDIX A

WEIGHTED MODULATION SPECTRAL DISSIMILARITY (WMSD) MEASURE FOR MODULATION SPECTRA COMPARISONS

For assessment of tasks performed in the modulation spectral domain, most researchers’ focus has been placed on transforming results from this domain back to the time or traditional frequency domains via reconstruction and synthesis. Several metrics are available for quantitative comparison of signals in the time and traditional frequency domains (discussed further in Section A.1). However, we notice a lack in standard assessment methods for comparing signals directly in the modulation spectral domain. For instance, some tasks may not require transformation back to the time or traditional frequency domains. One such task would be automating the evaluation of a music student’s performance by comparing modulation spectra of the student’s notes with that of a music instructor [103]. For these purposes, a standard dissimilarity measure for modulation spectra, especially of speech and music signals, would be useful.

For comparing signals directly in the modulation spectral domain, we define a weighted modulation spectral dissimilarity (WMSD) measure with weighting for both acoustic and modulation frequencies. We calculate the WMSD measure between two modulation spectra, i.e., $WMSD(P_c, P_n)$, in Eq. 7:

\[
\frac{10}{M} \sum_{m=1}^{M} \left( \sum_{k=1}^{K} \frac{W(k,m) \left[ \log_{10} \frac{\tilde{P}_c(k,m)}{\tilde{P}_n(k,m)} \right]^2}{\sum_{k=1}^{K} W(k,m)} \right)^{\frac{1}{2}},
\]

\[
\tilde{P}_c(k,m) = ||P_c(k,m)||,
\]

\[
\tilde{P}_n(k,m) = ||P_n(k,m)||,
\]

\[
W(k,m) = \tilde{P}_c(k,m)^w, w \geq 0,
\]

where $P_c$ and $P_n$ are the modulation spectra of the clean, or original, signal and the noisy, or modified, signal, respectively. Both modulation spectra must have the same dimensions.
The integer $M$ is the total number of modulation frequencies (Hz), or column bins, in the modulation spectrum and integer $K$ is the total number of acoustic frequency subbands (Hz), or row bins, in the modulation spectrum. Since these bins may be wide or narrow in resolution, parameters of the modulation spectra may be used to group modulation features in neighboring acoustic and/or modulation frequency bands. Appropriate choices for these parameters enable signals at different time-window alignments, various acoustic pitches, as well as different tempos to appear almost identical in their modulation spectra’s representations (see [81]).

Equations 8 and 9 set $\tilde{P}_c(k, m)$ and $\tilde{P}_n(k, m)$ equal to the magnitude of each of the elements of the $P_c$ and $P_n(k, m)$ matrices, respectively, which may be complex values initially. These equations may be modified by relatively scaling the elements from 0 to 1 by dividing each element by the maximum element in each respective matrix. This scaling places less emphasis on the intensity of each signals’ modulation components and focuses more on their locations in the modulation spectrum. This could be useful for comparing modulation features of similar signals with different volume levels.

As shown in Eq. 10, $W(k, m)$ are a set of positive weights that may be used to place emphasis on more critical bins along either the modulation frequency axis or the acoustic frequency axis. The weights are the most significant for measuring perceptual quality. The greater the weights, the more emphasis is placed on rhythm when performing long-term analysis. Also, if noise-invariant comparisons of signals are desired (where the noise has little to no modulation characteristics, i.e., random noise), then smaller weights at or near the 0 Hz bin in modulation frequency may enable inhibition of random noise to have less of an effect in the WMSD measure. For our preliminary experiments, we chose $w = 2$, since greater weights generally provide a greater scale of dissimilarity. Psychoacoustic researchers have studied perceptual relationship between the human auditory system and changes modulation [19]. Similar research and experiments with WMSD would lead to greater intuition about systematically choosing weights.
A.1 Background and Related Work

Several metrics and measures of the time and traditional frequency domains have been studied for assessing results of algorithms involving noise removal, signal enhancement, and source separation. Some include the signal-to-noise ratio (SNR) along with its variations, such as segmental SNR and frequency weighted segmental SNR [104]. The segmental SNR is essentially segmented across time frames and averaged together while the frequency-weighted, segmental SNR is weighted across critical frequency bands of the segments and compares short-time energies of signals. The weighted-slope spectral (WSS) measure introduces weighted slopes of the frequency bands in the traditional frequency spectrum. Also, the perceptual evaluation of speech quality (PESQ) is used to gain a more perceptual yet quantitative assessment of quality versus the purely objective SNR. Evaluations of these standard measures have been performed to demonstrate which performed best for various applications [105] [106]. In a study on objective quality measures, the measures with weighted frequencies were found to possess the highest correlation coefficients with subjective quality [104].

For traditional spectral comparisons, features such as MFCCs, spectral flux, spectral centroid, and spectral dissonance are commonly used [9] and have been evaluated as similarity measures in music especially [107]. The most notable measure for comparing modulation spectra would be the modulation spectral contrast (MSC), which is the difference between the modulation spectral peak (MSP) and the modulation spectral valley (MSV) of each logarithmically spaced modulation subband, used for long-term signal analysis in a music genre classification study [14]. Specifically with modulation filtering, assessment techniques have been performed after reconstructing the signal back to the time domain. A study on the analysis of modulation filtering results describes three assessment techniques [80]. The first two techniques calculate distance between the STFT and the modified STFT of a signal via an average squared error and an average least squared error. The third technique was the effective modulation filter response, which is an average ratio of the
original signal’s modulation spectrum with the modified signal’s modulation spectrum [77]. This technique was used to compare the magnitude responses of modulation frequencies between the two signals.

Another study on separation of heart and lung sounds using modulation filtering evaluates results by comparing power spectral densities (in acoustic frequency) using a log-spectral distance [95]. An iterative algorithm for implementation of improved modulation filtering for speech signals minimizes the squared error of the filtered and the desired modulator signals (slow-varying envelopes in the time domain) at each acoustic frequency subband [108]. A different approach taken in a realtime recognition system for music signals measures sparseness to determine similarity between the trained model and modulation spectrum of a test signal [52]. This sparseness similarity measurement is used as a constraint in a gradient descent algorithm for non-negative matrix decomposition. As for assessing overall results, the latest researchers in modulation filtering simply use log-likelihood ratio (LLR), SNR, WSS, and PESQ for overall assessment measures [108] [109].

With several measures in the time and frequency domains and a few modulation spectral domain measures, we focus our research on developing a dissimilarity measure solely for modulation spectra with the additional benefit of a weighting function for acoustic and modulation frequencies while encompassing valuable aspects of most of the aforementioned assessment techniques. The benefits for the WMSD measure include a close perceptual relationship to the human auditory system, ability to quantify quality of modulation spectral features, usefulness of weighting in multiple frequency types, invariance of noise and other artifacts which are caused by transforming between domains, and comparison of long-term modulation features in signals (especially since temporal characteristics are significant in determining similarity [110]). Also, by exploiting resolution in the modulation spectrum, the WMSD is advantageous in comparisons between mis-aligned time windows of signals (since time and frequency-versus-time comparison methods that require signals to be directly aligned in time) as long as the period is the same. This method is similar
to finding rhythmic similarity of music by a method involving dynamic periodicity warping in [79]. Since modulation envelopes are consistent across any time window segments covering the same periodicity of a signal, modulation spectra are invariant to slight misalignments in time windows between signals. Also, modulation spectra with appropriate parameters may appear almost identical for different signals. This property leads to WMSD measures that may become invariant to a number of characteristics, depending on the application.

A.2 Experimental Results

Experiments consisted of a variety of signals and goals. We used 30 unique audio signals of 5-10 seconds in length with a sampling rate of 16 kHz. These audio signals were taken from commonly used datasets (TIMIT, RWC, University of Iowa Musical Instrument Sounds Database, LabRosa, TRIOS source separation dataset). The signals consisted of sentences from multiple speakers, single musical instrument notes, harmonic song segments, percussive song segments, and mixtures (with and without vocals). The modulation spectrum was computed (using the Modulation Toolbox for MATLAB) for each signal using 20 Hz acoustic frequency subband widths and modulation frequency resolution varying from 0.25 Hz to 2 Hz. Also, we varied weights with \( w = 0, 0.1, 0.5, 1, \) and 2, where we learn that greater weights generally provide a greater range of dissimilarity.

A.2.1 Verification

We first conducted verification experiments to show that the WMSD measure exhibited the same or similar characteristic patterns overall as the SNR for various weights. Also, when adding random noise of increasing levels to a signal, the WMSD increases (see example in Fig. 43). This WMSD versus SNR pattern was tested with separate sources of multi-source signals (see example in Fig. 44). For various weight values, the characteristic plots of the WMSD were consistent in how they increased and decreased (see speech example in Fig. 45). We finally computed the mean and standard deviation of the WMSDs and
Figure 43: Modulation spectra shapes of a horn signal (middle-C note being repeating every second) with three levels of increasing noise added (from left to right).

Figure 44: Modulation spectra shapes of a horn, trumpet, and combination of both (from left to right).

compared them with that of the SNR for all experiments. Table 9 shows that in all cases, the standard deviations were less than that of the SNRs, indicating that the WMSD measure is consistent overall.

A.2.2 Modulation Spectra Resolution vs. Tempo

We used various modulation frequency resolutions along the x-axis of the modulation spectrum: 0.25 Hz, 0.5 Hz, 1 Hz, and 2 Hz. An example signal ($X_1$) had an original tempo which

Table 9: Mean and standard deviations (in parentheses) of SNR (dB) and WMSD for all experiments.

<table>
<thead>
<tr>
<th></th>
<th>WMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w = 0$</td>
<td>3.05(2.75)</td>
</tr>
<tr>
<td>$w = 0.1$</td>
<td>3.05(2.74)</td>
</tr>
<tr>
<td>$w = 0.5$</td>
<td>3.07(2.77)</td>
</tr>
<tr>
<td>$w = 1$</td>
<td>3.13(2.88)</td>
</tr>
<tr>
<td>$w = 2$</td>
<td>3.24(3.13)</td>
</tr>
<tr>
<td>SNR</td>
<td>1.17e-16(5.81)</td>
</tr>
</tbody>
</table>
Figure 45: Characteristic plots with varying weights of WMSDs for $X_1$, $X_2$, and $X_3$ (from left to right) as it compares to each, where $X_1$ is a signal containing multiple speakers, $X_2$ is a percussive rhythmic signal with periodic horn and flute sounds, and $X_3$ contains both.

Table 10: Resolution vs. Tempo: Original ($X_1$), fast ($X_2$), and slow ($X_3$) tempo signals at fine (0.25 Hz) and broad (2 Hz) resolutions

<table>
<thead>
<tr>
<th></th>
<th>WMSD($X_1$, $X_2$)</th>
<th>WMSD($X_1$, $X_3$)</th>
<th>WMSD($X_2$, $X_3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w = 0$</td>
<td>2.6419</td>
<td>2.6069</td>
<td>2.5592</td>
</tr>
<tr>
<td>$w = 2$</td>
<td>2.5851</td>
<td>2.7673</td>
<td>2.8381</td>
</tr>
<tr>
<td>Broad</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w = 0$</td>
<td>2.6019</td>
<td>2.5794</td>
<td>2.3640</td>
</tr>
<tr>
<td>$w = 2$</td>
<td>2.1007</td>
<td>2.0281</td>
<td>2.4185</td>
</tr>
<tr>
<td>SNR (db)</td>
<td>-0.0233</td>
<td>0.2425</td>
<td>0.0605</td>
</tr>
</tbody>
</table>

was decreased to 75% of its original tempo (result in signal $X_2$) and increased to 125% of its original tempo (result in signal $X_3$) without changing the pitch. We show the fine (0.25 Hz) and broad (2 Hz) resolutions of spectra in Fig. 46 and the WMSDs of the signals with varying weights and resolutions in Table 10. The WMSDs of the broad resolution are lesser than those of the higher resolution (0.25 Hz), which indicates greater similarity between the signals for lower modulation frequency resolutions. We also show that when all weights are equal to one as $w = 0$, i.e. with lesser emphasis on modulation and more focus on acoustics, signals $X_2$ and $X_3$ appear more similar than the other combinations. All of these differences are not as apparent with the SNR (since SNR and WMSD would ideally have an inverse relationship).
A.2.3 Music Genre, Synthetic vs. Authentic, and Vibrato

Other experiments conducted included similarity between song segments from different genres that are somewhat subjective in comparison. Our results indicated that the weights may affect the subjective similarity. For one experiment comparing techno, pop, and swing-style jazz signals, with the exception of $w = 0$ and $w = 0.5$, all comparisons show that the jazz and pop signals were least similar, the techno and pop signals were moderately similar, and the techno and jazz signals were most similar. Another example experiment compared synthesized MIDI versions of song segments with live-recorded versions. The WMSD showed that although the compared versions may have different harmonics in acoustic frequency, similarity still existed amongst the modulation frequency features. Our final example experiment compared three, single middle-C trumpet notes: one without vibrato at a medium volume, one with vibrato at lower volume, and one with vibrato also at a medium volume. All notes are mostly similar in acoustic frequency harmonics while the vibrato notes are more similar in modulation frequency, especially with higher weight values ($w = 1, w = 2$). The experiments affirm that WMSD may also be used to compare
styles of multiple players, singers, or speakers.

A.3 Summary

WMSD may provide a useful evaluation method in the modulation spectral domain to measure accuracy, perceptual quality, and similarity of signals. Under certain conditions (i.e., parameters of the modulation spectrum, weighting of the acoustic and modulation frequencies, and scaling of the modulation spectrum’s magnitudes), the WMSD measure may be applicable for comparing modulation features of signals regardless of noise, volume-level, time-window alignment, and tempo differences. Also, the WMSD measure may be beneficial for applications in gradient and iterative comparison methods, source separation algorithms with modulation filtering, and classification methods. Future work with the WMSD measure may consider composite measures [104] to better predict subjective quality by combining WMSD with other measures using multiple linear regression, thus finding a maximum subjective correlation. Future work may also include a more thorough study on how weights may be chosen depending on the signal type along with conducting a formal listening test to verify results with subjective evaluation data.
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