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Simultaneous localization and mapping (SLAM) and Structure from Motion (SfM) are important problems in robotics and computer vision. One of the challenges is to solve a large-scale optimization problem associated with all of the robot poses, camera parameters, landmarks and measurements. Yet neither of the two reigning paradigms, direct and iterative methods, scales well to very large and complex problems. Recently, the subgraph-preconditioned conjugate gradient method has been proposed to combine the advantages of direct and iterative methods. However, how to find a good subgraph is still an open problem.

The goal of this dissertation is to address the following two questions: (1) What are good subgraph preconditioners for SLAM and SfM? (2) How to find them? To this end, I introduce support theory and support graph theory to evaluate and design subgraph preconditioners for SLAM and SfM. More specifically, I make the following contributions:

First, I develop graphical and probabilistic interpretations of support theory and used them to visualize the quality of subgraph preconditioners.

Second, I derive a novel support-theoretic metric for the quality of spanning tree preconditioners and design an MCMC-based algorithm to find high-quality subgraph preconditioners. I further improve the efficiency of finding good subgraph preconditioners by using heuristics and domain knowledge available in the problems. Our results show that the support-theoretic subgraph preconditioners significantly improve the efficiency of solving large SLAM problems.

Third, I propose a novel Hessian factor graph representation, and use it to develop
a new class of preconditioners, generalized subgraph preconditioners, that combine the advantages of subgraph preconditioners and Hessian-based preconditioners. I apply them to solve large SfM problems and obtain promising results.

Fourth, I develop the incremental subgraph-preconditioned conjugate gradient method for large-scale online SLAM problems. The main idea is to combine the advantages of two state-of-the-art methods, incremental smoothing and mapping, and the subgraph-preconditioned conjugate gradient method. I also show that the new method is efficient, optimal and consistent.

To sum up, preconditioning can significantly improve the efficiency of solving large-scale SLAM and SfM problems. While existing preconditioning techniques do not utilize the problem structure and have no performance guarantee, I take the first step toward a more general setting and have promising results.
CHAPTER I

INTRODUCTION

Large-scale mapping is an important problem in robotic and computer vision. In robotics, the problem is referred to as \textit{Simultaneous Localization and Mapping} (SLAM) [33, 8], which aims to build a map of an unknown environment while at the same time keeping track of the robot’s current location. An efficient and robust solution to the SLAM problem has been considered as a "holy grail" in the robotics community because it leads to many applications for autonomous robots.

In computer vision, the problem is referred to as \textit{Structure from Motion} (SfM) [45], which aims to reconstruct the scene structure, camera poses, and camera parameters by using the correspondences from an \textit{unstructured} collection of images.

The common computational bottleneck of SLAM and SfM is to solve a large nonlinear optimization problem. The state-of-the-art solvers stem from the preconditioned conjugate gradient (PCG) method. Crucial to the performance of PCG is the choice of preconditioner, but existing preconditioning techniques such as the block-Jacobi or incomplete factorization preconditioners are not satisfactory because they do not utilize the problem structure and provide limited performance guarantee.

1.1 Thesis Statement

My thesis statement is as follows:

Support-theoretic subgraph preconditioners are novel and effective preconditioners for solving large-scale SLAM and Structure from Motion problems.
Figure 1: The factor graph formulation of a simple SLAM problem, where the unknowns are shown as circles, and the factors (measurements) are shown as solid dots. The factors can denote priors $p$, odometry measurements $u$, and landmark measurements $m$, and loop-closure constraints $c$. Special cases include the pose-graph formulation (without $l$ and $m$), and landmark-based SLAM (without $c$).

1.2 Simultaneous Mapping and Localization (SLAM)

Simultaneous localization and mapping (SLAM) refers to the problem of localizing a robot in an unknown environment while simultaneously building a consistent map of the environment [93, 73, 101, 33, 8]. Being able to conduct SLAM in large and complex environments is important for autonomous mobile robots. Figure 1 shows the graphical model [61] of a simple SLAM problem.

In the last two decades, significant progress has been made to solve the SLAM problem. Existing approaches can be grouped into two categories. The first category consist of the online approaches, which assume the measurements come in an online fashion. The second category consists of the batch approaches, which assume the measurements are available all at once.

The earlier works on the online approaches are based on the extended Kalman filter (EKF) [92, 73], which recursively estimates a Gaussian distribution of the current robot state and the landmarks. Yet the computational complexity of these approaches may grow quadratically which make them unsuitable for large-scale problems. Many works extended the filtering-based approach to cope with the scalability problem. Yet the filtering-based approaches have been shown to be inconsistent when applied
Figure 2: A simple SfM problem with three cameras and five points. On the left is the physical configuration. On the right is the corresponding factor graph representation.

to solve nonlinear SLAM problems [57]. Many works have also been proposed to improve EKF-based methods, e.g., information filters [36, 100], particle filters [79, 80], Graphical SLAM [38], and iSAM [59, 58].

Recently, there has been a considerable interest in the batch version of the SLAM problem [77, 100, 99, 29, 85, 43, 42, 81]. These approaches take into account all of the available measurements and generate the optimal estimates at once. Because all of the information is available beforehand, the batch approaches can produce better strategies than the online approaches [98]. In this dissertation, I will focus on developing more efficient solutions for both batch and online SLAM problems.

1.3 Structure from Motion (SfM)

Structure from Motion (SfM) refers to the problem of recovering the scene structure and the camera motions by using the correspondences among a collection of unstructured images [45, 103, 89, 37, 97, 94, 25]. Figure 2 shows a simple SfM problem.

SfM has become very useful due to the ubiquitousness of digital cameras. Many systems have been built to exploit the internet photo collections. The most visible efforts are the “Photo Tourism” and “Build Rome in a Day” projects [95, 4].

SfM is typically solved in two stages. In the first stage, certain types of features
such as points, lines and planes are extracted and matched in the images. In the
second stage, a large nonlinear optimization problem referred to as bundle adjustment
(BA) has to be solved to obtain the optimal estimates [105]. In this dissertation, I
focus on developing more efficient solutions for this optimization problem.

1.4 Challenges in SLAM and SfM

Although appearing in different domains, SLAM and SfM have several challenges in
common. One of them is to solve a graph-based nonlinear least-squares problem where
the vertices denote the robot/camera poses and scene structure, and the edges repre-
sent the squared error terms associates with the measurements. The main difference
is in their graph structures. In SLAM, the graph structure depends on the robot’s
trajectory and the possessed sensors. In SfM, the graph is typically an unbalanced
bipartite graph of cameras and 3D points.

Despite their difference in the graph structures, these two problems share one
common computational bottleneck, which is to solve a large, sparse and typically ill-
conditioned linear system. Yet neither of the two reigning paradigms, direct and iter-
ative methods, scales well to very large and complex problems. The state-of-the-art
solvers stem from the preconditioned conjugate gradient (PCG) method [69, 30, 5, 70].
Crucial to the performance of PCG is the choice of preconditioner, but generic precon-
ditioning techniques such as the block-Jacobi preconditioner or incomplete factoriza-
tion preconditioner [87] are not satisfactory because they do not utilize the problem
structure and provide limited performance guarantee.

Recently, the subgraph-preconditioned conjugate gradient method has been pro-
posed to combine the advantages of direct and iterative methods, and it has demon-
strated promising performance to solve large-scale SLAM problems [30]. However,
how to find a good subgraph is still an open problem, and this motivates the devel-
opment of this dissertation.
1.5 Overview of the Dissertation

The dissertation is organized as follows. First, I will review the problem formulation and related work in Chapter 2. The goal of this dissertation is to find good subgraph preconditioners to improve the efficiency of solving large SLAM and SfM problems. I have made the following contributions:

- I develop graphical and probabilistic interpretations of support theory [15] and applied them to intuitively visualize the preconditioning process as well as the quality of subgraph preconditioners (Chapter 3). I also compare the performance of subgraph preconditioners with two standard preconditioning techniques on simulated SLAM problems (Chapter 4).

- I derive a support-theoretic metric for the quality of spanning tree preconditioners and designed an MCMC-based algorithm to find high-quality subgraph preconditioners [52]. I then apply the heuristics and domain knowledge to improve the efficiency of finding good subgraphs. The results show that support-theoretic subgraph preconditioners significantly improve the efficiency of solving large SLAM problems (Chapter 5).

- I propose a new class of preconditioners, generalized subgraph preconditioners, which combine the advantages of subgraph preconditioners and Hessian-based preconditioners, such as the Jacobi preconditioner. I apply them to solve large SfM problems and obtained promising results [53, 54] (Chapter 6).

- I extend our technique to the online scenario and develop a new method, incremental subgraph-preconditioned conjugate gradient method, that combines two state-of-the-art methods and delivers promising performance for online large-scale SLAM problems. I also show that the new method is efficient, optimal and consistent [55] (Chapter 7).
CHAPTER II

RELATED WORK

2.1 Problem Formulation

Here I review a unified problem formulation for SLAM and SfM to facilitate the exposition. Let us define $\theta = \{\theta_i\}_{i=1}^n$ as the state variables (e.g., robot poses, camera poses, 3D points), and $Z = \{z_j\}_{j=1}^m$ as the measurements. The goal is to obtain the maximum a posteriori (MAP) estimation

$$\theta_{\text{MAP}}(Z) = \arg\max_{\theta} P(\theta)P(Z | \theta).$$

Assuming the variables are independent, and the measurements are conditionally independent, we can factorize the right-hand side of (1) into

$$P(\theta)P(Z|\theta) \propto \prod_{i=1}^n P(\theta_i) \prod_{j=1}^m P(z_j | \theta_j)$$

where $\theta_j$ denotes the set of variables associated with the $j$th measurement.

The SLAM and SfM problems can also be formulated with the factor graph [68] where each vertex denotes a state variable, and each factor (edge) denotes the squared error term associated with a probability density function in (2). More specifically, I assume the prior and measurement models are Gaussian, defined by

$$P(\theta_i) \propto \exp(-\|g_i(\theta_i)\|^2_{\Gamma_i})$$

$$P(z_j | \theta_j) \propto \exp(-\|h_j(\theta_j)\|^2_{\Psi_j}).$$

where $g_i(\cdot)$ denotes the prior model over the $i$th variable and $h_j(\cdot)$ denotes the model of the $j$th measurement. In both models, I assume zero-mean and normally distributed noise with covariance matrices $\Gamma_i$ and $\Psi_j$ respectively. Here $\|e\|_\Sigma = \sqrt{e^T \Sigma^{-1} e}$ denotes the Mahalanobis distance. By substituting the probability densities in (2) with the
functions in (3) and (4), and taking negative logarithm, we obtain the following factor graph representation of (2)

$$\theta_{\text{MAP}}(Z) = \arg\min_{\theta} \sum_{i=1}^{n} \| g_i(\theta_i) \|^2_{\Gamma_i} + \sum_{j=1}^{m} \| h_j(\theta_j) \|^2_{\Psi_j}. \quad (5)$$

More generally, we can combine the two terms in (5) as

$$\theta_{\text{MAP}}(Z) = \arg\min_{\theta} \sum_{k=1}^{m+n} \| e_k(\theta_k) \|^2_{\Sigma_k} \quad (6)$$

where $e_k(\cdot)$ denotes a function on a set of variables $\theta_k$ with a covariance matrix $\Sigma_k$.

### 2.2 Nonlinear Optimization Approach

Here I show how to solve (6) via the nonlinear optimization approach. In general, the function in (6) is not convex and has no closed-form expression to compute the optimum, but assuming we have some initial estimates of the variables, we can find a local minimum by using any nonlinear least-squares optimization technique such as the Gauss-Newton or the Levenberg-Marquardt algorithm [84].

The key is to apply the first-order Taylor expansion to linearize the function as

$$e_k(\theta_k) \approx e_k(\theta_k^0) + J_k \Delta \theta_k \quad (7)$$

where $J_k$ is the Jacobian matrix of $e_k(\cdot)$ with respect to $\theta_k$ at a linearization point $\theta_k^0$:

$$J_k = \frac{\partial e_k(\theta_k)}{\partial \theta_k} \bigg|_{\theta_k^0}. \quad (8)$$

If we set (7) to zero, then we obtain $J_k \Delta \theta_k = -e_k(\theta_k^0)$ which is linear in $\Delta \theta_k$. Repeating this procedure for all of the $e_k(\cdot)$ functions, we can derive a linear system

$$A \Delta \theta = b \quad (9)$$

where $A$ is a rectangular matrix whose $k$th (block) row contains the Jacobian matrix $J_k$ in (8), and $b$ is a vector whose $k$th (block) row equals $-e_k(\theta_k^0)$.
Equation (9) can be considered as a linearized version of the unified problem whose graph structure is represented by the sparsity pattern of the matrices, e.g., see Figure 3. Hereafter I will refer to $A$ as the Jacobian matrix, and (9) as the linear system or the Gaussian factor graph of the unified problem. We can iteratively solve (9) to update the current estimates until convergence.

An alternative way to compute $\Delta \theta$ is to solve the normal equations

$$(A^T A) \Delta \theta = A^T b,$$

where $(A^T A)$ is a first-order approximation to the Hessian matrix of (6). Solving this equation is more efficient when the rows of $A$ is much more than the columns of $A$. Hereafter I will refer to $A^T A$ as the (approximate) Hessian matrix.

To sum up, solving the unified problem (6) is equivalent to solving a sequence of sparse linear systems in (9) or (10). In the following two sections, I will briefly review the two reigning paradigms of solving sparse linear systems.

### 2.3 Direct Methods

Direct methods work by transforming a matrix into a triangular matrix (row echelon form), followed by a forward/backward substitution step to compute the solution. For instance, we can use QR factorization to solve (9), or use Cholesky factorization...

---

**Figure 3:** An SfM example with its (a) factor graph and (b) matrix representations.
to solve (10) \cite{104, 26}. More specifically, given a linear system

\[ \mathbf{Ax} = \mathbf{b} \]  \hspace{1cm} (11)

where \( \mathbf{A} \in \mathbb{R}^{m \times n} \) is a rectangular matrix and \( \mathbf{b} \in \mathbb{R}^{m} \) is a vector, then \( \mathbf{A} \) can be decomposed as

\[ \mathbf{A} = \mathbf{QR} \]  \hspace{1cm} (12)

where \( \mathbf{Q} \in \mathbb{R}^{m \times n} \) is an orthonormal matrix and \( \mathbf{R} \in \mathbb{R}^{n \times n} \) is an upper triangular matrix. Then we can compute the solution as

\[ \mathbf{x} = \mathbf{R}^{-1}\mathbf{Q}^T \mathbf{b}. \]  \hspace{1cm} (13)

If \( \mathbf{A} \) is a symmetric and positive definite, then it can be decomposed as

\[ \mathbf{A} = \mathbf{R}^T \mathbf{R}, \]  \hspace{1cm} (14)

and we can obtain the solution via the following equation

\[ \mathbf{x} = \mathbf{R}^{-1}\mathbf{R}^{-T} \mathbf{b}. \]  \hspace{1cm} (15)

Direct methods can be best explained as a sequence of variable eliminations on factor graph when the matrices are sparse. Each time we eliminate a variable (vertex),
a new factor connecting to all of its neighbors will be added to the graph. After eliminating all of the variables, we obtain an upper triangular matrix as a result. Figure 4 illustrates the variable elimination process.

The variable elimination ordering is important to the efficiency of direct methods. Using a good ordering would induce less fill-in and lead to a sparse triangular matrix, which requires less storage and also makes the forward and backward substitutions more efficient. Figure 5 shows how the ordering affects the sparsity of the factorized matrix. Yet finding the optimal ordering that leads to the least fill-in is an NP-hard problem [86]. Many heuristic algorithms to find good elimination ordering have been developed [7, 28].

In SLAM, the use of direct methods was first suggested in [77, 29]. A common approach to reduce the computational cost is to split a large problem into smaller subproblems. In these approaches [42, 81], local maps are limited to a bounded number of poses and landmarks. Therefore the local maps can be constructed in constant time, but additional computation is shifted to the map joining phase.

In SfM, the use of direct methods was first suggestion by Brown [17]. Due to the unbalanced bipartite graph structure, it is more efficient to eliminate all of the 3D points first and use direct methods to solve the reduced camera system [105, 76, 62]. The idea of splitting the problem into smaller subproblems is also explored [82].

While direct methods are efficient for sparse problems, they may require storage quadratically proportional to the problem size when there are many loop-closures or complex graph structures. This property makes direct methods impractical for large-scale problems. To resolve this problem, several recent works suggested using iterative methods which will be summarized in the next section.
2.4 Iterative Methods

Iterative methods work by generating a sequence of improving approximate solutions. They are better alternative to direct methods for large problems because they do not introduce fill-in and perform only simple operations, but they may suffer from slow convergence if the original problem is ill-conditioned.

Iterative methods have been successfully applied to solve nonlinear SLAM and SfM problems (6). Their application to SLAM was pioneered by [32] and [48], who used the Gauss-Seidel relaxation on the constraint graph. Frese et al. [39] presented a multi-level relaxation algorithm, inspired by the multigrid method [16]. The state-of-the-art SLAM approach stems from the work of Olson et al. [85], whose main contribution is to re-parametrize the global poses in terms of the increments along the robot’s trajectory, and it leads to faster convergence for the stochastic gradient decent method. Grisetti et al. [43] adapted this idea to re-parametrize the poses with a spanning tree of the original graph.

Iterative methods have also been applied to solve linearized SLAM and SfM problems (9) [63, 30, 69, 105, 5, 51, 53, 70]. Among all of the iterative methods, the conjugate gradient (CG) method is the method of choice because of its efficiency and minimization property. Please refer to Appendix A for the mathematical background.

Yet the plain CG method could still be inefficient if the problem is ill-conditioned, meaning the ratio between the extreme singular values of $A$ is large large. Therefore the original linear least-squares problem has to be reparametrized to become a well-conditioned problem. This is the main idea behind preconditioning.

2.5 Preconditioning

Preconditioning refers to a procedure of transforming a problem into a form that can be solved more efficiently by iterative methods. The importance of preconditioning cannot be over-emphasized. Here I quote Trefethen and Bau [104]:
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Nothing will be more central to computational science in the next century than the art of transforming a problem that appears intractable into another whose solution can be approximated rapidly. For [iterative methods], this is preconditioning.

There is a least-squares variant of the preconditioning conjugate gradient (PCGLS) method, which aims to solve a preconditioned linear least-squares problem

\[ AR^{-1}y = b \]  \hspace{1cm} (16)

where \( R \) is called the \textit{preconditioner}. After using PCGLS to find the solution of the preconditioned system, we can recover the solution of the original problem via \( x = R^{-1}y \). This can also be interpreted as variable reparametrization. Figure 6 illustrates the preconditioning process. The detail of PCGLS can be found in Appendix A.

\textbf{Conditions 1.} \textit{A good preconditioner has to satisfy the following two conditions:}

(1) \( R^{-1} \) can be computed and applied efficiently, and

(2) \( (R^{-T}A^T)(AR^{-1}) \) has clustered eigenvalues or the generalized condition number \( \kappa(A^TA, R^{-T}R^{-1}) \) is small.

Many preconditioning techniques have been developed in literature, but most of them are designed to satisfy the first condition, and provide poor or no guarantee on
the second condition. For example, the block Jacobi preconditioner works by using the block diagonal of $A^T A$ \cite{87} so that the preconditioner can be computed and applied efficiently. The quality of the block Jacobi preconditioner is inversely proportional to the block size. To improve the quality of preconditioner, one has to increase the block size but this will eventually destroy the efficiency of this technique. Another popular preconditioning technique is based on the incomplete matrix factorization \cite{87, 12}. These techniques emphasize on satisfying the first condition by using heuristics to control the number of nonzeros in the preconditioner during the matrix factorization phase. However, the second condition is not explicitly enforced.

For SLAM, the use of the preconditioned conjugate gradient method with the incomplete Cholesky preconditioner was suggested by Konolige \cite{63}. Dellaert et al. \cite{30} used subgraph preconditioners and reported promising results. Recently, Kümmerle et al. \cite{69} integrated the block-Jacobi preconditioner into an optimization library.

For SfM, Agarwal et al. \cite{5} examined the performance of several standard preconditioners and implementation strategies on large-scale datasets. Byröd and Åström \cite{18, 19} proposed to use multi-scale and the block Jacobi preconditioners respectively. Jeong et al. \cite{51} suggested using the band-diagonal of the reduced camera system as a preconditioner. Kushal and Agarwal \cite{70} used the visibility patterns to build cluster diagonal and cluster tridiagonal preconditioners along with the modified incomplete Cholesky factorization. Yet all of the above preconditioning techniques focus on the first condition without guarantee on the second condition.

\section{Subgraph Preconditioners}

In this dissertation, I am interested in using a particular class of preconditioners, \textit{subgraph preconditioners}, to improve the efficiency of solving the unified problem. The main idea is to use a \textit{sparse} sub-problem (subgraph) to build a preconditioner for the original problem (graph) \cite{71, 12, 30, 53} (see Figs. 7 and 8). I will focus on
presenting the formulation of subgraph preconditioners. The theoretical properties of subgraph preconditioners will be discussed in the next section.

Here I present the subgraph preconditioners in the context of the CGLS method, but it can also be used with the PCG or the PCGLS method. For any linear least-squares problem or Gaussian factor graph

\[ f(x) = \|A_G x - b_G\|^2, \quad (17) \]

we first identify a sparse sub-problem (subgraph) \( f'(x) = \|A_H x - b_H\|^2 \) where \((A_H, b_H)\) corresponds to a subset of rows in \((A_G, b_G)\). The subscript \( G \) denotes the original graph while the subscript \( H \) denotes a subgraph of \( G \). Hence we can rewrite (17) as

\[ f(x) = \|A_H x - b_H\|^2 + \|A_C x - b_C\|^2 \quad (18) \]

where the subscript \( C = G \setminus H \) denotes the complement of \( H \). Finally we use any sparse direct solver to factorize \( A_H \) to build the preconditioner.

There are two ways to apply the subgraph preconditioners. The first is to plug the preconditioner into the PCGLS method (see Algorithm 4), but it may not be the most efficient implementation.

The second way is to explicitly use the preconditioner to re-parametrize the problem. Consider applying QR factorization to \( A_H = Q_H R_H \) to obtain the solution
Figure 8: Illustration of the SPCG method on the Beijing dataset [30]. The first contains (a) the original graph, (c) a sparse subgraph, and (e) the constraint part. (b) (d) (f) The corresponding matrices.
\[ \mathbf{x} = R_H^{-1}Q_H^T b_H \] of the subgraph part with the corresponding Gaussian log-likelihood

\[ \| R_H \mathbf{x} - c_H \|_2^2 \] where \( c_H = Q_H^T b_H \). Therefore, the original objective function becomes

\[ f(\mathbf{x}) = \| R_H \mathbf{x} - c_H \|_2^2 + \| A_C \mathbf{x} - b_C \|_2^2 \quad (19) \]

Now we re-parametrize the problem in terms of the whitened deviation from the prior

\[ y = R_H \mathbf{x} - c_H = R_H(\mathbf{x} - \bar{\mathbf{x}}). \] By substituting \( \mathbf{x} = \bar{\mathbf{x}} + R_H^{-1} y \) in (19), we obtain

\[ \tilde{f}(y) = \| y \|_2^2 + \| A_C R_H^{-1} y - d \|_2^2 \quad (20) \]

where \( d = b_C - A_C \bar{\mathbf{x}} \). Similarly, the matrix form of the new problem is

\[ \begin{bmatrix} I \\ A_C R_H^{-1} \end{bmatrix} y = \begin{bmatrix} 0 \\ d \end{bmatrix} \quad (21) \]

which can be solved by using the CGLS method. This strategy is more efficient than the first one because the matrix-vector multiplication on the \( A_H \) is not necessary.

In addition, I also visualize the solutions obtained from the subgraph and the solutions from the original graph in Figure 9. We can see that although the solution of the subgraph is blurry and hence inferior to that of the original graph, we can use it to build a preconditioner to solve the original graph efficiently.

Now let us examine the subgraph preconditioners in terms of Condition 1. Subgraph preconditioners satisfy the first condition because solving a sparse subgraph is always efficient, e.g. a spanning tree can be solved in linear time. Therefore the resulting preconditioner will be sparse and efficient to apply [26, 29]. Moreover, the quality of the subgraph preconditioners can be analyzed by support theory [15], which will be introduced in the next section.

### 2.7 Support Theory

Although subgraph preconditioners demonstrates promising performance to solve the SLAM and SfM problems [30, 53], how to find a good subgraph is still an open
Figure 9: The solutions obtained from solving (a) (c) a subgraph and (b) (d) the original graph of the Chicago-2 dataset (from Grant Schindler) and the NotreDame datasets [95] respectively. Note the solutions of the subgraphs are more blurry than (inferior to) those of the original graphs, but they could serve as good preconditioners to solve the original graphs.
problem. To this end, I introduce support theory [15] to measure the quality of subgraph preconditioners. I will briefly summarize the support theory in this section.

2.7.1 Generalized Condition Number

The generalized condition number is a measure for the convergence speed of the preconditioned conjugate gradient method [87]. Namely, the generalized condition number for a pair of positive and definite matrices $M_G$ and $M_H$ is defined as

$$
\kappa(M_G, M_H) = \frac{\lambda_{\text{max}}(M_G, M_H)}{\lambda_{\text{min}}(M_G, M_H)}
$$

(22)

where $\lambda_{\text{max}}(M_G, M_H)$ and $\lambda_{\text{min}}(M_G, M_H)$ denote the largest and smallest generalized eigenvalue respectively, and the subscript $H$ denotes a preconditioner. The generalized condition number is known to be inversely proportional to the worst-case convergence speed of PCG [87, 12]. In this dissertation, the roles of $M_G$ and $M_H$ are played by the outer product of the Jacobian matrix, i.e. $M_G = A_G^T A_G$ and $M_H = A_H^T A_H$. Hereafter I will refer to $M_G$ as the original system matrix and $M_H$ as the preconditioner system matrix.

2.7.2 Support Number

The generalized condition number measures the quality of a preconditioner with the ratio of extreme eigenvalues, but directly optimizing this measure is not trivial. Recently, support theory [15] has been proposed to assess the quality of preconditioners for symmetric and positive semidefinite linear systems. Here I provide a brief introduction to support theory. The readers may refer to [15] for details.

Central to support theory is the notion of support number:

**Definition 2.** The support number of a pair of square matrices $M_G \in \mathbb{R}^{n \times n}$, and $M_H \in \mathbb{R}^{n \times n}$ is defined as

$$
\sigma(M_G, M_H) = \min\{t \in \mathbb{R} \mid \tau M_H \succeq M_G, \forall \tau \geq t\}.
$$

(23)
In other words, the support number is the smallest number of "copies" that we need for $M_H$ in order to dominate $M_G$ in the Loewner sense, that is, for $\tau M_H - M_G$ to be positive semidefinite [108]. Another interpretation of the support number is that the shape of the quadratic function associated with $\tau M_H - M_G$ is convex.

In particular, the generalized condition number and the support number are connected via the following property:

**Proposition 3.** Suppose $M_G \in \mathbb{R}^{n \times n}$ and $M_H \in \mathbb{R}^{n \times n}$ are symmetric and positive definite, then

$$\kappa(M_G, M_H) = \sigma(M_G, M_H) \cdot \sigma(M_H, M_G).$$

(24)

This proposition suggests that $M_H$ is a good preconditioner for $M_G$ if both matrices can support each other with as little additional help as possible. Therefore we can instead focus on finding a preconditioner that minimizes the product of the two support numbers in (24).

### 2.7.3 Embedding Matrix

Now let us turn our discussion back to the Jacobian matrices ($A_G$ and $A_H$) and explain another important notion in support theory: the embedding matrix. An embedding matrix $W$ contains the coefficients to linearly synthesize each row in matrix $A_G$ by using the rows in matrix $A_H$. This notion is useful to characterize the support number via the following theorem:

**Theorem 4.** Suppose $A_G \in \mathbb{R}^{m \times n}$ is in the range of $A_H \in \mathbb{R}^{p \times n}$, $M_G = A_G^T A_G$, and $M_H = A_H^T A_H$, then

$$\sigma(M_G, M_H) = \min_W \|W\|_2^2 \text{ subject to } WA_H = A_G.$$

(25)

Theorem 4 shows that the squared spectral norm (largest singular value) of any embedding matrix provides an upper bound for the support number. The better
embedding matrix we identify, the lower upper bound for the support number we obtain. However, directly working with this metric could be inefficient because there is no closed-form expression to compute the spectral norm of a matrix.

Fortunately, there are simpler matrix functions that yield upper bounds for the spectral norm, and consequently for the support number. One of them is the Frobenius norm \( \| W \|_F \), which is defined as the square root of the sum of squared elements in the matrix. The consequence of this fact is well-known in numerical linear algebra, namely \( \| W \|_2^2 \leq \| W \|_F^2 \) [41]. The Frobenius norm is easier to work with as the rows of the embedding matrix can be considered independently.

2.7.4 Support Graph Theory

Bern et al. [11] used support theory to study this particular class of system matrices where each row of the matrix has only two nonzeros with the same magnitude but opposite signs. These system matrices can be transformed into a simple graph where each vertex denotes a variable, and each edge correspond to a row in the matrix with a weight defined by its magnitude. Note that the outer product of these matrices are called Laplacians and they have been studied in literature [24].

Under this definition, the embedding matrix defined in Theorem 4 has an intuitive combinatorial interpretation. The key idea is the notion of path embedding. Given a graph \( G = (V, E, W) \), the path embedding of an edge \( e = (u, v) \) in \( G \) refers to how to go between vertices \( u \) and \( v \) by using the edges in \( E \). Similarly, given two graphs with an identical vertex set, the notion of graph embedding refers to a collection of path embeddings for the edges in one graph in the other graph.

To characterize the quality of a graph embedding, the notion of stretch is introduced. Suppose \( T \) is a spanning tree on \( V \), then for every edge \( e = (u, v) \in E \), there is a unique path in \( T \) connecting vertices \( u \) and \( v \). The stretch of an edge \( e \in E \) with
respect to the graph $T$ is defined as

$$\text{st}(T, e) = \sum_{e' \in \pi(T, e)} \frac{W(e)}{W(e')}$$

(26)

where $\pi(T, e)$ denotes the edges on the unique path between $u$ and $v$ in $T$. Note that the element $\frac{W(e)}{W(e')}$ fills in the embedding matrix, and the edges in $\pi(T, e)$ form the path embedding of the edge $e$ in the graph $T$. Similarly, the stretch of graph $G$ with respect to the graph $T$ is defined as the sum of the stretches over all edges in $E$:

$$\text{st}(T, G) = \sum_{e \in E} \text{st}(T, e)$$

(27)

Intuitively speaking, the higher the stretch, the more time it takes for $G$ to pass information with the graph $T$, negatively affecting the convergence. Boman and Hendrickson [13] showed that the stretch between a pair of graphs is actually equivalent to the Frobenius norm of an embedding matrix. It implies that we could derive good preconditioners by developing a graph algorithm that minimizes the stretch.

Another two combinatorial concepts derived from the graph embedding are called congestion and dilation. In a nutshell, the congestion denotes the level of the mostly loaded edge in the graph embedding. Likewise, the dilation indicates the maximum stretch of all path embeddings. Algebraically, they correspond to the matrix 1-norm and $\infty$-norm of embedding matrix respectively.

In sum, the support theory provides a tool to assess the quality of preconditioners for all positive definite linear systems. When the system matrix is Laplacian, the problem of finding a good preconditioner can be transformed into a problem of finding a graph that minimizes the corresponding combinatorial quantities.

Note that the requirement on the outer product of the system matrix to be Laplacian can be relaxed to be symmetric and diagonally dominate matrix. This generalization allows the system matrix to have rows with only one nonzero element.
2.7.5 The Quality of Subgraph Preconditioners

Here I use support theory to analyze the subgraph preconditioners. By definition, if $H$ is a spanning subgraph of $G$, i.e. $A_H$ consists of a subset of the rows of $A_G$, then by using Theorem 4 we know $\sigma(M_H,M_G) \leq 1$ because there exists an embedding matrix which is a proper subset of an identity matrix. This statement is true for all well-posed linear systems. Therefore we only need to analyze the other support number $\sigma(M_G,M_H)$.

As shown in support graph theory, the support number $\sigma(M_G,M_H)$ bears a graphical interpretation when the Jacobian matrix is an oriented incidence matrix, where each row has only two nonzeros with the same magnitude but opposite signs [11]. In this setting, the Jacobian matrices $A_G$ and $A_H$ can be transformed into weighted graphs $G$ and $H$ respectively. Boman and Hendrickson showed that the stretch between $G$ and $H$ is equivalent to the Frobenius norm of the embedding matrix, which is an upper bound of the support number $\sigma(M_G,M_H)$ [13]. Many results on finding a low-stretch spanning tree or graph sparsifiers have been published [96, 35, 65, 3].

However, the stretch cannot be directly used to evaluate the subgraph preconditioners for the SLAM and SfM problems because here the Jacobian matrices are more general than oriented incidence matrices: they are block-structured and each nonzero block could have arbitrary values. This limitation motivates us to develop a new measure for the quality of subgraph preconditioners for SLAM and SfM.
CHAPTER III

INTUITIONS ABOUT SUBGRAPH PRECONDITIONERS

3.1 Probabilistic Interpretation of Support Number

Support theory provides an algebraic tool to analyze preconditioners. Here my goal is to interpret support theory from a probabilistic point of view. This requires interpreting the support number in terms of the factor graph and the associated energy functions. Consider a factor graph expressed as $f(\theta) = \prod f_i(\theta_i)$ where $\theta$ denotes all variables, $f(\cdot)$ denotes the function that we want to maximize, and $\theta_i \subseteq \theta$ denotes the variables associated with the $i$th factor $f_i(\cdot)$. Suppose each factor can be written as a negative exponential function, i.e. $f_i(\theta_i) = \exp^{-e_i(\theta_i)}$, where $e_i(\theta_i)$ is a non-negative energy function associated with the $i$th factor, we can have the following equation

$$ f(\theta) = \prod f_i(\theta_i) = \prod \exp^{-e_i(\theta_i)} = \exp^{-\sum e_i(\theta_i)} = \exp^{-E(\theta)} \quad (28) $$

where $E(\theta) = \sum e_i(\theta_i)$ is a summation of energy terms that we want to minimize.

To facilitate further discussion, I will use a subscript to denote the associated factor graph. For example, $f_G(\theta)$ denotes the original factor graph and $f_H(\theta)$ denotes the factor graph of a preconditioner. Now we can express the notion of supporting a factor graph $G$ with another factor graph $H$ by defining a scalar $\tau_0$ as the smallest number such that $f_G(\theta) \geq (f_H(\theta))^\tau$ for any $\tau \geq \tau_0$ and for all $\theta$. Expressing this equation in terms of the energy functions, we have

$$ \tau E_H(\theta) \geq E_G(\theta) \quad \forall \theta, \forall \tau \geq \tau_0 \quad (29) $$

where $\tau_0$ can be considered as the largest ratio between the two energy functions. Note that $\tau_0$ is independent of the value of $\theta$ and only serves to compare the functionals.
Essential to our applications is a special case where each \( f_i(\theta) \) is a Gaussian function. The corresponding energy can be expressed as a quadratic function \( E_i(\theta) = \frac{1}{2} \theta^T \Lambda_i \theta \) where \( \Lambda_i \) is the information matrix of the \( i \)th factor. Since information is additive, the energy of the entire Gaussian factor graph can be written as

\[
E(\theta) = \frac{1}{2} \theta^T \Lambda \theta
\]

where \( \Lambda \) is the information matrix of the joint Gaussian distribution. By substituting (30) into (29), we obtain a Gaussian probabilistic interpretation of the support number

\[
\tau \theta^T \Lambda_H \theta \geq \theta^T \Lambda_G \theta \quad \forall \theta, \forall \tau \geq \tau_0
\]

or equivalently

\[
\tau \Lambda_H \succeq \Lambda_G, \quad \forall \tau \geq \tau_0.
\]

From (32), we can see that \( \tau_0 \) is exactly the support number between the information matrices of the original factor graph and the preconditioner. This observation is important, as it ties support theory and the idea of preconditioning back to the factor graph. We believe this is the first place to ever establish this connection.

### 3.2 Graphical Interpretation of Subgraph Preconditioners

The previous analysis affords an intuitive interpretation of the preconditioning (re-parametrization) process with the shape of the distribution of the Gaussian factor graph. We start by representing a Gaussian factor graph distribution with the paraboloid associated with its quadratic energy function. Since the focus of preconditioning is exclusively to adjust the curvature, without loss of generality, we assume that any such paraboloid goes through the origin. If we cut the paraboloid perpendicularly on its axis of symmetry, we obtain an ellipsoidal section which uniquely represents the distribution. One distribution dominates the other if and only if its ellipsoid is entirely inside the other’s ellipsoid (see Figure 10).
Figure 10: Illustration of the dominance relationship between two Gaussian distributions via the associated paraboloids and horizontal ellipsoid sections. (a) The green distribution is strictly larger than the red one at each point in space, which means that the green paraboloid is completely contained in the red paraboloid. (b) The cross-section of the two paraboloids with a horizontal hyperplane. The resulting green ellipsoid is entirely inside the red ellipsoid.

We can now illustrate the support number, previously expressed in terms of energy functions in (29), via a double inclusion of ellipsoids in the first column of Figure 11. Suppose we represent the distribution of the full factor graph $G$ as a red ellipsoid, then for any subgraph $H$ of $G$, the associated energy will always be smaller, therefore the associated ellipsoid (colored green) shall encompass the red ellipsoid. If we scale up the energy of $H$ by a ratio of $\tau$, we obtain a version of the green ellipsoid scaled down by a factor of $\tau$ (colored blue). As explained previously our objective is to find the smallest value of $\tau$ so that the blue ellipsoid dominates the red one.

With this convention, preconditioning has a natural and visual interpretation as follows. The effect of preconditioning is to linearly transform the subgraph distribution and any scaled version into a spherical ones. This means that the green and the blue ellipsoids will become spheres, having the same relative scaling factor as before. Since the re-parametrization is a linear transformation of the variable space, it will not affect the inclusion relationship among the three ellipsoids. That is, the re-parametrized red ellipsoid is still between the green and blue ellipsoids, and the shape of the new red ellipsoid characterizes the condition number of the re-parametrized system. The above interpretation is illustrated in the second column of Figure 11.
Figure 11: Illustration of different preconditioners in terms of the ellipse representation in Figure 10. The rows correspond to good and bad subgraph preconditioners respectively, while the left and right columns show the ellipse shapes before and after preconditioning. In each plot, the red ellipse denotes the energy function of the original graph, the green ellipse denotes that of the preconditioner. The dotted-line ellipse is scaled up (blue ellipse) to dominate the other one. The first row illustrates a good subgraph preconditioner where the red ellipse becomes more spherical, and hence the new problem becomes better-conditioned. The second row illustrates a bad subgraph preconditioner, in which the preconditioning fails its goal, due to a misalignment of the two functions.
CHAPTER IV

PERFORMANCE EVALUATION OF SUBGRAPH PRECONDITIONERS

Although the subgraph preconditioners have been applied to solve the SLAM problems [30], but how do subgraph preconditioners compare with the other preconditioners is still unclear. To this end, I conduct an empirical study to compare the performance of different preconditioning techniques on typical SLAM problems. The following preconditioners will be tested:

- the block Jacobi preconditioner [87],
- the multi-level incomplete QR (MIQR) preconditioner [74],
- a random spanning tree augmented with $c\cdot n$ additional edges (sptree$+cn$), where $c \geq 0$ is a parameter, and $n$ is the number of robot poses.

The first two preconditioners serve as baseline, while the last one is used to characterize the empirical performance of the subgraph preconditioners. To build a random

![Blockworld problem](image)

**Figure 12:** The bird’s-eye view of a sample Blockworld problem with 1,000 robot poses (yellow) and 10,000 constraints (blue).
spanning tree preconditioner, I assign a random weight from 1 to 100 to each edge of the graph, and find the maximum-weighted spanning tree with Kruskal’s algorithm [67]. Then I augment the tree with \( c \cdot n \) additional random edges that were not in the spanning tree. Once the subgraph structure is determined, I use CHOLMOD to solve the subgraph to build the preconditioner.

To facilitate the comparison, I generated a synthetic SLAM problem that simulates a robot traversing a block world. Hereafter I will refer to them as the Blockworld problem (Figure 12).

For each instance of the problems, I attached a prior factor to the first robot pose to make the SLAM problems well-posed. In addition, for each robot pose I added twenty relative constraints to its closest neighbor poses, and these measurements are contaminated by zero-mean and normally distributed noise. The initial values of the robot poses are computed by adding normally distributed noise to the ground truth. Hereafter the above setting will be referred to as the 1-prior scenario.

In addition, I tested another \( n \)-prior scenario where additional prior factors (L2 regularization terms) are attached to all robot poses. This scenario corresponds to the cases where GPS measurements are available or damped Newton’s method (e.g. the Levenberg-Marquardt algorithm) is used to solve the full SLAM problem. In all of our experiments, I used the block diagonal of the outer product of the Jacobian matrix as the regularization terms.

I compared these preconditioners in three aspects: (1) the time to build the preconditioners, (2) the generalized condition numbers, (3) the time to solve linearized SLAM problems, (4) the spectrum of the preconditioned systems, and (5) the time to solve full SLAM problems.
4.1 Building Preconditioners

I compared the time to build the preconditioners for the Blockworld problems and show the results in Figure 13. We can see that MIQR took significant more time to build the preconditioners, which make it undesirable for the Blockworld problems. The Jacobi preconditioner is very efficient due to its simplicity. The time to build subgraph preconditioners is comparable to the Jacobi preconditioner, but the running time grows with the number of edges. It suggests that the subgraph should stay sparse, otherwise the cost of building the subgraph preconditioners will dominate.
4.2 Generalized Condition Numbers

I examined the generalized condition numbers of different preconditioners on 1-prior Blockworld problems. I solved each problem by using the Gauss-Newton algorithm [84] with CHOLMOD. The linearization points during the course of reaching the local minimum are used to generate a set of linearized SLAM problems as the datasets of this experiment.

The Jacobi and the MIQR preconditioners are constructed based on their definitions. For each of the augmented spanning tree preconditioners, I generated twenty random samples per linearization point. Once the graph structure is determined, I used CHOLMOD to compute the preconditioner and then used ARPACK [72], a popular solver for sparse eigenvalue problems, to compute the condition numbers.

Figure 14 shows the generalized condition numbers of the linearized SLAM problems. For clarity, I did not plot the condition numbers of the original systems in the same figure because they are much larger (up to $10^{12}$). In general, the condition numbers of sptree+cn are consistently smaller than those of the other preconditioners. This implies that a random spanning subgraph suffices to be a good preconditioner for these two problems. Also, the generalized condition number can be further reduced by augmenting additional edges to the spanning tree because these additional edges facilitate the derivation of better embedding matrices.

Interestingly, although the spanning tree (sptree) preconditioner is consistently better than the Jacobi and the MIQR preconditioners, the condition numbers still grow with the number robot poses, which is undesirable for large problems. However, after I augment each random spanning tree with more and more edges, the condition numbers tend to remain constant with respect to the number of robot poses. This indicates that such classes of subgraph preconditioners are able to capture the problem structure with high probability.

I repeated the same experiments for the n-prior scenario with various magnitudes
of prior factors, and showed the results in Figure 15. We can see that when the magnitude increases, the original linear system becomes better-conditioned, and therefore the difference between preconditioners becomes less significant. This suggests that when the magnitude of regularization terms are large, even the simplest Jacobi preconditioner can provide good convergence speed for the linearized SLAM problems. Notice that although adding strong regularization terms will speedup the convergence of linear solvers, it will also slow down the convergence speed of the nonlinear solvers.

### 4.3 Solving Linearized SLAM Problems

The condition number measures worst-case convergence speed in terms of the iteration counts. To predict the actual runtime performance, we have to multiply the number of iterations by the cost of applying the preconditioner. Yet it is hard to combine all of these information into a single metric for analytical comparison. Therefore I compared the actual time and iterations required to solve the linearized Blockworld problems with the PCGLS method to converge up to two thresholds $\epsilon = 10^{-2}$ and $\epsilon = 10^{-6}$ (see Alg. 4 for the usage of $\epsilon$). I used these thresholds to simulate the cases when PCGLS is used compute the inexact and exact Newton steps respectively.

I used PCGLS to solve linearized 1-prior Blockworld problems and show the results
Figure 16: The performance of solving linearized 1-prior Blockworld problems. The first column corresponds to the stopping threshold $\epsilon = 10^{-2}$ while the second column corresponds to the stopping threshold $\epsilon = 10^{-6}$. The first row corresponds to the required CG iterations while the second row corresponds to the actual running time.

in Figure 16. We can see that Jacobi and MIQR preconditioners can converge to $\epsilon = 10^{-2}$ faster than the subgraph preconditioners. Yet subgraph preconditioners are significantly better than Jacobi and MIQR when more accurate solution is needed.

Notably, the generalized condition number does not predict the faster early convergence of Jacobi and MIQR, because it is a pessimistic estimation of the convergence speed. In the next section, I will further investigate this issue by comparing the spectrum of the preconditioned systems.

4.3.1 The Distributions of Generalized Eigenvalues

To further investigate the convergence properties of different preconditioners, I computed the distributions of generalized eigenvalues (spectrum) of a linearized Blockworld problem with roughly 1,000 poses, and plotted the results in Figure 17. We can
Figure 17: An example of the spectrum of a 1-prior Blockworld problems.

see that the spectrum of \texttt{Jacobi} has the following properties: (1) around 80\% of the eigenvalues are clustered around $10^0$, and (2) the rest eigenvalues have a much wider range (down to $10^{-7}$). According to proposition 14, it implies that \texttt{Jacobi} preconditioner leads to fast convergence at the beginning because of the clustered eigenvalues, but may cause stagnant before finding highly-accurate solutions.

Subgraph preconditioners (\texttt{sptree+cn}) have spectrum different to the others preconditioners. First, the smallest eigenvalues are close to one, which confirms the prediction in Section 2.7.5. Second, the largest eigenvalues are inversely proportional to the complexity of subgraphs, which match the results in Section 4.2: the more edges the subgraph has, the better preconditioner it is. Third, around 90\% of the eigenvalues are evenly distributed throughout its spectrum. This implies that the subgraph preconditioners will converge at a constant rate regardless of the magnitude of error. Fourth, the range of remaining eigenvalues is narrower than \texttt{Jacobi}, e.g., the largest eigenvalue of \texttt{sptree+1n} is only around $2 \times 10^2$. It implies subgraph preconditioners are unlikely to cause stagnant as \texttt{Jacobi}.

The spectrum of \texttt{MIQR} behaves like \texttt{Jacobi} preconditioner in the left end and
behaves like subgraph preconditioners in the middle and right end. This suggests that the convergence behavior of MIQR could be somewhat between Jacobi and sptree+cn.

I do not intend to reach a universal conclusion for the performance of these preconditioners on all SLAM scenarios, but it does suggest that combining different preconditioners could lead to a faster solver for linearized SLAM problems. For example, one could start with the Jacobi preconditioner to exploit the faster early convergence, and then continue with subgraph preconditioners to exploit the constant-rate convergence afterward. Note that Chen et al. also conducted experiments analyze the behavior of subgraph preconditioners for PDE problems, please refer to [22] for detail.

### 4.4 Solving Nonlinear SLAM Problems

I compared the runtime performance of solving full SLAM problems by using different preconditioners with the PCGLS method, and the state-of-the-art sparse direct solver (CHOLMOD) [23]. More specifically, I ran the Gauss-Newton algorithm to solve each
instance of the Blockworld problems. For the solvers based on PCGLS, I computed an *inexact* Newton step to update the current estimate by setting the stopping criteria as (1) the norm of the current gradient is smaller than $10^{-2}$ times of the initial gradient, or (2) the number of iterations exceeds five thousand (see Alg. 4 for detail). For CHOLMOD, it has to solve the linear systems exactly to compute the exact Newton step, and there is no freedom to combine CHOLMOD with *inexact* Newton methods.

I considered a problem solved if the error is $\tau$-close to the optimum, i.e.

$$\frac{|e - e_*|}{|e_0 - e_*|} \leq \tau$$

where $e_0$ is the initial error, $e$ is the current error, $e_*$ is the minimum achievable error among all solvers, and $\tau$ is a threshold. I used the above settings to solve fifty Blockworld problems with 2,000 to 10,000 poses and report the execution times. Note that the time spent to linearize the problems is excluded to emphasize the difference between the solvers. In practice, linearizing the problems takes around 15% of the total execution time.

Showing all of the execution times or the convergence plots will be overwhelming and uninformative. Instead I summarized the results by using the recently-developed *performance profile* [31]. The main idea is to compare the solvers by the ratio of one solver’s runtime to the best runtime among all solvers, with the solvers rated by the probability of solving the problems.

Figure 18 shows the performance profiles of solving full 1-prior SLAM problems under four thresholds. In each plot, the horizontal axis indicates the normalized time, while the vertical axis denotes the probability that a problem is solved. By definition, the best solver is the one that can solve the most problems in the least amount of time, and hence the corresponding curve should be as close to the upper left part of the plot as possible. We can also compare the solvers in terms their speed or their ability to solve a problem. For example, any vertical slice indicates the probability of solving a problem given a fixed amount of time. Likewise, any horizontal slice
indicates the required amount of time to solve a certain percentage of the problems.

I made the following observations to the results in Figure 18. (1) MIQR does not show as a winner in all plots due to its inefficiency of building the preconditioners. (2) Jacobi can reduce the error faster than the others at the early stage (Figure 18(a)), but fails to further reduce the error to a smaller threshold. This phenomenon confirms our results in Section 4.3. (3) CHOLMOD is slower than the iterative solvers unless a highly accurate solution is needed (Figure 18(d)). In practice, such a high quality solution is not always needed, and its memory requirement makes it infeasible for very large problems. (4) Subgraph preconditioners are the winners in Figures 18(b) and 18(c). Among all of the preconditioners, the sptree+1n is the best as it is 50-100% faster than CHOLMOD. I noticed that the sptree+0.5n and the sptree+2n are not as efficient because the former does not reduce the condition number sufficiently, while the latter, despite the fact that adding more edges reduces the condition number, becomes more expensive to apply in PCGLS, which degrades the overall performance. This phenomenon suggests that having an effective and compact subgraph is very important. Using too sparse subgraphs may not lead to effective preconditioners, while using too dense subgraphs may degrade the overall performance.

4.5 Summary

I applied Jacobi, MIQR preconditioners and (random) subgraph preconditioners to solve a simulated Blockworld problem. I compared them in terms of (1) the time to build the preconditioners, (2) the generalized condition numbers, (3) the efficiency of solving linearized SLAM problems, (4) the distribution of generalized eigenvalues, and (5) the efficiency of solving full SLAM problems.

I found that the best preconditioner is problem dependent. When the problem is inherently well-conditioned (e.g. n-prior scenario), or strong regularization terms are required to stabilize the nonlinear problem, the difference of preconditioners becomes
less significant. In this case, standard preconditioning techniques like the Jacobi preconditioner would work well. Yet when the problem is inherently ill-conditioned (e.g. 1-prior scenario), the subgraph preconditioners are better choices because they deliver more stable convergence behavior. The Jacobi preconditioner can reduce the error faster at the early stage but cause stagnant afterward.

I compared the performance of subgraph preconditioners with different complexity. I found that using a subgraph with appropriate complexity is crucial to the performance. Using too sparse subgraphs may not lead to effective preconditioners, while using too dense subgraphs may degrade the overall performance.

MIQR does not show as a winner in any cases. The main reason is its inefficiency in building the preconditioner for Blockworld problem. Regardless of this issue, its convergence behavior is also not superior to Jacobi and subgraph preconditioners.

I also combined these preconditioners with PCGLS and inexact Gauss-Newton method to solve nonlinear SLAM problems, and compared their performance with state-of-the-art sparse direct solver (CHOLMOD). My results showed that using subgraph preconditioners with PCGLS are better than CHOLMOD, unless a highly-accurate solution is needed.

Given a better understanding to the convergence behavior of these solvers, it suggests that there could be a better strategy to solve the problems by combining different linear solvers. One possibility is to use Jacobi at the early stage, then switch to subgraph preconditioners in the middle stage, and then switch to sparse direct method in the final stage.
In this chapter, I aim to build good subgraph preconditioners in the sense of generalized condition numbers. To this end, I use support theory [15] to derive a new metric for the quality of a spanning tree preconditioner. Then I use this metric to develop an algorithm based on Markov Chain Monte Carlo (MCMC) methods [40] to find a good spanning tree preconditioner, and then augmented it with additional edges to build a good subgraph preconditioner [106]. In addition, I apply heuristics and domain knowledge in SLAM to improve the efficiency of finding good subgraph preconditioners. I use these new subgraph preconditioners with the PCGLS method to solve large-scale SLAM problems and obtain promising results. The preliminary work of this chapter has been published in [52].

Figure 19: Illustration of the proposed algorithm with a simple grid graph. (a) The original graph. (b) The robot’s trajectory as an initial spanning tree. (c) The spanning tree after thirty iterations of our algorithm. (d) A subgraph is built by inserting additional high-stretch edges to the spanning tree.
5.1 Generalized Stretch (GST)

In this section, I will define the notion of generalized stretch for the Jacobian matrices with the following properties: (1) the matrices are block-structured, (2) every nonzero block is invertible, (3) there is exactly one block-row with exactly one nonzero block, (4) the other block-rows have exactly two nonzero blocks, and (5) the matrix has full column rank. In SLAM, this setting resembles a scenario in which the robot knows its initial pose (a unary prior factor) in the world coordinate, and has sensors (e.g., odometry, loop-closure) to induce pose constraints (binary factors). Hereafter I will refer to a matrix satisfying these properties as an \( A \)-matrix. Since I exclusively work with block-structured matrices, the word “block” will be omitted for simplicity.

5.1.1 Canonical Form of an A-Matrix

To facilitate the exposition, I define the canonical form of an \( A \)-matrix as

\[
A = \begin{bmatrix}
A_0 \\
A_1 \\
\vdots \\
A_m
\end{bmatrix}
\]  

(34)

where

\[
A_0 = \begin{bmatrix}
A_{0,0} & 0 & \cdots & 0 & 0
\end{bmatrix}
\]  

(35)

is the row with one nonzero block, and

\[
A_i = \begin{bmatrix}
\cdots & A_{i,a_i} & \cdots & A_{i,b_i} & \cdots
\end{bmatrix}
\]  

(36)

is the \( i \)th row vector with two nonzero blocks (indexed by \( a_i \) and \( b_i \)), \( m \) is the number of binary factors, and \( n \) is the number of block variables. Every \( A \)-matrix can be transformed to this canonical form by permuting the rows and columns. An \( A \)-matrix
is indexed by the block variables, and therefore I define

\[
A(i,j) = \begin{cases} 
A_{0,0} & \text{if } i = 0 \text{ and } j = 0, \\
A_{i,j} & \text{if } 1 \leq i \leq m \text{ and } j \in \{a_i, b_i\}, \\
0 & \text{otherwise.}
\end{cases}
\]  

(37)

5.1.2 Transformation to an A-Graph

Here I show how to transform an A-matrix into an A-graph. I define a graph \( G = (V, E) \) where \( V = \{v_1, v_2, \cdots, v_n\} \) denotes a set of vertices, each of which corresponds to a column in \( A \), and \( E = \{e_0, e_1, \cdots, e_m\} \) are the edges of \( G \), each of which corresponds to a row in \( A \). With slight abuse of notation, I define \( A(e_i) = A_i \) that associates an edge to a block row, and \( A(e_i, v_j) = A(i, j) \) that associates a pair of vertex \( v_j \) and edge \( e_i \) to a square block matrix.

An edge \( e_i \) is incident to the vertex \( v_j \) if \( A(e_i, v_j) \neq 0 \). Moreover, two edges \( e_i \) and \( e_j \) are adjacent if they share a vertex, denoted as \( e_i \cap e_j \). For a pair of adjacent edges \( e_i \) and \( e_j \), I define a function

\[
r_{A}(e_i, e_j) = A(e_i, e_i \cap e_j) \cdot A(e_j, e_i \cap e_j)^{-1},
\]

(38)

which is a square matrix that represents the ratio between two edges with respect to the shared vertex.

I also define a path \( P = (e_1 u_1 e_2 u_2 \cdots u_d e_{d+1}) \) as a sequence of vertices and edges so that (1) it always starts and ends with an edge, and (2) the vertices and the edges always interlace with each other. The length of a path \( |P| \) is defined as the number of vertices \( d \). I also define \( \tilde{P} = (e_2 u_2 \cdots u_d e_{d+1}) \) as a sub-path of \( P \) by removing the first edge and vertex.

5.1.3 Path Embedding in a Spanning Tree

Central to our derivation is the notion of path embedding. Here I show how to compute the path embedding for any edge with respect to a spanning tree. I choose to
investigate this case because the path embedding in a spanning tree is unique and can be derived analytically.

More specifically, suppose $T = (V, E_T)$ is a spanning tree of $G$, the path embedding for an edge $e_s \in E$ with respect to $T$ consists of a set of weights

$$w_T(e_s) = \{w_T(e_s, e) \mid \forall e \in E_T\}$$

so that $e_s$ can be perfectly reconstructed, that is,

$$\sum_{e \in E_T} w_T(e_s, e)A(e) = A(e_s).$$

Since $T$ is a spanning tree, the weights are unique and can be derived analytically. Suppose $e_s = (v_a, v_b)$ is an edge to be embedded, there are two cases: (1) If $e_s \in E_T$, then the weights are all zeros except that $w_T(e_s, e_s)$ is an identity matrix. (2) If $e_s \notin E_T$, then the weights can be derived by performing Gaussian elimination from the end vertices, $v_a$ and $v_b$, to the root vertex $v_r$ of $T$, which is defined as the vertex with the unary prior factor. Note that $v_r = v_1$ in our canonical representation.

After a series of algebraic calculations, we can derive the weights with respect to the ratio function defined in (38):

$$w_T(e_s, e) = \begin{cases} 0 & \text{if } e \notin P_T(v_a) \cup P_T(v_b) \\ r_A(e_s, e) & \text{if } e \cap e_s = v \\ -\sum_{e' \in D_T(e)} w_T(e_s, e') \cdot r_A(e', e) & \text{o/w,} \end{cases}$$

where $P_T(v)$ is defined as $e_0$ plus the edges on the unique path between $v$ and the $v_r$ in $T$, $D_T(e)$ denotes a set of edges incident to $e$ in $T$ leading to the vertices of greater depth. The depth of a vertex is defined as its distance to the root vertex.

5.1.4 Generalized Stretch

In support theory, the stretch of an edge is defined as the squared Frobenius norm of the path embedding for the oriented incidence matrices [102]. Here I use (41) to
define the notion of generalized stretch for the $A$-matrices:

$$\text{gst}_T(e_s) = \sum_{e \in E_T} \|w_T(e_s, e)\|_F^2.$$  \hspace{1cm} (42)

It has been shown in [13] that the sum of stretches over all edges in $G$, namely

$$\text{gst}_T(G) = \sum_{e_s \in E_G} \text{gst}_T(e_s),$$  \hspace{1cm} (43)

measures how well a spanning tree $T$ serves as a preconditioner for a graph $G$ because it corresponds to an upper bound of the generalized condition number. I will use this property to derive good subgraph preconditioners.

5.1.5 Example

Here I provide an example to explain the idea of path embedding in $A$-graph. I start by investigating a simple example in Figure 20 where we have five variables and a spanning tree $T$ (solid-edge), and one edge to be supported (dashed-edge).

Given the $A$-matrix of the spanning tree and the dashed-edge, our goal is to analytically derive the edge weights $w_T(e_s, \cdot)$ to satisfy the following equation:

$$\begin{bmatrix} w_1 & w_2 & w_3 & w_4 & w_5 \end{bmatrix} \begin{bmatrix} H_{11} & H_{12} & H_{13} & H_{14} & H_{15} \\ H_{21} & H_{22} & H_{23} & H_{24} & H_{25} \\ H_{31} & H_{32} & H_{33} & H_{34} & H_{35} \\ H_{41} & H_{42} & H_{43} & H_{44} & H_{45} \\ H_{51} & H_{52} & H_{53} & H_{54} & H_{55} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & G_4 & G_5 \end{bmatrix}$$  \hspace{1cm} (44)
Figure 21: Illustration of one iteration of our algorithm. (a) The current spanning tree $T$ (solid edges). (b) Suppose the off-tree edge $e$ is sampled. Inserting $e$ into $T$ would induce the blue cycle. Suppose the edge $e'$ is sampled from the cycle. (c) Swapping $e$ and $e'$ leads to a new tree $T'$.

where $w_i := w_T(e_s, e_i)$, and $H_{ij}, G_j$ are block matrices. According to (38), we can define the ratio matrices as

$$
    r(e_2, e_1) = H_{21}H^{-1}_{11}, \quad r(e_3, e_2) = H_{32}H^{-1}_{22}, \quad r(e_5, e_2) = H_{52}H^{-1}_{22},
$$

$$
    r(e_4, e_3) = H_{43}H^{-1}_{33}, \quad r(e_s, e_4) = G_{4}H^{-1}_{44}, \quad r(e_s, e_5) = G_{5}H^{-1}_{55}.
$$

By a series of algebraic calculation, we can derive the path embedding as a function of the ratio matrices:

$$
    w_5 = r(e_s, e_5), \quad w_4 = r(e_s, e_4), \quad w_3 = -r(e_s, e_4) \cdot r(e_4, e_3),
$$

$$
    w_2 = r(e_s, e_4) \cdot r(e_4, e_3) \cdot r(e_3, e_2) - r(e_s, e_5) \cdot r(e_5, e_2), \text{ and}
$$

$$
    w_1 = -(r(e_s, e_4) \cdot r(e_4, e_3) \cdot r(e_3, e_2) \cdot r(e_2, e_1) - r(e_s, e_5) \cdot r(e_5, e_2) \cdot r(e_2, e_1)).
$$

One can verify that the results match with the equations in (41).

5.2 **Support-Theoretic Subgraph Preconditioners (STSP)**

To find a good subgraph preconditioner, a common practice is to find a low-stretch spanning tree as the skeleton, and then augment it with high-stretch edges to further reduce the total stretch [96, 65]. I will follow the same principle to construct support-theoretic subgraph preconditioners.
5.2.1 Support-Theoretic Spanning Tree Preconditioner (STST)

I first consider the following problem

$$\min_T \text{gst}_T(G),$$

(45)

but solving (45) is an NP-hard problem [75]. Instead I derive an algorithm based on MCMC techniques [40] to find a low-stretch spanning tree. The algorithm assumes an initial spanning tree $T$ is available. For each iteration, I sample an edge $e \notin E_T$ with a probability proportional to $\text{gst}_T(e)$. Inserting $e$ into the spanning tree leads to a new subgraph $T^+ = (V, E_T \cup e)$, which contains an induced cycle $C_T(e)$. To obtain a spanning tree again, I pick an edge $e' \in C_T(e)$ uniformly at random, and swap $e$ and $e'$ to build a new spanning tree $T'$. If the new total stretch $\text{gst}_{T'}(G)$ is smaller than the original total stretch $\text{gst}_T(G)$, then I accept $T'$ unconditionally. Otherwise, I accept $T'$ with a probability following an exponential distribution of the logarithm of the ratio between two stretches. Thus the algorithm can be thought of as a Markov Chain based on Metropolis updates. The above procedure is illustrated in Figure 21. I repeat this procedure until convergence. In the end, I output the best spanning tree during the course.

5.2.2 Subgraph Construction

Given the best spanning tree $T_\ast$ computed in the previous step, I construct a subgraph by inserting the edges with high stretch into the spanning tree. The rationale behind picking these edges is that they are likely to reduce the generalized condition numbers the most. I have examined two edge selection strategies. The first is to greedily pick the edges with the largest stretch. The second is to sample the edges with a probability according to their stretch. Please refer to Section 5.3.3 for the results. The key steps of the proposed algorithm are summarized in Algorithm 1.
Algorithm 1: The proposed algorithm

Input: $G$ is the graph, $T_0$ is a spanning tree of $G$

Initialization: $s_0 = \text{gst}_{T_0}(G)$

for $i = 0$ to maximum iterations do

if convergent then break

1. sample an edge $e \in G$ with probability $\propto \text{gst}_{T_i}(e)$

2. let $C_{T_i}(e)$ be the unique cycle in $T^+ = (V, E_T \cup e)$

3. uniformly at random sample an edge $e'$ from $C_{T_i}(e)$

4. swap $e$ and $e'$ so that $T'_i = (V, E_T \cup e \setminus e')$

5. compute $s'_i = \text{gst}_{T'_i}(G)$

if $s'_i < s_i$ then

$T_{i+1} = T'_i$; $s_{i+1} = s'_i$

else

$x = \log\left(\frac{s'_i}{s_i}\right)$

$\alpha = \min(1, \lambda \exp(-\lambda x))$

generate a random number $q \sim U[0, 1]$

if $q \leq \alpha$ then $T_{i+1} = T'_i$; $s_{i+1} = s'_i$

else $T_{i+1} = T_i$; $s_{i+1} = s_i$

end

end

let $T_* = \text{argmin}_{T_i} \text{gst}_{T_i}(G)$

augment $T_*$ with edges (see text), and output the subgraph

5.2.3 Computational Complexity

Here I summarize the complexity of the each step of the algorithm. In the initialization
step, computing $\text{gst}_{T_0}(G)$ takes $O(md)$ where $m$ is the number of off-tree edges and $d$
is the average depth of the end vertices of the off-tree edges. In a balanced tree, $d$
is close to $\log(n)$ where $n$ is the number of vertices. In the inner loop of the algorithm,
steps one to four can be done in $O(m)$. The fifth step can be done in $O(md)$ if we
recompute it from scratch. Yet it can be improved by just recomputing the generalized
stretches of the edges associated to the subtree of the edge $e'$.

5.3 Results

I conducted five experiments to evaluate the proposed algorithm: (1) I evaluated the
efficiency of our MCMC algorithm. (2) I evaluated the quality of different spanning
tree preconditioners. (3) Given a low-stretch spanning tree, I evaluated two different
edge selection strategies to construct a subgraph. (4) I evaluated the quality of different subgraph preconditioners. (5) I used these subgraph preconditioners with the PCGLS method to solve both synthetic and real SLAM problems, and compare the running time against the state-of-the-art sparse direct solver [23].

To facilitate the comparison, I generated a synthetic Blockworld SLAM problem, simulating a robot traversing a block world. The bird’s-eye view of this problem is illustrated in Figure 12. For each instance of the Blockworld problem, I attached a prior factor to the first robot pose to make the SLAM problems well-posed. In addition, for each robot pose I added twenty relative constraints to its closest neighbor poses, and these measurements are contaminated by zero-mean and normally distributed noise. The initial values of the robot poses are computed by composing the measurements along the robot’s trajectory.

For Algorithm 1, I set $\lambda = 10^3$ and considered the algorithm is convergent if the average decrease of relative stretch in the past 100 iterations is smaller than $10^{-3}$. I ran all of the experiments on a PC with an Intel Core i7 CPU, and reported the tenth percentile, the median and the ninetieth percentile over fifty trials.

Figure 22: The efficiency of Algorithm 1.
5.3.1 The Efficiency of Our MCMC Algorithm

I evaluated the efficiency of our MCMC algorithm by measuring the required time and iterations to converge for the Blockworld problem. For each instance of the Blockworld problem, starting from a random spanning tree, I applied our algorithm to find a low-stretch spanning tree and reported the results in Figure 22. We can see that as the problem size increases, the number of required iterations stays almost constant, which indicates that a good tree can be found in a constant number of edge swaps. However, the required time increases linearly with the problem size, which negatively affects the performance of our algorithm for large-scale problems.

5.3.2 Generalized Condition Numbers of Spanning Trees

I compared two spanning tree preconditioners for the Blockworld problem: (1) a random spanning of the entire graph (sptree), and (2) the support-theoretic spanning tree (stst) computed by the proposed algorithm. The first two settings characterize the empirical performance of an ad-hoc spanning tree. To build a random spanning tree, I assigned a random weight from 1 to 100 to each edge of the graph, and computed the maximum-weighted spanning tree with Kruskal’s algorithm [67].

Once the spanning tree is determined, I used CHOLMOD [23], an efficient sparse
Figure 24: The generalized condition numbers resulted by using different edge selection strategies to build a subgraph.

direct solver, to compute the preconditioner, and used ARPACK [72] to compute the generalized condition numbers. I repeated this procedure for fifty times and reported the tenth percentile, the median and the ninetieth percentile in Figure 23. We can see that stst is significantly better than the other two approaches, and the results confirms that our algorithm indeed produces better spanning trees. However, the generalized condition numbers increase with the problem size which indicates that using a spanning tree preconditioner is not scalable.

5.3.3 Subgraph Construction

Given the low-stretch spanning tree computed in the previous step, I evaluated the performance of the three edge selection strategies to construct a subgraph. More specifically, I examined the following three strategies: (1) greedily pick the edges with the largest stretch (Greedy), (2) uniformly at random sample edges (Uniform), and (3) probabilistic sample the edges according to their stretch (Probabilistic).

I conducted experiments on the Blockworld problems. For each instance of the problems, I applied Algorithm 1 to computed a low-stretch spanning tree which serves as a baseline (Original). Then I used these strategies to insert $n$ edges to each of the spanning trees to build subgraphs, where $n$ is the number of robot poses. For the
Greedy setting, I sorted edges according to their stretch, and pick the top-$n$ edges. For the Probabilistic setting, I sampled $n$ additional edges with probability proportional to their stretch, and inserted them into the spanning tree to build a subgraph. Once the subgraph is determined, I used the same procedure described in Section 5.3.2 to compute the generalized condition numbers.

From the results in Figure 24, we can see that these subgraph preconditioners can improve the generalized condition numbers up to four orders of magnitudes. I also observed that the slopes of growth are flatter than those in the spanning tree experiments. It implies that inserting additional edges to a spanning tree indeed leads to a better and more scalable preconditioner. Comparing these three strategies, we can see that Greedy is worse than the other two strategies. I conjecture that it is because the edges chosen by Greedy may concentrate at a certain part of the graph, and therefore fail to reduce the stretch for the other parts of the graph. On the other hand, the edges chosen by the Uniform and Probabilistic strategies have a higher chance to spread over the graph, and therefore could reduce the total stretch even further. The Uniform strategy is better than Greedy up to an order of magnitude, but its performance is unstable due its larger variance. Finally, the probabilistic has the best and stable performance. Therefore, I used the Probabilistic strategy in the following experiments.

5.3.4 Generalized Condition Numbers of Subgraphs

I compared the generalized condition numbers of two subgraph preconditioners: (1) sp-tree augmented with random edges ($sptree+cn$), and (2) stst augmented with additional edges sampled by using the Probabilistic strategy ($stst+cn$), where $c$ is a ratio of augmented edges and $n$ is the number of robot poses.

From the results in Figure 25, we can see that (1) as the ratio of augmented edges $c$ becomes larger, the generalized condition numbers of all subgraph preconditioners
Figure 25: The generalized condition numbers of the subgraph preconditioners.

Figure 26: The timing results of \texttt{stst+cn}.

decrease consistently, and (2) \texttt{stst+cn} delivers two to four times better subgraph preconditioners than \texttt{sptree+cn}. These results suggest that our algorithm can produce better subgraph preconditioners.

5.3.5 Timing Results on Synthetic Datasets

I evaluated the running time of using different subgraph preconditioners in the PCGLS method [12] to solve the \texttt{Blockworld} problem and compared the performance against the state-of-the-art sparse direct solver (CHOLMOD [23]).

I generated \texttt{Blockworld} datasets up to twenty thousand robot poses, and ran the
Gauss-Newton algorithm to solve the nonlinear SLAM problem for ten iterations. In each iteration, I used either PCGLS or CHOLMOD to solve the linear systems. For the PCGLS method, I used either sptree+cn or stst+cn as the preconditioners. The stopping criteria for PCGLS are (1) the norm of the current gradient is smaller than $10^{-2}$ times of the initial gradient, or (2) the number of PCGLS iterations exceeds one thousand. For CHOLMOD, I use the implementation in SuiteSparse compiled with GotoBlas2. All of the solvers run with single thread. Since different settings achieve different errors in the end, I reported the time to achieve the error that is $\epsilon$-close to the optimum, i.e.,

$$\frac{|e - e_*|}{|e_0 - e_*|} \leq \epsilon$$

(46)

where $e_0$ is the initial error, $e$ is the current error, $e_*$ is the minimum achieved error of all solvers, and $\epsilon$ is a threshold. I set $\epsilon = 10^{-8}$ in our experiments. Notice that since our algorithm to find a good subgraph is still inefficient, I excluded the time spent in Algorithm 1, and focused on comparing the efficiency of linear solvers.

I first evaluated the performance of PCGLS solvers with the stst+cn preconditioners, and showed the results in Figure 26. We can see that the stst+0.5n setting is more efficient than the others. These results suggest that the most efficient subgraph preconditioner is not necessarily the one with the most edges, and finding the right amount of additional edges to augment a spanning tree involves a trade-off: Inserting too few edges into the subgraph may not lead to an effective preconditioner, while inserting too many edges into the subgraph may slow down the overall performance.

Then I compared the PCGLS solvers with CHOLMOD and showed the results in Figure 27. We can see that CHOLMOD is two to three times slower than the PCGLS solvers, and it suggests that direct solvers are not suitable for solving large-scale SLAM problems. Comparing the subgraph preconditioners, we can see that stst+1n is two times faster than sptree+1n. These results suggest that our subgraph preconditioners are more effective.
5.3.6 Timing Results on Real Dataset

I also evaluated the performance of these solvers on two real datasets. Existing public SLAM datasets are mostly sparse graphs which cannot demonstrate the advantages of iterative solvers. To this end, I collected two real datasets of 2,000 images with a Videre STOC camera in an office environment, where the camera constantly visits the same place to create many loop-closure constraints. Figure 28 shows the bird’s-eye view of the camera trajectories and the pose constraints of the datasets.

I used the visual odometry pipeline presented in [10] to initialize the robot poses by composing the relative pose constraints along the image sequence, and then used the vocabulary tree technique [83] to generate 33,234 loop-closure constraints.

I used the same algorithm described in the last experiment to solve this dataset and reported the running time in Table 4. I used $c = 1$ as it gave the best performance in this experiment. We can see that although Algorithm 1 is slow, our subgraph preconditioner ($\text{sst}+1n$) can significantly improve the efficiency of solving the problems. More specifically, our solver is 16% and 40% faster than $\text{sp}t\text{ree}+1\text{n}$ and CHOLMOD respectively in terms of solving the Lab02 problem, and 23% and 57% faster than $\text{sp}t\text{ree}+1\text{n}$ and CHOLMOD respectively in terms of solving the Cubicle02 problem.
Figure 28: The bird’s-eye view of the (a) Intel, (b) Lab02, and (c) Cubicle02 dataset. The yellow points denote the poses while the blue lines denote the constraints.

Table 1: The timing result on the real datasets in seconds.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Poses</th>
<th>Measurements</th>
<th>sptree+1n</th>
<th>stst+1n</th>
<th>CHOLMOD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Alg. 1</td>
<td>others</td>
<td></td>
</tr>
<tr>
<td>Lab02</td>
<td>1,998</td>
<td>15,505</td>
<td>3.2</td>
<td>3.1</td>
<td>2.7</td>
</tr>
<tr>
<td>Cubicle02</td>
<td>1,998</td>
<td>33,234</td>
<td>4.4</td>
<td>5.9</td>
<td>3.4</td>
</tr>
</tbody>
</table>

5.4 Improving the Efficiency of Finding STSPs

I have shown the potential of using STSPs to improve the efficiency of solving large SLAM problems, but the limitation is that the MCMC-based algorithm is still too slow in practice. To resolve this problem, I aim to improve the efficiency of finding good subgraph preconditioners by using heuristics and domain knowledge in SLAM. The key observation I make is that in order to find good subgraph preconditioners, it is not imperative to start with the best tree. I use this observation to derive efficient algorithms to construct subgraph preconditioners with quality comparable to STSPs.

5.4.1 Spanning Trees from Heuristics and Domain Knowledge

Since the MCMC-based algorithm to finding a good spanning tree is the bottleneck of finding an STSP, our first step is to replace it with some heuristic spanning tree and examine their performance. Here I consider a few heuristic spanning trees: (1) The
Figure 29: The generalized condition numbers of heuristic subgraphs on (a) Blockworld (b) Intel (c) Lab02 and (d) Cubicle02 datasets.

odometry chains along the robot’s trajectory, and (2) The breadth-first-search (BFS) trees (starting a breadth-first search from a random vertex of the graph). The intuition of using these trees is that the odometry chain captures the movement of robots and can serve a natural skeleton of the graph, and a BFS tree has been shown to be a good low-stretch spanning tree for the Laplacian problems [35]. Moreover, these trees can be efficiently computed in $O(m)$ time where $m$ is the number of edges in the graph. I repeat the same experiments in Section 5.3.4 on the Blockworld, Lab02 and Cubicle02 datasets, and show the results in Figure 29.

We can see that the odometry chain (odometry+cn) starts as a very bad spanning tree at the beginning, but finishes as good subgraph preconditioners for the Blockworld
and Intel datasets. However, its performance is unsatisfactory for the Lab02 and Cubicle02 datasets. I conjecture the main reason is that the first two datasets have more regular graph structures and contain only local loop-closures. These properties make the odometry chain a good skeleton to augment additional edges.

The BFS-based subgraph preconditioners (bfs+cn) have better performance than odometry+cn in the Lab02 and Cubicle02 datasets, but they have consistently worse performance than the support-theoretic subgraph preconditioners (stst+cn). Nevertheless, the gap is typically less than a factor of two for the four datasets. This behavior makes bfs+cn also a good approximation to the stst+cn.

5.5 Summary

In this chapter, I proposed a new metric based on support theory to evaluate the quality of a spanning tree preconditioner for SLAM. I used this metric to develop an MCMC-based algorithm to find good subgraph preconditioners. To the best of our knowledge, this is the first attempt to derive theoretically good subgraph preconditioners for SLAM. Although our MCMC-based algorithm is too slow for practice, I applied heuristics and domain knowledge in SLAM to improve the efficiency of finding good subgraph preconditioners and discussed their tradeoffs. Finally, I applied these subgraph preconditioners to solve synthetic and real SLAM problems, and demonstrated that the proposed subgraph preconditioners display significant improved efficiency.
CHAPTER VI

GENERALIZED SUBGRAPH PRECONDITIONERS

Using preconditioned conjugate gradient (PCG) method to solve large SfM problems has received significant attention recently [105, 4, 5, 19, 51]. However, when applying subgraph preconditioners (SP) to solve these problems, I notice that Hessian-based preconditioning techniques such as the block-Jacobi preconditioner actually have better performance. This phenomenon motivates us to generalize the definition of subgraph preconditioners.

To this end, I propose the Generalized Subgraph Preconditioners (GSP) that adapt subgraph preconditioners for large-scale SfM. While SP picks a subgraph of the Jacobian factor graph (Figure 30), GSP operates on the Hessian factor graph (Figure 32) which is more general and leads to more effective preconditioners.

In the following, I will explain the Hessian factor graph representation, and how to use it to design good preconditioners for SfM problems. The preliminary results have been published in [53, 54].

6.1 Hessian Factor Graph

To gain insight into the performance properties of both Jacobi and SP preconditioners, I investigate the structure of the Hessian matrix \( H \approx A^T A \) appearing in the normal equation (10). The Hessian matrix can also be represented as a graph, more specifically a Gaussian Markov Random Field (GMRF). Every principal sub-matrix of \( H \) corresponds to the information matrix of the conditional distribution given the other variables [29, 78]. In this sense, solving a GMRF is analogous to solving Eq. (10).

Yet a GMRF is usually represented as an undirected graph which is not expressive
Figure 30: A toy SfM problem with three cameras and four points. (a) The Jacobian factor graph. The vertices denote the camera and the point variables. The blue dots denote the projection factors. (b) The symbolic representation of the Jacobian matrix $A$. Each row denotes a Jacobian factor, and each column indicates a variable.

Figure 31: An example of a subgraph preconditioner. (a) The Jacobian factor graph that corresponds to a subset of the measurements (sub-problem) in Figure 30. (b) The symbolic matrix representation of the subgraph.

enough for designing subgraph preconditioners. It prompts us to resort to a finer-grained Hessian factor graph representation. The difference is that I create two unary and one binary factors out of each measurement, and accumulate all of them in a Hessian factor graph. The number of unary factors attached to a variable equals to the number of the associated measurements, with one binary factor per measurement.

As an example, consider the measurement between $x_0$ and $l_0$ in Figure 30(a) and assume $A_{x_0}$ and $A_{l_0}$ are the corresponding block entries in the first row of the
Figure 32: (a) The Hessian factor graph representation of the toy problem in Figure 30, where the red dots denote unary factors while the green dots denote binary factors. This representation resembles to the Gaussian Markov Random Field representation [29, 78]. (b) The symbolic representation of the Hessian matrix $H \approx A^T A$. Both rows and columns indicate variables. A diagonal (red) block indicates the certainty of a variable given the other variables are known. An off-diagonal block indicates whether two variables are correlated given that the other variables are known. Each non-zero off-diagonal (green) block corresponds to a Jacobian factor in Figure 30(a) or a binary Hessian factor in (a).

Figure 33: An example preconditioner that GSP can generate but SP cannot.

Jacobian matrix in Figure 30(b). Since the Hessian matrix is the sum of outer product of the block rows of the Jacobian matrix, we can see that this measurement actually corresponds to three terms in the Hessian matrix: $A_{x_0}^T A_{x_0}$, $A_{l_0}^T A_{l_0}$, and $A_{x_0}^T A_{l_0}$. Notice that the first two are unary factors of $x_0$ and $l_0$, and the third is a binary factor between them. They encode the information contributed by this measurement to the conditional Gaussian densities. Repeating this process for all measurements, we can build the Hessian factor graph representation illustrated in Figure 32(a).

From this perspective, the problem of designing a good subgraph preconditioner
Figure 34: The Hessian factor graph representation of the sub-problem in Figure 31. (a) The Hessian factor graph. (b) The symbolic matrix of the sub-problem. The non-zero off-diagonal blocks are identical to those in Figure 32(b), but the diagonal entries are smaller than those in Figure 32(b). It leads to over-estimating the uncertainty of the variables, especially for the camera variables.

is reduced to picking a subset of Hessian factors from the graph that (1) can be solved efficiently by direct methods, and also (2) make the linear systems well-conditioned. The detail of how to to pick a Hessian factor subgraph will be discussed in the section.

GSP is more expressive than SP because we can always build a Hessian factor graph from a subset of measurements, but not vice versa. For instance, suppose we want to construct a Hessian factor subgraph as in Figure 33 by picking a subset of measurements. One can see that no subset of Jacobian factors in Figure 30(a) corresponds to this Hessian factor graph. Hence the GSP is more general than SP.

The difference between GSP and SP is important for SfM, whose graph is typically an unbalanced bipartite graph. The amount of information that SP brings in for each variable corresponds to the associated measurements in the subgraph. In SfM, if SP picks a spanning tree as the subgraph, then it can only collect at most two out of potentially thousands of unary factors for the camera vertices. This results in over-estimating the uncertainty of the variables and hence leads to unsatisfactory preconditioners. This idea is illustrated in Figure 34. Adding more measurements to the subgraph might help, but it also makes it harder for direct methods to to solve the subgraphs. In contrast, GSP provides the flexibility to keep part or all of the
Notably, the Jacobi preconditioner can be considered as a special Hessian factor subgraph. In the GSP machinery, the Jacobi preconditioner corresponds to picking all of the unary factors and discarding all of the binary factors of in the Hessian factor graph. The idea is illustrated in Figure 35. Note that hereafter when I refer to the Jacobi preconditioner, I actually mean the block Jacobi preconditioner.

### 6.2 The GSP-n Preconditioners

I propose a greedy algorithm to construct a family of subgraphs with adjustable complexity. On top of these subgraphs, I use GSP to build subgraph preconditioners. The resulting preconditioners are called the GSP-n preconditioners, where $n$ is a parameter that controls the complexity of the subgraph. The SfM graph is a bipartite graph $G = (X, L, E)$, where $X$ denote the camera and $L$ denote the 3-D points vertices on the two sides of $G$. Each edge in $E$ denotes a measurement that connects the corresponding camera and point vertices.

The goal is to find a subset $E_S$ of $E$, such that (1) the resulting subgraph $G_S$ has low stretch with respect to $G$, and (2) the maximum size of the induced cliques does not exceed the predefined parameter $n$. The maximum size of the induced cliques means the clique number in the factorization phase, which can indirectly affect the computational complexity. A straightforward strategy would be to use a low-stretch

![Figure 35: The Jacobi preconditioner of the toy problem.](image)
spanning tree of $G$ as the subgraph, but this strategy is sub-optimal because it does not exploit the bipartite and unbalanced nature of $G$.

Here I introduce some notations to facilitate the exposition. I denote $X(l)$ as the set of cameras associated with a 3-D point $l$, and $E(l)$ as the corresponding set of edges (measurements). Note that by picking $t$ edges from $E(l)$ into the subgraph, I will induce a clique of size $t$ between the corresponding cameras after eliminating the 3-D point $l$ in the factorization phase. If the edges and the elimination ordering are not chosen appropriately, even larger cliques will appear in the factorization phase.

Here I describe a greedy algorithm to construct a family of subgraphs. First, I build a camera graph $G_X$ where the vertices consist of all cameras and the edge weight between two cameras is defined as the number of 3-D points that are observed by both of them. Then I find a low-stretch spanning tree $T_X$ in $G_X$ [6]. The tree $T_X$ aims to preserve the structural information of $G$, and provides a skeleton to augment additional edges.

Second, I augment additional edges to the subgraph. Suppose initially the edge set $E_S$ is empty. For each point $l$, I sort $X(l)$ according to their average distance to the other cameras in $X(l)$ with respect to $T_X$. Then I pick the edges of $E(l)$ into the subgraph according to this ordering. An edge is added into $E_S$ if it does not induce a camera clique of size greater than $n$. To this end, I also maintain an array (initially set to 0, whose length is the number of cameras) which holds the size of the maximum clique that a camera belongs to. The array is updated whenever an edge is added. Repeating this process for all 3-D points results in edge set $E_S$.

Finally I construct the $GSP-n$ preconditioner by using all of the unary factors in the original graph and the binary factors corresponding to the edge set $E_S$. Note that there are two interesting special cases of the $GSP-n$ preconditioners: $GSP-0$ corresponds to the Jacobi preconditioner while $GSP-\infty$ corresponds to using the original graph to construct the subgraph preconditioner.
6.2.1 The Symmetry and Positive Definiteness

Being symmetric and positive definite (spd) is a necessary condition for being a valid preconditioner in the conjugate gradient method. Here I show that any GSP-n preconditioner is spd. First, we know that any $H \approx A^T A$ matrix is always spd, and hence GSP-n is also symmetric by construction. Second, discarding off-diagonal block pairs in the Hessian while leaving the block-diagonal unchanged is equivalent to replacing a binary factor by two unary factors in the Jacobian factor graph. The replaced binary factor corresponds to A’s block-row with nonzero blocks $A_{x_0}$ and $A_{l_0}$, while each new unary factor contains exactly one of these blocks. The inner product of the new factor matrix with itself is spd, which guarantees the validity of GSP preconditioners. Note that discarding symmetrical off-diagonal entries of an arbitrary spd matrix may not produce a spd matrix. In the scalar case, Boman et al. [14] proved that matrices with this property must admit a factorization $A^T A$, with A having a factor width $\leq 2$.

6.2.2 Results

Here I compared the sparse factorization method (DBA) and the PCGLS method (Appendix A) with three preconditioners: (1) the block Jacobi preconditioner (Jacobi), (2) the subgraph preconditioner (SP), and (3) the generalized subgraph preconditioner (GSP-n), where $n$ denotes the maximum clique size allowed in the greedy algorithm.

I used the Levenberg-Marquardt method as the nonlinear solver. The stopping criteria are (1) the number of iterations exceeds 20, (2) the average reprojection error is less than 0.8 pixel, or (3) the relative decrease of the error is less than $10^{-2}$.

For the linear solvers, DBA used CHOLMOD [23] with the COLAMD ordering. For the solvers using the PCGLS method, The stopping criteria are (1) the number of iterations exceeds 2000, (2) the relative decrease of residual is less than $10^{-2}$. 
For Jacobi, I accumulated all unary factors for each variable (i.e., the diagonal blocks of $A^TA$) and solve them independently. For SP, I used the Sparse QR factorization package [27]. For GSP-n, I used the CHOLMOD package [23] with an ordering in which the 3-D points are eliminated first and the cameras are eliminated according to the topological ordering of the camera low-stretch spanning tree. I used Alon et al.’s algorithm to find a low-stretch spanning tree in the camera graph [6]. Note that for SP and GSP-n, the topology of the subgraph is determined at the beginning, and never changed during the optimization. Although GSP offers the flexibility to use various number of unary factors for each variable, I chose to use all of the unary factors for simplicity. In this case, GSP-0 and is mathematically equivalent to Jacobi. Also, GSP-$\infty$ is like DBA if CG runs only one iteration.

I ran the experiments on the BAL datasets released by Agarwal et al. [5]. Since BAL contains many datasets and some of them cannot fit into the memory of a regular PC, I selected ten proper datasets from BAL which have 100K to 500K points (see Table. 3). I run all of the experiments on a Core2 Duo PC with 8G RAM.

6.2.2.1 The Performance of GSP-n

I first investigated the performance of GSP-n for different values of $n$, and show the timing results in Figure 36. Notice that GSP-n is equivalent to Jacobi when $n = 0$. I excluded the linearization time and focus on comparing the linear solvers. The results show that GSP-n converges faster than Jacobi by 10-30% in most cases.

I also observed that as $n$ increases, the overall time decreases at first, but increases if $n$ is set too high. To better understand the behavior of GSP-n, I broke down the timing results of one dataset and show the major components in Table 2. I can see that as $n$ increases, the subgraph becomes denser and harder to solve, but the time spent on building the subgraph preconditioner is not significant when $n$ is small. Here the important parts are (1) the time to apply the preconditioner per CG
Figure 36: Timing results of Jacobi and GSP-n on BAL.

Table 2: Timing results of GSP-n on the "F-05" dataset. I only show the components relevant to the linear solvers. The columns indicate (1) the maximum clique size in GSP-n, (2) the percentage of edges used in the subgraph, (3) the time of building the subgraph, (4) the time per CG iteration, and (5) the number of total CG iterations, and (6) the total time.

<table>
<thead>
<tr>
<th>n</th>
<th>edges (%)</th>
<th>build (s)</th>
<th>time/iter (s)</th>
<th>#iters</th>
<th>total (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>27.2</td>
<td>0.48</td>
<td>1438</td>
<td>732.6</td>
</tr>
<tr>
<td>1</td>
<td>19.8</td>
<td>33.4</td>
<td>0.53</td>
<td>1130</td>
<td>648.8</td>
</tr>
<tr>
<td>2</td>
<td>26.6</td>
<td>48.7</td>
<td>0.56</td>
<td>866</td>
<td>550.5</td>
</tr>
<tr>
<td>3</td>
<td>32.5</td>
<td>69.1</td>
<td>0.62</td>
<td>631</td>
<td>473.7</td>
</tr>
<tr>
<td>4</td>
<td>39.0</td>
<td>101.5</td>
<td>0.78</td>
<td>526</td>
<td>512.8</td>
</tr>
</tbody>
</table>

iteration, and (2) the number of total CG iterations. The former increases because the preconditioner becomes denser and hence more computation is involved in the back substitution. The latter decreases because the linear systems become better conditioned. I can see that their product dominate timing and clearly there is a trade-off between these two factors.
Table 3: Timing results (secs) of the four methods on ten BAL datasets. The second column corresponds to the name and index in the original BAL: ”D” for ”Dubrovnik”, ”L” for ”Ladybug”, ”V” for ”Venice” and ”F” for ”Final”.

<table>
<thead>
<tr>
<th>Set</th>
<th>Source</th>
<th>Cameras</th>
<th>Points</th>
<th>Measurements</th>
<th>DBA</th>
<th>Jacobi</th>
<th>SP</th>
<th>GSP-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>V-01</td>
<td>89</td>
<td>110,973</td>
<td>562,976</td>
<td>42</td>
<td>84</td>
<td>401</td>
<td>89</td>
</tr>
<tr>
<td>1</td>
<td>F-01</td>
<td>394</td>
<td>100,368</td>
<td>534,408</td>
<td>79</td>
<td>113</td>
<td>256</td>
<td>96</td>
</tr>
<tr>
<td>3</td>
<td>D-15</td>
<td>356</td>
<td>226,730</td>
<td>1,255,268</td>
<td>187</td>
<td>397</td>
<td>804</td>
<td>285</td>
</tr>
<tr>
<td>2</td>
<td>V-02</td>
<td>245</td>
<td>198,739</td>
<td>1,091,386</td>
<td>155</td>
<td>245</td>
<td>415</td>
<td>196</td>
</tr>
<tr>
<td>4</td>
<td>V-03</td>
<td>427</td>
<td>310,384</td>
<td>1,699,145</td>
<td>313</td>
<td>273</td>
<td>695</td>
<td>212</td>
</tr>
<tr>
<td>5</td>
<td>L-30</td>
<td>1,723</td>
<td>156,502</td>
<td>678,718</td>
<td>578</td>
<td>312</td>
<td>718</td>
<td>223</td>
</tr>
<tr>
<td>6</td>
<td>V-04</td>
<td>744</td>
<td>543,562</td>
<td>3,058,863</td>
<td>886</td>
<td>506</td>
<td>913</td>
<td>407</td>
</tr>
<tr>
<td>7</td>
<td>F-03</td>
<td>961</td>
<td>187,103</td>
<td>1,692,975</td>
<td>1148</td>
<td>252</td>
<td>741</td>
<td>191</td>
</tr>
<tr>
<td>8</td>
<td>F-02</td>
<td>871</td>
<td>527,480</td>
<td>2,785,977</td>
<td>1939</td>
<td>776</td>
<td>1154</td>
<td>564</td>
</tr>
<tr>
<td>9</td>
<td>F-05</td>
<td>3,068</td>
<td>310,854</td>
<td>1,653,812</td>
<td>3504</td>
<td>894</td>
<td>2035</td>
<td>473</td>
</tr>
</tbody>
</table>

6.2.2.2 Timing Results

Here I compared the timing results of four linear solvers on the BAL datasets. I used $n = 3$ to build subgraphs for both SP and GSP-n. The timing results in Table 3 are sorted according to the DBA time, which reflects the intrinsic difficulty of the datasets. The results confirm that sparse direct methods are efficient for small datasets, but iterative methods are better alternatives for large datasets. Comparing Jacobi and GSP, the results show that by adding extra factors to the subgraph, GSP provide better preconditioners than Jacobi in most of the cases. Comparing SP and GSP, the results show that being able to add more unary factors to the graph is crucial to improve the convergence speed of the conjugate gradient method. An example of the result is shown in Figure 37.
Figure 37: Visualization of the “F-03” datasets. The solutions obtained from solving (a) the subgraph and (b) the original graph. The solution to subgraph serves as a good preconditioner to solve the original problem.

6.3 Generalized Subgraph Preconditioners for Reduced Camera Systems

In this section, I aim to adapt our results developed so far to improve the efficiency of solving large reduced camera systems (RCS) [105]. This is in contrast to the results presented in Section 6.2, which designs novel subgraph preconditioners for solving the
original factor graph (i.e. the normal equation). To this end, I first investigate the state-of-the-art preconditioner for solving the RCSs and then improve its quality by using the generalized subgraph preconditioners, support-theoretic techniques and a novel reweighting scheme.

6.3.1 Reduced Camera Systems

SfM graphs are typically unbalance bipartite graphs where one part consists of the cameras and the other consists of the points. The size of the point part is much larger than the camera part. In this case, working on the reduced camera system is beneficial because eliminating all the points can be done efficiently and the number of variables in the new system is also significantly reduced.

Here I derive the reduced camera system. Assume we have the following linear least-squares problem obtained from linearizing the bundle adjustment problem:

$$\begin{bmatrix} A_p & A_c \end{bmatrix} \begin{bmatrix} x_p \\ x_c \end{bmatrix} = b$$

(47)

where $A_p$ and $A_c$ denote the Jacobians associated with the points and cameras respectively, and $x_p$ and $x_c$ correspond to the point and camera variables. By multiplying the transpose of the Jacobian matrix on both sides, we can obtained

$$\begin{bmatrix} B & E \\ E^T & C \end{bmatrix} \begin{bmatrix} x_p \\ x_c \end{bmatrix} = \begin{bmatrix} d_p \\ d_c \end{bmatrix}$$

(48)

where $B = A_p^T A_p$, $C = A_c^T A_c$, $E = A_p^T A_c$, $d_p = A_p^T b$ and $d_c = A_c^T b$. If the graph is bipartite, we can see that $B$ and $C$ are block diagonal matrices, and $E$ encodes the problem structure. To derive the reduced camera system, we can eliminate the points by left-multiplying a matrix

$$\begin{bmatrix} I & 0 \\ -E^T B^{-1} & I \end{bmatrix}$$

(49)
on both sides to obtain

\[
\begin{bmatrix}
B & E \\
0 & C - E^T B^{-1} E
\end{bmatrix}
\begin{bmatrix}
x_p \\
x_c
\end{bmatrix}
= \begin{bmatrix}
d_p \\
d_c - E^T B^{-1} d_p
\end{bmatrix}
\]  \hspace{1cm} (50)

The part associated with the camera variables

\[(C - E^T B^{-1} E)x_c = d_c - E^T B^{-1} d_p\]  \hspace{1cm} (51)

is called the reduced camera system which is typically solved by using preconditioned conjugate gradient method for large SfM problems. Once the optimal \(x^*_c\) is obtained, the optimal \(x^*_p\) can be computed in linear time by

\[x^*_p = B^{-1}(d_p - E x^*_c),\]  \hspace{1cm} (52)

where \(B^{-1}\) can be applied efficiently because \(B\) is a block diagonal matrix.

Note that for large problems, the reduced camera system is rarely explicitly built because it might take too much resource to compute and store the matrix \([5]\). Moreover, the matrix-vector multiplication for the system matrix \(C - E^T B^{-1} E\) can be implemented as four matrix-vector multiplications and one vector-vector subtraction. This technique makes it possible for the conjugate gradient method to solve the reduced camera system without explicitly computing the matrix. Yet it also makes the preconditioners based on incomplete factorization unsuitable for this scenario.

6.3.2 Visibility-Based Preconditioners

Kushal and Agarwal \([70]\) proposed to use visibility-based preconditioners (VBP). The main idea is to use the number of points shared by two cameras to define the edge weights in the camera graph, and use these weights to identify camera clusters. More specifically, for the \(i\)th camera we can define a binary visibility vector \(v_i \in \mathbb{R}^n\) where \(n\) is the number of points in the problem. The entry \(v_i(j)\) equals to 1 if the \(j\)th point is observed by the \(i\)th camera, otherwise \(v_i(j)\) equals to 0. Then we can use the
visibility vectors to define the similarity score between two cameras as

\[
w(i, j) = \frac{v_i \cdot v_j}{|v_i| \cdot |v_j|}.
\]

We can further use (53) to define a graph structure on the reduced camera system, where a vertex denotes a camera, and an edge between two vertices indicates that two cameras observe common 3D points, and the corresponding edge weight is set to their similarity score defined in (53).

Kushal and Agarwal [70] used the canonical view algorithm [91] to cluster the cameras, and proposed two variations of the visibility-based preconditioners based on the camera clusters. The first uses only the edges within the camera clusters to build the cluster-Jacobi preconditioner. The second used the maximum-weighted degree-2 forest of the clustered graph to build a cluster-tridiagonal preconditioner. Once the edges of the cluster graph are identified, they computed the corresponding entries in the reduced camera system and factorized it to build the preconditioner.

6.3.3 Generalized Subgraph Preconditioners for Reduced Camera Systems

I aim to build generalized subgraph preconditioners based on the ideas in VBPs. Instead of using fixed structures of the camera cluster graph, my main idea is to relax this limitation and use a subgraph of the camera cluster graph as the preconditioner. In this sense, the visibility-based preconditioners by Kushal and Agarwal can be considered as special cases of our new preconditioners.

Note that the techniques developed in Chapter 5 cannot be directly applied to this setting because of two reasons. First, the reduced camera system is in Hessian form, and therefore does not have the incidence graph structure in the Jacobian matrix. Second, our support-theoretic techniques assume the entries in matrix are available, but the reduced camera system for large problems are not explicitly computed.
One way to overcome this problem is to identify a subgraph based on a scalar-weighted clustered camera graph and use it to build a generalized subgraph preconditioner. For each edge in the clustered graph, I assign a scalar weight to it based on the number of common landmarks between two camera clusters, without using the actual values of the reduced camera matrix. Then I use a low-stretch spanning subgraph of the scalar-weighted camera graph to build generalized subgraph preconditioners. Similarly, once the required entries in the reduced camera system are identified, they will be computed to build the preconditioner. The effectiveness of this new preconditioner will be demonstrated in Section 6.3.5.

6.3.4 The Positive Definiteness

A valid preconditioner for the conjugate gradient method has to be positive definite, but taking a subgraph of the reduced camera graph does not guarantee that the resulting preconditioner is always positive definite. This is different from the cases I investigated in Chapters 4, 6 and 5 where the positive definiteness is guaranteed. One way to enforce the positive definiteness is via the property of strictly diagonally dominant.

**Definition 5** (Strictly Diagonally Dominant). A matrix is strictly diagonally dominant if for every row and column of the matrix, the magnitude of the diagonal entry is larger than or equal to the sum of the off-diagonal entries of that row or column. More specifically, a matrix $M \in \mathbb{R}^{n \times n}$ is strictly diagonally dominant if

$$\|M_{ii}\| > \sum_{j \neq i} |M_{ij}|, \quad \forall \ i$$  \hspace{1cm} (54)

Notably, it can be proved that a symmetric and strictly diagonally dominant matrix is always positive definite via the Gershgorin circle theorem [41]. To enforce the positive definiteness of the cluster-tridiagonal preconditioners, Kushal and Agarwal [70] used a fixed ratio, 0.5, to down-scale the off-diagonal entries of the original
matrix when a non-positive pivot is encountered during the sparse Cholesky factorization. They used this ratio because it guarantees the positive definiteness of the new preconditioner matrix. Yet it might significantly degrade the quality of preconditioners because this strategy essentially ignore half of the conditional correlation between the variables.

In contrast, I propose to use a conservative strategy for creating better generalized subgraph preconditioners. Here I summarize the key steps. Similarly, a sparse Cholesky method is used to factorize the preconditioner at the beginning. Whenever a negative pivot is encountered during the elimination process, I simply down-scale the off-diagonal entries by a more conservative ratio, e.g. 0.95, and re-apply the sparse Cholesky factorization to the reweighted matrix. Rescaling and refactorizing the preconditioner can be done efficiently because the subgraph matrix is typically sparse and the elimination tree for sparse Cholesky factorization can be computed beforehand. Note that there exists alternative strategies to enforce the positive definiteness [88], and they can be adapted to improve the current scheme.

6.3.5 Results

I compared the performance of different preconditioners on solving the reduced camera systems of large SfM problems from the Venice datasets [5]. The preconditioners in comparison are (1) the block-Jacobi preconditioner (Block-Jacobi), (2) the cluster-Jacobi preconditioner (Cluster-Jacobi) [70], (3) the cluster-tridiagonal preconditioner (Cluster-Tridiagonal) [70], (4) the cluster-tree preconditioner (Cluster-Tree), and (5) the cluster-subgraph preconditioner (Cluster-Subgraph). The Block-Jacobi preconditioner used the block diagonal of the reduced camera system. For the other preconditioners, I first ran the canonical view algorithm [91] to cluster the cameras, and then used different subgraph structures of the clustered camera graph. The Cluster-Jacobi
augments Block-Jacobi with the edges within the clusters. The Cluster-Tridiagonal augments Cluster-Jacobi with the edges of the maximum weighted degree-2 forest of the clustered graph. The Cluster-Tree takes a low-stretch spanning tree of the clustered graph. The Cluster-Subgraph augments Cluster-Tree with extra high-stretch edges.

I used the following procedures to solve the problems. First, I used the initial estimates from the BAL datasets and ran thirty iterations of the Levenberg-Marquardt

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{figure38.png}
  \caption{The results on the Venice datasets with a strict threshold for PCG. (a) The total number of iterations of the conjugate gradient method. (b) (c) The performance profile of solving the problems with $\tau = 10^{-3}$ and $\tau = 10^{-5}$.}
  \label{fig:venice_results}
\end{figure}
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algorithm to reduce the error. In each iteration, I used the preconditioned conjugate
gradient method to solve the reduced camera system with the above preconditioners.
I used two stopping thresholds for PCG to compare the preconditioners.

In the first experiment, I used a strict threshold ($\epsilon = 10^{-4}$) for PCG to compare the
quality of different preconditioners in terms of solving the linearized bundle adjust-
ment problems. I first showed the number of average iteration counts in Figure 38(a).

![Avg. CG Iterations for Venice](image)

![Venice (\(\tau = 1e-03\))](image)

![Venice (\(\tau = 1e-05\))](image)

**Figure 39:** The results on the Venice datasets with a loose threshold for PCG. (a) The
total number of iterations of the conjugate gradient method. (b) (c) The performance
profile of solving the problems with $\tau = 10^{-3}$ and $\tau = 10^{-5}$.
We can see that the Block-Jacobi and Cluster-Jacobi preconditioners generally have worse performance because they require more iterations to converge in most of the datasets. The Cluster-Tridiagonal is better than the first two preconditioners in most of the datasets, but its performance may degrade significantly for some datasets, e.g. the 9th dataset. After looking closely at the results, I noticed that it happens when it encounters a non-positive definite matrix and requires to down-scale the off-diagonal entries. The Cluster-Tree and Cluster-Subgraph have better performance because they require consistently fewer iterations than the others. The results confirm that adding more edges improve the quality of the preconditioners. In addition, our conservative reweighting schemes not only enforce the positive definiteness, but also prevent the quality of subgraph preconditioners from degrading too rapidly.

I also compared the performance profile [31] of different preconditioners in terms of solving the whole problems and showed the results in Figures 38(b) and 38(c). Note that I excluded the time of clustering the cameras because its performance can be improved independently. We can see that the results generally match what we observed in terms of the iteration counts. The Cluster-Subgraph preconditioner shows as a clear winner over the others.

In the second experiment, I repeated the previous experiment with a loose threshold (\(\epsilon = 10^{-1}\)) for PCG and showed the results in Figure 39. We can see that in Figure 39(a) that the number of required average iterations are much fewer than the previous experiment. I observed that in most of the cases, PCG can converge in less than fifteen iterations. It means that the time spent in PCG is much less than that in the previous experiment.

I also showed the performance profile in Figures 39(b) and 39(c). We can see that the simple Block-Jacobi preconditioner is a clear winner in Figure 39(b) because for the other complicated preconditioners, the cost to build the preconditioners exceeds the gain in the iteration counts of PCG. Nevertheless, we can also see from Figure 39(c)
that using subgraph preconditioners can lead to smaller error in the end.

6.4 Summary

While direct methods are efficient for small datasets and iterative methods are more appropriate if the memory requirement is of concern, a subgraph-based preconditioning method combines their advantages and provides a better alternative for solving large-scale SfM. One such method is SPCG, which to the best of our knowledge has not been applied to the SfM problem. Although for large datasets SPCG is significantly better than direct methods and the plain CG method, its behavior is sub-optimal: as the SfM graph is bipartite and unbalanced, SPCG over-estimates the uncertainty of the variables. In contrast, GSP avoids this problem, and is more expressive and suitable for SfM. Well-known preconditioners like Jacobi fit naturally in the GSP context. To exploit the graphical structure of the problem, I develop an efficient algorithm to construct a family of generalized subgraph preconditioners. When applied to large datasets, the GSP-n preconditioners display promising performance.

Moreover I propose to use generalized subgraph preconditioners on the clustered camera graphs to improve the efficiency of solving large-scale SfM problems. Compared to previous work using a similar strategy, my key observation is to use general subgraphs instead of fixed structures. I also propose a conservative reweighting scheme to avoid degrading the quality of preconditioners too rapidly. I evaluated the performance of our new preconditioners on the BAL datasets with two thresholds for PCG. I observed that our subgraph preconditioners are more effective when a tight threshold is used or when a high-quality solution is needed. Yet when a loose threshold is used, the cost of building the subgraph preconditioners exceeds the gain in the iteration counts of PCG. These observations suggest that we can have a better preconditioner-selection strategy according to the thresholds used in PCG.
CHAPTER VII

INCREMENTAL SPCG (ISPCG)

So far I have demonstrated the effectiveness of subgraph preconditioners to solve large-scale batch SLAM and SfM problems. In this chapter I aim to extend the applicability of this machinery to solve large-scale online SLAM problems. To this end, I propose the incremental subgraph-preconditioned conjugate gradient method as the first step toward this goal. This new method is built based on two state-of-the-art SLAM methods, incremental smoothing and mapping (iSAM) [58] and SPCG [30]. I show that the proposed method is consistent, efficient and can find the optimal solution. Promising results were obtained on large-scale simulated and real SLAM problems.

7.1 Overview

Modern SLAM methods often formulate SLAM as a graph-based optimization problem [77, 29, 69]. The state-of-the-art online SLAM methods stem from incremental smoothing and mapping (iSAM) [58], and hierarchical optimization (HOG-Man) [44]. Yet these methods do not scale well when there are many loop-closures because they all aim to incrementally or hierarchically factorize the information matrix which is expensive for large and complex problems. In SLAM, a loop-closure refers to an event that the robot recognizes a previously mapped area. Loop-closures are essential to limit the growth of uncertainty and improve the estimate. Here we are interested in solving online SLAM problems with many loop-closures, which are common when the robot has long-range sensors, e.g., cameras, and explores in large open space.

Many techniques have been proposed to efficiently solve SLAM problems with many loop-closures. Methods based on graph sparsification aim to reduce the problem size by discarding redundant edges, marginalizing redundant vertices, or using
convex optimization techniques, but they lead to either inconsistent estimate or high computation complexity [64, 34, 50, 56, 49, 66, 20]. Iterative methods have been used to solve the SLAM problems with many loop-closures, but they either assume all measurements are available in advance or require good initialization to obtain good results [32, 48, 39, 85, 43, 30, 52].

In this chapter, I propose a new method, incremental subgraph-preconditioned conjugate (iSPCG) method, to efficiently solve online SLAM with many loop-closures. The main idea is to use iSAM to incrementally solve a sparse subgraph to obtain an approximate solution. When the error grows larger than a threshold or the optimal solution is requested, I apply subgraph-preconditioned conjugate gradient method (SPCG) [30, 52] to solve the entire graph to obtain the optimal solution. Note that the subgraph preconditioner and the initial estimate for SPCG are provided by iSAM. Then I use the optimal solution from SPCG to regularize iSAM’s estimates in the following steps. Unlike previous work leading to information loss or inconsistent estimate [34, 50, 66, 20], I show that iSPCG is consistent, efficient and optimal.

This method has the following contributions: (1) I propose iSPCG to efficiently solve online SLAM problems with many loop-closures by combining the advantages of two state-of-the-art SLAM methods. (2) I provide a theoretical analysis of iSPCG and show that it can provide consistent and optimal estimate. (3) I apply iSPCG to solve large-scale simulated and real SLAM problems and obtain promising results.

7.2 Incremental SPCG (iSPCG)

Here I present the incremental subgraph-preconditioned conjugate gradient (iSPCG) method that combines two state-of-the-art techniques, iSAM and SPCG, to efficiently solve online SLAM problems with many loop-closures. iSAM is one of the state-of-the-art method for online SLAM problem. The main idea is to perform fast incremental updates of the square root information matrix when new measurements are
added \[59\]. Recently, it has been shown that Bayes trees provide a better machinery and allow incremental reordering and just-in-time relinearization \[58\]. Generally speaking, iSAM can achieve constant computational complexity when the robot is exploring the environment. These desirable properties make iSAM one of the state-of-the-art methods for online SLAM problems. Yet the performance degrades when there are many loop-closures because iSAM will have to frequently reorder the Bayes Tree as well as update the corresponding conditional densities.

To address this problem, I use iSAM to incrementally solve a sparse subgraph to obtain an approximate solution. When the error on the remaining part grows larger than a threshold or the optimal solution is requested, I apply SPCG \[30, 52\] to solve the entire graph to obtain the optimal solution. Note that the subgraph preconditioner and the initial estimate for SPCG are provided by iSAM. Then I use the optimal solution from SPCG to regularize iSAM’s estimates in the following steps. The detail of each step will be explained in the following sections.

7.2.1 Solving Subgraphs with iSAM

Consider a SLAM problem as a factor graph \( G = (V, E) \), where \( V \) denotes the robot poses, and \( E \) denotes the measurements (factors). The graph is incrementally separated into two parts: the subgraph part \( H = (V, E_H) \) and the constraint part \( C = (V, E_C) \). Then iSAM is used to incrementally solve the subgraph part, and constantly keep an approximate solution. To evaluate the quality of the approximate solution, I compute the normalized chi-square error on the subgraph part \( \chi^2_H \), the constraint part \( \chi^2_C \) and the entire graph \( \chi^2_G \), respectively. If the error is small, i.e.,

\[
\chi^2_G \leq \tau_g \quad \text{and} \quad \frac{\chi^2_C}{\chi^2_H} \leq \tau_r,
\]

where \( \tau_g \) and \( \tau_r \) are thresholds, I accept iSAM’s solution and go to the next iteration. Note that this scheme is efficient if the subgraph is sparse because the associated Bayes Tree and conditional densities will only be updated occasionally.
Figure 40: Illustration of the iSPCG method on a simple graph. The solid factors belong to the subgraph while the dashed factors correspond to the remaining part. (a) Initially the graph is still sparse. Hence all factors belong to the subgraph, and iSAM can solve it very efficiently. (b) There is one loop-closure constraint, but leaving it out of the subgraph does not introduce significant error. (c) There are more loop-closures, but this time leaving them out of the subgraph leads to unsatisfactory results. Hence SPCG is invoked to optimize the entire graph. (d). The solution obtained from SPCG is used to regularized iSAM in the next iterations.

7.2.2 Solving Original Graphs with SPCG

If iSAM’s approximate solution leads to high error or the optimal solution is requested by the user, I apply SPCG to solve the entire graph with iSAM’s solution as the initial estimate and iSAM’s factorization of the approximate information matrix as the subgraph preconditioner. Since iSAM’s solution is typically close to the true solution, and the subgraph preconditioner can effectively reparametrize the problem, therefore SPCG will converge to the optimal solution in a few iterations.

7.2.3 Regularizing iSAM with SPCG’s Solutions

Finally, iSAM has to be informed of the optimal solution from SPCG, otherwise it will drift again in the next iterations. To this end, I add prior factors to the subgraph

\[ e_p(\theta_k) = \frac{1}{2} \| \theta_k - \theta_{k}^{spcg} \|^2_{\Sigma_k} \quad \forall \quad k = 1, 2, ..., n \]  

where \( \theta_k^{spcg} \) denotes SPCG’s solution of the \( k \)th variable, \( \Sigma_k \) is the covariance matrix of the prior factor, and \( n \) is the number of variables. Note that these prior factors only exist in iSAM and will not affect the optimal solution, and they will be replaced after next invocation of SPCG. The key steps of iSPCG are illustrated with a simple
Algorithm 2: One step of the iSPCG algorithm

**Input:** $G_{t-1}$ is the current factor graph, and $H_{t-1}$ is a subgraph of $G_{t-1}$. $F_t$ denotes new factors.

**Output:** new estimate $\theta_t$

1. split $F_t = F^H_t \cup F^C_t$ into subgraph and constraints parts
2. use iSAM to solve the new subgraph $H_t = H_{t-1} \cup F^H_t$
3. if iSAM’s solution $\theta^\text{isam}_t$ is acceptable then return $\theta^\text{isam}_t$
4. use SPCG to solve the new graph $G_t = G_{t-1} \cup F_t$ with $\theta^\text{isam}_t$ as initial estimate
5. use SPCG’s solution $\theta^\text{spcg}_t$ to regularize iSAM hereafter
6. return $\theta^\text{spcg}_t$

**Figure 41:** The results on a synthetic Blockworld dataset with 1,000 poses and 20,000 measurements. (a) The normalized chi-square error. (b) The processing time per time step. (c) The cumulative processing time.

**7.3 The Consistency of iSPCG**

Here we prove a sufficient condition that iSPCG is consistent. The consistency of an online SLAM method is important because it can prevent us from being over-confident about the current estimates and therefore help us make conservative data association in the SLAM frontend. While previous work used convex optimization techniques to enforce the consistency [107, 49], here we show that the proposed method can be proved to be consistent.

We start by defining the notion of consistency:

**Definition 6** (Consistency). The estimate of the mean and covariance $\Sigma$ of Gaussian
random variables is consistent if

\[ E[\hat{\mu} - \mu] = 0 \quad (57) \]

\[ \hat{\Sigma} \succeq \Sigma \quad (58) \]

where \((\mu, \Sigma)\) denote the true values, and \((\hat{\mu}, \hat{\Sigma})\) denote the estimate [9].

Proving (57) is typically simple due to the Gaussian assumption and the central limit theorem. Therefore, we focus on proving (58). We need the following four lemmas to prove the consistency of iSPCG.

**Lemma 7.** If \(X\) and \(Y\) are symmetric and positive-definite matrices, then \(X \succeq Y\) if and only if \(\rho(X^{-1}Y) \leq 1\), where \(\rho(\cdot)\) denotes the largest eigenvalue [47, p.471].

**Lemma 8.** If \(X\) and \(Y\) are positive-definite matrices. If \(X \succeq Y\), then \(X^{-1} \preceq Y^{-1}\).

*Proof.* Since \(X \succeq Y\), according to Lemma 7, we know \(\rho(X^{-1}Y) \leq 1\). Since \(\rho(X^{-1}Y) = \rho(YX^{-1})\), therefore we obtain \(\rho(YX^{-1}) \leq 1\) and then \(X^{-1} \preceq Y^{-1}\). \(\square\)

**Lemma 9.** Given a real symmetric matrix \(X \in \mathbb{R}^{n \times n}\), and its eigenvalues \(\{\lambda_i\}_{i=1}^n\), then the eigenvalues of \((X + tI)\) are \(\{\lambda_i + t\}_{i=1}^n\).

*Proof.* Suppose \(v_i\) is the \(i\)th eigenvector of \(X\), then we obtain \((X + tI)v_i = XV_i + tv_i = \lambda_i v_i + tv_i = (\lambda_i + t)v_i\). \(\square\)

**Lemma 10.** Solving a subgraph is consistent.

*Proof.* Consider rearranging the Jacobian matrix in (9) into

\[ A = \begin{bmatrix} A_H \\ A_C \end{bmatrix} \quad (59) \]

where \(A_H\) denotes the Jacobians associated to the subgraph, and \(A_C\) denotes that of the remaining part. Suppose \(\Lambda = \Sigma^{-1}\) denotes the information matrix, we need to prove that \(\Sigma_H \succeq \Sigma\). From (59), we can see that \(\Lambda - A_H = A^T A - A_H^T A_H = A_C^T A_C \succeq 0\). Therefore, \(\Lambda \succeq \Lambda_H\). Using Lemma 8, we can obtain \(\Sigma_H = \Lambda_H^{-1} \succeq \Lambda^{-1} = \Sigma\). \(\square\
Lemma 11. Adding the regularization terms in (56) to a subgraph maintains the consistency if \( \Sigma_k = t^{-1}I \) and \( t \leq \lambda_{\text{min}}(\Lambda_C) \), where \( \lambda_{\text{min}}(\cdot) \) denotes the smallest eigenvalue.

**Proof.** The information matrix of the regularized subgraph is \((\Lambda_H + tI)\). To prove the lemma, we need to show \( \Lambda \succeq (\Lambda_H + tI) \). We can see that \( \Lambda - (\Lambda_H + tI) = (\Lambda_H + \Lambda_C) - (\Lambda_H + tI) = (\Lambda_C - tI) \). Suppose the eigenvalues of \( \Lambda_C \) are \( \{\lambda_i\}_{i=1}^n \). Using Lemma 9, we know the eigenvalues of \((\Lambda_C - tI)\) are \( \{\lambda_i - t\}_{i=1}^n \). Since \( t \leq \min_i \lambda_i \), we know \( \lambda_i - t \geq 0 \), for all \( i \). Hence \((\Lambda_C - tI) \succeq 0 \) and \( \Lambda \succeq (\Lambda_H + tI) \).

Corollary 12. iSPCG gives consistent and optimal estimates.

**Proof.** The discussion can be split into two parts: (1) For the iSAM part, using Lemma 10, we know that using iSAM to solve a subgraph always leads to consistent estimates. Moreover, using iSAM to solve a regularized subgraph also leads to consistent estimates if we assign the covariance matrices according to Lemma 11. The solution from iSAM is optimal in the sense that the normalized chi-square error is always smaller than a predefined threshold. (2) For the SPCG part, the estimates are both consistent and optimal because they are obtained by solving the original graph.

Note that in Lemma 11 we assume the linearization points for both the subgraph and the original graph are identical, but this assumption is not always true for non-linear SLAM problems. Nevertheless, the difference between two linearization points is bounded because iSAM would relinearize whenever there are sufficient changes in the current estimates.

7.4 Results

I conducted experiments to evaluate the accuracy, speed and scalability of iSPCG, and compare it with iSAM [58] on simulated and real datasets. For iSPCG, I used a subgraph consisting of the odometry chain of the robot poses plus \( n \) randomly...
selected edges, where \( n \) is the number of robot poses. Such a simple choice has shown its effectiveness in [52]. The thresholds in (55) are empirically set to \( \tau_g = 10^{-2} \) and \( \tau_r = 5.0 \) respectively. I also used inverse iteration method [104] to estimate the smallest eigenvalue to determine the proper covariance matrices of the regularization terms in (56). For iSAM, I used the implementation in GTSAM [1] with default parameters. I ran all of the experiments with single thread on a PC with an Intel Core i7 CPU.

7.4.1 Simulated Datasets

To facilitate the comparison, I generated a number of synthetic Blockworld problems, simulating a robot traversing a block world. The bird’s-eye view of this problem is illustrated in Fig. 12. For each robot pose, I added various number of constraints to its closest neighbors, and these measurements are contaminated by zero-mean and normally distributed noise. To make the SLAM problem well-posed, I attached a prior factor to the first robot pose.

7.4.1.1 Accuracy

I evaluated the accuracy of different solvers on a Blockworld problem with 1,000 poses and 20,000 measurements, and showed the results in Fig. 41. Note that "iSAM-full"
means using iSAM to solve the entire graph, while "iSAM-subgraph" means using iSAM to solve the subgraph as in iSPCG. In Fig. 41(a), we can see that both iSPCG and iSAM-full can achieve lower errors because they both aim to solve the original problem. Yet iSAM-subgraph consistently has larger errors because it only used part of the information. Moreover, in some of our trials, I observed that iSAM-subgraph cannot solve the problems.

7.4.1.2 Timing

I also evaluated the running time of different solvers on the same dataset, and reported the results in Figs. 41(b) and 41(c). I can see iSAM-full quickly becomes expensive because of many loop-closures, which makes it unsuitable for large-scale problems. iSAM-subgraph is very efficient but it also leads to higher errors or potentially wrong solutions. By combining the advantages of iSAM and SPCG, iSPCG can be more than two times faster than iSAM-full and also obtain high-quality solutions.

Notably, from Fig. 41(b), we can see that iSPCG periodically has a spike, which is undesirable for online applications. We observed that this happened when the solution of iSAM is unsatisfactory and SPCG has to be invoked to optimize the full graph. One way to resolve this problem is by splitting iSPCG into two threads: one thread running iSAM in the frontend, and the other thread running SPCG in the backend. In addition, we observed that there is a tradeoff between the quality of solutions obtained from iSPCG as well as the efficiency of iSPCG. That is, the smaller the thresholds $\tau_g$ and $\tau_r$, the better solutions we obtain, but the more often we have to run to solve the full graphs. How to automatically determine these thresholds is another interesting question. I plan to explore these two directions in future work.

7.4.1.3 Scalability

I evaluated the performance of different solvers on Blockworld datasets with various number of loop-closures. I reported the tenth percentile, the median and the ninetieth
percentile over twenty trials of the final errors and total processing times in Fig. 42. We can see that iSAM-full consistently achieves lower errors as in the previous experiments because it aims to solve the original problem. iSAM-full is also efficient when the number of loop-closures is small, but quickly becomes expensive when the number of loop-closures increases, which makes it unsuitable for large-scale problems.

For iSAM-subgraph, since it aims to solve a sparse sub-problem, its efficiency is always good and independent of the number of loop-closures. Yet I observed that its error is not only consistently higher than that of iSAM-full and iSPCG, but also increases with the number of loop-closures. These properties also make iSAM-subgraph unsuitable for obtaining high-quality solutions.

For iSPCG, it can provide high-quality solutions, and also be up to four times faster than iSAM-full. These properties make iSPCG a better choice for large-scale SLAM problems with many loop-closures.

### 7.4.2 Real Datasets

I also evaluated the performance of iSPCG and iSAM on four real datasets. The "Killian" and "Intel" datasets are publicly available on Radish. The "Lab02" and "Cubicle02" are created by the authors with a Videre STOC camera in an office environment, where the camera constantly visits the same place to create many loop-closure constraints. I used the vocabulary tree technique [83] implemented in [10] to generate loop-closure constraints. The latter two datasets can be downloaded from my website [2].

From the results in Table 4, we can see that iSAM is more efficient when the SLAM problems do not have many loop-closures, i.e., the ratio between the number of measurements to the number of poses is low. I observed that iSAM is up to two times faster in "Killian" and "Intel" datasets. However, when the ratio becomes larger, iSPCG starts to show its advantages. On the "Cubicle02" dataset, I observed
that iSPCG is 6.3 times faster than iSAM. I omitted the normalized chi-square errors because both method achieve similar errors for all datasets.

### 7.5 Related Work

Solutions to the online SLAM problem have been well-studied in literature. Here I focus on recent results of pose graph optimization [77, 29, 69], and refer the readers to [33] and [8] for the developments of filtering-based methods.

One of the main challenges to SLAM methods is scalability. In this chapter, I addressed the scalability to the number of loop-closures. Many techniques have been proposed and they can be divided into the following categories.

The first category aims to build an intermediate representation of the problem so that the estimate can be obtained efficiently, e.g., incremental smoothing and mapping [59, 58], and hierarchical optimization [44]. Although these methods are efficient for sparse problems, they do not scale well when there are many loop-closures.
Table 5: Comparison between different methods for SLAM problems with many loop-closures.

<table>
<thead>
<tr>
<th>Method</th>
<th>Efficient</th>
<th>Consistent</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>iSAM</td>
<td>×</td>
<td>◦</td>
<td>○</td>
</tr>
<tr>
<td>Marginalization</td>
<td>×</td>
<td>◦</td>
<td>○</td>
</tr>
<tr>
<td>Vertex removal</td>
<td>◦</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Edge removal (subgraph)</td>
<td>○</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>Chow-Liu tree approx.</td>
<td>○</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Convex optimization</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>iSPCG</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

The main reason is that they all aim to factorize the information matrix which is expensive when the matrix is dense. Nevertheless, the concepts of these techniques are useful, and therefore I design our method based on one of the state-of-the-art methods in this category.

The second category aims to sparsify the robot poses. Earlier work selects keyframes or skeleton graphs [60, 64]. Although these techniques can effectively downsize the problem, they typically lead to information loss and inconsistent estimation. Recent work marginalizes redundant robot poses and induces additional constraints (pseudo loop-closures) between the adjacent poses [34, 50, 56, 49, 21]. These techniques can effectively reduce the number of poses and may lead to consistent estimation, but the graphs after marginalization typically become more dense than the original graphs. This implies that marginalization has to stop at some point because it would eventually become expensive due to the increasing size of the associated clique. Therefore one still has to solve a graph with many loop-closures in the end, which is the place the proposed method can be applied.

The third category aims to sparsify the loop-closures. This process can be guided by thresholding the number of loop-closures per robot pose [34], thresholding the expected information gain [50], locally approximating with a Chow-Liu tree in the
information matrix [66, 20]. Yet these techniques lead to either information loss or inconsistent estimate, which is suboptimal. Consistent edge sparsification methods have been proposed, but they require solving a convex optimization problem, which might be too expensive for large-scale problems [49]. In contrast, the proposed method constantly solves a regularized sparse subgraph, which can be done efficiently, and also proven to be consistent.

The fourth category aims to reparametrize the problem so that the solution can be obtained faster. Incremental pose reparametrization over the odometry chain or a spanning tree of the graph has been used to improve the convergence speed of the stochastic gradient descent method [85, 43]. Using sparse subgraphs to precondition the SLAM problems has been shown to be able to effectively improve the convergence speed of the conjugate gradient method [30, 52]. Yet these techniques are designed for batch SLAM problems. Notably, Sibley et al. [90] showed that using relative pose parametrization makes it possible to incremental solve SLAM in constant time.

iSPCG combines the advantages of the first, the third and the fourth categories and is a consistent and efficient method for online SLAM problems with many loop-closures. The solutions are close to optimal in the iSAM steps and optimal in the SPCG steps. The comparison between the above methods is summarized in Table 5.

7.6 Summary

I propose a new method, iSPCG, to efficiently solve online SLAM problems with many loop-closures. iSPCG has the following advantages: (1) iSPCG is efficient because it combines the advantages of two state-of-the-art SLAM methods, iSAM and SPCG. The iSAM part is efficient because it only has to solve sparse subgraphs. The SPCG part is also efficient because it scales well to the number of loop-closures, utilizes the subgraph preconditioners and initial estimate provided by iSAM, and only being invoked whenever necessary. Finally, iSPCG used the optimal solution
from SPCG to regularize iSAM in the next iterations. (2) I prove that iSPCG can be consistent, while in previous work such property is usually not guaranteed or has to be enforced by convex optimization techniques. Although the data association problem is not addressed in this chapter, the consistency of iSPCG actually can help make conservative data association in the SLAM front-end. (3) iSPCG aims to find the optimal solution because it does not discard any measurements. I apply this method to solve large simulated and real SLAM problems with promising results.

There are several directions for future work. The first is to design a new metric to evaluate the quality of a subgraph for iSPCG, and then use this metric to design an algorithm to incrementally find good subgraphs. Intuitively, this metric should consider the computational complexity of using iSAM to solve the subgraph, the quality of the approximate estimate obtained from iSAM, and the quality of subgraph preconditioner for SPCG. The second is to derive more versatile sufficient conditions to guarantee the consistency of iSPCG. The third is to develop an algorithm to automatically decide the thresholds in iSPCG. The algorithm should consider the tradeoff between the quality of the solutions obtained from iSAM and the time spent on running SPCG. At last, we would like to improve the efficiency of iSPCG by utilizing multiple cores on modern CPUs. Similar to the idea in PTAM [60], we can split iSPCG into two threads: one thread running iSAM to obtain the current estimates in the frontend, and the other thread running SPCG to obtain the optimal estimates in the backend.
CHAPTER VIII

DISCUSSIONS

Here I discuss the implementations and several practical issues when solving large-scale SLAM and SfM problems. The contents consist of my experience during the course of working on this dissertation and they are dedicated to the pragmatic readers. Finally I will conclude this dissertation with final thoughts and future work.

8.1 Implementations

The implementation of the support-theoretic subgraph preconditioners consists of three main components: the first is to find good subgraphs, the second is the preconditioned conjugate gradient method as the linear solver, and the third is the nonlinear optimization algorithms such as the Gauss-Newss algorithm or the Levenberg-Marquardt algorithm.

For the first part, I have described the details of the algorithms in the corresponding chapters and they should be straightforward to implement. Regarding to the graph algorithms, existing libraries might be helpful to some extents. Yet since the nature of SLAM and SfM could have arbitrary structure and the edges could have arbitrary arities, I would recommend implementing a graph class that can support hyperedges between the vertices. Then we can have the freedom to derive algorithms to find good subgraph preconditioners for SLAM and SfM.

For the second part, I implemented a templated version of the preconditioned conjugate gradient method and its least-squares variation in C++. This makes it possible to reuse the code in different places. There are two keys to make it efficient. The first key is to consider the sparsity of the graph/matrix and engineer for the performance of matrix-vector product operation. BLAS libraries can also be helpful
if the users want to start from lower level functions. Another key is to be able to efficiently build the subgraph preconditioners. For this part, I used CHOLMOD, which is the state-of-the-art sparse Cholesky library to factorize the subgraph matrix.

For the third part, I used the GTSAM [1] library, which provides facility based on factor graphs and Bayes networks to solve both batch and online nonlinear optimization problems. For large-scale SLAM problems, I use least-square conjugate gradient method. For large-scale SfM problem, as suggested by Agarwal et al. [5] and Jeong et al. [51], applying the preconditioned conjugate gradient method to solve the implicitly built reduced camera system delivers the best overall performance.

### 8.2 Practical Issues

I would like to discuss several practical issues in solving large SLAM and SfM problems. The first is how to choose between the sparse direct methods and subgraph-preconditioned conjugate gradient method when the user is given a SLAM or SfM problem. One way to predict the performance of sparse direct methods is via estimating the level of fill-in in the factorized triangular matrix, and it can be done by running a symbolic variable elimination on the original problem. It is possible to exactly estimate the amount of required operation counts and memory space given the results of the symbolic elimination.

Similarly, we can also estimate the performance of the preconditioned conjugate gradient method, whose computation consists of two parts: the first part is building the preconditioner, and the second part is the number of iterations times the computation per iteration. The estimation of the first part can be done in the same way as the sparse direct methods. For the second part, the number of iterations is inversely proportional to the square root of the generalized condition number in the worst case. Since the smallest generalized eigenvalue is always larger than one, this quantity can be efficiently computed by using the power iteration method. The computation cost
per iteration is dominated by the cost of performing matrix-vector multiplications, applying the preconditioners, and computing the inner products. Similarly, the cost can also be estimated via counting the number of nonzero entries in the matrix and the preconditioner and the dimensions of the problems.

The second practical issue is when to use subgraph preconditioners. In my experience, subgraph preconditioners are effective when the condition number of the problem is large, or high-quality solutions are needed. In the other words, if the problem is well-conditioned or a loose threshold is going to be used in the conjugate gradient method, then the cost of building a subgraph preconditioner may exceed the gain it will bring in.

The third practical issue is how to determine the subgraph complexity. With a slight abuse of notation, this problem can be formulated as an optimization problem:

\[
\min_c \sqrt{\text{GCN}^{-1}(G, H(c))} \cdot (\text{nnz}(G) + 2 \cdot \text{nnz}(R(c)) + \text{factorize}(H(c))) \quad (60)
\]

where \( G \) denotes the original graph, \( H(c) \) denotes a subgraph with its complexity parametrized by \( c \), \( R(c) \) denotes the factorized version of \( H(c) \), \( \text{GCN}(\cdot) \) denotes the generalized condition number, \( \text{nnz}(\cdot) \) denotes number of nonzero entries, and \( \text{factorize}(\cdot) \) denotes to cost of factorizing the subgraph. Since this cost function is only parametrized by a single variable \( c \), we can evaluate the cost on a few discrete values and choose the \( c \) with the smallest cost.

\subsection{8.3 Conclusions and Future Work}

I have demonstrated that support-theoretic subgraph preconditioners and generalized subgraph preconditioners are effective to improve the efficiency of solving large-scale SLAM and SfM problems through theoretical developments and experimental results. In particular, I evaluated the strength of different preconditioning techniques, and showed that subgraph preconditioners are particularly effective for large and ill-conditioned problems or when high-quality solutions are needed. I also presented
novel support-theoretic metrics and algorithms to derive good subgraph preconditioners for several SLAM and SfM problem settings, and they are more effective than state-of-the-art preconditioning techniques. Finally I presented the potential of subgraph preconditioners to be applied to solve large online SLAM problems.

There are several directions for future work. The first is to extend the theoretical results to handle hyper factors and under-constrained factors to accommodate more general measurement models and problem settings. The second is to apply the incremental subgraph-preconditioned conjugate gradient method to solve incremental bundle adjustment problems. The third is to apply the proposed techniques to solve the large-scale problems in the other domains. The last interesting direction is to investigate the potential of nonlinear subgraph preconditioning.
CONJUGATE GRADIENT METHOD

The conjugate gradient (CG) method is probably the best iterative method to solve linearized SLAM and SfM problems (9) because of its efficiency and minimization property. Here I will summarize the CG method with an emphasis on the least-squares problem.

The conjugate gradient (CG) method was developed by Hestenes and Stiefel [46] to solve symmetric and positive definite (spd) systems. The CG method is a special case of the Krylov space methods. Let me make the following definition.

**Definition 13.** Suppose $M = A^T A \in \mathbb{R}^{n \times n}$ is a matrix and $c_0 \in \mathbb{R}^n$ is a vector. The Krylov space can be defined as

$$
K_k(M, c_0) = \text{span}(c_0, Mc_0, \ldots, M^{k-1}c_0).
$$

(61)

When applying the CG method to solve a linear least-squares problem

$$
Ax = b
$$

(62)

where $A \in \mathbb{R}^{m \times n}$ is a rectangular matrix and $b \in \mathbb{R}^m$ is a vector, the $k$th iterate $x^{(k)}$ output by the CG method satisfies the following minimization property. Let $x^* = A^\dagger b$ be the pseudo-inverse solution and $r^* = b - Ax^*$ the corresponding residual. Then $x^{(k)}$ minimizes the following error function

$$
E(x^{(k)}) = (x^* - x^{(k)})^T (A^T A)(x^* - x^{(k)}) = ||r^* - r^{(k)}||_2^2
$$

(63)

over all vectors in the affine subspace

$$
x^{(k)} \in x^{(0)} + K_k(A^T A, g^{(0)}), \quad g^{(0)} = A^T (b - Ax^{(0)}).
$$

(64)
The above result states that the CG method finds the best estimate in the Krylov space that minimizes the residuals.

The convergence speed of CG can be characterized by the following proposition.

**Proposition 14.** Let $M$ be spd and let $x^{(k)}$ be the $k$th CG iterates, then

$$\frac{\|x^* - x^{(k)}\|_M}{\|x^* - x^{(0)}\|_M} \leq \max_{z \in \Gamma(M)} |P_k(z)|. \quad (65)$$

where $\|x\|_M = \sqrt{x^T M x}$ denotes the $M$-norm, $\Gamma(M)$ denotes the set of eigenvalues of $M$, and $P_k$ be any $k$th degree polynomial such that $P_k(0) = 1$.

This proposition leads to an upper bound estimate for the number of CG iterations required to reduce the $M$-norm of the error to a given tolerance. More specifically, this proposition indicates that the convergence speed of CG depends on the best $k$th order polynomial that passes through all of the eigenvalues of $M$. It also implies that CG would converge faster if the eigenvalues of $M$ is clustered because it is likely to find a low-order polynomial to pass through the eigenvalues.

When the entire spectrum of a matrix is hard to predict beforehand, it is possible to have a looser bound on the convergence speed

$$\frac{\|x^* - x^{(k)}\|_M}{\|x^* - x^{(0)}\|_M} \leq \left(\frac{\sqrt{\kappa(M)} - 1}{\sqrt{\kappa(M)} + 1}\right)^k \quad (66)$$

where $\kappa(M) = \lambda_n / \lambda_1$ is the condition number of $M$ that is defined as the ratio between the large eigenvalue to the smallest eigenvalue. This inequality indicates that the larger the condition number, the slower the convergence speed. Moreover, there is a simple connection between the convergence speed of the residual and that of the error induced by $M$-norm:

$$\frac{\|r^{(k)}\|_2}{\|r^{(0)}\|_2} = \frac{\|b - Mx^{(k)}\|_2}{\|b - Mx^{(0)}\|_2} = \frac{\|M(x^* - x^{(k)})\|_2}{\|M(x^* - x^{(0)})\|_2} \leq \sqrt{\frac{\lambda_n}{\lambda_1}} \frac{\|x^* - x^{(k)}\|_M}{\|x^* - x^{(0)}\|_M}. \quad (67)$$

Finally, we summarize the least-squares variant of the conjugate gradient (LSCG) method in Algorithm 3.
Algorithm 3: Conjugate Gradient Least-Squares Method

Input: let \( x^{(0)} \) be an initial, and \( \epsilon \) be the tolerance

\[
\begin{align*}
  r^{(0)} &= b - Ax^{(0)}, \quad p^{(0)} = g^{(0)} = A^T r^{(0)}, \quad \gamma_0 = \|g^{(0)}\|^2 \\
  \text{for } k = 0 \text{ to maximum iterations do} & \\
  & \quad \text{if } \gamma_k < \epsilon \text{ then break} \\
  & \quad q^{(k)} = Ap^{(k)} \\
  & \quad \alpha_k = \gamma_k / \|q^{(k)}\|^2 \\
  & \quad x^{(k+1)} = x^{(k)} + \alpha_k p^{(k)} \\
  & \quad r^{(k+1)} = r^{(k)} - \alpha_k q^{(k)} \\
  & \quad g^{(k+1)} = A^T r^{(k+1)} \\
  & \quad \gamma_{k+1} = \|g^{(k+1)}\|^2 \\
  & \quad \beta_k = \gamma_{k+1} / \gamma_k \\
  & \quad p^{(k+1)} = g^{(k+1)} + \beta_k p^{(k)} \\
  \end{align*}
\]

A.1 Preconditioned Conjugate Gradient Method

The conjugate gradient method is inefficient when the spectrum of \( M \) is wide-spread or the condition number is large. To improve the convergence speed, we can solve another least-squares problem with the same solution, but with better spectrum:

\[
AR^{-1} y = b \quad (68)
\]

where \( x = R^{-1} y \). Similarly, I summarize the least-squares variant of the preconditioned conjugate gradient (PCGLS) method in Algorithm 4.

In this appendix I presented the key properties of the conjugate gradient method without rigorous derivations. A more detailed presentation can be found in [12, 87].
Algorithm 4: Preconditioned Conjugate Gradient Least-Squares Method

**Input:** let $x^{(0)}$ be an initial, and $\varepsilon$ be the tolerance

$r^{(0)} = b - Ax^{(0)}$, $p^{(0)} = g^{(0)} = R^{-T}(A^Tr^{(0)})$, $\gamma_0 = \|g^{(0)}\|_2$

for $k = 0$ to maximum iterations do

| if $\gamma_k < \varepsilon$ then break
| $t^{(k)} = R^{-1}p^{(k)}$
| $q^{(k)} = At^{(k)}$
| $\alpha_k = \gamma_k / \|q^{(k)}\|_2$
| $x^{(k+1)} = x^{(k)} + \alpha_k t^{(k)}$
| $r^{(k+1)} = r^{(k)} - \alpha_k q^{(k)}$
| $g^{(k+1)} = R^{-T}(A^Tr^{(k+1)})$
| $\gamma_{k+1} = \|g^{(k+1)}\|_2$
| $\beta_k = \gamma_{k+1} / \gamma_k$
| $p^{(k+1)} = g^{(k+1)} + \beta_k p^{(k)}$

end
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