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Précis

We vary the ability of robots to mitigate a participant’s risk in a navigation guidance task to determine the effect this has on the participant’s trust in the robot in a second round. A significant loss of trust was found after a single robot failure.
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ABSTRACT

Objective: This paper explores the impact that a robot’s initial performance has on a person’s decision to trust the robot later.

Background: As robots become more capable, the prospect that people will begin to trust these machines and place themselves at risk with respect to the machine increases. For robots tasked with guiding people in emergencies, failure on the part of the robot may result in the person’s death. It is therefore important that we understand how a robot’s performance influences the decisions a person makes and how different facets of the situation, such as perceived risk, play a role.

Method: We conducted human subject experiments that task individuals with navigating a maze within a fixed amount of time. The person had the option of using a robot for guidance in each of two separate navigation rounds. The robot performed poorly (with respect to time) in half of the cases and well in half of the cases. The participant’s decision to use the robot and self-report of trust in the robot served as dependent measures.

Results: We found 53% of individuals self-report less trust when the robot performs poorly. In a simulated emergency situation 50% self-reported less trust after poor performance. Self-reports of trust were strongly correlated to the decision use the robot for guidance, $\phi(90) = +0.745$.

Conclusion: A robot’s initial performance is vital for continued trust. Poor initial performance has a strong negative impact on a person’s trust in the robot.

Application: This article should influence robot testing and design.
INTRODUCTION

Trust is a requirement in every interaction that involves risk, from everyday tasks to life-and-death situations. Victims in emergencies do not waste precious time arguing with firefighters and other emergency responders; they follow the responders’ directions because they trust the agent providing guidance. In the same way, lost shoppers will follow the directions of a helpful passerby because the shoppers trust that the passerby has no interest in leading them astray. The risk involved in these two scenarios is different, but the concept of trust is inherent in both.

Robots have incredible potential to assist humans in everyday and emergency tasks. One such task is in aiding victims during a fire. Concerned about high casualty rates in emergency situations such as the Station Nightclub Fire of 2003, we have, in previous research, explored numerous situations where emergency guidance robots can improve human survivability in evacuations (Robinette & Howard, 2011; Robinette, Vela, & Howard, 2012; Robinette, Wagner, & Howard, 2013). We have also developed several robotic platforms that are capable of communicating understandable guidance instructions to humans (Robinette, Wagner, & Howard, 2014). These guidance robots can be deployed in a variety of scenarios outside of the emergency domain, including the lost shopper example discussed above.

Today, robots are being actively deployed in scenarios that help humans achieve tasks ranging from cleaning floors to bomb disposal; however such tasks either present low risk to humans (e.g. cleaning a floor) or are tightly controlled by
human experts (e.g. bomb disposal). To increase the potential for autonomous robots to aid humans in additional high-risk tasks, humans must first trust the robots to perform these tasks correctly. Exploring the conditions that result in a decision by humans to trust or not trust a robot is critical to allowing robots to become more useful to humans.

To develop trustworthy robots, we must first examine the conditions that affect a human’s decision to trust a robot. One condition is prior task performance. In this paper, we ask: **how does the initial performance of the robot affect the human's decision to trust the robot later?** The understanding gained by exploring this question will allow researchers to create robots that humans are more likely to trust, develop robots that understand how to better manage a person's trust, and may provide insight into the phenomenon of trust itself. To answer this question, we have developed an interactive navigation simulation that allows participants to use a robot as a guide in a timed scenario. We measure the participant’s decision to use the robot in an initial round, when the participant has little knowledge of the robot, and in a second round, after the participant has experience with the robot. In pilot studies, we found that participants generally accept robot guidance but are quick to reject the robot when it performs an unexpected action (Robinette & Howard, 2012) (Robinette, Wagner, & Howard, 2014).

**Conceptualizing Trust**

Numerous researchers have proposed conceptions of trust that range from computational implementations of cognitive processes (Castelfranch & Falcone, 2010), to neurological changes in reciprocity games (King-Casas, Tomlin, Anen,
Camerer, Quartz, & Montague, 2005), to a probability of an agent performing a particular action (Gambetta, 1990). Other researchers consider trust to have multiple forms, depending on the actors and environment (Hoffman, Johnson, Bradshaw, & Underbrink, 2013). After a review of the available literature, Lee and See conclude that trust is the attitude that an agent will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability (Lee & See, 2004). Wagner builds on Lee and See’s research with an operational definition of situational trust: trust is “a belief, held by the trustor, that the trustee will act in a manner that mitigates the trustor's risk in a situation in which the trustor has put its outcomes at risk” (Wagner, 2009). In developing the navigation task, we sought to generate a situation in which people places themselves at risk with the belief that the robot will mitigate this risk. We felt that, if properly constructed, a scenario such as this could recreate an emergency situation where the person’s survival depends on the actions of the robot.

Related research has focused on the factors that affect trust in a robot (Carlson, Desai, Drury, & Yanco, 2014). Carlson et al. finds that reliability and reputation impact trust in surveys of how people view robots. In contrast, we use simulations to record the person’s actual behavior during an interaction involving trust. We focus on initial interactions with a robot, rather than trust that has been built over a long history.

Several measures of trust in a robot exist. Desai et al. asked participants to self-report changes in trust (Desai, Kaniarasu, Medvedev, Steinfeld, & Yanco, 2013).
Measurements of the frequency of operator intervention in an otherwise autonomous system have also been used (Gao, Clare, Macbeth, & Cummings, 2013).

Our study treats trust as a binary decision: either the person trusts the robot or the person does not. We wanted to investigate high-risk situations in which the person must make a decision to place their trust in a robot. We feel that this type of scenario better represents human-robot emergency situations. Moreover, many real and important situations present people with a decision that has little middle ground. For instance, being a passenger in an autonomous car is a binary decision in the sense that one chooses either to be a passenger or not be a passenger. The situation affords little opportunity for a third, middle risk option.

**Hypotheses**

In order to explore how a robot’s initial performance affects a person’s trust, we must measure the change in trust after the robot acts as a successful guide and after the robot does not act as a successful guide. Our first hypothesis examines this question directly:

H1. The self-reported trust will not be significantly lower in the second round if the robot performed well. Self-reported trust will be significantly lower in the second round if the robot did not perform well.

There are many ways for a robot to fail during a time-critical situation. For this guidance scenario, one failure mode is for the robot to be an inefficient or slow guide. This occurs when the robot successfully leads the person to the exit, but
requires a great deal of time to do so. Another type of failure is for the robot to not lead the person to the exit. One way to implement this type of failure is for the robot to stop moving somewhere within the maze. We hypothesize that:

H2. Participants that are guided by a robot that fails will self-report less trust than participants that are guided by a slow, inefficient robot.

As stated above, different measures for trust exist. One could use a measure of the person’s behavior to infer the amount of trust. Alternatively, one could ask participants to self-report their trust. We hypothesize that:

H3. There will be a high correlation between participants who decide to use the robot in a round and participants who self-report that they trusted the robot.

Risk is a major component of trust (Wagner, 2009). Characteristics of the experimental scenario can influence a subject’s perceived risk differently. For example, the risk associated by losing $10 gambling will likely impact the behavior of people near poverty more than wealthy people. From an empirical point of view, we would like to control the factors the influence the subject’s perceived risk. Yet, monetary incentives are a common method for putting a person at risk in order to explore trust (King-Casas, Tomlin, Anen, Camerer, Quartz, & Montague, 2005; Axelrod, 1984; Berg, Dickhaut, & McCabe, 1995). Our final hypothesis examines the
use of emergency scenarios as a possible replacement for monetary incentives in trust research.

H4. The decision to use the robot for guidance in the second round is significantly more sensitive to the robot's performance in the emergency scenario than in the bonus scenario.

**METHODOLOGY**

To address these hypotheses, two different experiments were conducted. Both experiments required a person to navigate a simulated maze with or without the help of a robot. In order to examine the impact that a robot's initial performance has on later decisions involving trust, the person was required to navigate a different maze in two separate rounds. They were given the option to use a guidance robot prior to navigating both mazes. Data reflecting their decision to use or not use a robot as well as surveys focused on the participant's reasoning was collected and used to confirm or refute the four hypotheses presented above.

As mentioned above, the decision to trust was a binary decision. The person either allowed the robot to provide guidance or did not. The decision to use the robot was viewed as an indicator of trust. We also measured trust by asking participants to self-report whether or not they agree with the statement: “I trusted the robot when I made my choice to follow or not follow the robot.” In addition to the options to agree or disagree, we also gave an option labeled “Trust was not involved in my decision.” In pilot studies, we found that some participants
interpret a disagreement to the statement to mean that they actively distrusted the robot, hence we provided a third option that clearly indicates they neither trust nor distrust the robot. The results focus on affirmations of trust.

**Simulation Environment**

One goal of this research is to better understand how people react in an emergency situation, so a simulation environment was created to resemble an office building. The simulation environment included corridors and rooms designed to give it a maze-like appearance (Figure 1). Participants were placed in the environment with no previous experience and required to find a single exit.

![Figure 1: Overhead views of the three environments used in both experiments. Environments were designed to be similar to office layouts. Corridors and rooms were used to give maze-like qualities to make the simulation challenging.](image)
Figure 2: Experimental protocol with screenshots from experiment. The entire experiment was presented in a Unity 3D web game, including the survey questions.

The same general experimental setup was used for both experiments (Figure 2). Participants began each experiment by accepting the request on Mechanical Turk and clicking a link to a Unity 3D Web Player executable. Some participants had to download the Unity Web Player plugin to perform the experiment. Next they viewed an introductory message that described the navigation task they were to
perform. This page included photos of an exit and the guidance robot. The guidance robot varied in the two experiments. They were then offered the opportunity to practice navigating in a maze. They had a first-person view of the maze and used their keyboard arrow keys to move. After the practice session, they were presented with illustrative examples of prior human-robot performances in the maze. The nature of these examples varied with respect to the experiment. The participant was then asked to decide whether or not they would like a robot to provide guidance during the first round of the experiment. After making their choice the person then navigated the maze and completed a short survey (Figure 3). They were then offered another opportunity to decide if they wanted to use the guidance robot in the second round. They then navigated the maze in the second round and completed a short survey about their second round decision. The robot’s guidance performance in the second round always matched its performance in the first round. The experiment concluded with a final survey that collected demographic information (Figure 4).
Figure 3: Post-round survey presented to participants after each round. This survey gathered qualitative and quantitative information about a participant’s trust in the robot as well as comments on their decision to use the robot or not.
The quality of robot guidance (fast, slow, failed) was an independent variable studied in both experiments. The dependent variables for both experiments were 1) the participant’s decision to follow or not follow the robot and 2) the participant’s self-reported trust. Data on these variables was collected after each round for all participants.

**Participant Inclusion and Exclusion Criteria**

Crowdsourcing was used to collect data for both experiments. Crowdsourcing is a method for collecting data from a relatively large, diverse set of people (Paolacci, Chandler, & Ipeirotis, 2010). Crowdsourcing sites, like Amazon’s Mechanical Turk, post potential jobs for crowdworkers, manage worker payment, and track worker reputation. The use of crowdworkers offers a quick and efficient complement to traditional laboratory experiments. Moreover, the population of
workers that provide the data tends to be somewhat more diverse than traditional American university undergraduates. In order to ensure the best possible data, participants were required to have a 95% acceptance rate for their previous work and were only allowed to participate once.

The experimental surveys required subjects to comment on the reasoning behind their decisions. Much of our previous work has indicated that participants understood our questions and thought logically about the answers (see (Robinette, Wagner, & Howard, 2014)). A participant’s data was excluded if their comments were missing, nonsensical, or repeated throughout. Human participation in our experiments was approved by the Georgia Tech Institutional Review Board.

**Robot Behavior**

The actions of the robot inform the human of the robot’s ability to be trusted in future interactions. H1 examines how the robot’s behavior affects the participants’ self-reports of trust in the second round. H2 explores different types of robot guidance failures: one that inefficiently leads the person to the exit and one that fails entirely to lead the person to the exit. In pilot studies we evaluated several different types of robot guidance failures. All but two of which were eliminated because participants were unable to determine that the robot had failed and hence resulting in an extremely long experiment completion time (see Table 1 for a listing of the robot guidance failure types that were not included in the experiments). Overall, three robot behaviors were defined that were used in the experiments:
• Fast navigation: the robot proceeds directly to the exit location (Figure 5). Robots that acted in this manner are capable of finding the exit within thirty seconds.

• Slow navigation: the robot explores many possible routes before eventually finding the exit (Figure 6). Robots that acted in this manner are capable of finding the exit in ninety seconds.

• Failed navigation: the robot proceeds directly to a corner of the environment that is not the exit location and then stops. This is meant to emulate the behavior of a robot that has incorrect information about the exit location. Robots that acted in this manner stopped moving after approximately thirty seconds at a point at least thirty seconds from the exit.

Table 1: Poor robot guidance behaviors that were explored as part of a pilot experiment.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Reason for Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small Loops</td>
<td>Robot circled an obstacle continuously</td>
<td>Several loops around the obstacle were required before participants realized the robot had failed. The total time for the experiment was too long.</td>
</tr>
<tr>
<td>Large Loops</td>
<td>Robot circled a large area of the environment continuously</td>
<td>Participants could not realize that the robot had failed until it completed at least one loop. This could take several minutes by itself and thus the total time for the experiment was too long.</td>
</tr>
<tr>
<td>Continuous Searching</td>
<td>Robot searched through entire environment except location of actual goal position. After completing a search it started again.</td>
<td>Participants followed the robot for considerable time before realizing the robot had failed. Some participants would follow the robot for more than 15 minutes.</td>
</tr>
<tr>
<td>Wall Collision</td>
<td>Robot nearly found goal but then continuously collided with wall and was unable to proceed.</td>
<td>Participants did not understand that the robot was colliding with the wall and thus did not understand that it failed.</td>
</tr>
</tbody>
</table>
Figure 5: Example of fast robot behavior. This is the behavior of a robot that knows exactly where the exit is and can thus effectively mitigate the participant’s risk in both experiments. The failed robot had a similar path but to a corner of the environment that was clearly not the exit.

Figure 6: Example of slow robot behavior. This is the behavior of a robot that has to search for the exit but still finds it at the end of its search. In some cases it mitigated a portion of the risk for the participant but in most cases it did not.

In each of the behaviors above, the robot followed a predefined set of waypoints throughout the environment. Waypoints were set near corners or occlusion points so that each was in view of the waypoint before it. The robot waited at each waypoint for the participant to approach before it moved to the next waypoint. The robot was allowed to move considerably faster than the participant so that it would always be leading. The exact time to reach their end points depended on the particular environment and on the participant.
EXPERIMENT 1: BONUS MOTIVATION

Our first experiment used all three robot behaviors and both trust metrics to test the first three hypotheses. Successful and unsuccessful robots were used to test our first hypothesis (that participants will continue to trust a robot that performs well more often than a robot that performs poorly). The two unsuccessful robot behaviors (slow navigation and failed navigation) were included to determine if there was a difference in response (Hypothesis 2). Both of these hypotheses were tested as a between subjects experiment with the robot behavior as the independent variable so no participant saw more than one robot behavior type. Our dependent variable was the trust a participant had in the robot. We used two different metrics to determine this trust: their decision to put their outcomes at the risk of the robot’s behavior and their self-reported trust in post-round surveys. The correlation between these two metrics serves as evidence for Hypothesis 3.

In keeping with the previous literature on trust research (King-Casas, Tomlin, Anen, Camerer, Quartz, & Montague, 2005), we used monetary risk to motivate participants’ trust decisions. For this experiment, subjects were offered a $1 bonus if they could find the exit of a maze within 30 seconds. After the first 30 seconds had elapsed the bonus began to decrease. Ninety seconds after the start of the experiment the bonus was $0. Participants were informed that their choice to use a guidance robot or not would not directly affect their bonus in any way.
Experimental Setup

As noted above as well as in Figure 7 and Figure 8, the first stages of the experiment, the Introduction and Example Outcomes sections, were unique for each experiment. Each reflected the specific, monetary motivation in this experiment. We included one additional survey in this experiment to help us understand the motivations of participants on Mechanical Turk. This survey can be seen in Figure 9. The questions are unrelated to the hypotheses or research question and the survey was only included to help us design better experiments.

The first screen seen by the participants gave instructions for the simulation. The simulated environments were specifically referred to as “mazes” to give the participant an idea of their complexity and goal. The robot displayed during the introduction and used in the rounds was a Willow Garage TurtleBot 2. The 3D model of the robot was created out of CAD files distributed by the manufacturer. The practice session proceeded as described in the Methodology section.
Figure 7: Introduction screen for the bonus motivation experiment. Images of the robot and the exit were used so that participants could gain familiarity with the simulation.

After the practice session, the participants were informed of the performance-based bonus and how to obtain it. Participants were given three example performances for the navigation task:

Example 1: The text “People who used a robot that quickly found the exit typically earned a bonus of about $1.00” accompanied by a top-down view of a direct path to the exit in an example maze.

Example 2: The text “People who used a robot that did not quickly find the exit typically earned a bonus of about $0.00” accompanied with a top-down view of a very indirect path to the exit in the same example maze.
Example 3: The text “People who did not use a robot typically earned a bonus of about $0.50” accompanied with a top-down view of an indirect path to the exit in the example maze.

Figure 8: Example outcomes for the bonus motivation experiment. Participants were shown overhead views of an example environment with a path drawn in each so that they could understand the complexity of the environments as well as observe a visual representation of successful and unsuccessful robot behavior.
Figure 9: Supplemental questions to determine motivations of participants. These helped in understanding the motivations of the participants and aided in the creation of our second experiment.

The participants were then asked whether they would like to use a robot in the first round or not. At the start of each round, the participants were reminded of the controls for moving in the environment and informed that their bonus was currently set at $1.00 (Figure 10). When the participant began moving a timer in the top left of the screen started increasing, displaying the time spent navigating to a tenth of a second precision. The bonus was prominently displayed in the top right corner. After thirty seconds of navigating the maze, the bonus began to decrease at a rate of $0.0167 per second (Figure 11). This meant that the bonus was completely depleted after ninety seconds. The second round was setup the same as the first but with a different maze. All other aspects of this experiment proceeded as described in the Methodology section.
Figure 10: The image above presents the beginning of the first round of the bonus motivation experiment. Round 2 had the same text but took place in a different environment. Participants are reminded of the controls for the simulation, updated on the current amount of their bonus, and shown the time elapsed since the round began.

Figure 11: The figure presents a successful ending to round 1, albeit with a small bonus. This was typical of subjects being guided by a slow robot.

Because participants had no control over the amount of bonus they earned; they were all paid the full $2.00 bonus after their experiment was completed. This information was not made available to any participant before they performed the experiment.
Results

A total of 106 participants (mean age=31.0, 60.4% male) completed the first experiment, 84.9% of which chose to follow the robot in the first round, with no prior knowledge of the robot’s behavior. Figure 12 depicts the number of participants who used the robot in rounds 1 and 2 for the fast and slow/failed robot behaviors and the self-reported trust in rounds 1 and 2 for the different robot behaviors. Only participants who chose to follow the robot in round 1 are reported. As can be seen in the figure, self-reported trust decreases significantly (53%, SE=6.3%) when the participants experience a slow or failed robot in the first round, \( \chi^2(1, 90) = 12.86, p < 0.001 \). Only a 4% (SE = 7.3%) decrease in trust was reported by participants that were guided by a fast robot. The decision to follow the robot, however, does not decrease significantly, \( \chi^2(1, 90) = 1.87, p = 0.172 \). Figure 13 shows the results for the different failure modes. The type of robot failure had no impact on either the self-reported trust (0% difference) or the decision to follow (0% difference). In both the first and second round a strong positive correlation was found between following the robot and reporting trust in the robot, \( \phi(106) = +0.628 \) for round 1 and, \( \phi(90) = +0.422 \) for round 2.
Figure 12: Change in decision to use robot and self-reported trust between the two rounds for the successful and unsuccessful robots. Note that a majority of participants continued to use the slow/failed robots even though half had lost their trust in the robot.

Figure 13: Change in decision to use robot and self-reported trust between the two rounds for the slow and failed robots. The same number of participants chose to use each and the same number reported trust in each.
Discussion

Overall, the results strongly support some of our hypotheses and do not support others. With respect to H1 the data indicates a 53% decrease in self-reported trust when the robot fails versus a 4% decrease when the robot does not fail. This result supports our hypothesis that self-reported trust significantly decreases after the robot provides slow or failed guidance. This result is important in that it shows that only a single failure can strongly and quickly influence a person’s trust in the robot, which may have ramifications on the testing and evaluation of such systems. It is also noteworthy that the majority of people (84.9%) chose to follow the robot initially. This result appears to imply that people tend to trust initially.

Our second hypothesis focused on the manner in which the robot failed. We predicted that a robot that fails by traveling a short distance and stopping would have a significantly larger negative impact on both self-reported trust and the subsequent decision to follow than a robot that merely slowly led to the exit. The data shows that this is not the case. Our results indicate that either failure impacted trust equally both with respect to the self-report and subsequent following. The fact that there was 0% difference in both cases is presumably a statistical artifact.

The result is intriguing. Does it indicate that the reduction in trust is only a reflection of good versus bad performance and not, as we expected, mitigated by the way in which a robot failed? This could be an area for significant further research.

Our third hypothesis examined the relationship between self-reported trust and the decision to follow the robot. We predicted that both the participant’s trust
and the likelihood of following would be strongly correlated. Indeed, we found a strong positive correlation between following the robot and self-reporting trust. Yet, the results show that numerous participants (26% of all participants) choose to follow the robot in the second round even though they reported not trusting it.

We examined the survey comments to better understand each participant's rationale. Table 2 summarizes the most common comments from round 2. Note that, of the people that were guided by a slow or failing robot, many choose to follow the robot in the second round because they believed that the robot's help was better than no help at all (n=7) or they thought that the robot would perform better this time (n=5). These comments hint that participants were deciding to follow the robot in spite of the loss of bonus.

Table 2: Summary of comments from Experiment 1.

<table>
<thead>
<tr>
<th>Robot Behavior</th>
<th>Used Robot?</th>
<th>Self-reported trust</th>
<th>Comment Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast (n=30)</td>
<td>Yes (n=25)</td>
<td>Positive (n=22)</td>
<td>Robot performed well (n=21)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Did not trust robot, trusted programmers (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative/Neutral (n=3)</td>
<td>Trusted robot initially but explored on own instead of completing maze (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>More than two examples required to trust something (n=1)</td>
</tr>
<tr>
<td></td>
<td>No (n=5)</td>
<td>Positive (n=2)</td>
<td>No complaint about robot, wanted to try experiment for themselves (n=2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative/Neutral (n=3)</td>
<td>No complaint about robot, wanted to try experiment for themselves (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Thought robot would perform worse in second round (n=1)</td>
</tr>
<tr>
<td>Slow (n=30)</td>
<td>Yes (n=21)</td>
<td>Positive (n=11)</td>
<td>Robot performed better than human alone (n=7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Did not realize robot performed poorly (n=3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Thought robot would perform better in second round (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative/Neutral (n=10)</td>
<td>Curiosity (n=6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Robot performed better than human alone (n=1)</td>
</tr>
</tbody>
</table>
We performed an analysis on our motivational survey to better understand the participants. About half of participants (55) reported that their most important motivation with respect to the experiment was money. The rest were evenly divided between time (25) and fun (24). These results indicate that participants are not solely motivated by simple monetary bonuses in the experiment. Hence, some choose to follow the robot in the second round in spite of its failure and the fact that they self-reported not trusting it because they believed it would ultimately be faster or more fun to follow the robot.

**Experiment 1 Conclusion and Motivation for Experiment 2**

The experiment supports our hypothesis that self-reported trust decreases after poor guidance. Further, we found a strong correlation between self-reported trust and the subject's decision to follow the robot. No statistically significant difference resulted from the different types of robot guidance failure. Still, the data indicates that participants were significantly more likely to follow the robot in spite of a failure and a lack of trust. An examination of the participant's comments hinted
that the participants are motivated by factors other than simply the bonus, such as time and fun.

These survey comments and our study of the participants’ motivations led us to develop a second experiment that sought to better align the participants’ motivations with the task goals. This second experiment asked participants to act as if they were in an emergency. Instead of receiving a bonus, a quick exit from the building rewarded them with “survival.” We hypothesized that being motivated by an emergency would result in a better alignment between their self-reported trust and their decision to follow the robot.

EXPERIMENT 2: EMERGENCY MOTIVATION

For this experiment, participants were told that our goal was to discover how people leave a building in an emergency. Instead of receiving a bonus for a fast completion, they were told that they would only survive if they found the exit in time. During the rounds, a countdown timer appeared in the middle of their view to tell them the remaining time. As with the previous experiment, this study was conducted using the Unity simulation and Amazon’s Mechanical Turk. Participants were compensated $2.00 for their participation in this experiment.

Experimental Setup

There were several differences between this experiment and Experiment 1. First, participants were told in the introduction screen that “We are testing how people leave buildings in emergencies” and asked to
“Please act as you would in a real emergency!” (Figure 14). The word “building” was used instead of “maze” to further reinforce the emergency portion of the simulation.

The robot in this experiment was a TurtleBot 2 modified with two PhantomX Pincher AX-12 arms to allow it to gesture. The robot was also given signage to indicate that it is an emergency evacuation robot. The arms waved while it moved to attract attention. The robot’s appearance and gestures were evaluated in a previous paper and it was found that participants understood it better than other forms of evacuation robots (Robinette, Wagner, & Howard, 2014).

Figure 14: Introduction to emergency motivation experiment. Note that the robot is different from in Experiment 1. Additionally, participants were told that this experiment was to determine how humans evacuate buildings, not how humans interact with robots.
Figure 15: Example outcomes in emergency motivation experiment. Again, participants were shown overhead views of the example environment with a variety of paths, but this time they were presented with survival possibilities, not monetary rewards.

For this experiment each round ended after 60 seconds regardless of the participant’s ability to find the exit. Once again, before selecting whether or not to use the robot, the participant was presented with a series of example experimental outcomes. The examples reflected the change to an emergency scenario (See Figure 15). The examples were:

Example 1: The text “If the robot was good at guiding humans then they typically survived.” accompanied by a top-down view of a direct path to the exit in an example maze.

Example 2: The text “If the robot was bad at guiding humans then they typically did not survive” accompanied with a top-down view of a very indirect path to the exit in the same example maze.
Example 3: The text “About half of humans survived the experiment without help from a robot.” accompanied with a top-down view of an indirect path to the exit in the example maze.

The words “EMERGENCY! Please leave the building now! EMERGENCY!” as well as the time remaining to exit (to a tenth of a second precision) appeared in the top-center of the participants’ view throughout the entire round. See Figure 16 for an example of the beginning, Figure 17 for an example of a successful ending and Figure 18 for an example of an unsuccessful ending to the experiment.

![Figure 16: Beginning of the first round in the emergency motivation experiment. The timer counted down instead of up in this experiment and was moved to the center of the screen for maximum visibility. Text to indicate that this is an emergency was also placed on the screen.](image)
Figure 17: An example of a successful exit in the emergency motivation experiment. This typically happened only in the fast robot conditions.

Figure 18: An example of an unsuccessful exit in the emergency motivation experiment. Text informed the participant there was no time remaining. The robot can be seen in the distance.

Other than these changes, the experiment was identical to the first experiment. Participants were again required to complete the same survey examining their trust in the robot and reasoning for choosing the robot. This experiment also consisted of two rounds.
Results

A total of 129 participants (mean age=31.8, 60.5% male) completed the second experiment, 69.8% of which decided to use the robot in the first round. As shown in Figure 19, the decision to follow the robot decreases by 50% (SE = 6.5%) in the second round when the participant interacts with a slow/failed robot in the first round. Moreover, the percentage of people that follow is only 3% (SE = 3.3%) less in the second round when the person encountered a fast robot in the first round. Self-reported trust follows a similar trend with trust decreasing 53% (SE = 6.2%) when participants experienced a slow/failed robot and self-reported trust increasing by 3% (SE = 5.5%). These results are statistically significant for both metrics, for the following decision, $\chi^2(1, 90) = 19.29, p < 0.001$, and for the trust self-report, $\chi^2(1, 90) = 24.31, p < 0.001$. Figure 20 shows the results for the different failure modes. The type of failure had minimal impact in the participant’s decision to follow (47%, SE = 9.1% chose to follow the slow robot, 53%, SE = 6.3% for the failed robot, $\chi^2(1, 60) = 0.27, p = 0.606$). There was also a minimal change in self-reported trust (slow robot: 40%, SE = 9.1%, failed: 30%, SE = 5.9%, $\chi^2(1, 60) = 1.15, p < 0.284$). A strong positive correlation was found between choosing to use the robot and reporting trust in the robot in both rounds: $\phi(129) = +0.661$ for round 1 and $\phi(90) = +0.745$ for round 2.
Figure 19: Change in decision to use robot and self-reported trust between the two rounds for fast and slow/failed robots. Note that the decision to use the robot dropped with self-reported trust in this experiment, unlike in Experiment 1.

Figure 20: Change in decision to use robot and self-reported trust between the two rounds for the slow and failed robots. While the results are not identical in this round, as they were in Experiment 1, they are still not statistically significant.
Discussion

The results from this experiment strongly support H1, H3 and H4 but do not support H2. A single failure of a robot caused 50% of participants to stop using the robot in the second round, compared to just a 3% drop with a successful robot. This supports our hypothesis that participants will continue to trust a robot that performs well (H1).

Our data indicates that a smaller percentage of participants chose to use the robot in the first round when compared to the first round of Experiment 1. While a majority still chose to use the robot, and thus our findings from previous work are still supported, we did not expect such a change. Many participants justified their choice by stating that they did not want to put their life in the hands of a machine. This indicates that people are more likely to initially trust a robot when there is a lower risk (e.g. a financial risk instead of a survival risk). This data serves as evidence that people take the emergency scenario, and the risk it entails, seriously.

With respect to the type of robot failure, both experiments showed no difference in either self-reported trust or the decision to use the robot if the person experienced a slow robot versus a robot that stopped moving before arriving at the exit. This is an interesting area for future work as it indicates that participants do not discriminate based on how the robot failed, only that it did fail.

The results from this experiment show an even greater correlation between self-reported trust and the decision to use the robot than was seen in Experiment 1. This supports our third hypothesis: self-reported trust and the decision to use the
robot are correlated. Only 12% of participants chose to follow a robot that they did not report trusting in the second round of this experiment.

We also found strong support for our fourth hypothesis: the decision to use the guidance information from the robot was more sensitive to the behavior of the robot in the emergency scenario than in the bonus scenario. This result suggests that an emergency scenario, in contrast to a bonus scenario, does influence participants to act in a manner that is aligned with their self-reported trust.

Again, motivations for participants’ actions and reports can be found in the comments. A short description of a selection of these comments can be found in Table 3. Note that not all participants’ comments are included in this table for brevity and some participants gave multiple reasons for their actions.

Table 3: Summary of comments from Experiment 2.

<table>
<thead>
<tr>
<th>Robot Behavior</th>
<th>Follow Decision</th>
<th>Trust Answer</th>
<th>Comment Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast (n=30)</td>
<td>Yes (n=29)</td>
<td>Positive (n=27)</td>
<td>Robot performed well (n=24)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative/Neutral (n=2)</td>
<td>Logical choice, not trust (n=1)</td>
</tr>
<tr>
<td></td>
<td>No (n=1)</td>
<td>Positive (n=0)</td>
<td>Decided to proceed on own for fun after choosing to use robot (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative/Neutral (n=1)</td>
<td>Thought robot would perform worse in second round (n=1)</td>
</tr>
<tr>
<td>Slow (n=30)</td>
<td>Yes (n=15)</td>
<td>Positive (n=12)</td>
<td>Curiosity (n=5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Thought robot would perform better in second round (n=3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Robot moved quickly, and thus was trustworthy (n=2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Did not realize robot performed poorly (n=2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative/Neutral (n=3)</td>
<td>Curiosity (n=3)</td>
</tr>
<tr>
<td></td>
<td>No (n=15)</td>
<td>Positive (n=1)</td>
<td>Trusted robot to NOT find exit (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative/Neutral (n=14)</td>
<td>Robot performed poorly (n=13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No complaint about robot, wanted to try</td>
</tr>
<tr>
<td>Failed (n=30)</td>
<td>Yes (n=16)</td>
<td>Positive (n=9)</td>
<td>Robot performed better than human alone (n=6)</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>----------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Thought robot would perform better in second round (n=3)</td>
<td>Curiosity (n=5)</td>
</tr>
<tr>
<td></td>
<td>Negative/Neutral (n=7)</td>
<td>Robot performed better than human alone (n=2)</td>
<td></td>
</tr>
<tr>
<td>No (n=14)</td>
<td>Positive (n=0)</td>
<td>Robot performed poorly (n=12)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Negative/Neutral (n=14)</td>
<td>No complaint about robot, wanted to try experiment for themselves (n=2)</td>
<td></td>
</tr>
</tbody>
</table>

The comments indicate that participants took the emergency scenario seriously. Several comments note that individuals acted as if they felt real pressure to find the exit quickly (one participant wrote “It felt like a challenge, and I treated it as an emergency as instructed,” another wrote, “Burning building, needed to get out”). Some likened it to getting the high score in a video game while others just wanted to “survive” the simulation. Participants who did not successfully survive the first round typically stated that they were upset with the outcome. Some were upset at their robot, some at themselves. Almost all participants who failed to survive in the first round vowed to live in the second. We believe these comments are evidence that using simulated emergency scenarios fosters a sense of risk in the participant that is critical for human-robot trust experiments.

**Experiment 2 Conclusion**

Overall this experiment has broadened support for several of our central hypotheses and demonstrated the validity of a new scenario for investigating human-robot trust. The importance of having viable scenarios to examine human-robot trust should not be overlooked. Most researchers agree that risk is a central component of trust (Rousseau, Sitkin, Burt, & Camerer, 1998). Yet, developing
scenarios that place participants under a type of risk that is simultaneously acceptable to internal review boards and able to be mitigated by a robot is challenging. Typically, investment games with a bonus risk have been used (King-Casas, Tomlin, Anen, Camerer, Quartz, & Montague, 2005; Axelrod, 1984; Berg, Dickhaut, & McCabe, 1995). The results presented here indicate that an emergency evacuation scenario might also be a viable method to explore trust.

**PRACTICAL IMPLICATIONS**

The practical implications of this work include many suggestions for future robot development. In these experiments, we found that a majority of people were willing to accept guidance information from a completely unknown robot, even when placed in a simulated emergency situation. We also found that the participants’ trust would immediately change once the robot fails to meet their expectations. From a methodological standpoint, this work could influence the way trust in robots is investigated. Our results show that simulated emergency situations result in participant behavior which closely matches their self-report. The results also show that this is not so for some types of financial incentives. Overall, this work begins to explain how and why a robot’s behavior impacts a person’s trust. Hence, we believe that our findings will have broad implications for a variety of robot applications.

**OVERALL CONCLUSION AND FUTURE WORK**

This article has explored how a person’s trust in a robot is affected by failure. Our results show that people will often initially trust an unknown robot. Still, even a single failure strongly impacts a person’s trust. Furthermore, we found that the
manner in which the robot fails does not matter. Yet, in some cases people may still act as if they trust the robot even if they self-report that they have little trust. The reason for this seems to lie with the experimental scenario. Experiments which attempt to equate the person’s risk to a bonus appear to underestimate other motivations such as time and fun. On the other hand, a simulated emergency scenario does result in a close correspondence between a participant’s actions and self-reported trust.

This work is not without limitations. The results are likely influenced by the fact that users conducted the experiment using an internet-based simulation. Subjects were presumably in a relatively safe locale, such as their home. Hence, an experiment which asks subjects to pretend that they are in an emergency is unlikely to generate the same adrenaline and emotional state as an actual emergency. Although many participants reported a strong desire to achieve the maximum bonus in Experiment 1 and to “survive” in Experiment 2, we cannot be sure that their decision making in these simulated environments matches what their behavior would be in a real emergency. Laboratory experiments that recreate an emergency might address some of these limitations.

There is still considerable future work to be done. Some participants continued to use a poorly performing robot in spite of obvious failures. It may be valuable to explore how long individuals will continue to trust a failing robot. Additionally, developing methods that allow a robot to communicate when it should or should not be trusted appears valuable. This paper specifically explores trust decisions at discrete points; however, trust in these situations tends to be a
continuous decision. Experiments which track a person’s trust in the system continuously as it fails and attempts to recover could provide additional insights.

As robots enter everyday life, we must be conscious of their affect on the humans they are supposed to help. Currently, robots aid humans by performing low-risk tasks, such as cleaning floors, but in the future they may be capable of saving human lives in high-risk situations, such as emergency evacuations. This paper gives insight into the situational factors and robot behaviors that impact a human’s decision to trust a robot. These results can aid in the creation of trustworthy robots and provide data that can eventually be used to teach robots how to increase or decrease their trustworthiness dynamically.
KEY POINTS

• Robots were seen as trustworthy guides in both a monetary reward motivated scenario and a simulated emergency scenario until their first failure.

• The mode of failure did not affect the number of participants who stopped trusting the robot.

• Participants reported that they acted as if the simulated emergency was a real emergency and this is corroborated by a large drop in their decision to continue using a failed robot in the second round of the experiment.

• Self-reported trust in the robot and the participant’s decision to use the robot had a strong positive correlation in both rounds of both experiments. It was strongest in the second round of the simulated emergency experiment, indicating that this scenario caused participant’s motivations to best align with the risk of the scenario.
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