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SUMMARY

The objective of the proposed research is to design adaptive analog/RF circuits and systems with digital enhancement techniques for higher performance, better process variation tolerance, and more reliable operation and developing strategy for testing the proposed adaptive systems.

A new design paradigm is emerging toward digitally assisted analog and RF circuits and systems aiming to leverage digital correction and calibration techniques to improve the analog and RF performance. With more and more integration of analog and RF circuits in the scaled CMOS technologies, it is becoming increasingly difficult to exert sufficient control on process variations to ensure proper functionality and performance of analog and RF systems. Calibration and tuning circuits are often needed to detect and compensate for the resulting manufacturing imperfections. This type of tuning requires design of adaptive RF components that allow the performance of the device to be traded off against power consumption with the help of proper adaptation algorithms. Additionally, similar adaptation framework is also necessary to allow the analog and RF systems to adapt to changing workloads and environment to minimize power consumption. These challenges create a pressing need for design of adaptive analog and RF circuits and systems that exploit the availability of large numbers of inexpensive on-chip digital circuits to enhance the RF performance that can match or exceed that of traditional RF circuits.

A more revolutionary trend is the new digital friendly topological and architectural transformations of RF circuits. To maintain the reliability of deeply scaled CMOS devices, supply voltage is being reduced which decreases the voltage headroom and makes it difficult to process the analog information in voltage domain in the presence of noise. On the other hand, as the transistors are becoming faster improving the time
resolution of the edge transition of the digital signal, it is becoming easier to encode and process the analog information in the time domain. These observations are causing analog/RF designers to move away from traditional RF circuits and investigate digitally intensive architectures that rely on ultra-fast deeply scaled MOS devices.

In this research, digital friendly and performance tunable analog and RF circuits and systems are designed and adaptation algorithms are developed that allow calibration to mitigate process variation effects, adaptation for improving performance and reliability, and offer a high level of integration with the help of fast, small, high density, and low power digital signal processing. An adaptation framework is developed for process variation tolerant RF systems. This adaptation framework has two parts – optimized test stimulus driven diagnosis of individual modules and power optimal system level tuning. Another direct tuning approach is developed and demonstrated on a carbon nanotube based analog circuit. An adaptive switched mode power amplifier is designed which is more digital-intensive in nature and has higher efficiency, improved reliability and better process resiliency. Finally, a testing strategy for adaptive systems is shown which reduces test time and test cost compared to traditional testing. The research presented in this thesis targets to enable the development of robust, ultra-low power, intelligent, and flexible RF communication systems of the future.
CHAPTER 1

INTRODUCTION

The objective of the proposed research is to design adaptive analog/RF circuits and systems with digital enhancement techniques for higher performance, better process variation tolerance, and more reliable operation and developing strategy for testing the proposed adaptive systems.

1.1. Origin and History of the Problem

With the advancement of CMOS process technology, number of transistors in an integrated circuit doubles every 18-24 months following the Moore’s Law. Also the speed of operation of the transistors improves proportionately with the scaling of feature size. This implies faster digital processing and integration of more digital functions in the same chip area. But analog and RF circuit designers did not enjoy the benefits of transistor scaling as much as digital circuits mainly because of imperfections coming from process variation, nonlinearity and mismatch in advanced technology nodes. In the nanometer regime, controllability of the fabrication process has reduced significantly resulting in variability in the devices and hence it became difficult to meet the performance requirement in the presence of process variation.

Recently, more and more research have been focusing on integrating digital baseband with analog and RF front ends on the same radio chip in order to reduce the total solution cost. In an integrated system-on-chip (SoC) solution, efficient digital signal processing resources available on chip can be used to improve the performance of analog and RF circuits and compensate the effects of process variation. This possibility opens up a new paradigm of digitally assisted and enhanced analog and RF circuits and systems.
design. Instead of traditional static design of analog and RF circuits which are amenable to performance degradation due to process variation, they are being designed with adaption settings or tuning knobs which allows them to trade-off performance with power consumption. These tuning knobs can be used not only to counter the adverse effects of process variation, but also to dynamically adapt the system to changing environment, to use the flexible system for different standards (software defined radio) and to compensate temporal effects such as aging. During adaptation, the baseband unit detects the quality of the process from the results of built-in tests applied to the system or senses the environment through channel estimation and other metrics using algorithms running on the baseband processor. This, in turn, is used to actuate control procedures implemented in the baseband unit that sets the values of the tuning knobs in an iterative manner until performance convergence is achieved and eventually improvement is obtained in performance, process resiliency and reliability.

1.2. Prior Work in Digitally Assisted Adaptive Analog / RF

This section summarizes the research people have done so far in the domain of digitally assisted adaptive analog and RF circuits and systems. Module level and system level adaptation in analog-RF circuits are explained and then new digital intensive architectures of RF systems are discussed.

1.2.1. Digitally assisted power amplifier (PA)

The job of the power amplifier is to amplify the modulated RF signal to meet the requirement of transmission power in a wireless transmitter. Typical examples of digital assistance in RF power amplifiers are predistortion and peak to average power ratio (PAPR) reduction that improve linearity and efficiency of power amplifiers [1], [2]. Recently digital enhancement techniques have been applied to power amplifiers to nullify
process variation effects (self-healing). An integrated mm-wave self-healing power amplifier is proposed in [3] and [4] that can adapt to mitigate the effects of process variation, modeling inaccuracies, load mismatch and catastrophic failures with the help of integrated sensors, actuators and digital ASIC running the healing algorithm. Another 60 GHz self-healing power amplifier is designed in 65 nm CMOS with adaptive feedback bias control that improves linearity and increases yield [5]. Design of an integrated power amplifier in 90 nm CMOS is presented in [6] where a varactor based digital calibration technique improves the efficiency by a factor of 2.8. Adaptive baseband companding and bias control of the power amplifier using channel quality information are proposed in [7] that lead to significant power saving compared to traditional PAs. In [8], the authors propose a digitally assisted dual-switch envelope amplifier for a wideband envelope-tracking power amplifier, where a digital signal processing algorithm and analog hysteretic feedback are used to control high efficiency switchers and reduce power consumption. A digitally assisted feed-forward compensation technique that enhances the bandwidth and linearity of a Cartesian-feedback power amplifier is presented in [9].

1.2.2. Digitally assisted mixer

In an RF transceiver, the mixer performs the operation of up-conversion of the baseband signal to the carrier frequency or down-conversion of the received modulated signal. A self-healing image reject mixer, that runs the healing algorithm in the baseband processor and mitigates the effects of process variation, environmental changes and aging, is proposed in [10]. Different performance parameters, such as image rejection ratio, conversion gain and 1 dB compression point, are tuned through control elements such as bias currents and control voltages of the VGA. An adaptive IIP2 calibration technique, that uses digital signal processing to cancel second order intermodulation distortion in RF down-conversion mixer, is reported in [11].

1.2.3. Digitally assisted low noise amplifier (LNA)
The purpose of the low noise amplifier in a wireless receiver system is to amplify the received signal to acceptable level with minimum noise addition. An adaptive LNA is presented in [12] where orthogonal tuning knobs are introduced that can control different performance parameters independently. Another self-healing LNA with bias control is designed in SiGe HBT technology where process variation is detected with the help of a source measure unit [13]. A regression based post-manufacture tuning technique for process variation tolerance is developed in [14] and applied to a CMOS LNA.

1.2.4. Digitally assisted analog-to-digital converter (ADC)

Analog-to-digital converter is a critical block in an RF receiver which digitizes the received signal after being down-converted by the mixer. In [15], the author explains the trade-off between power consumption in an ADC and its speed and precision. He shows how matching and linearity of the components can be improved using digital processing techniques that ultimately lead to lower power consumption. Finally an example of digitally assisted pipelined ADC is shown that achieve a very low power operation using simplified weakly nonlinear amplifiers which are calibrated through polynomial correction functions as calculated by a least means square algorithm. In [16], the authors propose an environment adaptive delta-sigma analog to digital converter where spectrum sensing is performed dynamically and modulator order is reconfigured depending on the signal and blocker power ratio.

1.2.5. Digitally assisted phase-locked loop and frequency synthesizer

Frequency synthesizers are used to generate very precise RF local oscillator signal. A self-healing CMOS frequency synthesizer is presented in [17] where on-chip spurious tone detection and correction techniques are applied. In [18], phase noise cancellation technique is shown for a CMOS delta-sigma fractional-N phase locked loop (PLL). A dual loop PLL with self-calibration technique is proposed in [19] which
desensitizes the PLL’s small signal transfer function to gain variations of the non-linear components.

### 1.2.6. System-level adaptation in transceiver

Research efforts in digitally assisted system level adaptation of the transceiver have mainly focused on three applications: low power, process tolerance (self-healing) and multi-standard software defined radio. Here the key research papers in this domain are presented.

#### 1.2.6.A. Adaptation for low-power operation

An environment-aware adaptive power management strategy for RF systems, where performance of the front-end is traded-off for power consumption in such a way that operation of system is maintained at or below a specified bit-error rate (BER) across temporally changing channel conditions, is proposed in [20]. In [21], the effects of process variation are considered in the previous framework and operation of the RF system is ensured at the minimum power level without compromising the system-level performance requirement across all channel conditions and process corners.

#### 1.2.6.B. Adaptation for process tolerance (self-healing)

System level adaptation mechanisms of RF front-ends for mitigating effects of process variation are presented in [22]-[25]. Tuning algorithms based on gradient-search [22] and Augmented Lagrange [23] are proposed for post-manufacture yield improvement of RF systems considering multiple performance specifications. Another technique, presented in [24], relies on extracting a signature from the device that suffers from process variation and tuning using minimal on-chip digital resources. A detailed cost model for post production tuning is developed in [25].

#### 1.2.6.C. Adaptative software defined multi-standard radio
The motivation behind software defined radio is to build a flexible and adaptive radio front-end that can support multiple modes and standards of communication in the same programmable platform. Building a software defined radio requires digital signal processing algorithms to support highly adaptive RF front-end. Developments in this area are shown in [26].

1.2.7. Digitally intensive RF architecture

In recent years, RF circuit design is going through a big paradigm shift as the need for single chip integration of digital, analog and RF is becoming a necessity in nanoscale CMOS. Instead of just making RF circuits tunable, a fundamental change is taking place in the way RF circuits are designed as the available voltage headroom is reducing with the scaling of supply voltage. RF architectures are becoming more and more digitally intensive where they tend to process analog information in time domain exploiting the fast switching response of scaled CMOS devices [27]. Example of such an architecture is Texas Instrument’s digital RF [27] which employs digital power amplifier (DPA), all-digital PLL (ADPLL) featuring time-to-digital converter (TDC) and digitally controlled oscillator (DCO) and the discrete time receiver using sophisticated analog and digital signal processing. The basic structural difference between the conventional RF transceiver and the new digitally intensive RF architecture, as discussed in [27], is shown in Figure 1.
1.3. Proposed Research

Overview of the key aspects of this thesis is shown in Figure 2. An adaptation framework is developed for process variation tolerant RF systems. This adaptation framework has two parts – optimized test stimulus driven diagnosis of individual modules and power optimal system level tuning. The proposed diagnosis technique is described in Chapter 2 and the tuning methodology is explained in Chapter 3. Another direct tuning approach is developed and demonstrated on a carbon nanotube based analog circuit which is presented in Chapter 4. An adaptive switched mode power amplifier is designed which is more digital-intensive in nature (as opposed to traditional linear power amplifiers) and has higher efficiency, improved reliability and better process variation tolerance. Operation of this adaptive power amplifier is discussed in Chapter 5. In
Chapter 6, a testing strategy for adaptive systems is shown which reduces test time and test cost compared to traditional testing. Finally conclusions and possible future works are discussed in Chapter 7.

**Digitally Assisted Adaptive Analog / RF**

Process variation tolerance in RF systems
- Module level diagnosis
- System level tuning

Direct tuning of carbon nanotube based analog circuits

Adaptive RF circuit Design
- Adaptive class-E power amplifier

Testing of adaptive systems

Figure 2. Overview of research contribution
CHAPTER 2

OPTIMIZED TEST STIMULUS DRIVEN DIAGNOSIS OF RF SYSTEMS

Automated generation of optimized test signals for diagnosis of RF systems, which is a key aspect of the proposed process variation tolerant adaptation framework, is discussed in this chapter. The proposed approach of designing process variation tolerant adaptive analog / RF systems involves using adaptive circuit modules with tuning knobs that are controlled by the adaptation algorithm running on the digital signal processor. The general architecture of a digitally assisted adaptive RF transmitter system is shown in Figure 3, where a set of digital “tuning control (TC)” registers determine the values of the tuning knobs of the adaptive modules. During process adaptation, the baseband unit senses the quality of the process from the results of built-in tests applied to the system captured by built-in performance sensors (envelope detector at the output of the power amplifier in Figure 3), using algorithms running on the baseband processor. This, in turn, is used to actuate control procedures implemented in the baseband unit that sets the values of the TC registers in an iterative manner until performance convergence is achieved.

Fundamentally, process variation tolerant adaptation involves two steps: (a) diagnosis of mixed-signal/RF performance parameters at the system and module level and (b) adjustment of digital and analog “tuning knobs” designed into the mixed-signal/RF and baseband signal processing modules that allow their performances to be traded off for power consumption so that overall system level performances are met with the least impact on total power consumption. Diagnosis of RF systems using optimized test signals (first step of the proposed adaptation framework) is discussed here.
2.1. Prior Work

Several diagnosis techniques have been proposed in the past that can be applied to the problem of calibration/tuning of RF systems. Standard testing techniques for RF systems employ different tests for each test specification and incur significant test time and require expensive test instruments which can not be used in the proposed process tolerant (self-healing) framework. The “alternate testing” approach has been used in the past to predict multiple specifications from a single test application [28], [29]. This has the benefit of incorporating the inaccuracies of the test measurement system into the test data obtained. However, the technique involves the development of regression models [30] and the “training” procedure used to develop the regression models requires the use of standard testing procedures. In contrast, behavioral model parameter estimation based test and diagnosis techniques have been used in the past for determining nonidealities of mixed-signal/RF systems. These iterative techniques do not require any supervised learning or training and RF DUT specifications can be predicted directly from the raw downconverted output using a single data acquisition resulting in a very fast test and
diagnosis procedure. Iterative algorithms for determining the parameters of predistortion filters to compensate for amplitude and phase nonlinearities of RF power amplifiers are well known and used extensively in wireless handsets [31], [32]. In [33], Senguttuvan has shown how the model parameters of a transmitter and thereby the inverse distortion characteristics of a predistortion filter can be derived from transient response analysis of the transmitter output through use of an iterative least mean squares (LMS) solver. In [34] and [35], Cherubal and Chatterjee have proposed a device parameter computation based diagnosis methodology for analog integrated circuits. A nonlinear solver is used to determine the critical Spice-level model parameters of devices such as amplifiers directly from the transient response of the device to an optimized test stimulus. In [36], the authors have shown how the parameters of a Volterra series model of nonlinear mixed-signal devices can be estimated from the results of pseudorandom tests. The problem of loopback testing of RF transceiver systems has been investigated in [37] by Halder and it has been shown for the first time how the Gain and IIP3 values of the transmitter and receiver could be decoupled from the results of loopback tests. This has been further applied to decouple the nonlinearities of cascaded RF modules (e.g. mixer, PA) from envelope detector data by Han, Bhattacharya and Chatterjee in [38]. In [39], Erdogan and Ozev describe a method for characterizing the RF transceiver parameters from analysis of demodulated loopback data. In addition to the fundamental nonlinearity parameters diagnosed in [37]-[38], they are also able to diagnose other parameters such as I-Q mismatch and DC offset values from the looped back test data. While the methods of [37]-[38] use regression based techniques to decouple embedded RF module parameters, the method of [39], [40] uses a nonlinear solver to do the same (as in [33]-[35]). In [37], [38], optimized multitonnes are used as test stimuli but only gain and IIP3 specifications are targeted. In [39], a larger set of performance specifications is targeted, but OFDM frames containing random data are used as test stimuli, resulting in longer test times. In each of the above methods [33]-[40] the device parameter values are extracted from
observed test data using accurate simulation models of the DUT that incorporate the parameters being diagnosed.

2.2. Key Contributions

The key contributions of the proposed optimized test stimulus driven diagnosis and testing technique are as follows:

- **An algorithmic test stimulus generation technique** for behavioral model parameter computation of RF transceiver systems is proposed. A compact test signal is derived that allows a nonlinear solver to determine the behavioral model parameters accurately from the observed time-domain test response which leads to significant reduction in test time. Prior methods have used either random stimuli resulting in relatively long test times or solved for a limited number of behavioral model parameters and specifications (Gain, IIP3).

- It is shown that different types of deterministic test signals (as opposed to random OFDM data which incurs longer test times) are sufficient to diagnose complex transmitter and receiver parameters. 5 different optimized test signals are shown: (a) a single optimized OFDM data frame, (b) optimized orthogonal multi-tone (4 tones) signal, (c) optimized non-orthogonal multi-tone (4 tones) signal, (d) time domain transient test signal and (e) optimized pulse sequence.

- It is shown that the RF power amplifier’s 5th order nonlinearity with AM-PM distortion and memory effects (Wiener model), nonlinearity of mixer and low noise amplifier, I/Q gain and phase mismatch and DC offset can be diagnosed concurrently from the applied compact test. Data from an envelope detector connected to the output of the transmitter and downconverted baseband data of the receiver are used to perform diagnosis of the transmitter and receiver performance metrics. One of the requirements of model parameter estimation based diagnosis and testing technique is that the models have
to be accurate in the ability to represent all critical nonidealities of the system. With regard to this concern, the proposed model is the most comprehensive.

- It is shown that with the use of only one sensor (an envelope detector attached to the output of the transmitter), it is possible to accurately diagnose nonlinearities of individual modules such as PA, LNA and mixers (decoupling nonlinearities of cascaded blocks) along with other nonidealities of the transceiver in loopback connection. If the envelope detector is not used, then the nonlinearity of whole transmitter and receiver can be obtained accurately from the downconverted output of the receiver but module level diagnosis suffers from loss of accuracy.

### 2.3. Overview of Proposed Approach

The steps involved in the diagnosis of RF transceiver systems using automatically generated tests are shown in Figure 4. The method is supported by comprehensive behavioral models of the critical nonidealities of RF transceiver systems (box 1 of Figure 4). In addition to the complete RF transceiver system, the modeling framework also includes models of design for testability (DfT) structures embedded in the hardware to facilitate testing. Specifically, model of an envelope detector sensor for observing the output of the transmitter is included and allows simulation of the complete test setup of the transceiver shown in Figure 5. The diagnosis procedure involves two key steps:

(a) Test stimulus generation to facilitate model parameter computation from the observed DUT response (data from envelope detector sensor as well as the “looped back” output of the receiver of Figure 5). The accuracy with which all the model parameters can be computed from the DUT test response is used as a measure of the “goodness” of a candidate test stimulus during stimulus optimization. This is shown in box (2) of Figure 4.
(b) Diagnosis of the transceiver model parameters (and consequently the test specifications of the transceiver) from the observed DUT response using a nonlinear solver. The nonlinear solver finds the combination of model parameter values that produces the same (or as close to) model response as that observed at the output of the DUT on application of the optimized test stimulus determined earlier. The resulting model parameters are then used to compute performance specifications. This is shown in box (3) of Figure 4.
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Figure 4. Overview of the proposed optimized test stimulus driven diagnosis technique

2.4. Diagnosis Framework

The diagnosis setup is shown in Figure 5. The RF transmitter and receiver are connected in loopback mode and an envelope detector is placed at the output of the transmitter to capture the low frequency envelope of the PA output. The optimized test stimuli are applied to the I and Q inputs of the transmitter from the baseband unit. The test signals are upconverted by the quadrature mixers with local oscillator frequency of 2.4 GHz and then amplified by the power amplifier. The low frequency envelope of the
modulated signal at the output of the PA is captured by the envelope detector. The output of the PA is “looped back” to the input of the receiver. The received signal is amplified by the LNA and then down-converted by the mixers and subsequently the I and Q baseband signals are analyzed. The digitized envelope detector output and the I and Q output signals in the receiver are used for computing the model parameters of the transceiver system. First, the nonlinear solver computes the model parameters of the transmitter from the output of the envelope detector. Once the transmitter model parameter values are known, the nonlinear solver is used to determine the receiver’s model parameters using the I and Q signals within the receiver. The targeted parameters of the transceiver are I/Q gain and phase mismatch, nonlinearity (AM-AM) and AM-PM with memory effects of the PA, nonlinearity of LNA and mixer and DC offset due to LO leakage. Note that diagnosis of the transmitter and receiver model parameter values is also possible without the use of the envelope detector at the output of the transmitter, using just the I and Q signals produced by the receiver, at the cost of some accuracy of diagnosis.

Figure 5. Diagnosis framework
2.5. Behavioral Model of the Transceiver

A comprehensive behavioral model of the OFDM RF transceiver is built in MATLAB in presence of different nonidealities of its components as described in this section.

2.5.1. I/Q Imbalance in Transmitter

In OFDM systems I-Q modulation is used where quadrature mixers are employed to up-convert and down-convert the I and Q signals separately. The information to be transmitted is modeled as a complex signal having I and Q components:

\[ X(t) = I(t) + jQ(t) \] (1)

After up-conversion by the mixers, the modulated signal can be written as:

\[ Y(t) = \text{Real}(X(t)e^{j2\pi f_c t}) = I(t)\cos(2\pi f_c t) - Q(t)\sin(2\pi f_c t) \] (2)

Ideally, the carriers used for modulating the I and Q signals have same amplitude and are phase shifted by 90° from each other. However, due to quadrature mismatch [41]-[42] the relative amplitude and phase difference of the carriers on the I and Q paths differ from their ideal values. If the effects of I/Q mismatch are included, then (2) becomes:

\[ Y(t) = I(t)\cos(2\pi f_c t) - (1 + \epsilon_{TX})Q(t)\sin(2\pi f_c t + \phi_{TX}) \] (3)

where \( \epsilon_{TX} \) is the magnitude mismatch and \( \phi_{TX} \) is the phase mismatch.

2.5.2. DC Offset

Due to capacitive feed through from the local oscillator (LO leakage) and self-mixing, a dc signal component appears in the signal path [42]. This phenomenon is modeled by adding a dc component with the signal which depends on the extent of capacitive coupling.

2.5.3. Distortions in the RF Power Amplifier
A complex envelope driven memory-less behavioral modeling of the power amplifier is done. This model reflects the instantaneous variation in the output envelope of the PA due to change in the input envelope [43]. The input signal to the PA can be written as

\[ s(t) = r(t) \cos(\omega_c t + \psi(t)) = \text{Re} \left[ r(t)e^{j(\omega_c t + \psi(t))} \right] \]  \hspace{1cm} (4)

where the complex envelope \( r(t)e^{j\psi(t)} \) modulates the RF carrier of frequency \( \omega_c \).

If the envelope of the input signal is expressed as \( r'(t) \) then the output of the power amplifier is modeled as:

\[ s'(t) = f(r'(t))\left[ \cos(\omega_c t + \psi(t) + g(r'(t))) \right] \]  \hspace{1cm} (5)

where \( f(r'(t)) \) implements the AM-AM (amplitude to amplitude) and \( g(r'(t)) \) models the AM-PM (amplitude to phase) behavior of the PA. These functions can be represented as fifth order and third order polynomials respectively:

\[ f(r'(t)) = \sum_{i=0}^{5} \alpha_{i(PA)} \left[ r'(t) \right]^i \]  \hspace{1cm} (6)

\[ g(r'(t)) = \sum_{k=0}^{3} \beta_{k(PA)} \left[ r'(t) \right]^k \]  \hspace{1cm} (7)

where \( \alpha_{i(PA)} \) is the gain of the power amplifier. The input to the power amplifier is given by (3) which is to be expressed in the form of (4) for modeling AM-AM and AM-PM effects. Trigonometric identities are used to transform the signal from one representation to the other:

\[ Y(t) = I(t) \cos(\omega_c t) - (1 + \epsilon_{TX})Q(t) \sin(\omega_c t + \phi_{TX}) \]
\[ = \cos(\omega_c t)[I(t) - (1 + \epsilon_{TX})Q(t) \sin(\phi_{TX})] - \sin(\omega_c t)[(1 + \epsilon_{TX})Q(t) \cos(\phi_{TX})] \]  \hspace{1cm} (8)

From the definitions below,

\[ V_1(t) = I(t) - (1 + \epsilon_{TX})Q(t) \sin(\phi_{TX}) \]  \hspace{1cm} (9)
\[ V_2(t) = (1 + \epsilon_{TX})Q(t) \cos(\phi_{TX}) \]  \hspace{1cm} (10)
two other variables in terms of $V_1(t)$ and $V_2(t)$ can be defined as:

$$A(t) = \sqrt{V_1(t)^2 + V_2(t)^2}$$  \hspace{1cm} (11)

$$\gamma(t) = \tan^{-1}(V_2(t)/V_1(t))$$  \hspace{1cm} (12)

From (8) and using (9), (10), (11) and (12) we can write:

$$Y(t) = A(t) \cos[\omega_c t + \gamma(t)]$$  \hspace{1cm} (13)

Equation (13) is in the form of (4) and AM-AM and AM-PM effects can be included in (13) easily by finding the envelope of $Y(t)$ and using (6) and (7) to calculate the amplitude and phase components.

**Memory effects in PA - Wiener model:** An alternative and more accurate modeling of the power amplifier is done which captures the memory effects. Memory effects in nonlinear power amplifiers can be captured by Volterra series models. But number of coefficients in the Volterra series increases very quickly with memory length and degree of nonlinearity and hence it increases computational cost in the proposed model parameter calculation technique. In this work, power amplifier’s nonlinearity and memory effects are captured using the Wiener model which is a special case of the Volterra series [44]. In this model a linear time invariant system is followed by a $5^{th}$ order nonlinearity as shown below:

$$z[n] = \sum_{q=1}^{R} D_q \left[ \sum_{p=0}^{M-1} C_p x[n-p] \right] \left[ \sum_{p=0}^{M-1} C_p x[n-p] \right]^{q-1}$$  \hspace{1cm} (14)

where $x[n]$ is the input to the power amplifier and $z[n]$ is its output, $C_p$ are the coefficients of the LTI system and $D_q$ are the nonlinearity coefficients, $q$ is odd and $R$ is 5 in this work. This model is more accurate as it captures the memory effects but it also requires more computation time in the proposed parameter estimation based diagnosis technique. Both of the models are used for simulation in this work and depending of the requirement (computation vs. accuracy), one of the models can be chosen.
2.5.4. Nonlinearity of LNA and mixer

The nonlinear characteristics of the low noise amplifier and up and down-conversion mixers are modeled as third order polynomials:

\[ v(t) = \sum_{h=0}^{3} \alpha_h [u(t)]^h \]  \hspace{1cm} (15)

where \( u(t) \) and \( v(t) \) are the input and output signal of the nonlinear block respectively.

2.5.5. I/Q imbalance in receiver

The I/Q gain and phase mismatch in the receiver is modeled in the same way as for the transmitter. The local oscillator signal with I-Q imbalance is expressed as:

\[ s_{LO}(t) = \cos(2\pi f_{LO} t) - j(1 + e_{RX}) \sin(2\pi f_{LO} t + \phi_{RX}) \]  \hspace{1cm} (16)

where \( e_{RX} \) is the magnitude mismatch and \( \phi_{RX} \) is the phase mismatch of the receiver LO signal.

2.5.6. Computation of specifications from model parameters

The gain and input IP3 specifications of nonlinear modules are calculated from model parameters using the following relations [42]:

\[ Gain = 20 \log_{10}(\alpha_1) \text{ dB} \]  \hspace{1cm} (17)

\[ IIP3 = \sqrt{(4/3)\left|\alpha_1 / \alpha_3\right|} \text{ volts} \]  \hspace{1cm} (18)

Other performance specifications such as I-Q gain and phase imbalance and dc offset are found directly from the computed parameters.

2.6. Optimized Test Signal Generation

A Genetic Algorithm (GA) driven test generation technique is proposed which improves the accuracy of model parameter computation. The test stimuli are optimized in such a way that the error in the prediction of the model parameters is reduced as shown in
Figure 6. Genetic Algorithms (GA) are a class of evolutionary algorithms that are extensively used for solving optimization problems [45]. Candidate solutions of the optimization problem are constructed as structures called ‘Chromosomes’. Finite populations of such chromosomes represent the solution set found in each stage of evolution. The algorithm starts with a randomly generated population set and for each chromosome computes the fitness function that is to be optimized. Selection rules are applied to find out the candidate solutions with better fitness value which corresponds to chromosomes with better chance of survival from evolution. Crossover and Mutation techniques are applied on the set of selected chromosomes and new generation of sibling chromosomes are created. Crossover operator combines two chromosome structures and generates a new chromosome and Mutation introduces random local perturbation into the constitution of selected chromosomes. For each generation, GA determines the best solution and the fitness value for the best chromosome approaches the global optima with the convergence of the algorithm.

At first, a multitude of RF transceiver instances (nominal as well as from different process corners) are created in ADS simulation by introducing process variation and used for the proposed test generation. In this work, chromosomes or candidate solutions of the genetic optimization are a set of test signals. GA starts with a randomly generated set of test signals which is the initial population of candidate solutions. For each test signal, cost function of the optimization is calculated (as defined later). Test inputs with better cost metric are selected and from those test signals GA creates next generation of candidate solutions. For evaluating cost function for each test stimuli, the test stimulus is applied to all of the transceiver instances and their model parameters are calculated from output response (this model parameter computation technique is explained in detail in Section 2.7). Total parameter computation error across all these instances is defined as the cost function. For computing model parameters of a particular transceiver instance using a particular test input, the test stimulus is applied to the transceiver instance with
known model parameters (from ADS simulation) and its generic behavioral model with unknown model parameters \((x_i)\). In the beginning, the simulation is done with some initial guess of parameters \(x_i\) and response of the transceiver instance and its generic model are captured as shown in Figure 6. Then a nonlinear solver modifies the model parameters \(x_i\) so that response of the generic model \((y)\) matches with the response of the transceiver instance \((z)\). When the squared error between the two waveforms \((y \text{ and } z\) in Figure 6) becomes minimum, the nonlinear solver stops and generates the model parameter values. For each test stimulus, this step is repeated for all process varied instances generated in ADS and errors between the actual and predicted values of the parameters are evaluated and the total absolute error (normalized) in parameter computation is calculated as shown in Figure 6. This computation error is defined as the cost function of GA which is to be minimized as shown in Equation (19).

\[
\text{Cost Function: Minimize} \sum_{i=1}^{n} \sum_{j=1}^{m} |p_a(i, j) - p_c(i, j)|
\]  

(19)

where \(p_a(i, j)\) is the actual value (normalized) of \(j^{th}\) model parameter of \(i^{th}\) device instance, \(p_c(i, j)\) is the computed value (normalized) of \(j^{th}\) model parameter of \(i^{th}\) device instance, \(n\) is the number of device instances and \(m\) is the number of model parameters for each device. Depending on the evaluated cost metric, a new generation of chromosomes is produced. The genetic algorithm stops when the maximum allowed simulation time is exceeded or improvement in the fitness value is no longer possible. There are two levels of optimization involved in this method. The nonlinear solver minimizes the difference between two output waveforms while the GA minimizes the parameter computation error.
In the proposed approach parameters of the behavioral model are computed from the information contained in the output waveform. It has to be ensured that the output waveform captures the effects of all the parameters that are to be computed. Generation of an optimized test input is necessary that stimulates all the parameters of the model so that their effects show up in the output waveform. For example, let us assume that the DUT shows nonlinear behavior only for large amplitude signal and for small signal the behavior of the DUT is completely linear. Now if the amplitude of the test stimulus is so small that it is within the linear region of the DUT characteristic, then the response of the DUT will never contain any nonlinear effects of the device. Hence just analyzing the output waveform it will not be possible to calculate the nonlinearity. This necessitates use of a test stimulus that has sufficiently large amplitude in order to excite the nonlinearity of the DUT so that the distortion effects show up at the output.
5 different types of test signals are generated in this work as explained below.

(1) Optimized 64 tones (single OFDM data frame): In this case, I and Q test stimuli are combination of 64 equally spaced tones (subcarriers) within 20 MHz bandwidth. The candidate solution (chromosome) of the genetic algorithm is a vector containing amplitude and phase angle levels corresponding to the input tones and the genetic algorithm optimizes the amplitude and phase of each tone.

(2) Optimized orthogonal 4 tone signal: Next, number of tones in orthogonal multitone test signal is minimized using GA and optimized 4-tone (orthogonal) signals are generated. It should be noted that minimizing the number of tones in a multitone test signal minimizes the “intermodulation noise” due to nonlinearities in the on-chip data converters used to drive the test.

(3) Optimized non-orthogonal 4 tone signal: The tones in the multitone test signal can be non-orthogonal as well. Using genetic algorithm optimized non-orthogonal 4 tone test signals are generated where cost function formulation and minimization are done similarly as explained earlier.

(4) Time domain optimized transient test signal: Optimized high frequency time domain transient test signals are generated for I and Q inputs. In this case, a chromosome in genetic optimization represents amplitude values at different sample points. Resulting transient signal is band pass filtered and then applied to the transceiver and corresponding cost function value is calculated in a similar way.

(5) Optimized pulse sequence as test stimulus: For testing receiver or stand-alone RF component (without up-converter), high frequency test signal needs to be generated directly using inexpensive resources available on chip. One such approach is to generate the test signal from an optimized pulse sequence produced by on chip LFSR or state machine and simple digital logic and using that signal to compute basic non-idealities of the RF DUT. This approach is explained in detail in Section 2.8. The optimized pulse sequence for testing the RF DUT is found out using genetic algorithm in a similar way.
The candidate solution of the optimization problem is the bit sequence of the FSM or LFSR from which the pulse pattern can be derived using AND / OR gates. The cost function for the genetic algorithm is formulated such that the total error in the computed values of the model parameters is minimized.

In the following subsections, analysis of two aspects of test generation and model parameter computation are given: (A) Accuracy of model fitting using least square technique and (B) Decoupling nonlinear parameters of two cascaded blocks.

2.6.1. **Accuracy of model fitting using least square technique**

Let us consider a \( m^{th} \) order nonlinear model of the DUT so that input \((x)\) and output voltages \((y)\) are related by the following relation:

\[
y = c_0 + c_1x + c_2(x)^2 + c_3(x)^3 + \ldots + c_m(x)^m
\]  

(20)

Now an optimized test input is applied to the DUT and at \( n \) time points the input amplitude \((x)\) and output amplitudes \((y)\) are captured. In general \( n >> m \) which means number of data points are much larger than the number of \( c_i \) coefficients. It leads to the following system of linear equations:

\[
y_1 = c_0 + c_1x_1 + c_2(x_1)^2 + c_3(x_1)^3 + \ldots + c_m(x_1)^m
\]

\[
y_2 = c_0 + c_1x_2 + c_2(x_2)^2 + c_3(x_2)^3 + \ldots + c_m(x_2)^m
\]

\[
\vdots 
\]

\[
y_n = c_0 + c_1x_n + c_2(x_n)^2 + c_3(x_n)^3 + \ldots + c_m(x_n)^m
\]

(21)

It can be written in a compact form as: \( \tilde{y} = \tilde{A}\tilde{c} \) where the matrix \( \tilde{A} \) is defined as:
As the number of equations is larger than the number of variables \((c,s)\), in most of the cases this linear system is inconsistent and a least square solution is obtained by minimizing the error \(\|\bar{y} - Ac\|\) [46]. Inconsistency of the linear system implies that the vector \(\bar{y}\) is not in the image of the matrix \(A\). The vector in the image of \(A\) which is closest to the vector \(\bar{y}\) is its orthogonal projection on the image of \(A\). If \(c^*\) is a least square solution of this system, then \(Ac^* = \text{proj}_V(\bar{y})\) where \(V = \text{image}(A)\). Hence the vector \(\bar{y} - Ac^*\) is in \(V^\perp = (\text{image}(A))^\perp = \text{Kernel}(A^T)\). The least square solution of the given system is the exact solution of the “normal equation” given by: \(A^T Ac = A^T \bar{y}\) and when \(\text{Kernel}(A) = \{0\}\) the matrix \(A^T A\) is invertible and the unique least square solution is given by: \(c^* = (A^T A)^{-1} A^T \bar{y}\). If there are nonzero vectors in the kernel of \(A\), that means there are free variables in the system \(Ac = 0\) which implies that \(\text{rank}(A) < m\). This condition can happen if some rows of the matrix \(A\) are linear combination of some other rows. Effectively it implies that the linear equations of (21) are not linearly independent. This condition is avoided by performing test generation. It ensures that \(\text{rank}(A) = m\) so that the situation is avoided where we can have infinitely many number of solutions.

### 2.6.2. Decoupling nonlinear parameters of two cascaded blocks

As discussed in [37]-[39], the presence of nonlinearity in an RF system allows the computation of the individual specifications of two cascaded RF modules from end-to-end
measurements on the cascaded chain. Let us assume that two RF blocks are connected in
cascade and their behaviors can be expressed by (23) and (24) respectively:

\[
    r(t) = m_1 x(t) + m_2 [x(t)]^2 + m_3 [x(t)]^3 \tag{23}
\]

\[
    s(t) = n_1 r(t) + n_2 [r(t)]^2 + n_3 [r(t)]^3 \tag{24}
\]

where \( x(t) \) is the input to the first block, \( r(t) \) is the output of the first block and \( s(t) \) is the
final output coming out of the second block. If (23) and (24) are combined then the
behavior of the complete system can be expressed as:

\[
    s(t) = \sum_{i=1}^{9} c_i [x(t)]^i
\]

(25)

Where \( c_i = f_i(m_1, m_2, m_3, n_1, n_2, n_3) \)

(26)

Equations (25) and (26) show that third order nonlinear behavior of the two blocks
effectively results in a 9th order nonlinear transfer function of the total system where each
coefficient of \([x(t)]^i\) is a function of the \( m \) and \( n \) coefficients of individual blocks. If using
the model fitting technique all the \( c_i \) coefficients are accurately calculated by analyzing the
input and output waveforms, then a set of 9 equations are obtained in terms of the
parameters of Equation (26). These 9 equations containing 6 unknown variables (\( m \) and \( n \)
coefficients) define a system of equations from which the approximate values of the
unknown variables can be calculated using standard least square techniques.

Two important aspects have to be considered while decoupling parameters of
individual components from system response. First let us consider the case when the
second block is completely linear i.e. \( n_2 = 0 \) and \( n_3 = 0 \). The combined equation becomes:

\[
    s(t) = n_1 m_1 x(t) + n_1 m_2 [x(t)]^2 + n_1 m_3 [x(t)]^3
\]

(27)

Here we have 3 equations with 4 unknown variables which mean multiple
solutions are possible. If the applied signal amplitude level is very small and one or both
of the blocks operate in the linear region (if \( x(t) \) is very small then \( r(t) \approx m_1 x(t) \)
and \( s(t) = n(r(t)) \) then decoupling will not be possible. By optimizing the test stimulus it is ensured that the nonlinear behavior of both of the blocks are excited.

Secondly, even if the system under consideration shows 9th order nonlinear behavior as shown in Equation (25), the test must be designed in such a way that information up to the 9th order harmonic or relevant intermodulation terms are preserved in the observed output signature. In the presence of filters inherent in RF systems, the effects of higher order nonlinear behavior should be captured in the intermodulation frequency components within the passband of the system.

### 2.7. Model Parameter Computation Based Diagnosis Technique

Testing and diagnosis are performed by estimating the parameters of the behavioral model of the DUT and then computing the performance specifications from those behavioral models. Test signals are applied to the DUT and its behavioral model, and the responses are captured. Then a nonlinear equation solver adjusts the behavioral model parameters iteratively until the simulated model response to the applied test matches the observed DUT test response. When the difference between the simulated and actual output is minimized sufficiently, the nonlinear solver stops and generates the computed model parameters (shown in Figure 7). In this work, the optimized test stimuli are applied to the I and Q inputs of the RF transmitter when the transmitter and receiver are connected in loopback mode and an envelope detector is placed at the output of the transmitter as shown in Figure 5. The signatures of the DUT are obtained by capturing the envelope output from the envelope detector and I and Q outputs of the receiver. First, from the output of the envelope detector, which is a function of the transmitter nonidealities, parameters of the transmitter are computed. The response (envelope detector output) of the behavioral model of the transmitter is obtained in simulation. A MATLAB based nonlinear equation solver [47] computes the behavioral model parameters of the
transmitter in such a way that the difference between the actual envelope detector response and the simulated envelope output is minimized. Next, the I and Q output at the receiver, which are functions of both transmitter and receiver parameters, are used by the nonlinear equation solver to find out the receiver parameters in a similar way. In this step, calculated values of the transmitter parameters are used as known variables by the nonlinear equation solver.

A MATLAB based nonlinear data fitting problem solver [47] is used in this work for parameter computation of the transceiver model. The nonlinear solver uses “trust-region-reflective” nonlinear equation solving algorithm to compute the specifications of the transceiver system. The algorithm is based on trust-region method [48] and interior-reflective Newton method [49]. In trust-region method a model function is built which is an approximation of the original objective function around the current point. The neighborhood of the current point where the approximated function reflects the behavior of the original function is called the “trust-region”. Then the approximated model function

Figure 7. Behavioral model parameter computation method
is solved in the trust-region. If the candidate solution does not improve the original objective function then the trust region is shrunk and the algorithm searches for a new solution. In this work, for quick convergence of the nonlinear solver, range of variation for each model parameter is found from simulation and bounds are applied on both sides of model parameter values during parameter computation to restrict the search space and avoid aliasing.

2.8. Pulse Based Diagnosis

Optimized pulse based diagnosis and testing approach described in this section is fundamentally similar to the test generation and model parameter computation technique explained before, but this one is targeted towards the situation when very limited hardware resources are available for test purposes. Test and diagnosis costs can be lowered significantly if signal derived from a digital pattern can be adapted to serve as test stimulus for RF circuits. An optimized pulse stream containing a combination of spectral components within a specified RF frequency band is used as the test stimulus in this approach. This technique would be very effective while testing a receiver or standalone RF modules (PA, LNA) where upconversion of a low frequency test signal requires extra overhead and direct RF test stimulus generation using simple hardware resources is preferred.

In this work, a digital-compatible test stimulus generation approach for diagnosis and testing of RF circuits is developed. The proposed method uses optimized pulse sequences as input that can be driven by simple inexpensive digital circuits. Response analysis requires the use of a low-speed (relative to RF frequencies) A/D converter to digitize the down-converted response of the RF device under test (DUT). Down conversion of the RF test response is performed by a simple envelope detector placed at the output of the DUT. It is shown that the proposed approach allows critical gain and
nonlinearity specifications of the RF DUT to be determined accurately using a single data acquisition. The above technique eliminates the requirement of multiple-level power measurements or the use of expensive high frequency test instrumentation.

2.8.1. Key contributions of proposed pulse based diagnosis

The key contributions of this work are:

(1) Development of a novel digital compatible test generation algorithm for testing RF circuits using optimized pulse sequences.

(2) Use of a Finite State Machine or a modified Linear Feedback Shift Register (LFSR) along with simple digital circuitry for generating the RF test.

(3) Determination of multiple RF DUT specifications from a single data acquisition without requiring the use of supervised learning methods.

2.8.2. Core concepts

In this section, the core ideas that form the basis of this work are discussed.

2.8.2.A. Model parameter extraction in pulse based diagnosis:

In past research, the alternate test methodology [28]-[29] has been proposed and it involves the development of regression models [30] to predict multiple specifications of a DUT from a single test signature measurement. This test methodology has been shown to be scalable across a multitude of test specifications for a large variety of analog/mixed-signal/RF devices. However, the learning mechanism associated with alternate test is lengthy and requires the use of standard test techniques. In contrast, a test and diagnosis approach is developed that relies on the extraction of model parameters of the RF DUT and obviates the need to use a supervised learning algorithm specifically for the gain and nonlinearity specifications of RF devices. A key aspect of this approach is that the associated test time (complexity) is comparable to those of prior alternative RF test methods.
The RF test stimulus is derived from a pulse sequence optimized using Genetic Algorithm such that response of the RF DUT shows strong statistical correlation with its test specification values under multi-parameter DUT perturbations. The DUT is excited by the RF test stimulus and its response, which is distorted by the DUT nonidealities, is down-converted using an envelope detector. The down-converted signal is digitized for analysis and is called the Distorted Response Signal. Next, the test input signal is directly down-converted by the same envelope detector and digitized by a data converter. This is the ideal or Golden Reference Signal. Due to the simplified method of pulse based test signal generation (as opposed to more complex test signal generation techniques discussed earlier), only basic nonidealities and corresponding performance specifications (gain and IIP3) of the DUT can be computed in this technique using a simplified nonlinearity model. Given a finite order nonideality model (such as the 3rd order nonlinearity shown in Equation (15)) for the RF DUT, the model parameters are computed iteratively by mapping the golden reference signal to the distorted output of the DUT through the RF DUT model. The golden reference signal is treated as the input to the model and the model parameters are computed in such a way that the output of the model corresponds to the distorted response signal. In this work, the model is assumed to be of polynomial form of degree three. The third order polynomial is defined as:
\[ y = \alpha_1 x + \alpha_2 x^2 + \alpha_3 x^3 \]
where \( x \) is the input to the model and \( y \) is the distorted output signal of the model. The polynomial that maps the golden reference signal to the distorted response signal captures the distortion characteristics of the nonlinear transfer function of the RF device under test (DUT). For an ideal device, \( \alpha_1 = \text{gain}, \alpha_2 = 0 \) and \( \alpha_3 = 0 \). After the polynomial \( y = f(x) \) of the DUT model is computed, the specifications (gain and IIP3) of the device can be calculated using Equations (17) and (18).

2.8.2.B. Nonlinearity parameter computation
For a given test setup, if the Golden Reference and the Distorted Response Signal of the DUT are known, then the polynomial that characterizes the distortion can be computed by constructing the “Vandermonde” matrix $V$. Let the golden reference is $x$ and the distorted response is $y$. The objective is to determine the polynomials $p$ that maps $x$ to $y$. If the degree of the polynomial is $n$, the Vandermonde matrix can be constructed as follows:

$$v_{i,j} = x_i^{n-j}$$

(28)

where $v_{i,j}$ is an element of the Vandermonde matrix $V$ with row index $i$ and column index $j$. Once the Vandermonde matrix is computed, the polynomials are obtained by solving the following equation in the ‘least square’ sense.

$$V.p \approx y$$

(29)

Equation (29) is solved by using standard QR factorization techniques $(inv(V) \ast y)$ to calculate $p$ in a computationally efficient manner. In practical scenario the distorted response undergoes transformations from all the measurement setup in addition to the distortion characteristics of the RF device. However since the golden reference is captured into the digital signal processor via the same measurement path, the distortion introduced by the measurement setup is ignored here.

2.8.2.C. Pulse generation methodology

The pulse generation technique employs low cost digital circuitry consisting of a Linear Feedback Shift Register (LFSR) and basic logic gates. The pulses are constrained by the finite pulse width and rise and fall times. The bit stream of the LSFR, running at a relatively slow clock speed, is passed through an inverter and a logical AND / OR operation is performed on the original bit stream and the (delayed) inverter output. This creates sharp pulses whose width is determined by the delay of the inverter. The high frequency components of these pulses are utilized to test the RF device. For the AND
gate structure, pulses are generated at each positive edge of the bit sequence and for the OR gate, pulses are produced at every negative edge as shown in Figure 8 and Figure 9 respectively.

Figure 8. Pulse generation using AND gate and inverter

Figure 9. Pulse generation using OR gate and inverter
In the frequency domain, a pulse is represented by a sinc function of the form \( \text{sinc}(\omega \tau/2) \) where \( \tau \) is the width of the pulse. A pulse sequence comprises of several pulses which are time shifted version of a pulse at \( t = 0 \). The Fourier transform of a signal \( g(t) \) which is shifted in the time domain can be expressed as:

\[
g(t - t_0) \Leftrightarrow G(\omega) e^{-j\omega t_0}
\]

where \( g(t) \) is the original signal in the time domain and \( G(\omega) \) is its Fourier transform. When the signal is time shifted by \( t_0 \), its phase spectrum changes by \( -\omega t_0 \) [50]. The goal of the optimization process is to find the right time shifted sequence of pulses so that using the frequency components of the pulse sequence in the frequency band of interest, the coefficients of the third order polynomial of device model can be estimated accurately. A limitation in pulse generation comes from the fact that a pulse can not be made infinitely narrow. The delays of the inverter gates of Figures 8 and 9 define the minimum achievable pulse width. As the pulse width increases, the main lobe of the sinc function narrows down in the frequency domain while its magnitude at low frequency increases as shown in Figure 10. It should be ensured that at the target RF frequency the signal component has enough amplitude so that it can excite the nonlinearity of the RF DUT. Another limiting factor is the finite rise and fall time of the pulses which is approximately 10% of the clock time period. As the rise and fall time increases, the high frequency component of the signal reduces as shown in Figure 11.
Figure 10. Variation in frequency spectrum with change in pulse width

Figure 11. Change in frequency component distribution with different rise and fall time
2.8.3. Pulse based diagnosis framework

A WLAN OFDM power amplifier operating at 2.4 GHz is used for validating the proposed approach. Figure 12 illustrates the diagnosis framework.

![Diagram of pulse based testing and diagnosis framework]

Figure 12. Pulse based testing and diagnosis framework

The test stimulus (bit stream) is generated from a Finite State Machine (FSM) or a modified linear feedback shift register (LFSR) running at relatively low frequency (200 MHz). Using the AND / OR gate and inverter configurations of Figure 8 and Figure 9, sharp pulses are generated at each positive / negative transition of the original bit signal. Note that the minimum spacing between two closest pulses is limited by the period of the original LFSR bit signal. The derived pulse stream is passed through a band pass filter.
whose center frequency is 2.4 GHz. In this way RF test signal is directly generated from the digital circuit without any up-conversion and without extra hardware. The response of the DUT to this test stimulus is captured, down-converted using an envelope detector, and digitized. The golden response and the distorted response signals are captured. Based on the captured signals, the values of the model parameters ($\alpha_1$, $\alpha_2$ and $\alpha_3$) of the RF DUT are calculated in the digital signal processor by mapping the golden reference to the distorted response through the DUT model. Finally the specifications of the RF DUT are calculated using the extracted parameter values from Equation (17) and (18).

2.8.4. Optimized pulse sequence generation using GA

The best pulse sequence for testing the RF DUT is computed using a genetic algorithm with an appropriate cost function. The candidate solution of the optimization problem is the bit sequence of the FSM or LFSR from which the pulse pattern can be derived using AND / OR gates. The cost function for the genetic algorithm is formulated such that the error in the predicted values of the model parameters ($\alpha_1$, $\alpha_2$ and $\alpha_3$) is minimized. The block diagram of the optimization technique is illustrated in Figure 13. The genetic algorithm starts with a random population of candidate solutions (bit patterns). This bit sequence is used to calculate the DUT model parameters as shown in Figure 12. The extracted parameter values are compared with the actual parameter values found from ADS simulation. Depending on the error value, the cost metric is evaluated and a new generation of chromosomes is produced. The genetic algorithm stops when the maximum allowed simulation time is exceeded or improvement in the fitness value is no longer possible. For the optimized bit pattern, corresponding FSM can be designed very easily. From simulation it is verified that for the optimal pulse sequence, which is derived from the optimized bit sequence, the computed values of the DUT model parameters are very close to their measured values.
2.9. Simulation Results

An RF OFDM transceiver for 2.4 GHz carrier frequency is designed and circuit simulation is performed in Advanced Design System (ADS) and the parameter values from that simulation are used to build the behavioral model of the transceiver in MATLAB. The genetic algorithm based test generation is performed in MATLAB simulation and the optimized test signals are used for predicting the parameters of the transceiver model using the non-linear solver as described in previous sections. To introduce measurement noise in simulation, the downconverted I and Q outputs of the receiver and envelope detector response are digitized with a 10 bit analog-to-digital converter model.
2.9.1. Test generation results

Monte-Carlo simulation is performed in Advanced Design Systems (ADS) to introduce realistic process variation in the components of the transceiver. Then behavioral model parameters of those process varied instances are computed and the parameter values are used in MATLAB simulation. Some example model parameters extracted from one such instance are given here: I-Q gain mismatch = 0.06, phase mismatch = 3°, power amplifier’s alpha parameters (AM-AM): $\alpha_4 = -3.89$, $\alpha_3 = 19.96$, $\alpha_2 = -34.07$, $\alpha_1 = 16.94$, $\alpha_i = 8.95$, power amplifier’s beta parameters (AM-PM): $\beta_3 = -1.62$, $\beta_2 = 3.03$, $\beta_1 = 11.89$, dc offset = 150 mV. Elitism based genetic algorithm is used for test generation in MATLAB. Several process varied instances are used for test generation whose model parameters are computed using a nonlinear equation solver and minimizing computation error is defined as the objective function of GA. The performance of GA for finding optimized 64 tone test stimulus is shown in Figure 14 where the fitness function value decreases over the generations of the genetic algorithm. The genetic algorithm converged after 70 generations and the fitness function value, which corresponds to model parameter estimation error, shows almost 5 times improvement in best solution and almost 10 times improvement in mean fitness value.
2.9.2. Optimized test signals

Five different types of test signals are generated in simulation as explained in Section 2.6. First, optimized OFDM data frames are generated which consist of 64 orthogonal subcarriers within 20 MHz bandwidth. Amplitude and phase levels of these 64 tones are optimized by GA in such a way that parameter computation accuracy is improved. Resulting 64 tone optimized I and Q test signals are shown in Figure 15.
Next, GA is used to optimize the number of tones and their amplitude and phase levels in the multi-tone (orthogonal) test signal. Optimized 4 – tone test signals for I and Q inputs are obtained (shown in Figure 16) which can be used to compute model parameters of the transceiver with decent accuracy.

![Figure 16. Optimized 4-tone (orthogonal) test signals](image)

Then similar GA based test stimulus optimization is done for a multi-tone signal where the tones are not orthogonal to each other. Optimized 4-tone (non-orthogonal) test signals are shown in Figure 17.

![Figure 17. Optimized 4-tone (non-orthogonal) test signals](image)
In the fourth step, optimized time domain test signals are generated for I and Q inputs (Figure 18) within the bandwidth of interest. In this case, a chromosome of genetic algorithm is a set of amplitude values corresponding to different sample time points.

![Figure 18. Optimized time domain test signal](image)

### 2.9.3. Results of model parameter computation

Using Monte-Carlo simulation 50 instances with process variation are created in ADS. The optimized test signals are applied to those instances and output responses are captured. Then behavioral model parameters are computed using a MATLAB based nonlinear equation solver [47]. Computed parameters of the transceiver are I/Q magnitude and phase imbalance, Nonlinearity (AM-AM) of the PA, AM-PM and memory effects of the PA, nonlinearity of mixer and LNA and DC offset. First, the parameters of the transmitter are computed from the envelope detector output. Values of the computed transmitter parameters are used as known parameters in the second step while computing the receiver parameters from the digitized I and Q outputs. Some of the computed parameters are presented in Figure 19 which shows that the nonlinear solver can accurately compute the parameters from the output signals. In terms of parameter computation accuracy, the optimized 64-tone test signals had the best performance.
compared to other optimized test signals. Maximum computation error was within 10% in this simulation. Due to the use of compact deterministic test signals, model parameter computation time was 4X-5X faster than prior parameter estimation techniques. Simulation without the envelope detector was also performed and the I-Q outputs of the receiver are used for computing model parameters. In this case, nonlinearity of the whole transmitter and the whole receiver were computed accurately, but module level (mixer, PA, LNA) diagnosis suffered from loss of accuracy and increase in computation time.

![Graphs showing parameter computation results](image)

Figure 19. Results of parameter computation

2.9.4. Results of pulse based diagnosis and testing

Circuit simulations performed in Advanced Design System (ADS) are utilized to build behavioral model of the Power Amplifier. Using the model of power amplifier extensive simulation is done in MATLAB to validate the proposed concept of test
generation using optimized pulse sequences. The whole test setup starting from FSM / LFSR and pulse generation circuit to envelope detector and ADC are simulated in MATLAB with the DUT (PA) model and the parameters of the DUT are predicted by fitting the reference signal to the distorted DUT response as illustrated in Section 2.8.

The optimized pulse sequence is found using elitism based Genetic Algorithm and the optimization process converges after 250 generations. After convergence of the genetic algorithm, the value of the fitness function for the best candidate solution is found to be 0.0498 which implies that the prediction error is very small for this optimized test input. The optimized pulse pattern that is derived from the bit sequence obtained by the genetic optimizer is shown in Figure 20.

![Pulse signal](image)

**Figure 20. Optimized pulse sequence**

The optimized pulse sequence of Figure 20 consists of several frequency components extending from DC to RF. The multi-frequency characteristic of the optimized pulse sequence is utilized to produce a multitone test signal at 2.4 GHz which
is used to test the RF DUT. The multitone test stimulus is obtained from the digital pulse sequence by band pass filtering it at 2.4 GHz. The frequency domain characteristic of the filtered high frequency test stimulus is shown in Figure 21. This multi-tone test signal is directly applied as a test input to the RF DUT. From the down-converted and digitized response of the DUT, the model parameters and the gain and IIP3 specifications of the RF PA are computed using Equations (17) and (18). The predicted specifications of the device show excellent correlation with its original specifications.

![Band pass filtered signal](image)

**Figure 21.** Band pass filtered test stimulus derived from pulse signal

The specifications obtained using the optimized pulse sequence is compared with the specifications predicted using a random pulse sequence for 50 instances. In both of the cases, gain prediction is perfect and is evident from figure 22. However IIP3 computation with the optimized pulse sequence is superior to that computed using the random pulse pattern which is shown in Figure 23. This comparison proves the necessity of optimizing the pulse sequence using the proposed test optimization procedure.
Figure 22. Gain prediction using optimized pulse sequence and a random pulse sequence

Figure 23. IIP3 prediction using optimized pulse sequence and a random pulse sequence
Performance of a clock signal running at 2.4 GHz for computing the gain and IIP3 specifications is also compared with that of the optimized test signal. As before, the gain computation perfectly matches with the original gain values as shown in Figure 24. However, the IIP3 computation plot of Figure 25 clearly demonstrates that the optimized pulse sequence is far better than the clock signal for determining IIP3 values.

Figure 24. Gain prediction using optimized pulse sequence and clock signal running at 2.4 GHz
Table 1 shows the error values in the prediction of the PA model parameters for three different cases - optimized pulse sequence, a random pulse sequence and a clock running at 2.4 GHz.

<table>
<thead>
<tr>
<th>Input</th>
<th>Optimized pulse sequence</th>
<th>Random pulse sequence</th>
<th>Clock @ 2.4 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average error (in predicted alpha values)</td>
<td>0.0498</td>
<td>0.2211</td>
<td>1.7835</td>
</tr>
</tbody>
</table>
2.10. Experimental Validation

To demonstrate the validity the proposed approach experiments are performed on hardware prototypes. Two hardware experiments are done on two different setups and the results of the hardware experiments are shown below:

2.10.1. Hardware experiment 1

The first experimental setup is shown in Figure 26. Power amplifiers manufactured by Texas Instruments are used as DUT (device under test). Power amplifier instances from different process corners are used in this experiment. A data acquisition module by National Instruments (NI PXIe-1073) is used to interface the RF front-end with PC. The optimized test signal is applied through the digital to analog converter of the data acquisition module. The test signal is up-converted to 2.4 GHz by a mixer from Maxim (MAX2041) and applied to the power amplifier instances. Output of the power amplifier is down-converted by a mixer (MAX2041) and captured by the digitizer of the data acquisition module. LO signals of 2.4 GHz are generated by an RF signal generator (Agilent E4432B) and power supply and bias of power amplifier and mixer are generated from Keithley 2400 dc supplies.

![Experimental setup 1 for model parameter computation based diagnosis](image)

Figure 26. Experimental setup 1 for model parameter computation based diagnosis
Optimized multitone test signals are applied to the behavioral model of the experimental setup where the power amplifier nonlinearity is assumed to be of fifth order. Nonlinearity of the power amplifier instances are computed using the nonlinear equation solver in such a way that the simulated output matches with the test response captured by the data acquisition module. Input vs. output nonlinearity of a particular PA instance is shown in Figure 27 where it can be seen that the computed model parameters match closely with actual nonlinearity characteristic.

![Nonlinearity of the PA](image)

Figure 27. Nonlinearity computation from hardware experiment

From computed input-output nonlinear characteristics of 8 power amplifier instances, their gain and IIP3 specifications are calculated quite accurately which are shown in Table 2.
Table 2. Gain and IIP3 computation from hardware experiment 1

<table>
<thead>
<tr>
<th>Instance</th>
<th>Original gain (dB)</th>
<th>Computed gain (dB)</th>
<th>Original IIP3 (dBm)</th>
<th>Computed IIP3 (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.39</td>
<td>13.50</td>
<td>2.10</td>
<td>2.84</td>
</tr>
<tr>
<td>2</td>
<td>14.37</td>
<td>14.18</td>
<td>5.15</td>
<td>5.40</td>
</tr>
<tr>
<td>3</td>
<td>5.48</td>
<td>4.81</td>
<td>2.09</td>
<td>1.93</td>
</tr>
<tr>
<td>4</td>
<td>12.37</td>
<td>12.34</td>
<td>0.71</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>13.88</td>
<td>13.13</td>
<td>5.69</td>
<td>5.76</td>
</tr>
<tr>
<td>6</td>
<td>13.32</td>
<td>13.96</td>
<td>2.59</td>
<td>2.96</td>
</tr>
<tr>
<td>7</td>
<td>16.39</td>
<td>16.65</td>
<td>2.18</td>
<td>2.27</td>
</tr>
<tr>
<td>8</td>
<td>11.22</td>
<td>10.91</td>
<td>4.42</td>
<td>4.67</td>
</tr>
</tbody>
</table>

2.10.2. Hardware experiment 2

The second hardware setup is shown in Figure 28. A data acquisition module by National Instruments (NI PXIe-1073) is used to interface the RF front-end with PC. The optimized multitone test stimulus is up-converted by a mixer RF2638 by RFMD. The upconverted signal passes through a power amplifier (MAX2247) followed by a low noise amplifier (RF2370) connected in loopback. The LNA output is downconverted by another mixer MAX2039. Results of the hardware measurements are shown in Table 3.
Figure 28. Experimental setup 2 for model parameter computation based diagnosis

Table 3. Error in specification computation in 2\textsuperscript{nd} hardware experiment

<table>
<thead>
<tr>
<th>Specifications</th>
<th>PA gain</th>
<th>PA IIP3</th>
<th>LNA gain</th>
<th>LNA IIP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average error</td>
<td>5.85%</td>
<td>11.72%</td>
<td>4.61%</td>
<td>9.88%</td>
</tr>
</tbody>
</table>
CHAPTER 3
ADAPTATION FOR PROCESS VARIATION TOLERANCE IN RF SYSTEMS

In this chapter digitally assisted process variation tolerant adaptation technique for RF systems is discussed that uses the diagnosis results of Chapter 2. An adaptation/tuning algorithm is developed that efficiently finds out optimal settings of the tuning knobs of the individual modules of the RF system and trades off performance and power in such a way that overall system level performance requirements are met with least amount of total power consumption.

3.1. Prior Work

There has been significant work in the past on digital calibration techniques that compensate for nonlinearity in RF circuitry [51]-[56]. Digital calibration is performed through the use of a predistortion filter in the transmitter or a postdistortion filter in the receiver whose coefficients are calibrated via application of dedicated multitone tests or transmitted/received symbol measurements. In addition to digital techniques, analog tuning can also be performed by adjusting capacitor/inductor values or bias currents and voltages of the analog modules of a mixed-signal/RF system (performing analog and digital tuning concurrently gives the best results). In [14], a technique for predicting the “best” tuning knob values directly from the results of alternative test measurements is described. Another approach to perform post-production calibration is described in [25].

An attractive way to perform post-manufacture testing and tuning of RF circuits and systems is to use software running on the baseband DSP to activate and control built-in testing and tuning of the complete RF system [22]-[23], [57]-[60]. Typically, the method of [14] is used to predict the initial values of the (digital and analog) tuning knobs.
of the circuit. Then, starting with these initial tuning knob values, either a *Gradient* based [22] or *Augmented Lagrange* based [23] search/optimization engine is used to iteratively *tune the module level performances* until *system-level performance metrics* are satisfied at minimum power cost. At each step of the iterative procedure, an alternate test [28]-[29] is used to predict system level specifications from test response data. Such test response data is obtained from sensors [61] inserted into the RF datapath and from looped-back RF response data. All of the test activation and tuning knob control functions are performed by software running on the baseband DSP. In [24] and [62] tuning is driven by similar test-tune-test mechanisms. However, the tuning algorithms are simplified to the point that they can be controlled by minimal additional circuitry on the RF chip rather than by software running on the baseband DSP. Some loss of yield recovery is traded off for simplicity of design. Another approach for tuning RF circuits using parameter estimation with optimal power consumption is presented in [63]. Some other examples of prior research in process variation tolerant analog / RF circuits include an integrated mm-wave self-healing power amplifier [3]-[4], a 60 GHz power amplifier with adaptive feedback bias control [5], a power amplifier with a varactor based digital calibration technique [6], a self-healing image reject mixer [10], a self-healing LNA with bias control [13], digitally assisted pipelined ADC [15] and a dual loop PLL with self-calibration technique [19]. It should be noted that prior to application of any tuning procedure, it is first necessary to determine if the system is free from “catastrophic” defects. It is assumed that a “defect filter” [64] is used to filter out such devices that can not be tuned and devices that are not defective are passed on for further tuning.

### 3.2. Key Contributions

Key contributions of the proposed adaptation technique are listed below:
(a) The proposed yield-improvement/tuning method requires only a single test application at 5 tuning knob settings. Tuning is performed iteratively. However, through the use of two-level hierarchical behavioral models, it is not necessary to apply the test for each iteration of the tuning procedure as with the algorithms of [22]-[23] and [57]-[60]. This saves test time.

(b) The method of [14] allows the best tuning knob values to be predicted directly from the observed alternate test response. However, the underlying supervised learners need to be trained across a more diverse set of process corners for RF systems as opposed to the individual devices of [14]. Obtaining devices at such process corners for training of the supervised learners is difficult and time-consuming. For the same reason, performance/power prediction at process corners of the RF system can be inaccurate as well. Instead, the proposed approach decomposes the problem into tuning knob vs. performance vs. power modeling problems for the RF modules individually. Power and performance prediction for individual modules (as opposed to the whole transmitter) reduces dimensions of the tuning problem. This reduction in dimensions results in (i) testing at less number of knob settings which saves time, (ii) improvement in accuracy of predicted power - performance models at module level and (iii) usage of simple quadratic models for power-performance prediction technique which does not require any training as opposed to [14]. System level performance is then determined by composing the performances of the individual modules of the complete RF system.

It should be noted that the relationships between the tuning knob values for each RF module and its performances as well as power consumption are functions of the process corner (or process point) corresponding to that module. In the proposed approach, quadratic models are used to capture this dependence for each individual RF module (as opposed to the complete RF system - a difficult problem). These models are then used during the tuning process to drive the search for the best tuning knob values that meet performance while minimizing power consumption.
3.3. Overview of Proposed Tuning Approach

In this section the core tuning ideas are illustrated using a transmitter as a test case (the receiver can be tuned using a similar procedure). The key steps involved in the proposed approach are shown in Figure 29.

The steps involved in the proposed tuning approach are explained below:

(1) The first step is a top-down analysis step. A comprehensive behavioral model of the transmitter is built and an optimized test stimulus is generated for which the correlation between the model parameters and output waveform is maximized. The optimized multitone test is applied to the transmitter from the baseband unit and the response (output signature) from the envelope detector (placed at the output of the transmitter) is captured. A nonlinear least squares fitting algorithm is used to determine the behavioral model parameters of the mixer and power amplifier from the simulated model in such a way that the model output is consistent with the test response waveform. In this way, module level diagnosis is performed at ‘\( n \)’ different tuning knob settings (\( n \) is 5 in this case) where \( n \ll m \) [\( m \) is the total number of tuning knob settings of the transmitter]. These ‘\( n \)’ tuning knob settings are determined by performing D-optimal Design of Experiments (DoE). From the computed model parameters, performance specifications (gain, IIP3) of the modules are found at those ‘\( n \)’ tuning knob settings.

Figure 29. Overview of the proposed tuning approach
Also from the sensors attached to the power supply, power consumptions of the modules are found at the ‘\( n \)’ tuning knob settings. This step of module level diagnosis is explained in detail in Section 3.5.

(2) In the second step, quadratic models are used to represent performance surfaces (gain, IIP3, power) of the modules (mixer, PA) of the transmitter instances across all tuning knob settings. Coefficients of the quadratic models for every process varied instance are found from the ‘\( n \)’ test results of step (1) using Response Surface Methodology (RSM). This step is explained in Section 3.6.

(3) A constrained optimizer is then used to optimize the mixer and power amplifier tuning knob values so that system level (transmitter) performance metrics are satisfied and power is minimized. It is possible to do this from knowledge of the performance vs. power vs. tuning knob relationships for the mixer and PA individually (obtained from step (2)) and the manner in which transmitter performance and power consumption are related to mixer and power amplifier’s performance and power consumption. This bottom-up analysis step is explained in Section 3.7.

### 3.4. Adaptation Framework

The proposed adaptation framework for the self-healing transmitter is shown in Figure 30. Power amplifier and mixer of the transmitter have multiple adaptation settings that can be controlled from the baseband unit to trade-off their performance and power consumption. On-chip sensors are attached to the modules for sensing how performance and power change with process variation and adaptation settings. An envelope detector is attached to the output of the power amplifier that captures the low frequency envelope of the modulated signal. Current sensing of mixer and power amplifier is done by attaching sensors to the power converter modules as shown in [65]-[66]. Optimized test signals are generated that facilitate accurate diagnosis of the modules by model parameter
computation method as explained in Section 3.5. These optimized test stimuli are applied from the baseband unit and response of the system is captured by the envelope detector. From the envelope response, model parameters of mixer and power amplifier are computed as described in Section 3.5 and from current measurement data from current sensors, power consumption of individual modules are calculated. This procedure is repeated ‘\( n \)’ times and computed model parameters and power consumption are used to predict performance specification and power consumption of mixer and PA of the particular transmitter instance across all tuning knob settings as explained in Section 3.6. The predicted power and performance surfaces are used by the tuning control algorithm to find out optimal tuning knob settings for mixer and PA such that system level performance requirements are met with minimum power consumption as shown in Section 3.7.

![Figure 30. Adaptation framework for RF transmitter](image-url)
3.5. Top-Down Diagnosis by Test Generation and Parameter Computation

In this section the key concepts involved in diagnosis (step 1 of the proposed approach as described in Section 3.3) are explained. This top-down diagnosis technique is same as the diagnosis method described in Chapter 2.

3.5.1. Behavioral model of the transmitter

A comprehensive behavioral model of the RF transmitter is built including critical non-idealities such as: I-Q gain and phase mismatch, 3rd order nonlinearity of the mixer, AM-AM (5th order) and AM-PM (3rd order) distortion of the power amplifier. Details of the behavioral models are given in Section 2.5. Specifications of the modules are computed from their behavioral models using standard relations such as Equation (17) and (18).

3.5.2. Optimized test stimulus generation

Optimized multi-tone test signals are generated that facilitate accurate computation of behavioral model parameters of the mixer and PA from the test response of the transmitter captured by the envelope detector. Flowchart of the test generation process is shown in Figure 31. Detailed description of this test generation technique is given in Section 2.6.

3.5.3. Model parameter computation based diagnosis

Using a nonlinear equation solver, behavioral model parameters of mixer and power amplifier are computed for every process shifter transmitter instance in such a way that the simulated response of the model to the optimized test signal matches with the actual response of the transmitter instance. This method of model parameter computation is explained in Section 2.7.
3.6. Prediction of Performance Specification Surfaces

In presence of process variation, relation between specification $(S_i)$ and tuning knob $(T_j)$ of a component changes from its nominal relation. This functional relation can be expressed as $S_i = f_k(T_1, T_2, ..., T_j)$, where $S_i$ is the $i^{th}$ specification of interest, $\{T_1, T_2, ..., T_j\}$ are the tuning knobs of the device and $f_k$ is the functional relation between specification $S_i$ and tuning knobs for $k^{th}$ process varied instance. Due to process variation, this function $f_k$ changes from one instance to other and knowledge of this
functional relation for every instance is required if that instance has to be tuned successfully.

In the proposed approach, it is assumed that some basic knowledge of the functional relationship between tuning knob and specification is available from design phase. Depending on the pattern how specifications change with tuning knobs, a particular type of response surface model can be used. For simulation and hardware experiments presented here, quadratic models without interaction terms are used. Another approach is presented in Section 3.10 which targets the situation when no prior knowledge is available regarding specification surfaces or when variation of specification is much more complex.

A process varied device instance is tested at few specific tuning know settings (5 knob settings for a quadratic model) and from the test results model parameters and performance specifications of individual modules of the instance are computed. Then from those computed values, performance specifications of individual modules are predicted across all tuning knob settings using Response Surface Methodology (RSM). Finally the tuning solution is found by running constrained optimization on the predicted performance surfaces. In this section the theory behind selection of specific tuning knob settings for testing and performance specification surface prediction are explained.

D-optimal design of experiments are performed in order to select the tuning knobs where the device should be tested so that the performance surfaces can be predicted accurately. Design of Experiments (DoE) are used in scientific observation to obtain maximum information about the studied object while minimizing the number of experiments [67]. In this work, the objective is to obtain information about the performance specifications of the device across all tuning knobs and also the number of tests has to be minimized in order to reduce test cost and test time. In DoE, there are two types of variables – factors and responses, where factors are the input variables of the experiment and responses are the outcomes of experiments. In this case, tuning knob
settings where the device is tested are factors and test results (computed model parameters and performance specifications at those tuning knob settings) are responses.

An optimized test stimulus is generated in such a way that using that test signal behavioral model parameters of the device can be computed accurately as explained in Section 2.7. For every device, this process of model parameter computation is repeated ‘n’ times at ‘n’ different tuning knob settings. In this step, model parameters of individual modules of transmitter and receiver (mixer, PA, LNA) are computed separately as explained earlier. Then from those computed model parameters critical performance specifications (gain, IIP3) of those modules are found using standard relations. Power consumption at those knob settings are obtained from current sensors attached to the power converters for those modules. Then by using “Response Surface Methodology” (RSM) [68], performance specifications and power consumption across all tuning knob settings are predicted for individual modules. For Response Surface Methodology, different kind of models can be used such as linear model, linear model with interaction terms, quadratic model and quadratic model with interaction terms. In this work, quadratic models without interaction terms are used to model gain, IIP3 and power surfaces across tuning knob settings of individual modules as shown below:

\[ y_i = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_{11} x_1^2 + \beta_{22} x_2^2 \]  

where \( y_i \) is a particular performance specification of the device, \( x_1 \) and \( x_2 \) are two tuning knobs of that module and \( \beta_j \) are the coefficients of the quadratic performance model. Number of terms in this model can be reduced if the dropped terms do not have any significant effect on the performance surface.

In this case, objective of the DoE is to find out different (minimum) set of values for \( x_i \)s for the experiment (testing the device). For those chosen set of values of \( x_i \)s, equation (31) can be written in matrix form as:

\[ y = X \beta + \epsilon \]  

(32)
where $X$ is the design matrix whose number of rows equals number of tuning knob settings where the device is tested and number of columns represents number of coefficients in the model (5 in this case) and $\varepsilon$ is the random part of the model. Least square solution of equation (32) gives:

$$
\hat{\beta} = (X^TX)^{-1}X^Ty
$$

where $(X^TX)$ is the information matrix. Now the objective of D-optimal Design of Experiments is to form the design matrix $X$ in such a way that the determinant of the information matrix $|X^TX|$ is maximized. This implies that the experiments span the largest volume possible in the experimental region [67]. D-optimal design gives lower number of experiments (test points in this case) compared to other DoE techniques. In this work, MATLAB based coordinate exchange algorithm is used for D-optimal design and QR factorization is used for computing the least square solutions of quadratic model coefficients.

Key benefits and critical aspects of the proposed performance surface prediction process are listed below:

- Instead of predicting the performance specification surfaces of the whole transmitter, performance specification surfaces of mixer and power amplifier are predicted separately by decoupling their behavioral model parameters from system response as explained earlier. By decoupling performance specification surfaces of individual modules the complexity of the problem is reduced. If mixer has $x$ number of tuning knobs and the PA has $y$ number of tuning knobs ($x = y = 2$ in this case), then each specification of the transmitter will have $(x+y)$ number of independent variables and $2(x+y)+1$ number of terms in its quadratic response surface model without interaction terms. It means that outcome of D-optimal DoE will contain at least $2(x+y)+1$ experiments and the transmitter has to be tested at $2(x+y)+1$ tuning knob
settings. On the other hand, if model parameters and performance specifications of mixer and power amplifier can be decoupled, then mixer and PA will have $2x+1$ and $2y+1$ number of terms in their quadratic models. Hence testing has to be performed at $2x+1$ number of tuning knob settings (if $x \geq y$) or $2y+1$ number of tuning knob settings (if $y \geq x$) which is much less than the number of tests needed without decoupling. It should be noted that this reduction in number of tests is made possible by the fact that running a single experiment (test) on the transmitter, results of experimental outcome (model parameters and performance specifications) of mixer and PA are obtained simultaneously when tuning knob settings of the mixer and the PA are selected from their respective design matrices (found by performing DoE separately for mixer and PA). Also by reducing the number of variables in the model, simplified performance specification surfaces are predicted more accurately.

- Number of tests and number of terms in the model can be increased for more accurate prediction at the cost of longer testing time. In simulation and hardware experiments of this work it is observed that a quadratic model (without interaction terms) with minimum number of experiments (equals number of terms in the model) can accurately represent the specification surfaces of the modules that are used.

- The fact that though performance specification surfaces change due to process variation, the basic patterns remain same in most of the cases, is utilized here by using models of fixed complexity (quadratic). If a particular specification increases with a particular tuning knob, then in most of the cases this increasing trend will be maintained, but the absolute value of the specification and the rate of change will vary from instance to instance which can be captured by a model of a fixed order. This obviates the need to use regression training for model building for different instances and simplifies the prediction method.
3.7. System Specification Tuning

The tuning process can be formulated as an optimization problem where solution in terms of tuning knob values can be found by minimizing the difference between nominal specifications and specifications of the tuned circuit. But for efficient performance of the tuned circuit, power consumption should be considered as well by ensuring that tuning has least impact on power consumption. In this work, a power conscious tuning approach is taken where bounds are assigned for different specifications and the objective function is defined as the power consumption of the whole transmitter which is to be minimized.

It should be noted that if the specifications of the individual components of the transmitter are tuned considering their individual nominal values it will result in acceptable specifications of the whole transmitter. But that solution may not be optimal in terms of power consumption. Another solution may exist for which tuned specifications of individual components are different from their nominal values but overall system specifications are satisfactory and this solution may result in less amount of power consumption compared to component level tuning in a particular process varied instance. To find out the optimal solution, specifications of the whole system are to be considered during constrained optimization. Transmitter gain, IIP3 and power consumption can be computed from the specifications of mixer and power amplifier using following relations:

\[
Gain_{(TX)} = Gain_{(Mixer)} \times Gain_{(PA)}
\]  
(34)

\[
\frac{1}{(A_{IP3(TX)})^2} = \frac{1}{(A_{IP3(Mixer)})^2} + \left(\frac{Gain_{(Mixer)}}{A_{IP3(PA)}}\right)^2
\]  
(35)

\[
Power_{(TX)} = Power_{(Mixer)} + Power_{(PA)}
\]  
(36)

In the proposed constrained optimization problem, gain and IIP3 specifications of the tuned transmitter have to remain within bounds for successful tuning and at the same
time power consumption of the whole system is minimized as much as possible. Following equations illustrate the formulation of the constrained optimization:

\[
\text{Gain}_{\text{nom}} - \text{Tol}_{\text{gain}} < \text{Gain}_{\text{(TX)}} < \text{Gain}_{\text{nom}} + \text{Tol}_{\text{gain}}
\]  

\[
\text{IIP}^3_{\text{nom}} \leq \text{IIP}^3_{\text{(TX)}}
\]  

\[
\text{Minimize} \left( \text{Power}_{\text{(TX)}} \right)
\]  

Equations (37)-(38) specify the constraints while Equation (39) is the optimization objective function. \( \text{Tol}_{\text{gain}} \) represents the tolerance limit on both sides of gain from its nominal value and \( \text{Spec}_{\text{nom}} \) is the nominal specification. Equation (38) signifies that the tuned IIP3 has to be equal or greater than its nominal value. But Equation (37) shows that for gain, bounds are specified on both sides of its nominal value. It ensures that the tuned gain does not become too high because for a very high gain the output amplitude can go beyond the linear operating region of the system saturating the signal.

3.8. Simulation Results

Simulation results of the different steps of the proposed tuning approach are presented in this section.

3.8.1. Behavioral model of transmitter

A two-stage power amplifier is designed in ADS with CMOS 0.18 \( \mu \text{m} \) technology. A double balanced Gilbert cell architecture is used for implementing the mixer. The tuning knobs for power amplifier are two bias voltages. On the other hand, supply voltage and bias are used as tuning knobs for the mixer. Monte-Carlo simulation is performed in ADS to create process variation. The input-output characteristics of the instances are imported to MATLAB and behavioral models are built.
3.8.2. Test stimulus optimization

Total error in model parameter computation is defined as the cost function for test stimulus generation as shown in Section 2.6. Figure 32 shows this fitness value (parameter computation error) vs. number of generations of the genetic algorithm which converges after 70 iterations. Multi-tone test stimuli are generated for the I and Q inputs of the transmitter where test time for each of the optimized stimuli is 3.6µs.

![Figure 32. Convergence of genetic algorithm](image)

3.8.3. Model parameter computation

A MATLAB based nonlinear equation solver [47] is used for computation of model parameters using the optimized test stimuli. The parameters that are computed are I/Q gain and phase mismatch of transmitter, all coefficients of 5\textsuperscript{th} order nonlinearity of the PA, coefficients of AM-PM distortion of the PA and coefficients of the 3\textsuperscript{rd} order nonlinear model of the mixer. Figure 33 shows some of the computed model parameters. From these computed model parameters, performance specifications of individual modules are calculated.
3.8.4. Performance specification surface prediction

The computed model parameters and current consumption data of the mixer are used to build and predict its gain, IIP3 and power surfaces while power amplifier’s model parameters and current consumption data are used for PA’s specification surface prediction using quadratic models and Response Surface Methodology. The original and predicted surfaces for different specifications of mixer and PA of a particular transmitter instance are shown in Figure 34.
3.8.5. Constrained optimization

Using the predicted specification surfaces of mixer and power amplifier of the transmitter instances, the optimal tuning knob settings are found by using a MATLAB based constrained minimization tool (different from the non-linear equation solver). Nominal gain of the transmitter is 46 dB and a bound of 3dB is placed on both sides. For IIP3, a device is considered as a good device if the IIP3 is greater than -4dBm. Gain, IIP3 and power distribution of 880 instances before and after tuning and bound on these specifications are shown in Figure 35. For this particular simulation setup and introduced process variation, an overall yield improvement of 29.8% is obtained.

![Figure 35. Specifications of the transmitter before and after tuning](image-url)
3.9. Experimental Validation

The validity of the proposed tuning technique is validated by performing an experiment on a hardware prototype of a transmitter. The hardware setup is shown in Figure 36. A 802.11 a/b/g RF PA in production at Texas Instruments is used in the experiment. Power supply ($V_{cc}$) and control voltage ($V_{control}$) of the PA are used as tuning knobs which affect gain, IIP3 and power consumption of the PA. Tuning range for both of the tuning knobs are from 2.6 volts to 3.8 volts. A data acquisition module by National Instruments (NI PXIe-1073) is used to interface the RF front-end with PC. The optimized test signal is applied through the digital to analog converter of the data acquisition module. The test signal is up-converted to 2.4 GHz by a mixer from Maxim (MAX2041) and applied to the power amplifier instances placed on the tester board. LO signal of 2.4 GHz is generated by an RF signal generator (Agilent E4432B). Low frequency envelope of the output of the power amplifier is captured using an envelope detector and then digitized by the digitizer of the data acquisition module. $V_{cc}$ and $V_{control}$ of power amplifier and supply voltage of mixer are generated from Keithley 2400 dc supplies. Power supplies that set the tuning knobs ($V_{cc}$ and $V_{control}$) are controlled from the PC via GPIB controller.

![Figure 36. Hardware experimental setup for transmitter tuning](image)
Nominal gain of the transmitter is 11 dB and a guard band of 0.3 dB applied on both sides which implies that to be considered as a good instance the transmitter should have a gain between 10.7 dB and 11.3 dB. On the other hand, IIP3 of the transmitter has be greater than 5 dBm for successful tuning. Figure 37 shows original and predicted gain and power surfaces of a particular process varied instance with tuning knob settings. It can be observed from Figure 37 that the predicted surfaces follow the original surfaces quite closely.

The proposed tuning technique is applied to the transmitter setup with 16 process varied power amplifier instances. Results of the tuning are shown in Table 4. Out of the 16 bad instances, 14 are tuned successfully (instances 1 to 14) and two instances (instance 15 and 16) failed to meet specification requirements after tuning as they did not have enough tuning range in their specification space. In Table 4, performance specifications that did not meet the requirements are highlighted in grey.
### Table 4. Tuning results from hardware experiment

<table>
<thead>
<tr>
<th>Instance</th>
<th>Gain before tuning (dB)</th>
<th>IIP3 before tuning (dBm)</th>
<th>Power before tuning (watt)</th>
<th>Gain after tuning (dB)</th>
<th>IIP3 after tuning (dBm)</th>
<th>Power after tuning (watt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (✓)</td>
<td>8.56</td>
<td>7.14</td>
<td>0.92</td>
<td>10.72</td>
<td>6.68</td>
<td>1.03</td>
</tr>
<tr>
<td>2 (✓)</td>
<td>9.31</td>
<td>0.80</td>
<td>0.93</td>
<td>11.02</td>
<td>5.39</td>
<td>1.02</td>
</tr>
<tr>
<td>3 (✓)</td>
<td>10.78</td>
<td>4.41</td>
<td>0.95</td>
<td>10.74</td>
<td>5.90</td>
<td>0.97</td>
</tr>
<tr>
<td>4 (✓)</td>
<td>7.21</td>
<td>0.39</td>
<td>0.89</td>
<td>10.77</td>
<td>5.72</td>
<td>1.01</td>
</tr>
<tr>
<td>5 (✓)</td>
<td>8.38</td>
<td>1.15</td>
<td>0.90</td>
<td>11.21</td>
<td>6.40</td>
<td>1.04</td>
</tr>
<tr>
<td>6 (✓)</td>
<td>8.94</td>
<td>0.36</td>
<td>0.94</td>
<td>10.74</td>
<td>5.18</td>
<td>1.01</td>
</tr>
<tr>
<td>7 (✓)</td>
<td>10.77</td>
<td>3.45</td>
<td>0.95</td>
<td>10.76</td>
<td>5.89</td>
<td>0.98</td>
</tr>
<tr>
<td>8 (✓)</td>
<td>9.09</td>
<td>0.87</td>
<td>0.92</td>
<td>10.80</td>
<td>5.24</td>
<td>1.00</td>
</tr>
<tr>
<td>9 (✓)</td>
<td>8.70</td>
<td>0.49</td>
<td>0.94</td>
<td>10.83</td>
<td>5.03</td>
<td>1.04</td>
</tr>
<tr>
<td>10 (✓)</td>
<td>8.64</td>
<td>1.18</td>
<td>0.90</td>
<td>10.96</td>
<td>5.71</td>
<td>1.02</td>
</tr>
<tr>
<td>11 (✓)</td>
<td>9.12</td>
<td>1.11</td>
<td>0.92</td>
<td>10.94</td>
<td>5.16</td>
<td>1.02</td>
</tr>
<tr>
<td>12 (✓)</td>
<td>9.07</td>
<td>0.81</td>
<td>0.93</td>
<td>10.89</td>
<td>5.31</td>
<td>1.03</td>
</tr>
<tr>
<td>13 (✓)</td>
<td>7.95</td>
<td>8.81</td>
<td>0.97</td>
<td>10.72</td>
<td>6.23</td>
<td>1.04</td>
</tr>
<tr>
<td>14 (✓)</td>
<td>11.10</td>
<td>0.79</td>
<td>0.95</td>
<td>10.83</td>
<td>5.06</td>
<td>1.00</td>
</tr>
<tr>
<td>15 (✗)</td>
<td>8.51</td>
<td>5.63</td>
<td>0.98</td>
<td>9.84</td>
<td>5.12</td>
<td>1.05</td>
</tr>
<tr>
<td>16 (✗)</td>
<td>9.45</td>
<td>1.33</td>
<td>0.87</td>
<td>9.80</td>
<td>4.39</td>
<td>1.08</td>
</tr>
</tbody>
</table>

### 3.10. Alternative Technique for Performance Surface Prediction

An alternative technique for predicting performance specification surfaces of the individual modules of the transmitter is shown in this section. This technique is applicable to the situation when no prior knowledge of the relation between specification and tuning knob is available or the relation is complex. Here instead of assuming a fixed quadratic model of the performance specification surfaces, Multivariate Adaptive Regression Splines (MARS) [30] is applied for building the models using training instances.

#### 3.10.1. Overview of the approach

The key steps involved in the proposed approach are shown in Figure 38 and Figure 39 and explained below:
(a) The top-down diagnosis step involving optimized test signal driven model parameter computation is explained earlier in Chapter 2. This diagnosis is performed for nominal as well as two other tuning knob settings - minimum possible values of all tuning knobs and maximum values of all tuning knobs. In total, 3 tuning knob settings across the 4 tuning knobs for the mixer and PA combined are used: nominal and two extreme settings. Let the behavioral model parameters of the mixer computed for the 1st, 2nd and 3rd tuning knob settings be given by the vector $M = [m(1), m(2), m(3)]$ for a specific DUT and the behavioral model parameters of the PA computed for the 1st, 2nd and 3rd tuning knob settings be given by the vector $P = [p(1), p(2), p(3)]$ for the same
DUT. The \( m(i) \) and \( p(i) \) are vectors of behavioral model parameters for the mixer and power amplifier respectively diagnosed from the multitone test application for \( i^{th} \) tuning knob setting. The vectors \( M \) and \( P \) uniquely and accurately quantify where the mixer and the power amplifier are in their respective manufacturing process spaces. By considering them independently, across-die as well as within-die process variations are taken into account. For a nominal device, the vectors \( M \) and \( P \) will have nominal behavioral model parameter values. For a DUT at a process corner, the distance of the obtained vectors \( M \) and \( P \) from their nominal value will be very large. Furthermore, for different process corners, their vector values will be different. Hence, the step of computing the vectors \( M \) and \( P \) can be thought of as “process detection” for the mixer and the power amplifier, respectively.

(b) Regression models are built that map the vectors \( M \) and \( P \) across multi-parameter process perturbations to the specifications of the mixer and power amplifier, respectively, for any given combination of tuning knob values of the same using a set of “training” devices sampled from the process space. Subsequently, for any specific DUT lying in an arbitrary point within the process space, any performance specification (and power consumption) of the mixer or PA can be computed for any of the allowed (discretized) tuning knob values. Such a mapping that allows the specs and the power consumption of the RF modules to be predicted for any given value of \( M \) or \( P \) is called performance response surface prediction for the mixer or PA since the \( n \)-dimensional (\( n \) is the number of tuning knobs) surface of a particular specification is predicted using a regression mapping.

(c) A constrained optimizer is then used to optimize the mixer and power amplifier tuning knob values so that system level (transmitter) performance metrics are satisfied and power is minimized as explained in Section 3.7.

3.10.2. Performance response surface prediction
Prediction of performance response surface (PRS) of mixer and PA of a transmitter instance is performed from the knowledge of its position in the process space. Model parameters of an instance computed at particular tuning knob settings are used for identifying the unique position of that instance in its process space (‘process detection’). Process detection for mixer and PA of each transmitter instance is performed by computing their model parameters at three tuning knob settings: nominal, maximum and minimum values of tuning knobs ($M$ and $P$ vectors as explained in Section 3.10.1). Then a regression mapping is built between the computed model parameter set ($M$ vector for mixer and $P$ vector for power amplifier) and specifications at all possible tuning knob settings (PRS) separately for mixer and PA of the instances. Multivariate Adaptive Regression Splines (MARS) [30] is used for constructing the regression mapping function from the knowledge of $M$ and $P$ vectors and corresponding PRS of the training instances. PRS prediction is performed for 3 critical specifications of mixer and power amplifier: gain, IIP3 and power consumption. Once the regression function is built, PRS of mixer and power amplifier of a DUT can be predicted from their computed model parameter set in the evaluation phase. Important aspects of this surface prediction process are listed below:

- Instead of predicting the specification surfaces of the whole transmitter, PRS of mixer and power amplifier are predicted separately to reduce the complexity of the problem. If mixer has $X$ tuning knob settings and power amplifier has $Y$ tuning knob settings, then for predicting the PRS of the whole transmitter, specifications at ($X*Y$) tuning knob settings have to be computed which complicates the process of construction and evaluation of the regression model and reduces the prediction accuracy. On the other hand, when separate surfaces are built for mixer and power amplifier, total ($X+Y$) specification values are required. Also, a better tuning solution is obtained by effectively decoupling a component from the other.
• Theoretically, the surface prediction can be performed using the model parameters computed at nominal tuning knob setting only. But in that case less number of variables are available to identify the process and the aliasing probability will be higher. ‘Aliasing’ implies the effect of different process variations being mapped to a single set of model parameters and hence similar surface prediction for all of them. The aliasing probability reduces as the number of variables used to identify the process instance increases. Hence, usage of more number of tuning knob settings for model parameter computation results in better process detection at the cost of increased test time. In this work, three tuning knob settings are used for model parameter computation (the nominal knob setting, all tuning knobs at their minimum values and all knobs at their maximum values) so that enough information can be obtained for process detection without significantly increasing the test time. The choice of minimum and maximum values for tuning knob settings can be justified by the fact that those are the corner points in the specification surface and distance of those points are maximum from nominal which is generally close to the middle point of tuning knob range. These three knob settings effectively cover the whole specification surface.

• Though specification surface changes due to process variation, the basic pattern remains same in most of the cases. When the regression model is built, it “learns” about the pattern of the surfaces from the training instances. This knowledge helps it to effectively predict the surfaces of other instances in the evaluation phase.

3.10.3. Simulation results

Design of mixer and PA is done in ADS and the results are imported to MATLAB to build the behavioral models. The computed model parameters of the mixer and PA are used to build and predict their gain, IIP3 and power surfaces respectively. 100 instances of mixer and PA are used for training MARS. The original and predicted surfaces for different specifications of mixer and PA are shown in Figure 40. Using the predicted
specification surfaces of mixer and power amplifier of the transmitter instances, the optimal tuning knob settings are found by using a MATLAB based constrained minimization tool and results of tuning are shown in Figure 41. For this particular simulation setup and introduced process variation, an overall yield improvement of 27.86% is obtained. The yield improvement results shown here and in Section 3.8.5 not only depend on the type of models (quadratic vs. regression based), but also number of tuning knob settings used for testing the device (5 for quadratic model and 3 in this case) which determine the accuracy of specification surface prediction.

Figure 40. Specification surface prediction for the alternative tuning approach

Figure 41. Specifications of the transmitter before and after tuning (alternative approach)
3.10.4. Experimental validation

A 802.11 a/b/g RF front end (PA/LNA) in production at Texas Instruments is used in the experiment. A quadrature modulator AD8349 from analog devices is used for up-converting the baseband signal. An RF source (Agilent E4432B) is used to generate a 2.4 GHz Local Oscillator signal for up-conversion. The up-converted output from AD8349 is fed into the tester board provided by TI. A set of 8 instances of the 802.11 a/b/g front-end is used in this experiment. The PA is set to operate at 2.4 GHz and the supply voltage of the PA (Vcc) and PA’s digital control (Vcut) voltages are used as tuning knobs. The output response of the transmitter is captured by deploying a board level design of an envelope detector. The output of the envelope detector is sampled by an Alazar ATS460 digitizer. The power supplies used in this work are Keithley 2400s that are capable of remote control by a PC via a NI 488.2 GPIB controller. A total of 8 instances are considered for the tuning purposes. The nominal gain of the transmitter is 9 dB with a bound of 1 dB on both sides and the nominal IIP3 is 1 dBm. The constrained optimization is performed on the gain and IIP3 surfaces of these instances using the MATLAB based minimization tool. Tuning results are given in Table 5 which shows that all of the 8 instances are tuned efficiently within the bounds.

Table 5. Results of hardware experiment (alternative tuning approach)

<table>
<thead>
<tr>
<th>Instance</th>
<th>Gain before tuning (dB)</th>
<th>IIP3 before tuning (dBm)</th>
<th>Gain after tuning (dB)</th>
<th>IIP3 after tuning (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.86</td>
<td>-0.02</td>
<td>8.10</td>
<td>1.84</td>
</tr>
<tr>
<td>2</td>
<td>6.99</td>
<td>-0.74</td>
<td>8.02</td>
<td>1.05</td>
</tr>
<tr>
<td>3</td>
<td>7.85</td>
<td>-0.40</td>
<td>8.16</td>
<td>1.04</td>
</tr>
<tr>
<td>4</td>
<td>10.79</td>
<td>5.98</td>
<td>9.55</td>
<td>6.20</td>
</tr>
<tr>
<td>5</td>
<td>11.43</td>
<td>6.32</td>
<td>9.51</td>
<td>2.28</td>
</tr>
<tr>
<td>6</td>
<td>8.99</td>
<td>0.71</td>
<td>8.07</td>
<td>1.69</td>
</tr>
<tr>
<td>7</td>
<td>10.18</td>
<td>5.08</td>
<td>8.11</td>
<td>1.81</td>
</tr>
<tr>
<td>8</td>
<td>10.45</td>
<td>-0.75</td>
<td>9.17</td>
<td>2.12</td>
</tr>
</tbody>
</table>
CHAPTER 4
ADAPTIVE ANALOG CIRCUITS BASED ON NANODEVICES

In this chapter a direct tuning approach is proposed which predicts power optimal tuning solution from the test response of the circuit. This tuning technique is applied to a carbon nanotube based operational amplifier as described in this chapter.

4.1. Introduction

Until recently, performance enhancement by scaling of CMOS technology has followed trends predicted by Moore’s law. However, as manufacturing technology approaches atomic dimensions, quantum effects start dominating transistor behavior. Also increased leakage and process variability make it extremely challenging to keep pace with aggressive performance requirements. In this context, non-CMOS nanodevices such as Graphene Nanoribbon (GNR), Carbon Nanotube (CNT) and spin based devices have shown a lot of promise. The primary advantage of such emerging nanodevices (GNRs, CNTs) is due to ballistic transport of electrons offering a longer mean free path for elastic scattering. These devices are also compatible with high-k materials enabling fabrication of devices with high gate oxide thickness without losing control over device ON current. For digital applications to fully utilize the advantages of such nanodevices, the band gap of such devices has to be significantly high to keep the ON to OFF current ratio small. This band gap requirement forces the construction of nanodevices with very small dimensions where it is difficult to ensure reliable manufacturability. However, since the ON to OFF current ratio is not a serious issue in analog and RF domain, there is considerable promise for the future use of such nanodevices.

In this research, variability issues in analog circuits manufactured with CNT nanodevices are addressed through use of a post-manufacture tuning methodology.
Considerable work has been done in the past on characterization and modeling of CNFETs [70]-[71]. Applicability of CNFETs to digital as well as analog circuits has been explored in [72]-[73]. However, practical implementation challenges of CNFET technology need to be considered while proposing novel design ideas, since imperfections and variations in the device manufacturing process pose a daunting challenge for this emerging technology. In [74]-[75], the authors addressed the variability problem but the applications are limited in digital domain only.

A key problem with Carbon Nanotube (CNT) devices is that controlled growth of such devices during fabrication is difficult to achieve. This means that while fabricating CNTs of a particular type (semiconductor) and a particular chirality, the result is a mixture of different types of CNTs (metallic and semiconductor) with varying chirality. This effect is compounded by variations in the diameter and pitch of the CNTs. The combined variation effects can lead to consequences ranging from reduced yield to functional failure. In this work, the imperfections due to variations in diameter, chiral angle and number of semiconducting nanotubes after removal of metallic CNTs are considered.

After the circuit is manufactured, the specifications of the same are determined using intelligent alternative testing methods. Using intelligent test generation algorithm the statistical correlation between the output response and the specifications are maximized and then by analyzing the response, specifications are computed with the help of nonlinear regression models [29]. The devices that fail to satisfy the specification requirements due to process shifts, undergo post-manufacture tuning to compensate for process-induced performance variations. Tuning is performed by modulating specially designed circuit-level “tuning-knobs” so that the specifications of the same can be controlled to lie within acceptable limits, perhaps at the cost of additional power consumption. To perform tuning, the alternative tests are administered to the CNT-based device under test (DUT). Algorithms running on DSP determine how to modulate the
circuit level tuning knobs to compensate for process induced performance loss. Tuning algorithms have been reported in the past for CMOS based analog and RF circuits [59], [78]. In contrast, a power aware tuning algorithm for yield improvement of CNT based analog circuits is proposed in this work. The handling of testing and tuning challenges posed by the use of CNT based nanodevice in the analog circuits is a key contribution of this work. The tuning method involves selection of appropriate tuning parameters, formulation of an objective function, optimization of the input test stimulus and building regression model between output response and tuning knob setting. The concept of power optimal tuning is introduced by selecting the solution corresponding to minimum power consumption during regression model building.

4.2. Power Aware Post-Manufacture Tuning Methodology

Due to process variations during fabrication, the performance of the manufactured circuit may not be able to satisfy all the targeted specifications. Such process variation effects are severe in scaled CMOS and emerging nanodevices such as carbon nanotube and graphene based transistors. To offset the effects of such manufacturing process variations, a set of external parameters are considered. The external parameters are called “tuning knobs” which are introduced into the circuit during the design phase. Let ‘S’ denote the specifications of the circuit, ‘P’ the set of process parameters and ‘T’ the set of tuning knobs designed into the circuit. Then for all i,

$$S_i = f_i(P_1, P_2, \ldots, P_n, T_1, T_2, \ldots, T_m)$$

Equation (40) signifies that each of the specifications of the circuit is a function of n process parameters and m tuning knobs. The nominal set of process parameter values combined with the nominal set of tuning knob values result in the CNT based analog circuits having nominal specification values. The process parameters (P) are affected by manufacturing variations and cause the specifications (S) to deviate from their nominal values. To restore the nominal operation of the circuit, the set of tuning knob values (T)
are changed in such a way that even in the presence of “shifted” process parameter values, the CNT based analog circuit has specification values that are within acceptable limits. The changed tuning knob values can be determined using a search algorithm that minimizes the difference between the nominal specifications of the analog circuit and the specifications of the circuit in the presence of manufacturing process variations. In general, multiple tuning solutions exist that result in the same improvement in the specification values of the “untuned” circuit. It is desirable to pick the solution out of this set of solutions that results in the least amount of power consumption in the “tuned” circuit while ensuring that all specification values are within acceptable limits. Finding such a solution can be formulated as a constrained optimization problem in which the constraints are given by the acceptable limits of the different specifications of the DUT and cost is a function of the power consumption of the DUT. The constraints are to be satisfied for successful tuning and at the same time the power consumption of the circuit is minimized as much as possible.

In the proposed tuning approach, a regression model is developed using supervised learning method that maps the output response of the (untuned) DUT to the optimal tuning knob settings that force all the DUT specifications to lie within acceptable limits while consuming the least amount of power. A key objective during test generation is to maximize the correlation between the DUT response and the optimal tuning knob settings corresponding to “acceptable specification values” and the least power consumption for the DUT. Once the regression model is developed using “training” devices, the optimal tuning knob settings for arbitrary DUTs can be found by capturing the response of the DUT to the optimized test stimulus and mapping the DUT response to the best tuning knob values using the regression model above.

The steps of the power conscious post-manufacture tuning method developed in this work are explained below:
4.2.1. Test generation

In analog testing and tuning problem test generation plays a critical role. The response of the circuit to a particular test signal is analyzed to find out health of the circuit and optimal setting of the tuning knobs. By generating an optimized test stimulus it is ensured that the effects of process shift are reflected to the output waveform of the circuit enabling accurate diagnosis and tuning. In this work genetic algorithm based test stimulus optimization is performed in such a way that the prediction error in the estimation of tuning knob setting by regression model is minimized.

4.2.2. Regression based tuning

In [14] the authors showed that by building a regression mapping between output response and optimal tuning knob setting of a CMOS low-noise-amplifier (LNA) it can be tuned accurately. In this work the concept of power minimization is added by choosing the solution corresponding to lowest power. Different combination of tuning knob settings can tune the circuit back within its performance bounds. But different solutions of tuning knob settings will result in different amount of power consumption though all of the solutions may have same effect on specifications of the circuit. Among these several solutions only one solution is chosen for which the power consumption of the circuit is minimum. Now a regression model is built between the measurement space and tuning knob setting space using multivariate adaptive regression splines (MARS) [30]. In “alternate test” method [29], a regression model is built between measurement space and specification space and then by capturing the output response of the DUT to the optimized test stimulus and using the regression model, the specifications of the DUT are computed. In this work, during the training phase of the regression model building, optimal values of tuning knob settings corresponding to minimum power consumption are found and response of the circuit before tuning is captured. Then MARS models are built between response of the circuit and tuning knob setting for several training
instances. During the evaluation phase, response of the DUT and the MARS models are used to predict the optimal tuning knob setting which gives minimum power consumption and satisfy all performance requirements.

4.3. Design and Tuning of a Carbon Nanotube Based Operational Amplifier

To demonstrate the concept of post manufacture tuning on analog circuits based on emerging nanodevices, a Carbon Nanotube based operational amplifier is designed using Stanford University’s CNFET HSPICE model [69]-[71]. To show the effects of variability on the op-amp performance, metallic CNT growth, variation in CNT diameter and chirality variation are considered. As a case study, these effects are included in the HSPICE simulation, resulting degradation in op-amp specifications are observed and tuning algorithm is applied to show improvement in performance.

4.3.1. Design of the operational amplifier

The schematic of the CNFET based Miller compensated two stage operational amplifier with zero nulling resistor (N8) is shown in Figure 42. In the opamp topology N5 is the tail transistor of the differential pair and N7 is used for biasing the second stage. C1 is the miller compensation capacitor used for pole splitting and N8 is used as a resistor to nullify the zero on the right half plane.
4.3.2. Variability effects

Three types of variability in CNFETs are considered in the simulation framework which are described below.

(1) Diameter of CNT: The hexagonal honeycomb lattice structure of graphene is shown in Figure 43. A carbon nanotube is basically a rolled sheet of graphene. \( \vec{a}_1 \) and \( \vec{a}_2 \) are basis vectors of graphene lattice and \( \vec{c} \) is the circumference vector of rolled graphene sheet that determines the properties of carbon nanotube. The pair of integers \((m,n)\) is called the chiral vector that defines how the graphene sheet is wrapped up [76]. The diameter \(d\) of the nanotube depends on the values of \(m\) and \(n\) and the expression of \(d\) is shown in Figure 43. Controlling the diameter of CNT during manufacturing is a serious issue and the diameter variation [75] causes the properties of the nanotube to change.
\[ \vec{c} = m\vec{a}_1 + n\vec{a}_2 \]
\[ d = \frac{\sqrt{3}a_0}{\pi} \sqrt{m^2 + n^2 + mn} \]
\[ \theta = \tan^{-1}\left( \frac{\sqrt{3}.n}{2m+n} \right) \]

Figure 43. Hexagonal lattice structure

(2) Chiral Angle: The chiral angle (\( \theta \)) of CNT is defined as the angle between the chiral vector and the zigzag direction. The expression of the chiral angle is shown in Figure 43. Change in chiral angle from its nominal value during manufacturing process is considered in this work.

(3) Metallic Nanotube: Due to random shift in chirality 1/3 of the CNTs become metallic [76] which behave as short circuit. For proper operation of the circuit the metallic nanotubes are removed by electrical burning [77]. To include the effects of metallic CNTs, the opamp is over-designed and each FET in the opamp is designed with 1.5 times more number of CNTs so that after removal of 1/3 metallic CNTs we are left with required number of nanotubes for nominal operation. But this statistical process does not ensure exactly 1/3 and 2/3 distribution of metallic and semiconducting CNTs respectively for all FETs. It signifies that after over-design and removal of metallic CNTs, the number of remaining semiconducting nanotubes may slightly vary from their desired numbers. The exact number of semiconducting CNTs in the transistors determines the specifications of the circuit.
4.3.3. Selection of tuning knobs

The parameters selected as tuning knobs are discussed below:

(1) Bias voltages: The gate bias voltage of the tail transistor (Vbias5) and the gate bias of N7 (Vbias7) are used as tuning knobs in this work. The selection of tuning knobs depends on the specifications that are to be tuned. In this work gain and phase margin of the op-amp are considered as specifications that have to be tuned. Gain of the op-amp depends on the bias current flowing through the branches of first and second stage of the op-amp. Bias currents in these two branches are controlled by gate voltages applied to N5 and N7 respectively. Hence gain of the op-amp can be changed by changing Vbias5 and Vbias7. If amount of current flowing through the branches are increased, gain of the op-amp decreases but bandwidth increases. The programmable bias circuit can be designed by combining parallel current mirrors using digital switches.

(2) Nulling Resistor: The nulling resistor, which is implemented by transistor N8 operating in triode region, is used as the third tuning knob. By proper selection of the nulling resistor value, phase margin and stability of the op-amp can be improved. Purpose of the nulling resistor is to cancel the right-half plane zero in the frequency response of the op-amp in order to improve stability. Selection of the nulling resistor is governed by the following equation:

$$ R_z = \frac{1}{g_{m6}} $$

(41)

where $g_{m6}$ is the transconductance of the transistor P6. Due to process variation, transconductance of P6 will change from its nominal value and to obtain proper phase margin the nulling resistor has to be varied too.

Due to variation in diameter, chirality and number of CNTs in a transistor as discussed in Section 4.3.2, the matching between N1-N2 and P3-P4 is violated which results in performance degradation. Random device mismatches can be reduced by adaptively selecting appropriate fingers of transistors [78]. To maintain the matching
requirement between critical transistors, N1, N2, P3 and P4 can be divided in several fingers where each finger consists of nanotubes which are susceptible to process shift. If $K$ number of fingers are needed for optimum performance of the transistor, $L$ number of extra fingers are added during design where $L < K$. The algorithm that selects the optimum setting of tuning knobs, chooses $K$ fingers from $(L+K)$ fingers by applying proper digital logic to the controlling switches connected to the fingers in such a way that the matching is improved. For intuitive understanding, let us consider variation in only number of CNTs in a transistor. The variation can be both positive and negative from the nominal value. If the fingers are selected in proper way then positive error in a finger will be canceled by the negative error in another finger and the number of CNTs in all of the selected fingers will add up to the nominal value. In the simulation framework of this work, initially CNT fingers are properly selected to reduce mismatches in number of CNTs. Then the tuning algorithm is applied to find out the values of the primary tuning knobs (bias voltages and nulling resistor).

4.3.4. Formulation of the cost function

The tuning procedure is formulated as a constrained optimization problem where two specifications (gain and phase margin) and power consumption are considered. Following equations describe the constrained optimization:

\[
Gain_{\text{nom}} - Tol_{\text{gain}} < Gain < Gain_{\text{nom}} + Tol_{\text{gain}} \quad (42)
\]

\[
PM_{\text{nom}} - Tol_{\text{pm}} < PM < PM_{\text{nom}} + Tol_{\text{pm}} \quad (43)
\]

\[
\text{Minimize}(P_{\text{tot}}) \quad (44)
\]

Equations (42)-(43) represent the constraints while Equation (44) is the optimization objective function. $Tol_i$ represents the tolerance limit on specification $i$ from its nominal value and $Spec_{\text{nom}}$ represents the nominal specification of the opamp while $P_{\text{tot}}$ is the total power consumption. For gain and phase margin (PM), bounds are
specified on both sides. If the gain becomes too high, the bandwidth of the circuit is reduced as the gain bandwidth product remains constant. Also very high gain will saturate the stage next to the opamp in actual system. A small phase margin causes the output to ring and the settling time becomes slow. On the other hand, for a very high value of phase margin the output takes a long time to reach the final value. Hence, both gain and phase margin should be limited within a certain range on both sides of their nominal values.

4.4. Simulation Results

Simulation results are shown in this section.

4.4.1. Opamp design

The op-amp shown in Figure 42 is designed using the Stanford CNFET model [69]-[71] in HSPICE with a channel length of 32 nm and supply voltage of 0.9 volt and a phase margin of 81.8° is achieved. The ac gain and phase plots for the nominal design are shown in Figure 44. The nominal setting of Vbias5 and Vbias7 are both 0.4 volts. Value of the nulling resistor in compensation circuit is 3k. The specifications of the designed operational amplifier are shown in Table 6.

Figure 44. Gain and phase plot of the opamp
Table 6. Specifications of the designed op-amp

<table>
<thead>
<tr>
<th>Gain</th>
<th>Bandwidth</th>
<th>Phase Margin</th>
<th>Unity Gain Frequency</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>66 dB</td>
<td>249 MHz</td>
<td>81.8°</td>
<td>287.5 GHz</td>
<td>0.76 mW</td>
</tr>
</tbody>
</table>

4.4.2. Test generation

Time domain test stimulus optimization is performed using elitism based genetic algorithm. Performance of the genetic optimizer is shown in Figure 45. The cost function is defined as the squared prediction error in computation of optimal tuning knob setting using regression model. From Figure 45 it can be observed that GA converged after 50 generations and the resulting optimized test signal has a normalized fitness value of 0.0276.

![Figure 45. Performance of genetic algorithm for test generation of CNFET based opamp](image)

Best: 0.0276  Mean: 0.0348
4.4.3. Tuning

The effects of variability are introduced in the HSPICE simulation in terms of diameter, chiral angle and CNT numbers. Each of N1, N2, P3 and P4 is subdivided into fingers and proper finger selection is performed to improve matching. Then a MATLAB based searching tool [47] is used to find out the optimal setting of Vbias5, Vbias7 and nulling resistor $R_z$. Variation of gain with Vbias5 and Vbias7 is shown in Figure 46 for a particular instance. Regression models are built using training instances and during the evaluation phase optimal values of the bias voltages and nulling resistor are found from the output response of the instances to the optimized test signal. Nulling resistor value as found by the regression models are shown in Figure 47. As case study, two instances with process variation are considered and optimal settings of tuning knobs are found for which the specifications are restored within the bounds with minimum power consumption. Gain, Phase Margin (PM) and power consumption for these instances before and after tuning are presented in Table 7 which shows that the instances can be tuned efficiently using this algorithm.

![Gain variation with bias voltages](image)

Figure 46. Variation in gain with two tuning knobs
Figure 47. Prediction of nulling resistor value from regression models

Table 7. Specifications of two process varied opamp instances

<table>
<thead>
<tr>
<th>Specs</th>
<th>Gain (dB)</th>
<th>PM</th>
<th>Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process shifted</td>
<td>55.4</td>
<td>104.3°</td>
<td>0.67</td>
</tr>
<tr>
<td>Tuned</td>
<td>64.2</td>
<td>80.8°</td>
<td>0.64</td>
</tr>
<tr>
<td>Process shifted</td>
<td>75.7</td>
<td>84.2°</td>
<td>0.57</td>
</tr>
<tr>
<td>Tuned</td>
<td>64.3</td>
<td>80.6°</td>
<td>0.86</td>
</tr>
</tbody>
</table>

4.4.4. Yield improvement

The specifications of the circuit before and after tuning are shown in Figure 48. Bounds are specified on gain and phase margin as illustrated in Figure 48. The shift in specifications from their nominal values depends on the amount of process variation introduced. The distribution of specification shown in Figure 48 reflects the process variation considered in the simulation. For this simulation, yield is observed to be 41.54%
before tuning. After tuning is done, yield becomes 66.92% which results in an overall yield improvement of 25.38%.

Figure 48. Yield plots (left: before tuning and right: after tuning)
CHAPTER 5
DESIGN OF ADAPTIVE POWER AMPLIFIER

In this chapter design of an adaptive class-E RF power amplifier is discussed which can be used in the proposed adaptation framework for RF transmitters. Proposed adaptive power amplifier has higher efficiency with power back-off, better reliability and can mitigate process variation effects.

5.1. Introduction

Modern wireless communication systems require high data rates and efficient spectrum utilization which result in non-constant envelope modulation schemes and signals having high peak-to-average power ratios (PAPR). This causes the power amplifier (PA) in the transmitter to operate at large power back-off where traditional PAs show poor efficiency. Efficiency of the power amplifier is critical in portable wireless devices as a higher efficiency of the PA leads to longer battery lifetime. In base station applications, high efficiency PAs are necessary for reducing power consumption and heat sinking costs.

With more and more integration of RF power amplifiers in deeply scaled CMOS technologies, it is becoming increasingly difficult to exert sufficient control on process variations to ensure proper functionality and performance of the PA. Another challenge is posed by the reliability issues such as oxide break down and hot carrier stress which are critical in power amplifiers due to large signal excursions [79].

The challenges of dealing with efficiency reduction with power back-off, performance degradation due to process variation and reliability issues are addressed in the past by modifying traditional power amplifier circuits. Efficiency improvement techniques include Doherty architecture, envelope tracking (ET) and envelope
elimination and restoration (EER) techniques, Outphasing or linear amplification using nonlinear components (LINC) and pulse-width modulation [80]. An emerging trend is to design adaptive power amplifiers and tune it properly with the help of on-chip digital logic or digital signal processor to ensure high efficiency at all output power levels. In [81] and [82], adaptive class-E power amplifier designs are presented where the matching networks are tuned dynamically to ensure high efficiency with power back-off. Similarly, digitally assisted adaptation techniques are used to nullify process variation and stress effects. A self-healing power amplifier is presented in [3] that uses integrated sensors, actuators and digital ASIC, which runs the healing algorithm and mitigates the effects of process variation, modeling inaccuracies, load mismatch and aging.

In this work, design of an adaptive class-E power amplifier is proposed that uses an LC tuning network with a variable capacitor and addresses all three challenges - (i) improvement of efficiency with power back-off, (ii) improving reliability and (iii) compensation of process variation effects. The proposed tuning network is much simpler than those proposed in [81] and [82] and uses only one tunable capacitor with a certain tuning range. The capacitor is tuned dynamically at the rate of the envelope signal only.

5.2. Proposed Adaptive Power Amplifier

The proposed adaptive class-E power amplifier is shown in Figure 49. Traditional class-E power amplifiers [83] consist of one NMOS switch \((M)\), a parallel capacitor \((C_P)\) which can be the parasitic output capacitance of the NMOS transistor and / or a separate capacitor, a choke inductor \((L_C)\) connecting the drain of the NMOS switch to the power supply and a series LC network \((C_A \text{ and } L_A)\) connected to the load resistance \((R)\). In the proposed circuit, another series LC network \((L_B \text{ and } C_B)\) is connected to the drain of the NMOS where the capacitor \(C_B\) has a variable capacitance as shown in Figure 49. The power amplifier is driven by pulse-width or duty cycle modulated signal [81]. In pulse-
width modulation technique, amplitude modulation of the RF signal is created by changing the duration for which the switching transistor is turned on.

5.2.1. Tuning for efficiency, reliability and self-healing

The capacitance of the capacitor $C_B$ is tuned dynamically using the digital resources available on chip to satisfy three requirements: (1) improvement of reliability, (2) increasing efficiency with power back-off and (3) process variation tolerance or self-healing as discussed below:
5.2.1.A. Improvement of reliability:

The output power achievable in a class-E power amplifier is limited by the constraints on the maximum drain voltage swing of the NMOS switch as high peak drain voltage can cause break-down. For peak output power (50% duty cycle) and power levels close to the peak power, capacitance of \( C_B \) is set in such a way that \( C_B \) and \( L_B \) form a series resonance network tuned to the 3\(^{rd}\) harmonic of the carrier frequency and it introduces a 3\(^{rd}\) harmonic current in the circuit that charges the parallel capacitor \( C_P \) when the gate voltage is low and the NMOS switch is turned off. This 3\(^{rd}\) harmonic contribution shapes the drain voltage waveform in such a way that the peak value of the drain voltage is reduced and hence it improves reliability of the power amplifier. In this case, the power amplifier actually operates in class-E/F\(_3\) mode as explained in [84]. Analysis of the effect of this tuning network on the drain voltage of the NMOS switch is presented in Section 5.2.2.

5.2.1.B. Improvement of efficiency:

High peak-to-average power ratio in a modulated signal forces the power amplifier to operate at large power back-off where PAs perform poorly in terms of efficiency. Class-E power amplifiers show very high efficiency due to ZVS and ZdVS conditions (as explained in Section 5.2.2) which ensure that when the NMOS switch is turned on, voltage across the switch is minimum and power loss due to discharge of the capacitor \( C_P \) is minimized. In a static design of class-E power amplifier, ZVS and ZdVS conditions can be satisfied at a fixed duty cycle of the driving waveform and for other duty cycles discharge of the capacitor \( C_P \) reduces efficiency. The proposed adaptive power amplifier is designed to satisfy zero voltage switching condition at 50% duty cycle. For other duty cycles, capacitor \( C_B \) is tuned properly so that the current introduced by the \( C_B-L_B \) branch shapes the drain voltage in such a way that it minimizes the voltage across the switch when it is turned on. This leads to improvement of efficiency with
power back-off as shown in Section 5.3. While determining the values of $C_B$ for different duty cycles, it is also ensured that introduction of the additional current does not create a high peak voltage at the drain of the NMOS and thus maintains reliability of the device at all duty cycles. It should be noted that for improving efficiency with power back-off, dynamic adaptation of the capacitor $C_B$ has to be done at the envelope frequency only.

5.2.1.C. Process variation tolerance (self-healing):

With scaling of CMOS transistors, RF circuits are becoming more and more susceptible to process variation and maintaining the required performance of the circuit in presence of such manufacturing defects is a big challenge. Self-healing techniques [3] ensure that by making RF circuits tunable and using available on-chip digital logic to control the values of the tuning knobs, effects of process variation can be mitigated. In the proposed power amplifier, process variation affects the active and passive components and results in degradation of performance. It is shown that in the presence of process variation, optimal settings of the tunable capacitor $C_B$ with duty cycle variation will be different from the nominal case. Using built-in-self-test (BIST) techniques, effects of process variation can be detected and settings of $C_B$ can be determined accordingly to obtain best possible performance from that particular process shifted instance.

5.2.2. Analysis of the tuning circuit

The tuning circuit ($L_B$-$C_B$) contributes a current that charges the parallel capacitor $C_P$ and modifies the drain waveform of the transistor switch. For peak output power (50% duty cycle), $L_B$-$C_B$ creates a series resonant network for 3rd harmonic of the carrier frequency such that $3f_0 = \frac{1}{2\pi \sqrt{L_B C_B}}$ where $f_0$ is the carrier frequency. It reduces peak drain voltage and the PA actually operates in class-$E/F_3$ mode [84] in this case. The following analysis shows how the tuning circuit affects the drain swing of the NMOS transistor for 50% duty cycle.
Class-E power amplifiers operate based on the principle of zero voltage switching (ZVS) and zero voltage slope switching (ZdVS). The NMOS transistor, which behaves as a switch, is turned on when the voltage across the transistor and its slope are both zero which, in the ideal case, ensures that no power is lost due to the discharge of the parallel capacitor and high efficiency is achieved. The ZVS and ZdVS conditions can be written as [85]:

\[
V_D (2\pi/\omega) = 0
\]  
(45)

\[
\frac{dV_D (t)}{dt} \Bigg|_{t=2\pi/\omega} = 0
\]  
(46)

where \( V_D (t) \) is the drain voltage of the switching transistor, the switch is closed during the time interval \( 0 \leq t < d\pi/\omega \) and open during \( d\pi/\omega \leq t < 2\pi/\omega \) and \( \omega \) and \( d \) denote the angular switching frequency and duty cycle, respectively. When the switch is open, the current flowing in the circuit charges the parallel capacitor (\( C_P \) in Figure 49) and current through the capacitor \( C_P \) in the presence of the proposed tuning circuit can be written as:

\[
I_C (t) = \frac{1}{L_C} \int_{d\pi/\omega}^{t} (V_{DD} - V_D (t))dt + I_L (d\pi/\omega) + I_A (t) + I_B (t)
\]  
(47)

where \( L_C \) is the inductor connecting the drain to the supply (\( V_{DD} \)) and \( I_L (t) \), \( I_A (t) = I_f \sin (\omega t + \phi_1) \) and \( I_B (t) = I_{3f} \sin (3\omega t + \phi_3) \) are the currents flowing through the inductor \( L_C \), the load resistance \( R \) and the tuning circuit (\( L_B-C_B \)), respectively. Equation (47) can be written in the form of differential equation:

\[
L_C C_P \frac{d^2V_D (t)}{dt^2} + V_D (t) - V_{DD} - \omega L_C I_f \cos (\omega t + \phi_1) - 3\omega L_C I_{3f} \cos (3\omega t + \phi_3) = 0
\]  
(48)

Solving Equation (48), the drain voltage of the NMOS transistor can be found as:
\[ V_D(t) = A_1 \cos\left(\frac{t}{\sqrt{L_C C_P}}\right) + A_2 \sin\left(\frac{t}{\sqrt{L_C C_P}}\right) + V_{DD} + \frac{\omega L_C I_f}{1 - \omega^2 L_C C_P} \cos(\omega t + \phi_1) + \frac{3\omega L_C I_{3f}}{1 - 9\omega^2 L_C C_P} \cos(3\omega t + \phi_3) \] (49)

Values of \( A_1 \) and \( A_2 \) are found from the conditions given in Equation (45) and (46). The last term in Equation (49) is the contribution of the third harmonic current flowing in the tuning circuit and this third harmonic component, added with other terms in Equation (49), shapes the drain waveform in such a way that peak swing is reduced as compared to the case when there is no third harmonic current.

For other duty cycles, capacitance of \( C_B \) is changed which results in a different shaping that minimizes the voltage across the transistor at the time when the switch is turned on.

5.3. Simulation Results

The proposed adaptive power amplifier is designed in an advanced 65nm CMOS process for 2.4 GHz frequency. A finite inductor is used in place of the choke inductor \( L_C \). Inductors are assumed to be on-chip inductors with a quality factor of 10.

5.3.1. Tuning for reliability

Figure 50 shows gate driving waveform with 50% duty cycle and zero voltage switching waveform at the drain of the NMOS switch with and without the tuning network \((L_B-C_B)\). In this case when the gate driving waveform has 50% duty cycle, \( C_B \) is tuned such that \( C_B \) and \( L_B \) form a series resonant circuit at 3rd harmonic which is 7.2 GHz. This 3rd harmonic current reduces the peak of the drain voltage swing from 5.1 volts to 3.7 volts as shown in Figure 50 and thus improves the reliability of the power amplifier. 100 mW of peak output power is obtained from the power amplifier at 50% duty cycle with 76% peak efficiency. The efficiency loss is contributed by resistive components of the inductors and finite on-resistance of the NMOS switch.
5.3.2. **Tuning for efficiency**

Power back-off is created by reducing the duty cycle of the gate driving waveform. At a lower duty cycle, ZVS condition gets violated and the switch is turned on when there is significant voltage across the switch. This results in discharge of the capacitor $C_P$ and loss of efficiency. By tuning $C_B$ properly and controlling the current added by the network $C_B-L_B$, drain voltage waveform can be modified such that voltage across the switch is reduced at the time of turn on for any duty cycle. This reduces power dissipation due to discharge of capacitor $C_P$ which in turn improves efficiency at lower duty cycles. Figure 51 shows two cases: drain voltage waveforms at 30% duty cycle with $C_B$ kept fixed at its value of 50% duty cycle ($C_B-L_B$ tuned to the 3rd harmonic) and with $C_B$ tuned properly to reduce drain voltage at turn on time for 30% duty cycle. It is evident from Figure 51 that by tuning $C_B$ properly at different duty cycles, power dissipation can be reduced. While tuning $C_B$ to improve efficiency, it is also ensured that peak of drain voltage does not go beyond 3.7 volts which is the reliability limit. Figure 52 shows
efficiency of the power amplifier at different duty cycles with $C_B$ tuned to reduce power dissipation and with $C_B$ kept fixed at its value of 50% duty cycle (class-E/F$_3$ operation). It is evident from Figure 52 that tuning $C_B$ for different duty cycles can improve efficiency significantly with power back-off. Capacitance values of $C_B$ required at different duty cycles to achieve this efficiency improvement are plotted in Figure 53 which shows that a tuning range of 0.5 pF to 2.1 pF is needed. This tunable capacitor $C_B$ can be implemented as a varactor as shown in [82] or as a set of unit capacitors connected through switches where different amount of capacitance can be obtained by turning on appropriate number of switches as demonstrated in [81].

Figure 51. Drain waveform with fixed $C_B$ and $C_B$ tuned for 30% duty cycle
Figure 52. PA efficiency for different duty cycles of the driving waveform

Figure 53. Adaptation settings (capacitance of $C_B$) for improving efficiency at different duty cycles
5.3.3. Tuning for process variation tolerance

Process variation effects are introduced in the simulation framework and a particular process shifted instance of the PA is considered to validate the proposed process variation tolerant adaptation scheme. This PA instance is simulated with different duty cycles of the driving waveform with $C_B$ tuned dynamically as shown in Figure 53 (nominal adaptation) and efficiency is measured. Now, the adaptation settings computed for the nominal instance may not be optimal for a process shifted instance and performance improvement is possible by finding out best adaptation settings for that particular instance. This can be done by applying built-in-self-test (BIST) techniques and measuring performance of the PA using on-chip sensors and using integrated digital signal processor to determine best tuning knob settings for a process varied instance in a standard self-healing framework [3]. Optimal settings of $C_B$ at different duty cycles are computed for the process shifted PA considered in this simulation so that efficiency is maximized without violating the reliability constraint of peak drain voltage swing. The optimal adaptation settings for this instance are found to be different from that of a nominal instance. Efficiency values of the process shifted instance are shown in Figure 54 with nominal adaptation (broken line) and optimal adaptation for this particular instance (solid line). It is evident from Figure 54 that using this process variation tolerant adaptation scheme, performance degradation (efficiency reduction) due to process shift can be mitigated to certain extent by finding out best adaptation settings for each process varied instance. If due to process variation, capacitance values of $C_B$ change at different settings, that will be taken care of by the proposed process variation tolerant adaptation scheme as it finds out the best setting to maximize efficiency without violating reliability constraints at each duty cycle.
Figure 54. Efficiency at different duty cycles for nominal adaptation and process variation tolerant adaptation.
CHAPTER 6
TESTING OF ADAPTIVE SYSTEMS

In this chapter a prediction based testing technique is proposed for adaptive analog / RF systems that does not require the system to be tested at all tuning knob settings and thus saves test time.

6.1. Introduction

With the current progression towards lower technology nodes it is becoming increasingly difficult to exert sufficient control on process variations to ensure that the circuit specifications remain within their nominal bounds. Additional analog and digital correction circuitry is often needed to detect and compensate for the resulting manufacturing imperfections. The effects of excessive process variations can be corrected by incorporating tunable components (such as tunable mixers, LNAs) into the analog/RF circuitry itself. These tunable components are designed to have “tuning knobs” that allow the performance of the relevant devices to be traded off against power consumption. A relevant tuning knob may be the bias current of the LNA, for example. If such knobs are judiciously incorporated, the same can be used to “tune” an RF/mixed-signal system if the specifications of the RF system are not within acceptable bounds post-manufacture [22]-[23]. Additionally, similar tuning knobs may be incorporated into circuitry to allow the system to adapt to changing workloads. When workload demands are high, the individual module performances are increased and vice versa, thereby saving power consumption when workload demands are not high. For RF systems, the workload is represented by channel conditions. When the wireless channel quality is good, the system does less work to achieve a specified bit error rate. When the wireless channel quality is poor, the RF system has to work much harder and thereby consumes more power [20].
Both of these paradigms for process resiliency and low-power workload adaptive operation are extremely critical for the next generation of analog/mixed-signal/RF systems where the goal is to have the highest yields for reducing the cost of individual product units and ultra-low power operation for long battery life of portable devices.

The problem of testing such process and workload-adaptive devices is critical as test cost can add significantly to the final cost of the manufactured product. In this research, the focus is on automated testing of devices that adapt to process and workload conditions and thereby have intrinsic performance monitoring driven feedback control algorithms built into them that use the feedback control to appropriately modulate the device “tuning knob” values described earlier. The problem is made complicated due to the large number of tuning knob combinations that are designed into the system and the test/monitoring effort needed to find the right tuning knob combinations across process/workload effects that allow acceptable system level performance for the least power consumption.

6.2. Prior Work

Previous works in testing of adaptive systems have explored digitally assisted analog circuits. In [86] the difference between uncalibrated and calibrated output codes are used for testing of adaptive ADC. In [87] calibration data is used to predict which devices would fail selected static and dynamic specifications. In [88], this concept is applied to equalizers by looking at the final static states of the adaption engine as well as the dynamic convergence trajectory of these states to predict the presence of faults. Test generation for the same using genetic algorithm is demonstrated in [89]. In [90], design for testability features and test stimuli are explored in addition to adaptation engine state inspection to predict faults. In [91], the digital calibration circuitry in a Weaver image-reject receiver is modified to introduce DFT features to create a go/no-go type of test. In [25], the authors have proposed a mid-point test method where they predict performance
at all knob settings from the measurement at a single setting for a low noise amplifier. While considering different specifications of the RF system, single test method results in larger prediction error which necessitates testing of the system at multiple knob settings as evident from the simulation results in this work.

6.3. Key Contributions

In this work a new open loop test technique is proposed for adaptive RF systems and from the results of the test, closed loop performance is predicted. The test time involved is significantly less than the time needed to actually tune the system for process variations or to test the adaptation across different workloads.

6.4. Overview of the Approach

The general model of a digitally assisted adaptive RF/mixed-signal system consists of the architecture shown in Figure 3. The proposed test procedure consists of the following steps:

1. Apply a set of optimized tests to the DUT with the tuning knobs (determined by the contents of the TC registers as shown in Figure 3) set to predetermined (optimized) values. The optimization procedures are described later and are a key contribution of this research. Note that while these tests are performed, the normal feedback control mechanisms are disabled. Hence these tests are “open loop” tests. The test time involved is significantly smaller than the time taken to tune the system for process variations and even much more smaller than the time that would be needed to test the system’s ability to adapt across a variety of possible workloads.

2. From the results of these tests, the relationship between the tuning knob values and the RF/mixed-signal system level specifications are determined (called “response surfaces”).
3. Once the response surfaces are known, the manner in which the control algorithms that reside in the baseband unit will control the performance specifications of the RF/mixed-signal system for process perturbed devices or workload variations (i.e. the manner in which the system will adapt) can be determined analytically.

4. From the results of this analysis and the open-loop test, it is possible to predict how the adaptation will work in closed loop and whether the adaptation will succeed or not without performing expensive test-time adaptation (for process and workload perturbations).

The focus of this work is to find out the best possible tuning knob settings where the system should be tested so that the performance surface can be predicted most accurately. Results of this performance prediction can be used for process and workload adaptation.

6.5. Proposed Test Technique

While testing a static analog / RF system, a test signal is applied to the system and the corresponding response is captured. From the captured signature, specifications of the system are obtained by computing parameters of the behavioral model or using regression mapping. Testing an adaptive system is much more complicated than that since the adaptive system has different ‘states’ and the specifications at all these states are to be measured. If the system is tested at all possible tuning knob settings and specifications are computed for those settings then it will incur significant test time. In this work a fast testing method for adaptive systems is proposed which consists of test stimulus generation, performance prediction across different knob settings and selection of optimal tuning knob settings which give best prediction. Using the proposed method, the test responses of the system at a few selected tuning knob settings are captured and from these responses, specifications at all knob settings are predicted. The concept of
performance prediction, test generation and tuning knob selection are explained below followed by the description of the whole adaptive system testing approach.

6.5.1. **Performance prediction**

The key aspect of the proposed technique is testing the system at a few knob settings and from those responses prediction of specifications for all knob settings. This is performed using a regression tool: Multivariate Adaptive Regression Splines (MARS) [30]. Let there are ‘n’ number of tuning knob settings in total and for each knob setting there are ‘s’ number of specifications and the system is tested at ‘m’ number of knob settings where \( m \ll n \). From the ‘m’ number of captured responses, \((n\times s)\) number of specifications are predicted using MARS. During training phase, instances from different process corners are selected and their responses \((m)\) and specifications \((n\times s)\) are used to train MARS models and then in the evaluation phase, using the responses of the evaluation instances, their specifications are predicted.

6.5.2. **Test generation**

In the proposed approach, the system is tested at a few selected tuning knob settings and from those test responses, specifications are predicted for those and all other knob settings. When the system is tested at those selected knob settings, different test stimuli are applied for different settings. A genetic algorithm based test generation algorithm is proposed that finds out the best test signal for a particular knob setting so that the specifications are predicted with highest accuracy from the test response. The test stimulus is a multitone signal and the genetic algorithm optimizes the amplitude and phase angles of the tones. Let us take the case where the system is kept at a knob setting \((K_a)\) while testing and the optimum test stimulus for this setting is to be found out. Genetic algorithm starts with a random population of candidate solutions where each candidate solution represents a combination of amplitudes and phase angles. Next, the
multitone test signals corresponding to those candidate solutions are applied to a set of process varied instances and all of these instances are kept at knob setting $K_a$. The objective function for each test signal is calculated in the following way: for every test signal, responses of all of the instances are captured at $K_a$ knob setting. Then a regression mapping is built (as explained in previous section) between the output waveforms (at $K_a$) of these instances and their specifications (gain, IIP3 and power consumption) at all tuning knob settings. Finally the same test signal is applied to another set of process varied instances (evaluation set) and from the response (at $K_a$), specifications are predicted for all tuning knob settings using previously built regression models. The difference between the actual specifications and predicted specifications is the prediction error and the total normalized prediction error for all specifications at all knob settings of all evaluation instances is defined as the objective function. Depending on the values of the objective functions, genetic algorithm creates new set of chromosomes (candidate solutions) using cross-over and mutation operators [45]. When genetic algorithm converges, the optimum candidate solution (test stimulus) is obtained and if the system is tested keeping it at $K_a$ knob setting and from the response, specifications for all possible knob settings are predicted then the prediction error will be minimum for this test stimulus.

6.5.3. Tuning knob selection

In this step, the best set of tuning knobs are selected from all possible tuning knob settings so that when the system is tested at those carefully selected knob settings and specifications for all knob settings are predicted then prediction error becomes as small as possible. This is achieved by using a gradient based search algorithm. If ‘$m$’ number of knob settings are selected for testing, then initially the search is performed in the whole tuning knob space and the best knob is selected for which the prediction error is minimum with optimized test signal. While selecting the next best knob setting, the
search is performed within the knob settings where specification prediction accuracy was poor in previous step. Every time this search is performed, test generation is done for each of the knob settings. The key idea here is that result of test generation and accuracy of regression models will be different for a large knob space and a smaller sub-region of that knob space.

6.5.4. Adaptive system testing

The complete concept of adaptive system testing is shown in Figure 55. The flow chart is explained below.

A gradient based search algorithm is applied to select the tuning knob settings where the system should be tested. This is done in an iterative way for selecting ‘m’ number of optimal knobs. When the system is tested at a particular knob setting and specifications are predicted for other knob settings from the test result, prediction accuracy will be poor in certain regions of the tuning knob space. Hence, an iterative algorithm is developed and the knob space is gradually shrunk in every iteration. After the iterations are complete, several sub-regions of the tuning knob space are obtained and the optimal knob setting for each subregion is determined which gives best prediction for that subregion. Let us define $S_k$ to be the set of all tuning knobs settings where the performance of the system has to be predicted in an iteration (initially $S_k$ is the whole tuning knob space).

For selecting the first optimal knob setting, the gradient based search algorithm selects a knob $K_i$ from $S_k$ (the whole knob space initially) and an optimized test stimulus is generated for $K_i$. Then the system is kept at $K_i$ and from the test response of the system, different specifications (gain, IIP3 and power consumption) are predicted for all knob settings in $S_k$ using a trained regression model. Then the gradient based search algorithm repeats this process for other tuning knob settings and finds the tuning knob setting for
which the total prediction error is minimum. This knob setting is chosen as the first optimal tuning knob setting.

Figure 55. Adaptive system testing approach
Now, the knob settings are found where the prediction is not accurate when the system is tested at first optimal knob setting. A threshold is assigned in accuracy of specification prediction for this purpose. The knob settings where the prediction error is greater than this threshold value are selected and this set of knobs is called ‘$S_{error}$’. The first optimal knob setting is used to predict specifications for the knob space [$S_k - S_{error}$].

Then the knob space $S_{error}$ (where prediction accuracy is poor when the system is tested at the first optimal knob) is chosen as the new $S_k$ for the next iteration. The second optimal knob setting is found from this new $S_k$ and the objective function for this second knob selection is defined as the prediction error for knobs in this new $S_k$. Again test stimulus optimization algorithm and gradient search algorithm are applied in this new $S_k$ knob space and the second optimal knob setting is selected. Now the threshold value is increased from the first iteration and the knobs where prediction error is greater than this new threshold are selected (new $S_{error}$). Second optimal knob is used for specification prediction of the space [new $S_k$ - new $S_{error}$]. This procedure is repeated for further optimal tuning knob settings and the threshold value for selecting $S_k$ in each iteration is increased gradually.

6.6. **Simulation Results**

The proposed concept is validated by performing simulation and the results are presented in this section.

6.6.1. **Adaptive transmitter design**

An adaptive RF transmitter is designed in ADS for 2.4 GHz where tuning knobs are incorporated in the upconversion mixer. Bias voltage and power supply of the mixer are used as two tuning knobs which are controlled from the baseband unit. An envelope detector is placed at the output of the transmitter that captures the low frequency envelope response of the transmitted signal as shown in Figure 3. Process variation is
introduced in ADS simulation and several instances are created. Three specifications of the system - gain, IIP3 and power consumption are considered for testing. The schematic of the adaptive double balanced Gilbert cell up-conversion mixer is shown in Figure 56.

![Adaptive Gilbert cell mixer](image)

**Figure 56. Adaptive Gilbert cell mixer**

### 6.6.2. Test generation

Genetic algorithm based test stimulus optimization is performed in MATLAB and the performance of the Genetic algorithm for one of the tuning knob settings is shown in Figure 57. It shows how the value of objective function (error in specification prediction when the system is tested at that particular setting) reduces as GA converges. The
optimized multi-tone OFDM test signals for I and Q inputs for that knob setting are presented in Figure 58.

Figure 57. Test generation using GA

Figure 58. Optimized multi-tone test stimuli
6.6.3. Tuning knob selection

Tuning knob settings where the system should be tested are found using a MATLAB based gradient search algorithm [47]. The first tuning knob is selected in such a way that total prediction error across all knob settings is minimized. The threshold value for selecting $S_k$ of next iteration is set adaptively. The first optimal knob setting is found to be $knob1 = [Vdd: 2 \text{ volts}, \text{bias: 0.8 volts}]$. The next step is to determine $S_k$ for second knob setting. The threshold is set to 1.5 of total normalized prediction error for all of the specifications considered. 15 knobs settings are obtained out of 65 knob settings where this error value is greater than 1.5 and these knob settings construct $S_k$ for second iteration. In the second iteration the search is performed again within these 15 knob settings to find the best one where the system should be tested for best prediction accuracy. The second knob setting is found to be $knob2 = [Vdd: 2.8 \text{ volts}, \text{bias: 0.6 volts}]$. Next, the error threshold is set to 2.5 and 4 knobs which fall outside this error threshold construct $S_k$ for third knob selection. The gradient based optimizer finds the third knob as $knob3 = [Vdd: 2.7 \text{ volts}, \text{bias: 0.5 volts}]$.

6.6.4. Surface prediction results

In the validation phase, another set of process varied transmitter instances are selected and all of them are tested at the 3 knob settings found in Section 6.6.3 using corresponding optimized multi-tone test signals. First, the instances are tested at $knob1$ and the responses of the instances to the optimized test signal for $knob1$ are captured. Then the instances are kept at $knob2$ and responses to the optimized signal for $knob2$ are captured. Similarly, they are tested for $knob3$ as well. Then 60% of these instances are used to train MARS [30]. Regression models are built between the following parameters: response at $knob1$ and specifications of 50 knob settings, response at $knob2$ and 11 knob settings and response at $knob3$ and 4 knob settings. For the rest of the 40% instances, their gain, IIP3 and power consumption specifications are predicted using their responses.
and the regression models built. Prediction results for a particular instance are shown in Figure 59, 60 and 61. Total normalized prediction error for all these 3 specifications over the 40% of the validation instances is shown in Figure 62.

Figure 59. Gain prediction

Figure 60. IIP3 prediction
The validity of the proposed test technique is shown by conducting experiment on a hardware prototype as shown in Figure 63. A 802.11a/b/g power amplifier in
production at TI is used in the experiment. A data acquisition module by National Instruments (NI PXIe-1073) is used to interface the RF front-end with PC. Multi-tone test signal is up-converted using a mixer from RFMD (RF2638) and LO signal is generated using RF source Agilent E4432B. This up-converted signal is fed to the RF tester board that hosts the power amplifier module. Output of the power amplifier is down-converted using the mixer MAX2039 and digitized by the ADC from NI. In this experiment 12 process varied instances of power amplifier are used while the mixers are kept static. Power supply and a control voltage of the power amplifier are used as tuning knobs. Out of these 12 instances, 9 are used to build the regression model and performance (gain) of rest of the 3 instances are predicted using built regression models. Average prediction error for these three instances are shown in Table 8. Original and predicted gain surfaces of one of these instances are presented in Figure 64.

Figure 63. Hardware experiment setup for the proposed adaptive system test
Table 8. Prediction error in hardware experiment

<table>
<thead>
<tr>
<th>Instance number</th>
<th>Instance 1</th>
<th>Instance 2</th>
<th>Instance 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average error</td>
<td>4.4 %</td>
<td>7.2%</td>
<td>3.6%</td>
</tr>
</tbody>
</table>

Figure 64. Gain prediction results of the hardware experiment

6.8. Application of the Proposed Test

Using the proposed method, performance of an adaptive system can be predicted across different tuning knob settings. This prediction result can be used in following ways:

6.8.1. Process adaptation

Once the results of the proposed test are obtained, power conscious tuning algorithms can be applied directly on the predicted performance surfaces of the system. Thus the proposed method can save significant tuning time. On the other hand, if the
tuning (search) algorithm is applied on hardware (for better accuracy) [22], then the results of the same tuning algorithm on the predicted surfaces can provide starting point of the hardware iteration and help in fast convergence.

6.8.2. Workload adaptation

In the case of workload adaptation, the results of the proposed test can be equally useful. For a system to adapt to its workload (channel condition for a RF transceiver) in a power optimal way, enough tuning range is required in its specifications. Whether a particular process varied instance can be used in such an adaptation mechanism can be determined by the results of the proposed test which clearly shows the tuning range for every specification. Different workload conditions can be simulated and adaptation mechanism can be verified by directly using the prediction data.
CHAPTER 7
CONCLUSION AND FUTURE WORK

The objective of the proposed research is to design adaptive analog/RF circuits and systems with digital enhancement techniques for higher performance, better process variation tolerance, and more reliable operation and developing strategy for testing the proposed adaptive systems.

7.1. Conclusions

An adaptation framework for RF systems is developed that can mitigate the effects of process variation by trading-off power and performance of the individual modules. The proposed framework has two parts – (1) optimized test stimulus driven top-down diagnosis, where module level performance and nonidealities are computed from the system level test response of the RF transceiver and (2) bottom-up tuning (adaptation) that utilizes diagnosis results to predict performance vs. power vs. tuning knob relations and finds out optimal tuning knob settings to meet performance requirements with minimum power consumption. Another adaptation technique is proposed for process variation tolerance that directly finds out power optimal tuning solution from the test response of the circuit. This tuning mechanism is successfully applied to an adaptive analog circuit (operational amplifier) designed using carbon nanotube transistors which show different types of manufacturing variation compared to CMOS. An adaptive switched mode power amplifier is also designed which has higher efficiency with power back-off, better process variation tolerance and higher reliability compared to a static design. This power amplifier can be used in the proposed adaptation framework as one of the adaptive modules of the RF system. Finally, a testing strategy is developed for the
The proposed adaptive system and the proposed test methodology obviates the need to test the device at all possible tuning knob settings and thus saves test time and test cost.

Key contributions of this PhD thesis are listed below:

(A) The proposed diagnosis technique uses compact and deterministic test stimuli which are optimized to improve accuracy of model parameter computation. Usage of these optimized test stimuli results in significant reduction in diagnosis and testing time.

A comprehensive behavioral model of the RF transceiver is developed and using that model the proposed algorithm can find out nonidealities of individual modules of the RF transceiver from the system level response only, which minimizes the number of sensors to be used in the RF path.

(B) A process variation tolerant adaptation or tuning technique is developed which performs module level diagnosis and predicts performance specifications and power consumption across tuning knob settings. By predicting performance surfaces at the module level and then finding out system level tuning solution, dimensions of the tuning problem is reduced which results in less number of diagnosis points, more accurate prediction of performance surfaces and obviates any training requirement. Eventually it leads to faster adaptation of the RF system.

(C) Tuning of carbon nanotube based analog circuit demonstrates the efficiency of the direct tuning approach in presence of manufacturing variations which are different in nature (compared to CMOS based circuits) and shows requirement of different kind of tuning knobs in such an environment.

(D) Proposed adaptive class-E power amplifier demonstrates better reliability, process variation tolerance and higher efficiency with power back-off. Simplicity of the proposed tuning circuit results in less overhead and simple control law which is easy to implement.

(E) Proposed adaptive system testing approach finds out optimal tuning knob settings where the device should be tested and predicts performance for all other knob
settings. Thus, it leads to reduction in test time and test cost for adaptive analog / RF systems by predicting closed loop performance from open loop test results.

7.2. Future Work

This PhD work contributes to the development of digitally assisted adaptive analog / RF circuits and systems and some possible extensions of the proposed research are listed below:

(1) In the proposed diagnosis technique any effect which is not captured by the behavioral model can be incorporated by using some learning algorithm which can improve the DUT model iteratively.

(2) The adaptation framework can be extended to compensate temporal effects (aging) and lifetime of the RF system can be increased by distributing stress appropriately across the modules.

(3) Manufacturing variations in other nanodevices (such as Graphene) can be studied and efficient self-healing mechanism can be developed for circuits built using those devices by finding out effective tuning parameters (knobs).

(4) Tunable design of other RF modules (mixers, low noise amplifiers) can be further explored with different adaptation settings for simultaneous improvement in process tolerance, performance and reliability which can be used in the proposed framework.
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