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As network applications become more diverse, the requirements that they place on the network infrastructure become more varied and more stringent, particularly with respect to Quality of Service (QoS) requirements. Given this requirement, the network will intuitively yield more desirable service if its nodes have as much knowledge as feasible concerning the requirements of the applications whose traffic is traversing them. This goal can be achieved through mechanisms such as rate allocation, buffer management, congestion control, etc. As a large number of applications are served concurrently in the network, the fruits of this “application awareness” in the network will not be reaped unless it is efficiently scalable with respect to the number of traversing applications.

The objective of this thesis is to investigate “scalable application-aware” router mechanisms. This objective is addressed by discussing two types of mechanisms: buffer management and rate allocation. First, the queueing performance for several existing buffer management schemes is estimated and evaluated using Markov chains (in addition to simulation) with goodput as the metric instead of packet loss. Then, a new buffer management scheme is proposed to combine the efficiency and scalability extracted from existing schemes. The performance of the new scheme is compared with that of the existing schemes.

Second, a new scalable utility-based fair allocation architecture is proposed. This rate allocation architecture collects the utility functions from all flows that traverse a network link and uses them to allocate bandwidth such that all applications have similar utility (or application-level QoS). This is achieve without per-flow state, thereby achieving our goal of scalability for this thesis.
CHAPTER 1

INTRODUCTION

There are several services that a typical network currently provides to the end users. These services are facilitated by several network router mechanisms that include routing, buffer management, and rate allocation. Most existing network mechanisms are based on best-effort service in handling network packets. As a result, these services do not differentiate between network applications that have special service requirements; we illustrate such behavior with the following examples of router mechanisms.

- Routing protocols such as RIP, OSPF, and BGP [25, 42, 47] mostly forward packets with respect to the packet destination address and do not efficiently differentiate between packet or application types in their forwarding decision. Packets that have special service requirements can be handled as part of the routing protocol's extensions when they are explicitly specified during routing packets to their destination.

- The most widely used buffer management scheme is "first-in-first-out (FIFO)", in which packets are dropped when the network buffer overflows, regardless of the packet type and its importance to the user's application. Therefore, a high-priority packet could be dropped whilst it may be possible to drop a low-priority packet, potentially resulting in a higher quality of service (QoS) degradation experienced at the end user. While discarded packets can be recovered through retransmission, some applications such as real-time multimedia streaming, forgo retransmission due to stringent delay constraints 1.

- There are several rate allocation schemes such as WFQ, DRR, FRED, CSFQ, and CoreLite [39, 45, 53, 55]; however, these mechanisms try to provide rate allocation according to the available rate and the number of flows sharing a link, but not according 1

1 Other buffer management schemes that can provide priority discard will be discussed in Chapter 3.
to how that rate will impact the application's QoS. Consider a flow with two traffic layers: a basic layer and an enhancement layer, for example. The basic layer is an independent layer and contains information that provides the session with a coarse (or minimum) quality. The enhancement layer, however, is used to provide a higher session quality only when coupled with the basic layer; this layer cannot be used when it encounters packet loss. When a flow with layered traffic is allocated more bandwidth than the rate of the basic layer, but not enough to entirely accommodate the rate of the enhancement layer, some packets will be dropped. When the enhancement layer suffers from packet loss, its successfully transmitted packets will not be used by the end user; moreover, these packets will still be consuming bandwidth and contributing to network congestion. In addition, congestion may cause packet loss for the basic layer, resulting in an unnecessarily severe QoS degradation. Packet loss in the basic layer can be minimized by labeling its packets as packets that need special handling and processing in the network entities. This could be handled at the network layer level in the Internet Protocol (IPv4) by using a header field called type of service (TOS), which can be used to differentiate packet types. This field, however, is not currently utilized. This network environment cannot provide bandwidth and delay guarantees to the network users; thus, it will be impossible for the network to provide QoS for the users.

With the fast growth in high-speed communications networks, however, the spectrum of network applications that require QoS has been enlarged to include new and diverse bandwidth-demanding and delay-sensitive applications such as video and audio streaming, interactive video conferencing and games, and medical applications, etc. Since these applications require QoS that best-effort service cannot guarantee, they have increasingly been affected by mechanisms that facilitate such simple network service. To explain this effect, we take MPEG-2 [41] video streaming as one example of network applications that can benefit from network QoS assurances. Video frames are delay constrained and frames cannot be used if they miss their assigned display time. Therefore, a rate allocation mechanism that is unaware of the bandwidth and delay requirements of the video stream may waste
bandwidth in transmitting useless packets that have already expired. Also, the MPEG-2 compressed video format contains dependencies in coding between frames, and losing a frame may result in several frames being incorrectly displayed because of their dependencies on the lost frame. Therefore, in a buffer management scheme that is not aware of the video characteristics, high-priority packets can be dropped instead of available and preferable low-priority packets, resulting in higher video quality degradation than necessary even though comparable packet losses are seen in either case.

These problems motivate our addressing the need for new network models that provide QoS guarantees required by contemporary applications. The QoS of these applications may be severely degraded if they are subject to best-effort service along with other aggressive, less QoS-sensitive applications.

Several proposed network models try to provide QoS for network applications, such as IntServ and DiffServ [6, 8, 43, 63]. The IntServ network model is based on reserving network resources at each node for network applications to meet their QoS requirements. The user can specify the QoS level it needs and request it from the network. Reservation protocols such as RSVP [10, 28, 62] are used for reserving network resources and maintaining the connection. IntServ faces scalability issues because a connection information state for each flow has to be maintained at each network node on the connection route, resulting in increasing the computational and resource cost at each node as the number of traversing flows increases.

DiffServ, on the other hand, is based on classifying the application flows into several classes. Each class is given a priority relative to the other classes. Flow classification occurs at the edge network nodes, while the core network is kept simple with a fixed number of states that correspond to the service classes it supports. Since no per-flow state is kept, this model is scalable. However, this model provides less stringent QoS guarantees than IntServ.

In both IntServ and DiffServ, the application needs to provide the network with several connection parameters for admission control. Therefore, the application needs to map its session requirements to the mandated network QoS model's specifications. However, the
session requirements may not always match the model's specifications, which will usually result in either network underutilization or QoS degradation. In MPEG-2, for example, the network can reserve the peak rate for the video flow using IntServ, but this will result in underutilization because of the bursty nature of the video traffic characteristics and the high peak-to-average rate ratio. On the other hand, reserving less bandwidth with less stringent guarantees, as in DiffServ, will result in randomly dropping packets during long traffic bursts, resulting in video quality degradation that may exceed expectations as a result of error propagation caused by the MPEG-2 coding methodology.

Another network model that can provide QoS assurances to network applications is active networks [2, 58]. In this model, a packet carries instructions that are interpreted by the network node and then initiate processes to handle that packet. This model is designed to run application-specific packet processes at the network core nodes. However, it involves a significant amount of overhead because router's processing resources need to be distributed between the processes managing and controlling the router operation itself and the processes that are initiated by the network packets. Moreover, running processes at the network core raises network security issues because of the risk of allowing malicious code to execute at the network router. Scalability is another limiting issue in active networks. When a packet arrives at the router, for example, a process will be initiated to handle that packet, which results in the significant overhead of process initiation and code execution; as routers currently accommodate on the order of a million simultaneous flows, the issue of scalability becomes evident.

The above network models provide diverse QoS assurances through several network QoS metrics such as bandwidth and packet loss. Network applications use these metrics to achieve a certain service (i.e. satisfaction) level desired, which is characterized by the application-level QoS or utility. Utility represents the perceived QoS at the end application. This raises an important question: what is the relationship between the QoS that the network provides and the application-level QoS?

---

1One example of such routers is Apérie™ that is a product of Capivan Networks Inc.
2Utility can be defined as a function of one or more network QoS metrics and will be explained later in this section.
To understand the difference between the two QoS metrics, we consider the rate allocation mechanism that provides equal rates to flows traversing it. While this rate allocation mechanism can potentially achieve equitable sharing of network resources, it falls short of recognizing the benefit of the allocated bandwidth to the application-level QoS or flow utility. The bandwidth allocated to an application is positively perceived only when it translates into an improvement in the application-level QoS. Let us re-visit the rate allocation example with layered traffic in more detail. We consider a flow that carries layered traffic with a basic layer rate of 400kbps and an enhancement layer of 200kbps (e.g., RLM [26]). Each layer will be used at the end user only if it is completely received. If the flow share provided to that flow is 400kbps, the flow will be transmitting only the basic layer, and therefore, will be optimally utilizing its allocated bandwidth (since the traffic consuming the allocated bandwidth is usable). If the fair share at the router increases to 500kbps and the flow starts transmitting the enhancement layer in a total rate of 600kbps, the enhancement layer will suffer from packet drops because the flow rate exceeds the allocated bandwidth and whole layer will be dropped at the destination. Thus, despite the increased bandwidth allocated to the flow, the end application will not receive any quality improvement from the network and its utility remains unchanged. On the contrary, the excess bandwidth, 100kbps, is wasted at the network. A utility-aware (or application-aware\(^4\)) rate allocation mechanism would give that flow either 400kbps or 600kbps. Therefore, it is important for the network to be utility-aware to successfully provide network users with application-acknowledged quality enhancements. Utility awareness is directly coupled with fairness because, while 600kbps may result in a complete satisfaction for the flow with layered traffic, it may result in only 50\% or less satisfaction for another bandwidth-demanding application.

As the utility of a network application tend to degrade during network congestion, we focus our work on providing application-awareness in router mechanisms that regulate network resource usage during congestion. One of the main router components on the flow's path is buffer management that, if achieved efficiently, can greatly contribute to enhancing the flow's utility especially for flows that carry prioritized packets. A related and equally

\(^4\)We interchangeably exchange utility- and application-awareness in this document.
important router component is rate allocation, which become necessary during congestion to manage the available network bandwidth to similarly serve all network flows. In addition to being utility-aware, it is important for router mechanisms to be scalable because they typically manage a large number of network flows [55].

In this work, we aim to balance scalability and the quality that the network provides by introducing, at the network nodes, efficient and scalable application-aware services that improve the session quality over existing network services. The main contributions of this thesis fall in two categories, buffer management and rate allocation.

- In buffer management, we propose a new simple and efficient buffer management scheme that is application-aware and achieves the performance of complex schemes.

  This scheme utilizes the characteristics of the application's priority structure when discarding a packet. Also, we present a performance estimation methodology based on Markov chains for MPEG-2 video traffic. The methodology depends on the coding structure of MPEG-2 video in evaluating the effect of packet loss on video quality, and we use the estimation methodology to evaluate several existing buffer management schemes.

- In rate allocation, we address fair rate allocation with respect to the utility curves for each flow. Utility-based fairness is based on providing all users equal utilities, irrespective of differences in the bandwidth they use. Considering its deployment in a core network router with a large number of flows, we address the utility-based rate allocation in a scalable environment.

The thesis is organized as follows. In Chapter 2 we discuss utility awareness in network mechanisms. In Chapter 3, we present a literature review about loss estimation, buffer management, and rate allocation. We present the video loss estimation methodology in Chapter 4. In Chapter 5, we present the new application-aware buffer management scheme. We address scalable utility based rate allocation in Chapter 6. Finally, we conclude the thesis in Chapter 7.
CHAPTER 2

UTILITY AWARENESS IN ROUTER MECHANISMS

The utility of an application \( i \) is often represented by a utility function, \( U_i \). The utility function is a curve that represents how the service \( s_i \) provided by the network translates into the performance (or utility) of application \( i \). The network service \( s_i \) represents one or many of the ways in which the network can affect the quality received by the applications. Examples of service metrics are packet loss, delay, jitter, bandwidth, etc. An increase in \( s_i \) may result in an improvement in the application utility due to better service given from the network. \( U_i \) is usually expressed as a function of one metric such as bandwidth or packet loss.

The utility of network applications react differently to the dynamic changes in the QoS provided by the network. We identify four popular network QoS dimensions that affect an application’s utility: bandwidth, packet loss, delay, and jitter. The utility of applications may change differently as any of those QoS dimensions vary, as shown in Figure 1. For example, an application that can tolerate bandwidth oscillations, like FTP, has a smoothly changing utility with bandwidth, while one that requires rigid bandwidth assurances, like real-time video, has a sharp change in utility when its bandwidth requirements are violated. This results in different utility functions of bandwidth across applications. Another example is the packet loss, in particular the type of the dropped packet. Losing a high-priority packet has a more impact on the application utility than a low-priority packet. These examples show that the same network service \( s_i \) can be perceived differently by different users, and therefore, the network service metrics are not accurate measures for the general applications’ satisfaction. For the network to provide applications with similar service at the application level, it is important for it to sense how the user perceives the QoS it provides. Having the network aware of the impact of its service on the application QoS can result in better management if the network resources, which, in turn, increases the end-to-end application
To demonstrate the value of utility awareness in network mechanisms, we use buffer management as an example. Consider FIFO: this scheme is simple, scalable, and efficient when all packets arriving at the buffer are of the same type. However, this scheme causes performance degradation to applications that send packets of different priorities, particularly when the information carried in low-priority packets is dependent on that of preceding high-priority packets. Therefore, if a high-priority packet is lost, this may nullify the information in following low-priority packets even if they are received correctly at their destination. Since the FIFO scheme does not differentiate between high- and low-priority packets, it is likely that a high-priority packet is dropped when it would be preferable (by using a different buffer management scheme) to drop a low-priority packet, thereby degrading the overall QoS.

2.1 Example: MPEG-2 Video

Now we demonstrate the effect of not distinguishing between different packet priorities and their utility using an example of MPEG-2 video traffic. MPEG-2 is an efficient and popular compression standard that utilizes the spatial and temporal correlation between pictures in a video sequence. In the next section, we present an overview of MPEG-2 video structure.
2.2 MPEG-2 Structure and Traffic Models

Three types of frames are generated in MPEG-2 video-coded streams: *intra frames* (I-frames), *predicted frames* (P-frames), and *bidirectional frames* (B-frames). I-frames are coded using the information in the picture itself only, P-frames are coded with respect to the most recently preceding I-frame or P-frame (anchor frame), and B-frames are coded with respect to the most recently preceding and following anchor frame. I-frames are independent of other frames and have no temporal compression. P-frames are less compressed than B-frames (because their motion compensation coding is with respect to only one anchor frame), but they are usually smaller than the I-frames. B-frames are generally the smallest because their coding is dependent on the information contained in the two closest anchor frames through using motion compensation vectors.

![Diagram of GOP structures](image)

**Figure 2:** (a) GOP structure, (b) GOP display order, (c) GOP transmission order.

MPEG-2 frames are generated at a constant rate (e.g., 25 or 30 frames per second). They are generated in a regular, repeating sequence (see Figure 2(a)) called a *group of pictures* (GOP). Figures 2(b) and (c) give the order and dependencies between frames during both frame generation and display, and during transmission, respectively. The frames are ordered prior to transmission so that frame information is always transmitted before all other frames that are dependent upon it. In other words, when a frame arrives at the destination, the

---

1The GOP pattern depends on the order used to produce the MPEG-2 video stream. For example, some GOP patterns have higher number of B-frames such as `IBBBBBBBBBBBBBBBBBBBBBBBBB` or no B-frames at all, such as `IPPP11PPP`. 
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decoder will have all information needed from other frames in order to decode it. The reordering of frames creates an overlap between consecutive GOP boundaries.\(^2\)

Several traffic models for MPEG video streams have been proposed in the literature. The models vary from capturing the short-range dependency (SRD) characteristics (e.g., Markov chains [1, 16, 21, 50] and AR models [1, 9, 11, 15, 21, 27, 29, 36, 40, 44, 65]), long-range dependency (LRD) characteristics (e.g., self-similar models [1, 21, 23, 48]), and models that attempt to approximate a probability density function (PDF) based on an experimentally acquired histogram [21, 35, 48]. Cell loss has been used as a measure to evaluate the agreement of proposed video traffic models with empirical data [18, 24, 34, 67]. Some of the common distributions used to model video traffic are lognormal and gamma distributions.

### 2.3 Packet Loss in Video Traffic

Because of the structure of MPEG-2 video stream, the impact of a lost (or corrupted) video packet will not only result in the affected frame being incorrectly displayed at the destination, but the impact of that error may also “ripple” through other subsequent frames because of the previously described interdependency. The propagation of the error will continue until the next synchronization point, (e.g., a picture, GOP, or sequence header). For example, losing an anchor frame will result in losing all the following frames in that GOP. In a buffer management scheme like FIFO that does not recognize the packet priority, losing a high-priority packet from an anchor frames will encounter higher penalty than that of a low-priority packet from a B-frame, which results in higher quality loss in the video stream.

To evaluate the performance of a buffer management scheme on an application, we need to evaluate its impact of the application’s quality. It is clear that the quality loss cannot be measured using packet loss ratio in the video stream since we need to account for packets that are received at the destination but are not usable. Therefore, we need to define a different metric that is more accurate and representable.

\(^{2}\)Notice that the GOP structure in Figure 2 is an example that will be used in later discussions.
2.4 Utility Metric

To consider information interdependency between video frames, measuring video quality using cell loss as a metric would neither be suitable nor accurate because cell loss does not capture frame corruption caused by error propagation between frames. Hence, using frame goodput as a measurement metric for video quality is more adequate because it captures error propagation. We define frame goodput as the ratio between the cells in uncorrupted and correctly displayable frames to the total number of cells in the video stream that arrive to the buffer, as shown in equation (1). In addition, we define goodput loss as shown in equation (2). A similar definition of goodput was used in [38, 59, 66]. Notice that the goodput calculation is different from throughput calculation shown in equation (3) since the goodput excludes the unusable cells in its calculations in addition to the dropped cells.

The goodput can be studied at the slice level rather than at the frame level, but this will require complex analysis and difficult tracking of error propagation because of the possible slice interdependency on several slices from the previous frames. Even though this definition of the goodput over-estimates the loss in video quality, it is simpler to apply at network nodes than other more accurate definitions. Many other methods have been proposed for reducing the effect of cell loss in MPEG-2 streams through layered coding techniques [64] and error concealment [18], resulting in improved stream perceived quality.

\[
\text{Goodput} = \frac{\text{No. of packets in good and usable frames}}{\text{Total No. of packets}} \quad (1)
\]

\[
\text{Goodput loss} = 1 - \text{Goodput} \quad (2)
\]

\[
\text{Throughput} = 1 - \frac{\text{No. of dropped packets}}{\text{total number of packets}} \quad (3)
\]

\(^3\)We use the term "cell" to refer to any fixed-size packet; therefore, a cell does not refer only to an ATM cell.
\(^4\)A slice is a horizontal strip within a frame and it is the basic processing unit in the MPEG video coding scheme.
The difference between using goodput and raw packet loss as metrics in evaluating buffer management schemes is shown in Figure 3. This figure shows the packet loss in MPEG-2 video traffic for a buffer with Tail Discard (TD) dropping scheme (or FIFO). It is shown that the goodput loss is higher than the raw packet loss because goodput accounts for error propagation between packets. Hence, using the goodput as a utility metric presents a better measure of the usability of packets at the end user than raw packet loss.

Similar to buffer management mechanisms, rate allocation mechanisms that do not incorporate the application utility in its allocation criterion can wrongfully measure the QoS seen at the end user as discussed earlier in Chapter 1 where it was shown that an increment in the allocated bandwidth to a flow may not result in any improvement in the application utility. A similar evaluation can be performed to quantify the effect of utility awareness in rate allocation. We defer a detailed discussion of utility awareness to Chapter 6 for the interest of space.
CHAPTER 3

BACKGROUND AND RELATED WORK

Before we present our contributions in utility-aware buffer management and rate allocation schemes, we first look at several schemes in buffer management that are used later chapters in evaluating our proposed mechanisms. Then we present the related work from the contemporary literature wherein we address the ability of existing buffer management and rate allocation mechanisms to enhance the utility of network applications scalably with respect to the number of flows accommodated.

Several buffer management schemes have been studied in the literature wherein performance evaluation and analysis was provided. Although these schemes were analytically evaluated using raw packet loss as a metric, their performance has not been analytically studied or estimated using utility or goodput. Therefore, we also discuss the analytical evaluation of these schemes from the utility prospective.

3.1 Buffer Management Schemes

There are two approaches to minimizing the effect of packet loss in QoS-sensitive traffic, e.g. MPEG-2: (i) hop-by-hop approaches that addresses losses in intermediate nodes within the network, and, (ii) end-to-end approaches that may entail changing the encoding schemes of the traffic content such as error concealment and resilience algorithms. Although both approaches are important, we will focus in this work on the first approach and address it by examining different buffer management schemes where it is possible to minimize the unrecoverable errors that have the greatest impact on the perceived quality, e.g., losing an anchor frame in video streams.

Several studies of priority dropping schemes were found in the literature. Some of these schemes include partial buffer sharing (PBS), triggered buffer sharing (TBS), and push out buffer (POB).
In PBS, if the buffer occupancy is below a threshold $T$, both low- and high-priority packets are accepted into the buffer; otherwise only the high-priority packets are accepted until the buffer is full, when all arriving packets are discarded. In TBS, however, two thresholds are defined, $T_H > T_L$. When the buffer occupancy exceeds $T_H$, the buffer will not accept low-priority packets, and only high-priority packets are allowed into the buffer. The buffer goes back to accept all packets only when the buffer occupancy decreases below $T_L$. Thresholds in PBS and TBS are fixed in the buffer and do not change to accommodate burstiness in high-priority packets within a traffic flow or between flows that may be aggregated into the buffer. PBS and TBS are simple to implement and can provide buffer protection for high-priority frames, but the overall performance is low because the buffer is not fully utilized because of the fixed partial buffer space allocated to low-priority packets.

In POB, if a high-priority packet arrives at the buffer when it is full, a low-priority packet is removed from the buffer. If there are no low-priority packets in the buffer, the incoming packet is discarded. There are two versions of POB discussed in [17]: FIFO and LIFO. The difference between the two versions lies in the selection of low-priority packets to remove. In FIFO, when a low-priority packet is to be removed from the buffer, the packet closest to the head of the buffer is removed. In LIFO, however, the packet closest to the tail of the buffer is removed. While the POB scheme is efficient and fully utilizes the buffer space, it is complex to implement because it requires searching the buffer for low-priority packets to discard.

In [30], a queuing analysis for PBS was presented. The effect of load, burstiness, and buffer size had on packet loss probability was evaluated. In [17], Cuenca et al. presented a performance evaluation for PBS, TBS, and the two versions of POB. Real-time MPEG-2 traces were used in their evaluation. It was shown that TBS was the most effective in reducing the loss of anchor frames. The authors used packet loss rate as a performance measure, but did not consider whether or not the transmitted packets were usable at the receiver.

POB with FIFO and LIFO was studied in [59] for layered video. It was shown that
there was an optimum load at which the maximum rate of usable frames can be achieved. As the load increased beyond the optimum point, the rate of usable frames decreased. It should be noted that measuring usable frames rather than packet loss is a better measure of video quality as it accounts for the interdependency of frames. This frame rate can be increased if the dependency structure of the video is utilized in the dropping scheme itself. Zheng et al. in [66] proposed a scalable video transmission scheme that did not require major changes in network protocols. This scheme recognized somm, but not all, of the frame dependencies in the video structure; the dependency between P-frames was ignored.

3.2 Video Loss Estimation

Analytical estimation techniques have many benefits in both the research and industry communities. While simulation techniques are beneficial and can provide the same results as estimation, analytical estimation techniques are often faster and can be applied in actual systems to support router mechanisms in call admission control, rate allocation, and buffer management schemes. These estimation techniques can also be used as a base for testing new performance improvement techniques. Markov chains were used in queueing analysis for VBR traffic models with multiple priorities [30, 32]. However, video traffic characteristics and the usefulness of the received packets were not recognized.

Some work in the literature has focused on queueing analysis and cell loss analysis for VBR and priority assignment network traffic; however, these studies did not consider the video traffic dependency structure, subsequent packet dropping, and deterministic modeling of video sequences. In [30, 32], Markov chains were used to analyze queueing mechanisms with focus on priority queueing or bursty VBR traffic; however, video traffic characteristics and usefulness of transmitted packets were not recognized. In [57], the impact of cell loss on the quality of video was studied; the loss analysis, though, simply depended on the probability of losing picture headers, GOP headers, and sequence headers in the video sequence. The authors did not consider all of the dependencies between pictures and did not verify their results with simulation. In [49], cell loss analysis for video traffic was presented using discrete time analysis; however, error propagation and dependency between frames.
were not considered. None of the above work studied subsequent dropping of cells within a frame or frames within a GOP, which follows the dependency structure between frames in an MPEG-2 sequence. The authors in [38] studied the goodput of CBR video traffic and presented simple dropping algorithms. Their analysis of CBR traffic, however, differs from that for VBR traffic where the video frame sizes are variable. Their study provided neither a goodput analysis nor an estimation for the studied system.

In [14], an algorithm for fair bandwidth sharing in the core network without per-flow state was presented. Each flow was divided into sets of layers, and packets were marked at an edge router with a layer label (color) according to flows bit rates. When congestion occurs, the core router discards packets with the highest label number. That scheme was applied in evaluating the goodput of video traffic. However, it only served as a priority scheme since the core router did not explicitly discard video frames that reference the previously dropped frame during the congestion.

3.3 Utility-Based Rate Allocation

Because of the differences in resource requirements between network applications, an allocated bandwidth may be sufficient for one network application, but may not meet the minimum requirements for other applications. For example, for a certain bandwidth allocation, the utility of an FTP session may be excellent, but the utility for a real-time multimedia network application may be poor (because it requires specific latency and jitter guarantees).

At any network link with limited resources, these resources should be equivalently distributed among contending users according to a standard criteria. One possible criterion would entail equally distributing the available bandwidth among all contending users [55, 53]. This is a reasonable model when the cost of resources is uniform for all users; different sessions, however, may not achieve equivalent utilities for each of their end users. Another criterion may call for distributing bandwidth so that users sharing the link have equal utilities. In this case, the pricing model will be different because the network resources may not be equally distributed among the contending users.
In [22], the authors used utility curves to distribute bandwidth between wireless network users. FEC error protection was applied to packets to enable recovery from network errors. Rate allocation was based on the actual transmission rate including FEC overhead. The utility curves used were the same for all flows in the network, which resulted into a simple allocation model.

In [31], the authors proposed an algorithm to maximize the sum of all users' utilities in the network. In this scheme, depending on the feedback from the network\(^1\), bandwidth is increased for each session in proportion to the derivative of the utility curve. When the network becomes congested, the rate of each flow is decreased by a number of predefined steps proportional to the number of congested links along the flow's path. The utility curves used for all sessions are \(U(x_s) = w_s \ln x_s\). The modifications of the rate are carried out at the source. This approach, however, did not achieve similar utility assignment for all flows even though \(k\) might have increased the total network utility, especially when the utility functions differed.

In [60], the authors proposed a scalable algorithm to achieve utility-based rate allocation. In this scheme, each packet is labeled with an incremental utility that is equal to the slope of the flow's utility curve at the operating point. When a core router is congested, the packets with the lowest incremental utility are dropped. This resulted in maximizing the aggregate user utility. This algorithm, however, did not achieve provide similar utility to all users because flows with slowly increasing utility curves experienced more packet loss and less utility than other flows with rapidly increasing utility curves.

In [13], the authors proposed an algorithm to achieve a max-min utility fairness for all flows in the network. In this scheme, the utility functions for all flows are used to iteratively calculate the bandwidth that corresponds to the max-min fair utility for each flow in the network. A centralized algorithm was presented first to demonstrate the algorithm. Then, a distributed version of the algorithm was discussed. This distributed algorithm required maintaining a state for each flow in the network, which makes it less likely to be applied in

\(^1\)Network feedback is implemented by ACK messages that follow the same downstream path and carry the information about congested links.
intermediate network routes.

In [61], the authors proposed an algorithm for utility fairness in multi-rate multicast networks. They introduced the notion of "maximally fair rate allocation" for discrete bandwidth allocation, which was referred to as a weaker fairness model than max-min allocation. They proposed a polynomial complexity algorithm for computation of maximally fair rates allocated to various flows.

We consider a fairness approach to provide similar utilities among users in a congested link. Therefore, it is different from other approaches that try to maximize the sum of utilities or the total network utility. Our study addresses achieving utility fairness among users sharing a link in a scalable environment, which makes it different than schemes that achieve utility fairness.
CHAPTER 4

GOODPUT EVALUATION AND ESTIMATION

4.1 Introduction

Several buffer management schemes are evaluated in this chapter using goodput as the utility metric. We study and evaluate three buffer management schemes: TD, PBS and TBS. As part of the study, we also present an estimation algorithm for the goodput performance of these schemes using Markov chains. The estimation results are presented along with the simulation results to demonstrate the accuracy of estimation and to avoid any redundancies. The majority of this chapter is devoted to explain the analysis methodology applied in this estimation algorithm.

We use Markov chains to study and estimate the video quality deterioration resulting from congestion and buffer overflow at an access network node’s queue using a variety of buffer management schemes\(^1\). Providing an estimate to video quality has many benefits. Let us take rate call admission control as an example, when a connection is requested for a certain video traffic profile and an upper bound is specified for packet\(^2\) loss, estimation can be used to approximate the needed bandwidth to meet the packet loss requirement. While simulation techniques are beneficial and can provide the same results as estimation, analytical estimation techniques are often faster and can be applied in actual systems to support applications like rate allocation, buffer management schemes, and call admission control mentioned above. It can also be used as a base for testing new performance improvement techniques.

As mentioned in Section 3.2, Markov chains have been used to estimate the queueing performance of video traffic. However, many of the estimated systems did not consider video traffic characteristics and the usefulness of the transmitted packets when the video quality

\(^1\)We explain in next section the reason behind choosing an access network node.
\(^2\)We will interchangeably use the terms packets and cells to refer to fixed-size data units.
is measured, resulting in underestimates of the actual video quality loss [30, 32]. To consider the information dependency between video frames, measuring video quality using cell loss as a metric would neither be suitable nor accurate because cell loss does not capture frame corruption that is caused by error propagation between frames. It is important that the measured loss reflect the video quality reduction at the end user. Hence, in our estimation methodology, we use a novel metric called “goodput” as the performance measure of video quality because it takes into account packets that can be successfully transmitted but not utilized at the destination, which happens if the video packet is dependent in its decoding on other packets that were discarded earlier. The goodput metric has not been used with Markov chains previously for the evaluation and estimation of the video quality. We propose a method that is based on one presented in [54] for estimating the frame goodput of MPEG-2 video traffic buffered at the network buffer.

During congestion, video quality is primarily affected by the buffer management scheme used to drop packets. Simple network routers tend to use basic buffer management schemes (e.g., tail discard) or simple threshold-based schemes (e.g., partial buffer sharing [17]). These schemes, in general, are designed for Internet traffic and do not recognize video traffic properties. Smarter network routers have the capability to accommodate video traffic properties by applying more sophisticated buffer management schemes such as dependency dropping mechanisms. In dependency dropping, dropping a packet results in discarding other packets or frames that are dependent on the lost packet. Hence, the choice of the buffer management scheme during congestion determines the resulting video quality. In this work, we consider several simple buffer management schemes suitable for simple routers, and smart buffer management schemes suitable for smart routers that can handle the added complexity.

We segment video frames into fixed-size packets referred to as cells. This is similar to slotted systems like ATM and HFC networks. This segmentation is used because both VBR video frames and the slices that compose these frames vary in size. Therefore, measuring losses in terms of frames or slices would be misleading.

The authors [38] used the goodput metric to measure the video quality but in a different context.
We apply the goodput estimation algorithm for three cases of existing buffer management schemes and compare the results with simulation results to compare their goodput performance and to verify the accuracy and flexibility of the estimation process. Then, we modify those schemes by adding a packet dropping mechanism that is guided by the dependency between video frames. The modified schemes will be referred to as "smart buffer management schemes". In these schemes, dropping a packet will result in discarding other packets or frames that are dependent on the lost packet. These schemes are intended for network nodes that can implement sophisticated algorithms. Similarly, we apply the goodput estimation algorithm to these smart buffer management schemes and verify our results with simulation. We also show how the Markov chain is modified for each scheme. The three schemes are: tail dropping (TD), partial buffer sharing (PBS), and triggered buffer sharing (TBS). Throughout this chapter, these schemes will be denoted as simple schemes.

The smart buffer management schemes are denoted as TD-D, PBS-D, and TBS-D, which correspond to TD, PBS, and TBS, respectively. In these smart schemes, the buffer becomes aware of the video frame dependency structure by discarding cells that are not utilized at the end user. Therefore, when a cell is dropped, all the following cells from the same frame are discarded. Following frames that depend on the lost frame will be discarded as well. By applying this modification, the buffer is cleared from cells that are not used at the end user allowing more buffer space to be used by other cells, and therefore, decreasing the number of overflow incidents at the buffer.

4.2 Overview

4.2.1 Network Model and Assumptions

In this work, we apply the estimation methodology on buffer management schemes in access network nodes such as edge routers. Access nodes usually deploy many network algorithms such as call admission control, rate allocation, and traffic shaping. Therefore, it will be suitable to accompany such algorithms with an estimation algorithm to provide an evaluation of the connections quality. In addition, access nodes will have more resources to carry
out application-specific algorithms such as the presented estimation algorithm.

A single video traffic source is used in this work to study the performance of the network node as well as to present the accuracy of the estimation method for a simple case. Using a single video stream is reasonable because access nodes and edge routers typically perform per-flow queueing because of the other network functions they perform such as call admission control and rate allocation. As will be discussed in the case study in Section 4.8, admission control is one example of applications that maintain a queue per flow and can utilize an estimation algorithm like what we are proposing.

4.2.2 Goals

The estimation analysis details for the system is explained in this section. The Markov chains estimation model is aimed to include the following properties.

- **Cell level measurement:** Because of the variable size of video frames and slices, frame level or slice level loss measurement may not be accurate. Therefore, we measure video frame loss in terms of fixed-size cells, which result in a more accurate metric to the actual video loss.

- **Pessimistic system evaluation:** The order of events in the system model results in a pessimistic evaluation of the losses, which produces an upper bound on the video loss that corresponds to certain network conditions. The pessimistic evaluation will become more clear when the algorithm is discussed in Subsection 4.3.1.

- **Goodput evaluation:** The model is designed to accommodate video traffic characteristics in evaluating the goodput of simple buffer management schemes. In smart buffer management schemes, it accommodates video characteristics in dropping cells to maximize the goodput of the video stream and to reduce sending unusable cells to the destination.

- **Deterministic traffic model:** The order of frames within a GOP corresponds to the video frame order in their transmission order. This introduces source modeling
accuracy as compared to source models that use statistical arrangement of frames throughout the video stream.

- **Flexible model**: The estimation model is implemented for several buffer management schemes such as TD, PBS and TBS and their smart versions.

### 4.3 Queueing Analysis

#### 4.3.1 Queueing Model Description

To transmit a video stream in the system, frames are segmented into cell sizes according to the network protocol applied, and then transmitted using the system slots. We will define the *frame inter-arrival time* (FIT) as the time between the beginning of two consecutive frames. It is equal to a fixed number of slots sufficient to transmit the maximum frame size\(^4\) (see Figure 4). Since video frames are variable in size, a frame does not necessarily fill all the slots in a FIT; therefore, a varying number of slots at the end of a FIT may remain empty, as shown in Figure 5(a). This produces ON-OFF periods in the transmission channel: a burst of cells (frame) is transmitted, then it is followed by unused slots till the next cell burst starts.

![Figure 4: Slotted queueing system.](image)

Cells that arrive at the buffer are either accepted or discarded according to the buffer management scheme applied. In simple buffer management schemes, a cell is dropped only when buffer occupancy exceeds the threshold value corresponding to the buffer management scheme applied, and no other cells are dropped even though the others may not be usable at the end user. Because of the information dependencies among the video frames, other frames that are dependent on the dropped frame cannot be fully reconstructed when

---

\(^4\)The maximum frame size in this work is 20 slots.
they arrive at their destination and are discarded⁶. In smart buffer management schemes, however, dropping a cell during a receipt of a frame results in dropping ensuing cells that belong to that frame and all following frames that are dependent on the dropped frame. Hence, when a B-frame causes the buffer to overflow, only that B-frame is discarded, as shown in Figure 5(b). However, when an anchor frame causes the buffer to discard cells, other frames in the GOP are also discarded as shown in Figure 5(c). In our system, we will not empty the buffer of the arrived slots that belong to a discarded frame before the overflow happens. This is an approximation to the goodput to accommodate the definition of TD, PBS, and TBS, and to simplify the theoretical analysis significantly. Emptying the buffer will also make it difficult to implement in practice. Buffered traffic is then served in a FIFO fashion to be transmitted over the output link to its destination.

4.3.2 Markov Chain Definition

To analyze the system described in the previous section, a Markov chain was embedded at the observation instants at the end of each slot. In this study, we assume the order of simulation events is as shown in Figure 6. An arrival event occurs at the start of a cell arrival at the beginning of the slot and a departure event occurs when a cell transmission is completed and after the arrival event occurs. Therefore, if the buffer is full and both a departure and an arrival occur in a given slot, the queue overflows, producing a pessimistic evaluation of

⁶Error concealment algorithms can be applied to corrupted frames and some information can be retrieved; however, their effect is not considered here in the goodput analysis.
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the system's performance (i.e., maximal loss is incurred). Statistics are gathered at the end of the slot and after the departure completion. Notice that the GOP structure shown in Figure 2 is used in our analysis.

The queueing system with different queue management schemes will result in slightly different models for the system. We will first describe the characteristics of the system in general then we present the specific details for each dropping scheme, which extends our work presented in [4, 3]. The queueing system is analyzed using a five-dimensional Markov chain with a state representation \((t, w, z, y, x)\), where:

- \(t\) is the slot number within a FIT, such that \(t \in \{0, 1, 2, \ldots, T-1\}\), which is a function of line speed and cell size in the studied system;
- \(w\) is the frame number in a GOP, such that \(w \in \{0, 1, 2, \ldots, W - 1\}\); 
- \(z\) indicates if the current frame has completely arrived or not, such that \(z \in \{0, 1\}\) (see Subsection 4.3.3);
- \(x\) indicates the state of the buffer and whether or not the incoming cells are usable. The possible state values for \(x\) depend on the applied buffer management scheme; hence, it varies between 4 to 7 different states in this work. These states are mainly used to calculate the goodput of the system; and
- \(y\) is the instantaneous length of the queue, such that \(y \in \{0, 1, \ldots, B\}\).

Given the state description above, we notice that the repeating structure of the GOP may be exploited to realize a \(p\)-cyclic Markov chain [54] representing the transition probability between slots of a GOP. The state machine's probability transition matrix of the estimation model has the block form given in equation (4). \(P\) is a \(TW \times TW\) \(p\)-cyclic block matrix that contains a top level description of the cyclic state machine mentioned earlier, while the total size of \(P\) is \(O(WTB)\) for all of the buffer management schemes. It defines

\[^{\ast}\text{The frames in a GOP are numbered according to their transmission order, therefore, the B-frames numbered 1 and 2 correspond to the last two frames of the previous GOP.}\]
\[
\begin{array}{cccccc}
\tau^+ & 0 & 1 & \cdots & TW - 1 \\
0 & 0 & R(0,0) & 0 & \cdots & 0 \\
1 & 0 & 0 & R(1,0) & 0 & \cdots & 0 \\
& \vdots & & \vdots & & \vdots & \\
TW - 1 & R(T - 1, W - 1) & 0 & \cdots & R(T - 2, W - 1) & 0 \\
\end{array}
\]

\[(4)\]

the \(t\) and \(w\) dimensions of the Markov chain. Each submatrix represents a transition probability matrix between consecutive slots in the GOP. The dimension of the block matrix is equal to the total number of slots in the GOP whether they are occupied with cells or empty. We define the value \(\tau\), where \(\tau = \tau(t, w) = wt + t\), to reference slots in the GOP when distinction between frame boundaries is not necessary.

In the remainder of this section and in Section 4.4, we present the analysis for the PBS scheme as an example of how the Markov chain is implemented. In Section 4.5, the difference in queueing analysis between PBS and PBS-D is discussed. We discuss the differences between PBS and other schemes in Section 4.6.

4.3.3 \(R(t, w)\) Matrices Description

The submatrix \(R(t, w)\) describes the system behavior during the transition between the end of slot \(\tau\) and the end of slot \(\tau + 1\). Cells arrive in bursts (frames) according to the video frame structure. Cells arrive are usually followed by unused slots; therefore, a slot can either be part of the burst or part of the unused period. We notice that in any slot, exactly one of two cases can occur: a cell or no cell arrival. We describe each case with a separate submatrix in the Markov chain transition matrix because of their different effects on the system. These two matrices are used to define the \(x\) dimension in the Markov chain.

The first matrix, denoted as \(C_0 = C(t, w, 1)\), represents the case of the system transitioning from a slot \(\tau\) to slot \(\tau + 1\), given that an arrival occurs during slot \(\tau + 1\). Similarly, the second matrix, denoted as \(C_0 = C(t, w, 0)\), represents the case of the system transitioning from a slot \(\tau\) to slot \(\tau + 1\), given that no arrival occurs during slot \(\tau + 1\). Using these two

\(^7\)Note that the symbol \(\oplus\) denotes modulo-\((TW)\) addition.
matrices, we can write the general structure of \( R(t, w) \), for \( t \in \{1, 2, \ldots, T - 2\} \), in the following form:

\[
R(t, w) = \begin{pmatrix}
1 & 0 \\
0 & \begin{pmatrix}
C_a & C_b \\
C_a & 0
\end{pmatrix}
\end{pmatrix}
\]

(5)

The submatrix in equation (5) defines the predominant structure of the slot transition matrix. The first row in \( R(t, w) \) represents a transition vector from the “busy slot” state to itself (first column) or to the “idle slot” state (second column). The second row represents a transition vector from the “idle slot” state to itself (second column) or to the “busy slot” state (first column). Once the system is in the “idle slot” state, it can only make a transition to an “idle slot” state, except during the last slot in a frame where it always transitions to a “busy slot” state. Therefore, the system transitions to/from the first slot of a frame have special structures.

The transition matrix from the first slot in a frame, \( R(0, w) \), has the matrix block form given in (6). Notice that equation (6) represents a system transition between the end of the first slot in a frame and the end of the second slot. Since there is always an arrival at the first slot of a frame\(^3\), only a “busy slot” state is needed at that slot to describe the system. Therefore, \( R(0, w) \) reduces to one vector.

\[
R(0, w) = \begin{pmatrix}
1 & 0 \\
0 & \begin{pmatrix}
C_a & C_b \\
C_a & 0
\end{pmatrix}
\end{pmatrix}
\]

(6)

Similarly, \( R(T - 1, w) \) in equation (7) represents the system transition between the end of the last slot in the frame and the end of the first slot of the following frame, \( R(T - 1, w) \).

Since there is always an arrival in the first slot of a frame, there is no transition to an “idle

\(^3\)We assume that a frame has a minimum size of one cell.
slot" state from the last slot of the previous frame. These states are also used to calculate
the goodput for the PBS scheme.

4.3.4 C(t, w, z) Structure

Consider the previously mentioned C(t, w, z) submatrices. In each submatrix, we can define
four different states (z dimension) to describe the buffer's behavior; we will denote them as
accept, drop frame, drop GOP, and drop GOP*.

- In the accept state, the buffer performs the normal operation of receiving and en-
  queuing cells, if adequate space exists.

- When the buffer overflows, its state will change depending on the cell type that is
discarded. If the buffer overflows while receiving a B-frame, the buffer state transitions
to the drop frame state because the cells of that frame are the only cells to be counted
as unusable before it returns to the accept state.

- If the buffer overflows during receiving an anchor frame, however, the buffer transitions
to the drop GOP state because cells of the rest of the frames in the current GOP are
counted as unusable in the goodput estimation.

- In the GOP transmission order, frames are rearranged according to interdependencies
among frames. This rearrangement introduces an overlap in the boundaries between
successive GOPs because the last two B-frames in a GOP are dependent on the I-
frame of the next GOP, and that I-frame has to be transmitted before these B-frames.
During the drop GOP* state, the I-frame of the next GOP is considered usable and the
following two B-frames are considered unusable. In the drop GOP state, the frames
are considered unusable until buffer state transitions to drop GOP* when it starts
receiving a new I-frame. The difference between drop GOP and drop GOP* is that,
in the former, the I-frame that belongs to the current GOP is considered unusable
while in the latter, the I-frame that belongs to the next GOP is considered usable.

Each of the C(t, w, z) matrices has the general block matrix structure given in equation
(8) (where Drop is abbreviated as D'). Before describing the specific structure of C(t, w, z),
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we will elaborate on the possible forms of $D_{ij}(t, w, z, x)$; by doing so, the specific structure of $C(t, w, x)$ will become more clear.

$$
C = \begin{pmatrix}
D_{11} & D_{12} & D_{13} & D_{14} \\
D_{21} & D_{22} & D_{23} & D_{24} \\
D_{31} & D_{32} & D_{33} & D_{34} \\
D_{41} & D_{42} & D_{43} & D_{44}
\end{pmatrix}
$$

(8)

4.3.5 $D_{ij}(t, w, z, x)$ Matrix Description

The matrix $D_{ij}(t, w, z, x)$ is a $(B + 1) \times (B + 1)$ matrix; it describes the instantaneous buffer length at each observation instant given the substrate position in $P$, which defines the $y$ dimension in the Markov chain. We use four types of $D_{ij}(t, w, z, x)$ matrices in our estimation model to define $C(t, w, x)$ matrices; these matrices are: $D_B = D(t, w, 1, 0)$, $D_e = D(t, w, x, 1)$, $D_{th} = D(t, w, 1, 2)$, and $D_{a} = D(t, w, 1, 3)$, where $t$ is the buffer threshold value corresponding to the current frame type. In PBS for example, $t = B$ for anchor frames and $t = T$ for B-frames. The matrix $D_{th}$ represents the buffer operation under normal conditions when there are cell arrivals and no buffer overflow, and all cells are considered usable. $D_{B}$ has the form given in equation (9), where $\alpha$ (in cells/slot) denotes the buffer's service rate\(^8\) and the number of non-zero rows equals to the threshold value, $t$. Since there is a cell arrival, the buffer size either increases (when there are no cell departures during a given slot) or remains constant (when another cell departs from the buffer) depending on the occurrence of a cell departure.

$$
D_{th} = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & \alpha & 1 - \alpha & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \alpha & 1 - \alpha & 0 \\
0 \cdots & 0 & 0 & 0 & 0
\end{bmatrix}
$$

(9)

The matrix $D_{a}$ describes the buffer operation when it is not accepting cells because there are no cell arrivals at all. Therefore, $D_{a}$ has the form given in equation (10). Since

\(^8\)The system is analyzed with a probabilistic (statistical) buffer service rate $\alpha$.
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the buffer is not accepting new cells, the buffer size either remains constant or decreases, depending on the occurrence of a cell departure.

The matrix $D_e$ describes the buffer operation at the instant of buffer overflow when it starts counting arriving cells as unusable. $D_e$ has the form given in equation (11), where the number of zero rows equals to the threshold value. Since the buffer cannot exceed the corresponding threshold value at the point of overflow, the buffer size either remains constant (when there are no cell departures from the buffer during that slot) or it decreases (when there is a cell departure from the buffer).

Finally, the matrix $D_t$ describes the buffer operation when processing unusable cells. It has the form given in equation (12). The matrices $D_{l1}$, $D_e$, $D_{l2}$, and $D_n$ are used to specify the the entries of $C$ for each slot. In summary, the slot number is defined using $P$ and the arrival process for each slot is defined using $R$. The system behavior depends on the occurrence of cell arrivals. If there is a cell arrival ($C = C_n$) in the current slot, the possibility of buffer overflow will be indicated by the buffer occupancy that is preserved in $D_t$. If an overflow occurs, the system's next state and the time it spends in that state are governed by type of the current frame, which is indicated by the current slot number. The system transitions back to accept state after frame dependency between frames ends. The estimation algorithm is mainly implemented by the definition of $C$ for each slot because it contains the state space the governs cell loss.

$$D_e = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\alpha & 1 - \alpha & 0 \\
0 & \alpha & 1 - \alpha & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \alpha & 1 - \alpha
\end{bmatrix} \quad (10)$$

$$D_n = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \alpha & 1 - \alpha & 0 \\
0 & \cdots & 0 & \alpha & 1 - \alpha
\end{bmatrix} \quad (11)$$

Notice that $D_t = D_{l1} + D_n, \forall t$. 

30
\[ D_\alpha = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & \alpha & 1 - \alpha & \cdots & \alpha \\
0 & \alpha & 1 - \alpha & 0 & \cdots \\
\alpha & 1 - \alpha & 0 & \cdots & \alpha \\
0 & \cdots & \alpha & 1 - \alpha & 0
\end{bmatrix} \]  

(12)

4.4 Details of Matrix Description

4.4.1 \( C_\alpha \) Matrix Description

Recall that, in Subsection 4.3.3, the \( C_\alpha \) matrix was defined as a block matrix which contains the transition probabilities of the system progressing from slot \( \tau \) to slot \( \tau \ominus 1 \), given that an arrival occurs during slot \( \tau \ominus 1 \). Consider the frame, \( w \), to which an arriving cell belongs. The behavior of the buffer will vary significantly based on the frame type being transmitted. Therefore, several formulations for \( C_\alpha \) may be derived based on the frame type and slot number under consideration.

It should be noted that all forms of the matrices described in this subsection have the same dimensions; some formulations, however, can be reduced because some states are superfluous.

\( C_\alpha \) for I-frame

The transition matrix between the slots in the I-frame, \( C_\alpha = C(t, 0, 1) \), where \( t \in \{0, 1, \ldots, T-2\} \), have the form given in equation (13). Notice that buffer overflow in the accept and drop GOP* states causes the system to transition to the drop GOP state (in the first and fourth rows) rather than to the drop frame state. Once the buffer is in the drop GOP state, the system remains in it until the end of the GOP.

\[ C(t, 0, 1) = \begin{bmatrix}
D_{ta} & D_{ta} & 0 & 0 \\
0 & D_{ta} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & D_{ta} & 0 & D_{fa}
\end{bmatrix} \]  

(13)

The transition matrix from the last slot, \( C_\alpha = C(T-1, 0, 1) \), has a different structure than other slots in this frame, as it represents the transition at the boundaries of the frame.
The transition from the last slot in the I-Frame has the form given in equation (14). An overflow at the transition between an I-frame and a B-frame implies that a cell discard occurs at the first slot of the B-frame. Therefore, a buffer overflow at this point causes a transition to the drop frame state rather than a transition to a drop GOP state. Notice also that, if the buffer is in the state drop GOP*, cells from the B-frame begin to be counted as unusable (as shown in the fourth row of equation (14)). The threshold value for B-frames in the $D_{B}$ matrices changes from $B$ to $T$ because of how the PBS scheme works.

$$C_n = C(T - 1,0,1) = \begin{bmatrix} D_{fr} & 0 & D_{br} \\ 0 & D_{br} & 0 \\ 0 & 0 & 0 \end{bmatrix}$$ \hspace{1cm} (14)$$

$$C(t, w, 1) = \begin{bmatrix} D_{fr} & D_{br} & 0 & 0 \\ 0 & D_{br} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}$$ \hspace{1cm} (15)$$

$C_n$ for P-frame

The transition matrix between slots corresponding to a P-frame, $C_n = C(t, w, 1)$, where $t \in \{0,1,\cdots,T - 2\}$, has the block matrix given in equation (15). Notice that the system can be either in the accept state (when the buffer has adequate space to accept cells) or in the drop GOP state, and it transitions to only one of these states because if a cell arrival causes the buffer to overflow, the system transitions to drop GOP state and remains there until a new I-frame arrives.

$$C_n = C(T - 1, w, 1) = \begin{bmatrix} D_{fr} & 0 & D_{br} \\ 0 & D_{br} & 0 \\ 0 & 0 & 0 \end{bmatrix}$$ \hspace{1cm} (16)$$

The transition matrix from the last slot, $t = T - 1$, has the form given in equation (16). As mentioned in the I-frame case, an overflow will cause the system to transition to the drop frame state because the received cell belongs to the next B-frame. Notice that the

---

11In our example shown in figure 2, P-frames occur during frames with $w \in \{5,6,4\}$. 
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transition matrices for the P-frames are similar to the transition matrices for the I-frames except that the drop GOP\(^*\) state is omitted from the case corresponding to P-frames.

\(C_u\) for B-frame

B-frames have widely varying slot matrix structures that depend on \(t\) and \(w\). The B-frames' slot transition matrix structure, \(C_u = C(t, w, 1)\), where \(t \in \{0, 1, \cdots, T - 2\}\), except for the last two frames\(^{12}\), has the block matrix form given in equation (17). Notice that a cell can be counted as unusable either because of a cell loss within the frame or because of a GOP loss. Cell discard, when the buffer occupancy exceeds \(T\), in a B-frame will only cause a transition from accept state to drop frame state, indicated by submatrix \(D_{tf}\) in the first row in equation (17).

\[
C(t, w, 1) = \begin{bmatrix}
D_{tf} & 0 & D_{tr} & 0 \\
0 & D_{cf} & 0 & 0 \\
0 & 0 & D_{cr} & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\] (17)

\[
C_u = C(T - 1, w, 1) = \begin{bmatrix}
D_{tf} & 0 & D_{tr} & 0 \\
0 & D_{cf} & 0 & 0 \\
D_{tf} & 0 & D_{tr} & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\] (18)

The last slot in a B-frame, \(t = T - 1\), has one of three different structures depending on the next frame's type. If a B-frame is followed by another B-frame, the last slot's transition matrix is described in equation (18).

Notice that, if the system is in the drop frame state, it transitions to the accept state to start accepting the following B-frame as usable. If the system is in drop GOP state, however, it remains at the same state to continue discarding the cells of the next frame as unusable. The same scenario occurs if the B-frame is followed by a P-frame, as given in equation (19).

Finally, if the B-frame is followed by an I-frame, the matrix for the last slot will have the form given in equation (20). A transition from drop GOP to drop GOP\(^*\) occurs in equation

\(^{12}\)These B-frames correspond to frames with \(w \in \{4, 5, 7, 8, 10, 11\}\.)
(20) indicating that new I-frame cells should not be affected by the current GOP condition and are accepted as usable if the buffer does not overflow. However, it still conveys the current GOP condition to the following two B-frames to which they belong.

For the slots in the last two B-frames in the GOP\textsuperscript{13}, the \( C_n \) matrix has the form given in equation (21). Since these two frames overlap with the I-frame of the next GOP, another state is added to handle this overlap. As mentioned before, the drop GOP\textsuperscript{*} is added to indicate the cause of dropping the GOP. Notice that, in either case, these two frames are counted as unusable as they are dependent on the preceding P-frame in the GOP and on the I-frame of the next GOP.

\[
C(T - i, w, 1) = \begin{bmatrix}
D_{IP} & D_{IB} & 0 & 0 \\
0 & D_{B} & 0 & 0 \\
D_{BP} & D_{BP} & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]  
(19)

\[
C_n = C(T - 1, w, 1) = \begin{bmatrix}
D_{IP} & D_{IB} & 0 & 0 \\
0 & D_{B} & 0 & 0 \\
D_{BP} & D_{BP} & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]  
(20)

\[
C(t, w, 1) = \begin{bmatrix}
D_{IP} & 0 & D_{IP} & 0 \\
0 & D_{P} & 0 & D_{IP} \\
0 & 0 & D_{P} & 0 \\
0 & 0 & 0 & D_{P}
\end{bmatrix}
\]  
(21)

\[
C_n = C(T - 1, 1, 1) = \begin{bmatrix}
D_{IP} & 0 & D_{IP} & 0 \\
0 & D_{P} & 0 & D_{IP} \\
D_{BP} & 0 & D_{P} & 0 \\
0 & 0 & 0 & D_{P}
\end{bmatrix}
\]  
(22)

The transition matrix across the boundary between the two B-frames, \( t = T - 1 \) and \( w = 1 \) in our example, i.e. from the last slot of one B-frame to the first slot of the immediately succeeding B-frame, has the matrix form given in equation (22). Notice that it is similar to equation (18) but with the added transition to/from the drop GOP\textsuperscript{*} state.

\textsuperscript{13}The last two B-frames of a GOP correspond to frames with \( w \in \{1, 2\} \) in the following GOP.
Finally, the transition between the last slot in the last B-frame in a GOP and a succeeding P-frame has the matrix form given in equation (23). Here, the cell discard because of the current GOP loss is terminated and the buffer returns to the accept state unless a new buffer overflow occurs while accepting the first slot in the P-frame. Notice that cells continue to be counted as unusable if the system is in drop GOP state, which implies a buffer overflow while receiving the previous I-frame.

\[
C_n = C(T - 1, 2, 1) = \begin{bmatrix}
D_{fa} & D_{fa} & 0 & 0 \\
0 & D_{fa} & 0 & 0 \\
D_{fb} & D_{fb} & 0 & 0 \\
D_{fb} & D_{fb} & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} (23)

4.4.2 \text{ C}_n \text{ Matrix Description}

In the previous subsection, we presented the different structures for \( \text{C}_n \) that describe the system transition to a slot, given that there is a cell arrival. Recall that, in equation (5) we defined \( \text{C}_n \) to describe the system transition to a slot, given that there is no arrival.

The matrices in the case of no arrival are very similar to the case of cell arrivals, however, some modifications are required to compensate for the absence of arrivals. The matrices in the previous subsection are repeated in this subsection with the necessary modifications.

The matrix corresponding to transitions between idle slots in the I-frame, \( \text{C}_n = C(t, 0, 0) \), where \( t \in \{0, 1, \cdots, T-2\} \), now has the structure given in equation (24). Since there are no arrivals, there are neither buffer overflow nor acceptance. Therefore, the transition matrix is fully described using \( \text{D}_c \). Notice that all the non-zero elements appear on the matrix diagonal, which means that the system stays at the same state until the first cell of the next frame arrives.

\[
\text{C}_n = C(t, 0, 0) = \begin{bmatrix}
\text{D}_c & 0 & 0 & 0 \\
0 & \text{D}_c & 0 & 0 \\
0 & 0 & \text{D}_c & 0 \\
0 & 0 & 0 & \text{D}_c
\end{bmatrix}
\]  \hspace{1cm} (24)

\[
\text{C}_n = C(t, w, 0) = \begin{bmatrix}
\text{D}_c & 0 & 0 & 0 \\
0 & \text{D}_c & 0 & 0 \\
0 & 0 & \text{D}_c & 0 \\
0 & 0 & 0 & \text{D}_c
\end{bmatrix}
\]  \hspace{1cm} (25)
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The transition between idle slots in the P-frame, has the matrix structure given in equation (25). As mentioned in the previous subsection, the slots in the P-frame can be fully described using the accept and the drop GOP states.

The cells for the B-frame, except for the last two B-frames, have the form given in equation (26).

\[ C_n = C(t, w, 0) = \begin{bmatrix} D_x & 0 & 0 & 0 \\ 0 & D_x & 0 & 0 \\ 0 & 0 & D_x & 0 \\ 0 & 0 & 0 & D_x \end{bmatrix} \]  \hspace{1cm} (26)

\[ C_n = C(t, w, 0) = \begin{bmatrix} D_x & 0 & 0 & 0 \\ 0 & D_x & 0 & 0 \\ 0 & 0 & D_x & 0 \\ 0 & 0 & 0 & D_x \end{bmatrix} \]  \hspace{1cm} (27)

For the last two B-frames, we have the form given in equation (27). All the states are needed in this case to handle frame overlap with frames from the following GOP.

### 4.5 PBS-D Queueing Analysis

The main difference between PBS and PBS-D lies in how the unusable cells are handled. We saw that, in the PBS scheme, cells that are not usable are admitted to the buffer, and arriving cells are discarded only if the buffer occupancy exceeds the threshold value corresponding to the current frame type. In PBS-D, however, unusable cells are dropped in addition to the arriving cells that cause the buffer occupancy to exceed the threshold value.

The matrices in the PBS queueing analysis can be easily modified to implement PBS-D. The only modification occurs in states that represent unusable cells, i.e. Drop GOP during anchor frames, and Drop GOP, Drop Frame, and Drop GOP* during B-frames. In these states, the buffer should be discarding the incoming cells in addition to counting them as unusable. This modification can be achieved by replacing every \( D_{na} \) and \( D_{nb} \) by \( D_x \) in the \( C_n \) transition matrices in equations (13)-(23).

So far, we have presented a detailed queueing analysis for PBS and PBS-D at the cell level. We used several states to measure the goodput by accounting for lost and unusable
cells in the GOP. We also described the five dimensions of the Markov chain for the deterministic sequence of frames in the GOP. In the next section, we present the queueing analysis for the other simple and smart schemes through highlighting their differences from the PBS and PBS-D schemes.

4.6 Analysis of Other Schemes

In this section, the estimation analysis that is presented for PBS and PBS-D is extended to the TD, TD-D, TBS, and TBS-D schemes. We show the changes made to the PBS(-D) analysis to present the analysis for those schemes. Involved in the interests of space, we present in the appendices more details of the analysis.

4.6.1 TBS Queueing Analysis

As described earlier, TBS scheme uses two thresholds $T_H > T_L$ in its mechanism, which will introduce extra states. This is because when $T_L > b > T_H$, the buffer state can be in two states: (i) accepting low-priority cells if no previous cell loss is encountered, and (ii) dropping low-priority cells if the buffer occupancy exceeded $T_H$ and did not decrease below $T_L$, yet. To compare with the PBS case, each state the represents unusable cells is replaced by two states in TBS. Therefore, we define a new set of states to represent the z dimension in the TBS scheme. These states are accept, drop GOPA, drop GOPD, drop frameA, drop frameD, drop GOPA*, drop GOPD*, and drop frame*. We will compare these states with PBS states to show how they simply map to each other.

- The accept state in the TBS scheme is exactly the same as in the PBS scheme. In both cases, this state represents cells accepted to the buffer and usable at the end user.
- The drop GOPA and drop GOPD states achieve the same purpose the drop GOP state does in the PBS scheme. These states represent cells that are not usable because of a previous cell loss in anchor frames. drop GOPA represents cells that are accepted but not usable where as drop GOPD represents cells that are dropped because, after a cell drop, the buffer occupancy did not decrease below $T_L$, yet.
\[
\begin{pmatrix}
D_{11} & D_{12} & D_{13} & D_{14} & D_{15} \\
D_{21} & D_{22} & D_{23} & D_{24} & D_{25} \\
D_{31} & D_{32} & D_{33} & D_{34} & D_{35} \\
D_{41} & D_{42} & D_{43} & D_{44} & D_{45} \\
D_{51} & D_{52} & D_{53} & D_{54} & D_{55}
\end{pmatrix}
\]

(28)

- drop frameA and drop frameD states in the TBS scheme are similar to drop frame in the PBS scheme. These states represent cells that are not usable because of a previous cell loss in B-frames. As in drop GOPs/D, drop frameA represents cells that are accepted but not usable where as drop frameD represents cells that are dropped because, after a cell drop, the buffer occupancy did not decrease below \( T_L \) yet.

- The drop GOPA* and drop GOPD* states in the TBS scheme are similar to the drop GOP* in PBS in the same fashion.

- The drop frame* state is used in TBS only in anchor frames. When a cell is dropped in TBS, the buffer occupancy must decrease below \( T_L \) before it starts accepting low-priority cells (B-frame cells). In some cases, the buffer occupancy does not decrease below \( T_L \) during the B-frame period, and anchor frame cells will start arriving. At that point, the system needs to transition from the drop frameA/D states to accept state, and the condition requiring the buffer occupancy to decrease below \( T_L \) will be lost. Therefore, we carry the dropping status of low-priority cells from one B-frame to another through anchor frames using drop frame*.

The detailed matrix description of \( C_A \) for the TBS scheme is shown in Appendix A

### 4.6.2 TBS-D Queueing Analysis

The queueing analysis for the TBS-D schemes is easier than the TBS<sub>√</sub>exe. Since unusable cells are dropped, there is no need for two states for the cases of GOP loss or frame loss, which reduces the number of required states. The general \( C_A \) matrix for the TBS schemes is shown in equation (28), where the total number of states used is now five states. As in PBS-D, the matrices representing states of unusable cells will be replaced by \( D_c \). Notice
also that the *drop frame* state is still needed to carry the dropping information from one B-frame to another through anchor frames.

The $C_2$ matrices for the TBS scheme can be intuitively constructed. Due to space limitations, we list them in Appendix B.

### 4.6.3 TD and TD-D Queuing Analysis

The modifications required to implement TD and TD-D schemes are very simple. TD and TD-D are actually special cases of PBS and PBS-D, respectively; TD and TD-D are achieved by setting the threshold value $T = B$. This change occurs only in the $C_2$ matrices for B-frames.

We have presented the queueing analysis of all the schemes discussed in this chapter. It was shown that, in some schemes, a simple modification to the analysis of one scheme will produce the another scheme, which is a flexibility privilege that this estimation methodology has. In the next section, we present selected performance results for the simple and smart buffer management schemes.

### 4.7 Simulation and Results

#### 4.7.1 Simulation Environment

Consider the system illustrated in Figure 7. This system is modeled using Markov chains in order to estimate the goodput performance for the buffer management schemes mentioned earlier. Segmented frames arrive at the buffer where the order of frames (in repeating GOPs) is governed by the twelve-state machine shown in Figure 8. This way the deterministic ordering between the frame types is preserved within each GOP to resemble better source modeling accuracy. Upon arrival, if the applied buffer management scheme accepts the arrived cell, it is buffered in a FIFO fashion. Otherwise, that cell is dropped. In the smart buffer management schemes, that cell is discarded along with all successive cells that contain information dependent on that frame. In the simple buffer management schemes, however, successive cells are not dropped unless if there is no space to accommodate them. Buffered cells are served at a constant rate.
4.7.2 Video Traffic Model

In this work, frames are sized according to lognormal distributions [35] that are bounded by a maximum frame size, as shown in Figure 12. The mean size of each frame type is selected according to the average of statistics for real MPEG-2 coded movies shown in [19], which were prepared by Oliver Rose of the Computer Science Institute at University of Wuerzburg. The I-, P-, and B-frames are set to have normalized mean frame sizes, $\mu_I : \mu_P : \mu_B$ of $1 : 0.3 : 0.13$ and relative standard deviations, $\sigma_I : \sigma_P : \sigma_B$ of $1 : 0.76 : 0.32$, respectively. The ratios between different frame statistics reflect the correlation between frames in MPEG-2 video streams. The inter-GOP correlation, however, is not implemented in this traffic model since the variation in the total GOP size is greatly affected by scene changes. Scenes may last for a relatively long time, which minimizes the effect of a finite buffer in improving the system performance or absorbing traffic bursts at GOP or scene level. Maintaining the previously mentioned average frame size ratios limits the system’s offered load\(^{14}\) to 23% because, even when $\mu_I$ is maximal, $\mu_B = 0.13\mu_I$. Even though the maximum load is low, video streams are time-sensitive, which cause the input arrival rate to reach the peak rate during a cell burst (frame). This arrival pattern can cause buffer overflow when the output link is congested.

Bounded geometric frame size distributions that follow the same frame size ratios mentioned above were used to test the algorithm for several traffic models. The estimation algorithm agreement with the simulation when geometric distributions are used was similar to the lognormal distribution case. We present the results with lognormal distribution.

\(^{14}\)Offered load = (full slots/total slots) at the input link.
Figure 9: PBS goodput-based CLP in anchor frames.

because it is more appropriate traffic model for MPEG-2 video sequences.

The maximum load that we could reach in this system obviously shows how underutilized the input channel is when a single video stream is transmitted with peak cell rate. This highlights the need to aggregate multiple VBR video flows in the same channel to increase the bandwidth utilization, which we will investigate in future work.

A transition matrix is built for each buffer management scheme and then used to estimate the frame goodput of the system. Individual steady state probability vectors for each slot were produced using LU decomposition techniques. The analysis is compared to a discrete event simulation of the system. As previously mentioned, goodput is defined as the ratio of the cells belonging to correctly displayable frames to the total number of cells. Furthermore, we define goodput-based cell loss probability (CLP) as the loss in goodput (i.e., goodput-based CLP = 1-goodput); we choose these definitions of goodput and goodput-based CLP because they are more representative measures of the integrity of the end user’s video stream quality than other measures [61, 20].
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4.7.3 Buffer Management Schemes

The goodput performance of the buffer management schemes is evaluated using the results from our estimation analysis model and their corresponding simulation results. In Figures 9 – 21, we plot goodput-based CLP versus normalized output line rate\(^\text{15}\) for a buffer size of 60 cells and a load of 20%. The estimation and simulation results closely agree. In addition to the results for the buffer management schemes, a curve that represents an ideal dropping scenario is plotted to quantify the difference in performance for these schemes from the ideal scenario. The ideal scenario utilizes global information about the frame sizes and the buffer occupancy to dynamically change the threshold in the buffer. The threshold is adjusted such that the buffer accepts B-frames as long as anchor frames are not affected. P-frames are dropped if there are no B-frames that can be dropped instead. Because of the low system load and the limited simulation time, it is noticed that the simulation results approach the numerical resolution for data in the range of \(10^{-9}\).

The data in Figures 9 and 10 show the loss because of dropping an anchor frame and a B-frame for the PBS case, respectively. We notice that the threshold value significantly

\(^{15}\)The normalized output rate is the ratio between the output line rate and the input line rate. It can be looked at as a measure of link congestion.
affects the loss. As the threshold value decreases, the loss in anchor frames decreases while it increases in B-frames. In PBS, anchor frames are protected because the introduced threshold limits the buffer space that B-frames can occupy while it grants anchor frames access to the entire buffer space. The threshold value has to be carefully selected because a low threshold value can cause B-frames to starve for buffer space; consequently, it can dramatically increase loss in B-frames that leads to having the total loss to be higher in PBS than TD as shown in Figure 11. An increase in the total loss can cause a degradation in the video quality due to lowering the frame rate. It is noticed that the total goodput loss in TD exceeds PBS and TBS when the normalize output rate is low. This is because individual and distributed cell loss occur more frequently in TD scheme, which results into more unusable frames in the video stream. Similar results are shown for the TBS case in Figures 13-15. The TD, PBS, and TBS schemes were evaluated in [17] for MPEG video traffic over ATM networks. The raw cell loss probability (raw CLP) was used to evaluate their performance. The behavior of these schemes was similar to the results shown in this work, however, we used the goodput-based CLP to evaluate the performance instead of raw CLP.

The effect of the threshold value in concurrently protecting anchor frames and increasing
Figure 12: Bounded lognormal frame size distribution for video source models.

less in B-frames is also obvious in the smart schemes, as shown in Figures 16–21. Notice that the estimation algorithm results closely agree with the simulation results for various buffer management schemes.

While PBS(-D) and TBS(-D) perform better than TD(-D) in protecting anchor frames, they perform worse for B-frames and result in increasing the total loss probability. The goodput-based CLP in anchor frames can be reduced without necessarily increase the goodput-based CLP in B-frames when the output bandwidth is efficiently utilized and the dropped frames are carefully selected. The curve of the ideal case suggests that there is a room for improvement in the buffer management schemes. One method to improve selective discard in threshold-based schemes is to obtain knowledge about future high-priority frames and compute the effect of accepting the current frame on the acceptance of the future high-priority frames. Hence, the node is given a set of frames (in the future) to consider before making the dropping decision. This will be equivalent to a dynamic threshold-based buffer management scheme. This method is virtually similar to POB scheme in the sense that both methods consider later high-priority frames (whether they are in buffer, as in POB, or in the future) in making the drop decision, as will be discussed in Chapter 5.
4.7.4 Effect of Changing Load and Buffer Size

After we studied the goodput performance of the buffer management schemes, we now study the effect of changing the buffer size and system load on the estimation accuracy and the goodput analysis. By doing this study, the sensitivity of both the system and its estimation to these factors are evaluated. To verify the estimation results, we compare the results of our analysis with the corresponding simulation results. In Figures 22-23, we plot goodput-based CLP versus normalized output line rate for different buffer sizes and different loads for the TD-D scheme.

The data in Figure 22(a) shows the goodput-based CLP plotted for several buffer sizes that range from two to four times the maximum frame size; simulation and analysis results compare favorably for that range of buffer sizes. Notice that, for an applied load of 0.2 and a buffer size of 60 cells, a goodput-based CLP of $10^{-6}$ can only be achieved when the normalized output rate is 0.28, which is equal to 71% bandwidth utilization instead of 20% at the input line\textsuperscript{16}. This highlights the effect of buffer smoothing on bandwidth utilization and peak cell rate. Similar results are shown in Figure 22(b) for a load of 23%.

\textsuperscript{16}The relationship between load and output line rate is a function of the MPEG stream burstiness. Studying this relationship is outside the scope of this work.
It is noticed, in both Figures 22(a) and 22(b), that the simulation results get closer to those of the analysis as the buffer size or the losses increase. These results are intuitive and expected. This is because there is more buffer stability when the size increases and there is more accuracy as goodput-based CLP increases.

In Figure 23, the effect of load on the goodput-based CLP estimation is illustrated. Our estimation algorithm works well for different system loads. As expected, when load is increased, goodput-based CLP increases as well; notice that the proposed estimation method works well in that given region of traffic load. As the load decreases, the error slightly increases due to a smaller number of cell arrivals (lower load) in the simulation that are taken into account in the calculation of the loss.

In this section, we have thus far evaluated the goodput estimation algorithm for simple and smart buffer management schemes. The simulation and estimation results agree favorably. It is noticed that having a fixed threshold value in the threshold-based schemes will result in protecting anchor frames; however, it also results in increasing the total goodput-based CLP mainly because of the goodput-based CLP increase in B-frames. We have also shown that the estimation algorithm results agree with the simulation results for different loads and buffer sizes.
4.8 Case Study: Admission Control

As we mentioned earlier, the proposed estimation methodology can be used for several applications. In this section, we demonstrate how the estimation methodology can be used in admission control as an example. In admission control, the user requests a network connection with specific connection parameters. The user can ask for a certain bandwidth guarantee, cell loss upper limit, delay guarantees, etc. Raw CLP may not reflect the video quality loss encountered in a network connection and the goodput-based CLP needs to be used instead. We consider admission control in two cases: simple buffer management schemes and smart buffer management schemes. Through these cases, we will show how admission control can fail when goodput is not considered. We refer to this phenomenon admission failure. We also show that network resources can be wasted because the goodput-based algorithms at the network node are not recognized by the estimation method. We refer to this phenomenon as bandwidth over-provisioning.

4.8.1 Admission Control Failure

Consider a network node with a simple PBS buffer management scheme. When a user requests a connection, it provides the network node with the traffic model of the application
that will use the connection as well as a specific connection quality. The network translates the requested quality into cell loss. To calculate the bandwidth required to provide the requested quality, an estimation methodology can be deployed. The estimation methodology can either be based on a raw cell loss ratio method, or a goodput-based method, as proposed in this work. In the raw cell loss ratio method, only the dropped cells are used to find the required bandwidth. In the goodput-based method, the dropped cells along with their dependent cells are used in finding the required bandwidth. The raw cell loss ratio method may result in smaller allocated bandwidth than the goodput-based method; however, the end user quality will be inferior to the requested quality, which results in a call admission failure. In the goodput-based estimation method, although more bandwidth may be allocated to the connection, but the end user perceived quality will be similar to the requested connection quality.

For example, consider an admission control request to a simple network node applying PBS buffer management scheme with $T = 50$. A user requests a connection for video source with a lognormal traffic model and average rate 20% of the link capacity (same as the traffic model used in the Section 4.7). The user requests a connection quality that corresponds to cell loss of $10^{-4}$. In our evaluation experiments, the requested bandwidth is found to
be 24.1% if goodput-based method is used; however, the bandwidth is found to be 23.7% when raw cell loss ratio method is used. Hence, if the raw cell loss ratio estimation method is used, the resulting video quality at the end the user will be less than what is requested, which results in call admission failure.

4.8.2 Bandwidth Over-provisioning

We consider the case of a smart node with TBS-D buffer management scheme in this subsection. As discussed in the previous subsection, a user requests a connection with a specific connection quality and the network node will allocate the appropriate bandwidth for that connection. When the goodput-based with dependency drop estimation method is used to calculate the requested bandwidth, the end user perceived quality will be similar to the requested connection quality. Now, if the goodput-based method without dependency drop is used, more bandwidth will be allocated to the connection than that of the goodput-based method with dependency drop. This is because, without dependency drop estimation, the method will assume that dropping a cell does not cause a discard of its dependent cells. Therefore, the goodput-based method without dependency drop will result in more allocated bandwidth than needed.
For example, consider an admission control request to a smart node applying TBS-D buffer management scheme with $T_R = 40$ and $T_p = 35$. We consider the same user request as in the previous subsection. As shown in Figure 15, the requested bandwidth will be 26.3% if goodput-based without dependency drop is used. However, the bandwidth will be 25.5% when dependency drop is accounted for, as shown in Figure 21. Therefore, goodput-based method without dependency drop results in more allocated bandwidth than needed.

In the above two cases, the difference in bandwidth allocation between the compared scenarios ranges between 2% to 4% of the video traffic load. This difference may result in noticeable video quality difference due to its coding structure. This case study is only an example to highlight the difference in video performance evaluation when different metrics are used. When the appropriate metric is used, a more accurate estimation of video quality is achieved, which may become significant in some cases when the difference in accuracy is critical.

4.9 Issues and Discussion

There are some limitations and considerations in the research study presented in this chapter that we will discuss in this section. The following points are some of them.
Figure 19: TBS-D goodput-based CLP in anchor frames.

- **Limitations of the estimation algorithm to threshold based buffer management schemes:**
  The proposed estimation algorithm is implemented for TD(-D), PBS(-D) and TBS(-D). There are other schemes that are not implemented such as push out buffer (POB). Threshold based algorithms are often used for dropping packets because they are simple and fast dropping schemes. POB and other schemes that access the buffer to drop packets are usually not desirable because of the complexity involved in accessing the buffer. Providing estimation for POB and similar schemes introduces large complexity to the analysis and the Markov chain size. Therefore, this estimation algorithm is not implemented for such buffer management schemes.

- **Goodput approximation:** There is an approximation in the goodput measurement in this study. Since the studied dropping schemes are not designed to provide transmit only complete frames, some of the transmitted frames are not complete because an overflow occurred during their reception. However, subsequent frames that are dependent on the partially accepted frame are discarded completely. Dropping schemes that are video-specific can be designed to guarantee correctness and completeness of all transmitted frames. This is a subject in the current research we are conducting.
Figure 20: TBS-D goodput-based CLP in 9-frames.

- **Real video:** The traffic model that is used in this work is based on statistics from real video data, however, real video traces were not used because the nature of the estimation algorithm is designed to use only traffic models. For applications that utilize changes in the traffic characteristics, the estimation algorithm can be applied by running the estimation for different traffic parameters.

- **PSNR evaluation:** PSNR is a common measure for the video quality in literature. We are considering it in the current research as one metric to evaluate the performance of new dropping schemes and existing dropping schemes. The use of statistical traffic model in the study did not facilitate using PSNR as an evaluation element either.

- **Single video source:** A single video source is used in this study to effectively study the frame goodput and verify the accuracy of the estimation algorithms. Future work will focus on generalizing the system to include multiple sources.

- **Error concealment at the node:** Error concealment algorithms do enhance the video quality by recovering from some errors caused by packet loss in the video stream. It is usually applied at the destination and not in the network. We did not pursue these error recovery algorithms because they are not designed to be implemented in
a network node and they will add processing overhead to the network node.

- **Delay and Jitter**: It is important to consider buffering delay for video applications because they are time-sensitive. Usually, maximum delay is governed by the node buffer size. The maximum buffer size we used in this work is four frames that results in a maximum delay of 133ms, which is acceptable for video applications. The jitter factor often affects the transport performance of network traffic in multi-hop systems. Jitter will be considered in future research about multi-hop systems.

- **Deployment**: In case the network node is not to be altered, our estimation algorithm can be applied at the source. The source will run the estimation algorithm to determine adequate rate to sustain the upper goodput loss limit. The selected rate is included in connection request. The network node then determines if it can establish the connection using that rate.
Figure 22: Effect of buffer size on goodput-based CLP.

Figure 23: Effect of load on goodput-based CLP.
CHAPTER 5

MPFD: UTILITY AWARE BUFFER MANAGEMENT

5.1 Introduction

Several buffer management schemes have been applied to efficiently support prioritized traffic, such as video traffic. We mentioned in the previous section two approaches: (i) threshold-based approaches that drop packets upon arrival, such as PBS and TBS, and (ii) approaches like POB where the buffer contents have to be accessed to decide if a packet should be dropped. Approaches like PBS are simple to implement and can provide buffer protection for high-priority frames, but the overall performance is low because the buffer is not fully utilized as a result of the fixed partial buffer space allocated to low-priority packets. POB, on the other hand, is efficient and fully utilizes the buffer space, but it is complex to implement because it requires searching the buffer for low-priority packets to discard.

The simplicity of threshold-based schemes makes them deployable in intermediate network nodes at the expense of their relatively low efficiency. On the contrary, the complexity of the POB scheme makes it inappropriate to be deployed in network nodes despite its efficiency and higher performance.

We propose a new dropping scheme that combines the properties of both threshold-based schemes (like PBS) and POB. Multipriority frame discard (MPFD) has features that exist in both POB and PBS schemes. It has the simplicity of the PBS scheme in dropping incoming packets upon arrival and has the efficiency of POB in minimizing the number of lost frames while keeping the video quality optimal. It also accommodates video traffic characteristics to produce better performance than other dropping schemes. MPFD is based on constructing a virtual buffer that represents the future buffer occupancy using information about future video frames. The virtual buffer occupancy is used to decide whether accepting the currently arriving video frame will cause dropping a future video
frame of a higher priority or not. MPPD is similar to POB in the way it looks into a buffer (the physical buffer in POB and the virtual buffer in MPPD) to determine which frame to drop, as shown in Figure 24. The figure shows an example of dropping a low-priority frame (marked with an x) for both MPPD and POB. The same frame is dropped in both cases, but frame dropping happens at different times. In POB, the frame is dropped when the physical buffer is full, while it is dropped earlier as it arrives to the buffer in MPPD. The frame drop occurs in MPPD because accepting it will result in dropping a high-priority frame later on, as indicated by the virtual buffer.

MPFD uses information about the future video frames to construct a virtual buffer to predict a future possibility of overflow in the physical buffer. Information about future frames is sent to the network node from the source. If the future overflow occurs while receiving a high-priority frame, incoming low-priority frames are dropped in advance to avoid that overflow. This way, the physical buffer contents need not be changed when dropping a frame is necessary, and the POB complexity of searching the buffer is avoided. The information sent by the source is conveyed in a scalable fashion that is inspired by dynamic packet state approaches such as CSFQ [55].

MPFD is realized by introducing a dynamic threshold in the buffer that determines what the current buffer occupancy should be before accepting the current frame in order to avoid dropping a future higher-priority frame (or virtual buffer overflow). The distance between the current frame and the furthest future frame is denoted as the future look-ahead step. The dynamic threshold and its relation with the future look-ahead step and the virtual buffer will be discussed in detail in Section 5.1. Using a threshold in the buffer to trigger a frame drop makes MPPD share the simplicity of PBS.

![Figure 24: MPPD virtual buffer compared to POB physical buffer.](image-url)
In our performance evaluations, MPFD demonstrates significant performance improvement because the loss in high-priority packets is reduced without increasing loss in low-priority frames, and the whole buffer space can be utilized by low-priority frames. In fact, the loss in low-priority packets decreases as well in some cases. We also show that MPFD can perform better than POB under certain conditions.

5.2 Overview

The MPFD design is based on the goal of achieving the performance of POB but without having its overhead complexity. In POB, a B-frame is pushed out of the buffer when an anchor frame arrives at a full buffer. In MPFD, we would like to drop that B-frame but without the complexity of searching the buffer. To avoid searching the buffer for B-frames, we would prefer dropping the B-frame when it arrives at the buffer because it involves no buffer manipulation operations. This is possible only if the network node knows that it needs to drop that B-frame to avoid dropping a future anchor frame. For the network node to know this kind of information, it needs to obtain information about future frames.

Let us assume that the network node knows the arrival pattern of anchor frames within a future look-ahead period. This information allows the node to compute the buffer occupancy during the period in which the future frames arrive. As mentioned earlier, we call the predicted buffer state (or occupancy) during that period the virtual buffer. By constructing a virtual buffer using future frames, frame information can be used to predict if a high-priority frame will overflow the buffer in the future. Given the information the network node has, if a future anchor frame is going to be dropped when the current B-frame is accepted, it is preferred that the B-frame be dropped.

POB and MPFD schemes are similar because both drop low-priority frames only if a high-priority frame is going to be dropped otherwise. However, MPFD drops low-priority frames when they arrive at the buffer, while POB drops them when they are already queued in the buffer. PBS and MPFD are also similar because both drop frames when they arrive; however, PBS is not accurate in determining when a B-frame should be discarded because its decision is based on a fixed threshold in the buffer and not on the arrival pattern of
frames.

To efficiently implement the concept of the virtual buffer, we define a dynamic threshold for each frame type in the GOP structure. The threshold value is computed so that dropping higher-priority frames is avoided if possible. The threshold value is dynamically computed at the network node upon frame arrival by using information sent from the video source about the frame sizes of the frames within the future look-ahead period. A frame is dropped when it arrives at the buffer if the buffer occupancy exceeds its corresponding dynamic threshold value. Dropping frames upon arrival is fast and simple as compared to other algorithms that require searching the buffer for an appropriate frame to discard.

We choose B-frames as the first to be dropped when the buffer becomes congested. The B-frame is the lowest-priority frame in the frame dependency hierarchy for MPEG-2 traffic\(^1\) and losing it will not affect decoding another frame at the destination. The spread of B-frames in the GOP structure causes B-frame loss to be distributed throughout the sequence and less likely to be noticed by the end user. Also, the frequency of occurrence of B-frames makes them readily available for dropping.

P-frames are usually dropped mainly to protect the following I-frame and other future P-frames that have lower sequence number (or higher priority). In general, all P-frames are subject to be dropped for the protection of the following I-frame. Dropping the P-frame with the highest sequence number (i.e., last P-frame in a GOP) will not cause another P-frame drop. In the next subsection, we describe the MPFD algorithm using the dynamic threshold with no jitter or losses in the incoming video traffic. Handling jitter and losses is discussed in Appendix 5.4.

Before we present the details of the MPFD algorithm, we stop to outline the three basic stages in the MPFD approach:

- The source stamps each frame with the frame sizes of the following \(L\) anchor frames and the frame interarrival time\(^2\).

\(^1\)The priority assignments can be defined according to the traffic characteristics. MPEG-2 traffic is only used as an example in this work.

\(^2\)Including all information in each packet may be redundant, however, we will assume first that each frame is stamped with all the information needed for its admission at the network node. Then, we will
When the frame arrives at a network node, the stamped information is extracted from the frame header and then used along with the current buffer occupancy and the output rate to construct the virtual buffer. As will be shown in the next subsection, the virtual buffer construction is reduced to the evaluation of some simple equations to compute the dynamic threshold value.

The computed dynamic threshold will indicate if the current frame can be admitted to the buffer or if it has to be discarded. If admitted to the buffer, the frame is enqueued and transmitted to the next network node.

In the next section, we elaborate on our work presented in [5] and show how the virtual buffer construction is emulated through an appropriate set of equations. We discuss deployment considerations for MPFD and the modifications required to handle jitter and loss in Section 5.4.

5.3 MPFD Algorithm

We define a dynamic threshold, $T_{XY}$, for each frame type in the GOP structure, where $X$ is the frame type whose admission to the buffer is restricted by that threshold and $Y$ is the furthest future higher-priority frame to be protected. This means that $T_{XY}$ is defined such that $X$ and $Y$ and all high-priority frames between $X$ and $Y$ can be admitted to the buffer if the current buffer occupancy is less than $T_{XY}$. In other words, $T_{XY}$ is the highest current buffer occupancy that guarantees no dropping of higher-priority frames in the virtual buffer. The threshold value depends on the future frame sizes that need to be protected. For example, when a B-frame arrives at the buffer, the threshold value, $T_{B_{AL}}$, is calculated to determine whether the current available buffer space is enough to accept the future L anchor frames and the arriving B-frame$^3$. If the buffer occupancy is below $T_{B_{AL}}$, the B-frame is accepted, otherwise it is discarded. $T_{B_{AL}}$ should be carefully selected so that all L anchor frames are accepted. Other future B-frames might need to be discarded as well for the virtual buffer to accommodate the anchor frames.

We will refer to $L$ as the number of look-ahead steps for the dynamic threshold for the rest of the section.

discuss in a later subsection several ways of reducing the amount information sent with each packet.

---
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Let the GOP size be \( N \) frames and the distance between anchor frames be \( M \) frames. These video frames are labeled as in Figure 25. B-frames are labeled as \( B_1 \) and \( B_2 \) because their corresponding threshold value computation differs slightly, as will be shown later in this subsection.

Before computing \( T_{XY} \), we define another threshold value, \( T_X' \), as the threshold imposed on frame \( X \) to guarantee the acceptance of frame \( Y \) only. It is different than \( T_{XY} \) because it does not necessarily guarantee acceptance of high-priority frames between \( X \) and \( Y \).

Let \( r_o \) be the output service rate and \( \mu_X \) be the size of frame \( X \) in cells. Now, we can compute \( T^b_{B_1}, T^b_{B_2}, \) and \( T^b_p \). \( A_i \) represents the \( i \)-th anchor frame to arrive after the current frame for which we are computing the threshold. For the virtual buffer to accept the \( i \)-th anchor frame, there should initially exist enough available buffer space to start with to buffer any burst while receiving the \( i \)-th anchor frame, given that earlier frames do not overflow the virtual buffer. In other words, the buffer occupancy should be small enough to accommodate any bursts during that period. The maximum starting buffer occupancy (just before accepting frame \( X \)) is given by \( T^b_X \), as shown in equation (29), where \( t_i \) is the time period during which the buffer receives both frames \( X \) and \( A_i \), and \( \mu_i \) is their frame sizes. This equation means that, given an output rate \( r_o \), if the buffer occupancy is below \( T^b_X \), the buffer can accept \( \mu_i \) cells during \( t_i \) without overflowing.

\[
T^b_X = B - \mu_i + t_i \times r_o
\]  

(29)

By using equation (29), we can compute the thresholds for each frame type by computing the appropriate corresponding \( \mu_i \) and \( t_i \). Equations (30)-(32) show the values for \( T^b_{B_1}, T^b_{B_2}, \) and \( T^b_p \) with their corresponding \( \mu_i \) and \( t_i \) values, where \( t_f \) is the frame interarrival time, \( t_X \) is the burst time for frame \( X \), \( t_X \leq t_f \), and \( S(x) \) is the sequence number of frame \( x \).

---

*Frames are segmented into fixed-size packets, which we will call cells.*
\[ T_{B_i}^{A_k} = B - \mu_i + t_i \times r_i \quad \forall i \in \{1, 2, \cdots, L\} \]
\[ t_i = (2 + (i - 1)M) \times t_f + t_{A_i} \]
\[ \mu_i = \mu_{B_i} + \sum_{i=1}^{i} \mu_{A_i} \]  
(30)

\[ T_{B_i}^{A_i} = B - \mu_i + t_i \times r_i \quad \forall i \in \{1, 2, \cdots, L\} \]
\[ t_i = (1 + (i - 1)M) \times t_f + t_{A_i} \]
\[ \mu_i = \mu_{B_i} + \sum_{i=1}^{i} \mu_{A_i} \]  
(31)

\[ T_{P_i}^{A_i} = B - \mu_i + t_i \times r_i \quad \forall i \in \{1, 2, \cdots, \frac{N}{M} - 1\} \]
\[ t_i = (t_i) \times t_f + t_{A_i} \]
\[ \mu_i = \mu_P + \sum_{\forall \theta \subseteq \theta(A_i)} A_i \]  
(32)

Notice that when \( T_{P_i}^{A_i} \) is computed in equation (32), future B-frames are not accounted for because \( T_{P_i}^{A_i} \) determines only if there is a need to drop the current P-frame to protect a future frame of a higher priority given that all possible B-frames are dropped.

Since each anchor frame within L-look-ahead steps is guaranteed to be accepted, the threshold value for L-look-ahead steps has to be equal to the smallest i-look-ahead threshold for that frame. In other words, \( T_{X_i}^{A_i} \) is the minimum value of all \( T_{X_i}^{A_i} \), \( \forall i \in \{1, 2, \cdots, L\} \) to guarantee acceptance of all L anchor frames. \( T_{B_i}^{A_i}, T_{B_i}^{A_i}, \) and \( T_{P_i}^{A_i} \) are shown in equations (33), (34), and (35), respectively.

\[ T_{B_i}^{A_i} = \min(T_{B_i}^{A_i}) \quad \forall i \in \{1, 2, \cdots, L\} \]  
(33)

\[ T_{B_i}^{A_i} = \min(T_{B_i}^{A_i}) \quad \forall i \in \{1, 2, \cdots, L\} \]  
(34)

\[ T_{P_i}^{A_i} = \min(T_{P_i}^{A_i}) \quad \forall i \in \{1, 2, \cdots, \frac{N}{M} - 1\} \]  
(35)

In addition to the above threshold values, another threshold is defined on each frame type to prevent an overflow from happening in the middle of the frame reception. By introducing this threshold, the MPFD scheme will guarantee acceptance of complete frames.
The threshold, $T_X$, is given in equation (36). The network node algorithm to compute the threshold for each frame is given in Figure 26, where $\mu_c$ and $t_c$ are the current frame size and its burst time, respectively.

As shown in the previous equations, the threshold is a function of the output rate, buffer size, and frame sizes. The actual sizes for corresponding future frames are sent from the sender to the network node, either in packet headers or in separate packets. Since the threshold computation is a function of the service rate and buffer size, this algorithm adapts to the current varying network condition. If the network becomes congested and the buffer's service rate decreases, this algorithm would still be effective in protecting the anchor frames over B-frames. If the network is not congested and the output service rate increases, the threshold value will increase, allowing more B-frames to be accepted, which will not happen in other fixed-threshold dropping schemes such as TBS and PBS [17].

$$T_X = B - \mu_c + t_c \times r_o$$  \hspace{1cm} (36)

### 5.4 MPFD with Jitter and Frame Loss

#### 5.4.1 Network Jitter

In Subsection 5.3, we derived the value for the dynamic threshold assuming fixed frame boundaries. In this subsection, we study the effect of jitter on the computation of the threshold values. Because of the jitter and queuing delay that the network introduces, packets may arrive spaced out or back-to-back. This behavior will certainly affect the performance of MPFD.

Consider a backlogged buffer at network node $j$, and let the buffer occupancy at that node be $b$. Let us assume that the buffer contains $n$ video frames. Since those $n$ frames are already in the buffer, they will be transmitted back-to-back with a rate equal to the buffer output rate. Since video frames vary in size, their frame boundaries vary accordingly. When considering jitter, we cannot assume fixed frame boundaries of future frames because this will produce inaccurate presentation of the virtual buffer, which will result in wrong
When a frame is received:

\[ T = D - \mu_i + t_i \times r_e \] // Threshold to accept current frame

If (frame type = B1-Frame)

for all \( i \leq L \)

\[ t_i = (2 + (i - 1)M) \times t_f + t_{A_i} \]

\[ \mu_i = \mu_i + \sum_{j \in A_i} \mu_{A_j} \]

\[ T = \min(T, D - \mu_i + t_i \times r_e) \]

else if (frame type = B2-Frame)

for all \( i \leq L \)

\[ t_i = (1 + (i - 1)M) \times t_f + t_{A_i} \]

\[ \mu_i = \mu_i + \sum_{j \in A_i} \mu_{A_j} \]

\[ T = \min(T, D - \mu_i + t_i \times r_e) \]

else if (frame type = P-Frame)

for all \( i < \frac{B}{b} - 1 \)

\[ t_i = \left( \frac{1}{B} \right) \times t_f + t_{A_i} \]

\[ \mu_i = \mu_i + \sum_{j \in A_i} \mu_{A_j} \]

\[ T = \min(T, D - \mu_i + t_i \times r_e) \]

if (\( b > T \))

Drop (current frame and all future dependent frames)

else

Accept (current frame)

Figure 26: MPFD algorithm

dynamic threshold values. To accurately compute the dynamic threshold in node \( j + 1 \), the node needs to know the arrival time of all future anchor frames that are included in the threshold computation so that the actual frame boundaries are determined. In the rest of this subsection, we define MPFD with jitter compensation algorithm, MPFD-JC, to solve the jitter problem.

In MPFD-JC, a state of timing information about future frames is maintained at the network node and updated each time a new frame arrives. The updated timing information is passed at the node buffer to the frame that is about to leave the buffer. For example, let us consider network node \( j \) with current buffer occupancy \( b \). Assume that the first packet of an anchor frame, \( A_i \), arrives at the buffer. Let us also assume that the first packet of a video frame, \( F_j \), is about to leave the buffer. By knowing the buffer occupancy and the output rate, \( r_e \), the interarrival time between \( F_j \) and \( A_i \), \( t_{A_i} \), is calculated, as shown in equation (37). The interarrival time for \( A_i \) can be sent with \( F_j \) to network node \( j + 1 \) and be used to calculate MPFD dynamic threshold at node \( j + 1 \).
The network node maintains the timing information for each anchor frame in the buffer. Timing information for an anchor frame, $A_i$, is mainly the buffer delay experienced before starting the frame transmission, denoted as $t_{u}$. Interarrival time for each received frame is computed according to equation (37) and then used to update the timing information. Each time a packet leaves the buffer, $t_{u}$ will be decremented by $t_{\text{packet}}$, which is the packet transmission time. For each departing frame, the timing information is included in the frame header. Note that the buffer contents are not accessed in the process of updating the interarrival times. Information is gathered at frame arrival and is written at frame departure, i.e., when a packet arrives or leaves the buffer.

$\text{Figure 27: Passing interarrival information to past frames.}$

$$t_{u} = b \times r_{u} \quad (37)$$

For MPFD-JC with $L$-look-ahead steps, the buffer size may not be large enough to accommodate $L$ anchor frames and all $B$-frames among them. Let us assume that the buffer has only $m_j < L$ anchor frames, we can obtain the interarrival times for the remaining $L - m_j$ frames from the last arriving frame ($A_j$ in the above example) to node $j$ from node $j - 1$. Since the arriving frame to node $j$ carries interarrival times for the following $m_{j-1}$ at the least, this information can be passed to $F_j$, as shown in Figure 27. After a frame traverses a number of network nodes, arrival information about the following $L$ anchor frames will potentially be obtained.

Now, for the $L$-look-ahead step MPFD-JC, each network node will maintain timing information state that contains $L$ values corresponding to the $L$ anchor frames. Each value represents the time a frame needs before it starts its transmission out of the buffer. The
timing information state will be updated upon packet departure (by subtracting \( t_{\text{packet}} \) from each value) or frame arrival (by updating the interarrival times that are carried in the incoming frame header). It is noted that when links are congested, interarrival time information are updated faster due to larger buffer occupancies in the congested nodes. MPFD can be simply modified to account for network jitter. Equations (30)-(32) stay the same except for \( t_i \) value. The values for \( t_i \) in equations (30)-(32) are redefined in equation (38), where \( t_{\text{da}} \) is the interarrival time between the current frame and \( A_t \). The pseudo code for MPFD-JC algorithm is given in Figure 2B, where \( FH[i] \) is the interarrival time between the current frame and \( A_t \) that is carried in the current frame header.

\[
t_i = t_{\text{da}} + t_{\text{da}}
\]  

(38)

When frame \( j \) is received:
- \( t_{\text{ja}} = b \times r_e \)
- for all \( j \leq i < L \) // Update timing information.
- \( t_{\text{ja}} = FH[i] + t_{\text{ja}} \)
- \( T = B - \mu_t + t_e \times r_e \)
- if (frame type = \( B_1 \)-Frame or \( B_2 \)-Frame)
  - for all \( i < L \)
    - \( t_i = t_i + t_{\text{ja}} \)
    - \( \mu_i = \mu_i + \sum_{j=1}^{i} \mu_i \)
    - \( T = \min(T, B - \mu_t + t_e \times r_e) \)
  - else if (frame type = \( P \)-Frame)
    - for all \( i < \frac{L}{2} - 1 \)
      - \( t_i = t_i + t_{\text{ja}} \)
      - \( \mu_i = \mu_i + \sum_{j=\text{SA}(i)\leq\text{SA}(j)} A_j \)
      - \( T = \min(T, B - \mu_t + t_e \times r_e) \)
    - if (\( b > T \))
      - Drop(current frame and all future dependencies)
    - else
      - Accept(current frame)

When a packet is transmitted:
- for all \( i < L \)
  - \( t_{\text{ia}} = t_{\text{ia}} - t_{\text{packet}} \)
For each departing frame header:
- for all \( i < L \)
  - \( FH[i] = t_{\text{ia}} \)

Figure 2B: MPFD-JC algorithm
The complexity involved in maintaining a state of timing information is not significant when compared to the buffer maintenance complexity in POB scheme. The state information may only correspond to an array of $L$ variables, where $L$ is a small number. In our simulation evaluations, $L = 10$ was sufficient to outperform all existing dropping schemes.

5.4.2 Frame Loss

The MPFD algorithm depends on the source for providing network nodes with information about future frames to create the virtual buffer. The virtual buffer is created correctly at each node if we assume that there is no anchor frame loss in the upstream nodes because the information carried in a frame will correctly describe future frames within the look-ahead period. However, anchor frames may be discarded resulting in incorrect or not updated frame information carried by previous frames. To illustrate this problem, let us consider a scenario of a B-frame that carries information about a later anchor frame, $A_i$. The B-frame is accepted and buffered at network node $j$. Assume that $A_i$ is dropped when it arrives at node $j - 1$. Now the B-frame will have incorrect information about a dropped frame. The B-frame proceeds to node $j + 1$ where it gets dropped to avoid dropping $A_i$. The B-frame is dropped because of incorrect or not updated information about $A_i$ causing more frame drop than needed.

Therefore, anchor frame loss needs to be updated in previous frames that are still in the physical buffer to avoid incorrect dropping of frames. To solve this problem we follow a method similar to MPFD-JC and define an extended MPFD algorithm with loss compensation, MPFD-LC. In MPFD-LC, the network node maintains information state about anchor frames sizes in the look-ahead period and updates this information with any changes carried in incoming frames. The state includes $L$ frame sizes that correspond to the $L$ anchor frames in the look-ahead period. If a node drops an anchor frame, it updates its corresponding maintained frame size with a zero. The node updates the information carried in each departing frame with any frame drop. A pseudo code for the MPFD-LC algorithm is shown in Figure 29.

Note that dropping a B-frame does not require any update because B-frame information
When frame $j$ is received:
   for all $i < L$ // Update size information.
   $\mu_{AI} = FH_{AI}[i]$
   if anchor frame
   $\mu_{AI} = 0$
   for each departing frame header:
   for all $i < L$
   $FH_{AI}[i] = \mu_{AI}$

Figure 29: MPFD-LC algorithm

is not carried in previous frames and is not used for look-ahead. Anchor frame loss is rare because a loss will first occur in B-frames; therefore, updating information about lost anchor frame is infrequent and should not introduce significant overhead.

5.5 Deployment Considerations

Thus far we have assumed that each frame header contains frame sizes of all $L$ future anchor frames. This will create redundant information with a high overhead that is carried on the network\textsuperscript{5}. In this section, we will address different ways in which the source can provide the network nodes with the necessary information but with lower overhead.

One way of sending information from the source to the network node is to provide the network node with incremental information in each frame header. In this method, each frame header will contain the frame size of the $L$-th anchor frame that follows that frame. Each network node will maintain an explicit state that contains $L$ data items, and each item will contain the frame size of an anchor frame within the look-ahead period. When a frame arrives, the $L$-th anchor frame size is extracted and updated in the state. Since the distance between anchor frames ($M$) is typically three (see Figure 26), anchor frame size information can be sufficiently sent every three frames; however, this information can be duplicated in each of the three frames. If a frame is dropped in a network node, then subsequent nodes will not be updated with frame information that is carried in that frame.

\textsuperscript{5}Although, the look-ahead step required to match the performance of a complex algorithm such as PDB is relatively small (4 to 6 in our evaluations).
which will affect the functionality of MPFD. To overcome this problem, the information that was carried in the dropped frame can be appended to the information carried in the next frame header. Maintaining a state of $L$ values$^6$ does not add a significant overhead to the network node and it is much simpler than manipulating the buffer contents, which happens in POB scheme.

The choice of the method of sending information to the network depends on two main parameters that govern the amount of information sent in the frame header: available bandwidth and router capabilities. If MPFD is implemented on routers with limited capabilities, then stamping full information in each frame will eliminate maintaining state at the router at the expense of redundancy in sent information. At the other extreme, routers with sufficient capabilities can maintain state that contains future frame sizes to minimize the bandwidth overhead. We have seen that the MPFD performs better than other threshold-based schemes. The dynamic threshold value makes this algorithm adaptive to the changes in the video stream burstiness and utilizes the buffer space between B-frames and anchor frames. The MPFD requires the knowledge of future incoming frame sizes. This information needs to be transmitted to the network node from the video source. Hence, the sender has to support the MPFD scheme in its operation. Information about future frames can be included in packet headers or sent on separate periodic packets. Either way, sending information about frame sizes adds bandwidth overhead to the established connection.

Because of packet loss in the network, packets that carry information about future frames may get lost. In that case, the MPFD has to replace this information with an estimate. The importance of the lost information varies according to the frame type it belongs to, and the distance between the packet that carries the information and the frame the information is about. Also, if the look-ahead is short then if some information is lost, the acceptance decision may not be critical after the frame drop because the buffer is likely to have more space after that drop.

The general MPFD can be applied for video-on-demand streaming to enhance video quality because information about future frames is available. In real-time video, however,

$^6$In our simulation evaluations, a reasonable value of $L$ is 10.
this type of information is not available. Therefore, MPFD can be limited to short look-ahead distance and utilizing information about a small number of future frames.

5.6 Simulation and Results

To study the performance of MPFD, we consider a network node with a simple architecture. Since each flow in the node has a designated buffer space and output rate, we can look at one video flow in the simulation, as shown in Figure 7. When a packet arrives at the buffer, a decision is made on whether or not to accepted it depending on the buffer management scheme applied. The video traffic model used is similar to the model discussed in 4.7.

5.6.1 Metrics

Part of the network node intelligence is the ability to distinguish between video frame types. This allows the network node to implement frame dependency drop, i.e., when a frame is dropped, all of its dependent incoming frames are dropped as well. By using frame dependency in dropping frames, only usable frames will be passed to the next network node, which will reduce the network load and cause some congestion situations to be eliminated. Dependency dropping is used in this work to evaluate the performance in terms of goodput.

![Figure 20: Total loss.](image_url)
Furthermore, we define $P_{\text{loss}} = 1 - \text{goodput}$; we choose these definitions of goodput and loss probability because they are more representative measures of the integrity of the end users' perceived video quality than other measures [61, 22]. MPFD is designed to consider the video traffic dependency among frames. However, PBS and TBS were not designed for video traffic that has dependency among frames. Since we are measuring the goodput (or the usability of transmitted video frames), it will not be fair to compare MPFD with the PBS and POB as they are because their goodput performance will be low. Therefore, we implemented modified PBS, TBS, and TD schemes that are able to perform dependency dropping; we denote the modified versions as PBS-D, TBS-D, and TL-D, respectively.

The goodput performance of PBS-D and TBS-D is better than the original PBS and TBS schemes, as shown in Figure 30. Since the corrupted or incorrectly decodable frames are dropped upon arrival, the buffer will have more space to accept usable frames, thereby increasing the goodput.

### 5.6.2 Results

![Diagram showing Total Frame Loss Probability vs. Normalized output rate, for D2Z](image)

**Figure 31:** Total loss for 20% load.

We compared the results of MPFD with four dropping schemes: TD-D, POB, PBS-D, and TBS-D algorithms. In Figures 31–34, we plotted cell loss probability for all dropping
schemes against the normalized output line rate for a load of 20% and with a confidence of 90%. Figures 35-38 show similar results for a load of 23%. In addition to the results for MPFD with \( L = 10 \), we plotted results for simple MPFD with \( L = 1 \) to show the lower performance bound of MPFD.

Figure 31 shows the total loss probability for all dropping schemes. The total loss of complete frames in both MPFD and simple MPFD appears to be the smallest of all threshold-based schemes while it achieves a comparable performance of POB scheme. This indicates that the MPFD scheme results in better bandwidth utilization than TD-D, PBS-D and TBS-D. Similar results are also shown in Figure 35. Notice that, with simple MPFD, total loss is significantly reduced, which results in better video quality. The reason behind this significant improvement can be seen in Figures 32 and 36, where we can see that the reduction in the total loss is mainly caused by a significant reduction in B-frame loss. This loss drop is one advantage of the dynamic threshold in MPFD over the fixed threshold(s) in PBS-D and TBS-D.

Notice that the performance of PBS-D and TBS-D is governed by the appropriate selection of the threshold value. The B-frame loss in PBS-D is increased by an order of magnitude when the threshold value is changed from 50 to 40. Therefore, the threshold
value has to be chosen carefully to meet the burstiness of the video stream. In MPFD, however, \( t \) is not required to define a fixed optimum value for the threshold.

Figures 33 and 34 show the cell loss probabilities in I-frames and P-frames, respectively. The simple MPFD results show a loss reduction in I-frames and P-frames and better performance than TD-D, but not as good as other threshold-based dropping schemes. In MPFD, however, the I-frames encountered no loss and the P-frames had only \( 3.5 \times 10^{-6} \), which is the lowest loss probability among all dropping schemes, including POB. Similar results are shown in Figures 37 and 38 for a load of 23%. The general MPFD performs the best among the other dropping schemes. It is important to notice that, for comparable results of anchor frame loss, the corresponding B-frame loss in MPFD is one to two orders of magnitude less than that for TBS-D and PBS-D.

The simple MPFD has shown a significant decrease in loss probability in I-frames and P-frames without increasing loss probability in B-frames. With knowledge of only one future anchor frame size, it provided I-frame loss reduction better than PBS-D with \( T = 50 \), and TBS-D with \( H = 50, L = 45 \). The loss in P-frames is comparable to PBS-D with a threshold value of 50 for a normalized output rate greater than 0.23, which is equal to the average input traffic rate as shown in Figure 38. Since simple MPFD represents the lower
Figure 34: Loss in P-frames for 20% load.

Performance bound for MPFD, the results show that MPFD is efficient in protecting high priority frames while increasing the usability of the video frames.
Figure 35: Total loss for 23% load.

Figure 36: Loss in B-frames for 23% load.
Figure 37: Loss in I-frames for 23% load.

Figure 38: Loss in P-frames for 23% load.
CHAPTER 6

UTILITE: UTILITY AWARE RATE ALLOCATION

6.1 Introduction

With the large number of traffic flows that traverse network nodes, congestion and packet drop are likely to happen at network routers. Even though end-to-end congestion control mechanisms are applied to have some flows adapt to the current network congestion condition, some network flows may be more aggressive in seeking more bandwidth than other flows, some other flows may be ill behaved and may not apply congestion control at the end system, which results in having them dominating a network links. To overcome this problem, rate allocation mechanisms are applied at network routers to enhance the performance of end-to-end congestion mechanisms by protecting well-behaved flows from aggressive, ill-behaved flows. Flows are allocated bandwidth similar to other flows so that the effect of ill-behaved and aggressive flows is contained. Hence, rate allocation mechanisms are important for the network to provide all users with the same service level.

Rate allocation mechanisms can vary in many ways in their performance and how they provide network flows with their share of network resources. We identify two fundamental characteristics by which they are classified.

- **Scalability:** Since rate allocation mechanisms inherit manage a large number of network flows, it is important that their complexity does not become a performance bottleneck as the number of flows in the network increases. Basing rate allocation mechanisms on a per-flow framework, for example, will encounter scalability issues. A network router applying a per-flow mechanism has to classify packets into flows, update flow state variables, and perform operations based on the per-flow state, which limits its scalability.

- **Rate allocation criteria:** A key difference between rate allocation mechanisms is
the criterion they follow to allocate rate to flows. These criteria are determined by
many factors such as pricing model, application class, and application characteristics.
At a high level, we classify them into two categories: rate-based and utility-based. In
rate-based allocation mechanisms, flows sharing a network link are allocated a share
that can be the same for all flows; or can be different when rate allocation depends on
a weight that represents the relative bandwidth allocation of the flow with respect to
other flows [55, 53, 45, 39]. In utility-based allocation, rate is allocated with respect
to the application-level QoS of the flow. Since different network applications have
different rate requirements to achieve a certain QoS level, the fair rate allocated to
network flows may differ accordingly. Thus, flows traversing a network router can be
provided a share of the link capacity that results in similar utility as other flows in
that link [13, 51, 2].

Utility fairness mechanisms are presented in the literature [13, 37]. However, these
proposed mechanisms are achieved by using per-flow mechanisms or focused on maximizing
the aggregate utility rather than providing utility fairness. Maintaining a state per flow
is undesirable because of complexity and scalability issues involved especially at the core
routers [55].

It is evident that rate allocation that is utility-based better represents the fairness with
regard to the end applications than rate-based allocation. Therefore, utility becomes key
component in rate allocation, especially when applications with diverse QoS requirements
are sharing the network. Since rate allocation mechanisms inherit reside in the core
network routers, we consider simplicity and scalability of the router significant to its per-
formance and need to be considered in rate allocation mechanisms. We, therefore, propose
Utilite, a scalable utility-based fair rate allocation architecture that can approximate the
utility max-min fairness, a fairness approach that will be explained in the next section.

The proposed architecture uses utility information transmitted from the sources to the
network routers to allocate rates to flows such that utility fairness is achieved. Although
utility-based max-min allocation schemes are present in the literature, these schemes are
not scalable. The Utilite architecture is scalable since it does not maintain per-flow state.
Instead, it leverages the concept of dynamic packet state [56] to realize scalability.

In the next section, we first present an overview about utility functions and their properties. We then present the definition of max-min utility fairness that is used in this work.

6.2 Utility-Based Fairness

6.2.1 Utility Functions

The application perceived QoS was discussed in [13, 52] in terms of utility functions, and several different shapes for utility functions that describe different classes of applications were presented. Traditional data applications such as file transfer, electronic mail, and remote terminal access can tolerate end-to-end delays, and therefore, this class of applications are called "elastic traffic". A convex utility function like that in Figure 39 can characterize the utility function for elastic traffic.

\[ U \]

\[ \text{Bandwidth} \]

Figure 39: Utility corresponding to rate-based rate allocation

Delay-sensitive applications such as real-time traffic generally have hard real-time requirements. Examples of delay-sensitive applications are video streaming, traditional telephone, and interactive applications. In this class of applications, the performance will stay constant as long as the packets arrive the destination within the delay bound. It would not matter if the packet arrives early, but the performance drops sharply if the packet arrive beyond this bound. The utility curve for such applications is typically a single-step function as shown in Figure 40.

Another class of applications are called "rate-adaptive". These applications can adjust their transmission rate according to the network congestion level. In this case the performance of the application solely depends on the signal quality. At high bandwidth, the performance degradation is small because the signal quality is higher than what humans
need. Similarly, at low bandwidth the marginal utility is small because the signal is already of low quality. The utility function for this class of applications takes the shape of that in Figure 41.

Figure 41: Utility corresponding to rate-based rate allocation

6.2.2 Motivation

When various application classes share the network, it becomes evident that the application utility is affected by the rate allocation scheme provided by the network. To illustrate this effect, we consider an example of two applications: FTP application and video streaming application. The former represents elastic traffic class while the later represents the delay-sensitive class. The utility functions for both applications are shown in Figure 42, where (C1) is for video streaming traffic and (C2) is for elastic traffic. The utility is represented by a value between 0 and 1, where 1 represents the highest utility or 100% satisfaction.

Let us consider a scenario of these two applications sharing a congested network link with rate-based allocation mechanism that provides both applications with a rate $r_n$, as shown in Figure 42. We notice that, even though they share equal network resources, there is a large difference between their operating utility values. The FTP application is enjoying a high application performance while the video application performance is lacking bandwidth.
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Unfairness to the video application is clear as it requires more bandwidth to achieve the same performance as the FTP application. To grant the video application more bandwidth, we consider applying weighted rate-based fair allocation schemes because they can provide relatively more bandwidth to one application than another according to relative weights that are given to each application. In these schemes, the higher the weight an application has with respect to other weights, the more bandwidth it gets. If weighted rate allocation is used, however, the video application can be assigned higher rate to increase its utility. Unfortunately, a fixed weight assignment for different applications does not result in equal application utility at all times. This is due to the non-linear nature of utility functions. Applying a set of weights to achieve equal utility for all applications at certain level of network congestion will not work if the network congestion level changes. Hence, when flow fairness in utility (or application-level quality) is pursued, simple rate-based fairness mechanisms are not the appropriate solutions.

![Utility corresponding to rate-based rate allocation](image)

**Figure 42: Utility corresponding to rate-based rate allocation**

If rate allocation is based on utility, however, the flows sharing a link will enjoy the same level of quality even though they may have different rate allocations. In our previous example, instead of allocating \( r_v \) for both applications, the network can provide equal utilities for both applications irrespective to their different allocated bandwidth as long as the aggregate allocated bandwidth in the link does not exceed its capacity as shown in Figure 42. With equal utilities for both applications, the video application is allocated \( r_v \)

---

1. The formal definition for utility fairness will be presented later in this section. For sake of this discussion, however, we assume utility fairness when applications achieve equal utilities.
while the FTP application is allocated only $r_c$.

### 6.2.3 Utility fairness

So far we have discussed the importance of incorporating utility to achieve fairness in rate allocation mechanisms but did not address the fairness criterion to adopt in this work. A fairness criterion is defined by a welfare function that it tries to maximize. Two common fundamental fairness criteria are used in the literature to utility-based rate allocation:

- **Max-min Fairness**: Max-min fairness [7, 13] is a popular fairness concept in computer networks. The basic idea behind this criterion is to allocate network bandwidth that result in distributing utility as equally as possible such that each flow is allocated the maximum possible utility. Consequently, this criterion maximizes the smallest utility in the network. The welfare function thus becomes:

$$W(u_1, u_2, \ldots, u_n) = \min(u_1, u_2, \ldots, u_n)$$  \hspace{1cm} (39)

- **Proportional Fairness**: The proportional fairness [33] is becoming increasingly popular in the field of computer networks. In this criterion, a proportionally fair utility allocation vector $u$ is one such that, for any other utility allocation vector $u^*$, the aggregate of proportional changes is zero or negative, as shown in equation (40). For a utility function in the form of $U = \log(r)$, proportional fairness reduces to a welfare function that is simply the sum of utilities, as given in equation (41). Therefore, it maximizes the overall network performance by achieving the maximum aggregate utility of the network flows.

$$\sum_{s \in S} \frac{u_s^* - u_s}{u_s} \leq 0.$$  \hspace{1cm} (40)

$$W(u_1, u_2, \ldots, u_n) = \sum_{i=1}^{n} u_i$$  \hspace{1cm} (41)

Our focus in this work, however, is to allocate rate to flows such that each flow in the network enjoys the largest possible utility. Ideally, we would like for all flows to receive
the same utility. This falls under the definition of max-min allocation. Utility max-min (UMM) fairness is proposed in [13]. This fairness criteria seeks to maximize the utility the network provides to the applications by maximizing the minimum utility achieved by any application in the system.

Before we present the formal definition of utility max-min, we first define a utility-based ordering for rate allocation vectors. Let \( \lambda(a_0, a_1, \ldots, a_{n-1}) \) be a feasible allocation vector, where \( a_i \) is the bandwidth allocated for application \( i \). Coupled with this vector, \( \lambda = (a_0, a_1, \ldots, a_{n-1}) \) is defined as a utility-ordered vector such that \( U_i(a_k) \leq U_{i+k}(a_{k+n}) \) for \( i, k \in [0, n-2] \) where \( U_i \) is the utility function for application \( i \). Given any other bandwidth vector \( B \) and its utility-ordered vector \( \hat{B} = (b_0, b_1, \ldots, b_{n+m}) \), then \( A \succ B \) iff there exists some \( m \) such that \( U_i(a_k) = U_j(b_k) \) for \( 0 \leq k < m \) and \( U_m(a_m) > U_m(b_m) \).

Now we can define utility max-min allocation as the feasible bandwidth allocation vector that is largest under the ordering defined by \( \succ \) [13].

In other words, a vector \( R \) is utility max-min fair if it is feasible and \( U_i(r_i) \) cannot be increased while maintaining feasibility without decreasing \( U_j(r_j) \) where \( U_j(r_j) \leq U_i(r_i) \).

This means that the minimum utility value in \( R \) is maximum amongst all feasible allocation vectors.

### 6.3 Ideal Utility Max-Min Rate Allocation Algorithm

In this section, we present an algorithm that achieves max-min fairness. It will open the road to explaining the Utilite scalable architecture and understand the approximations it contains. The main concept of the algorithm is to allocated bandwidth in a way that delivers max-min fair utilities to all flows traversing a network link.

The network model used is connection oriented so that all packets from the same flow follow the same path. A feedback mechanism will update the source with the allocated bandwidth to the flow in order to converge to it. The feedback is sent from the destination to the source periodically.

During connection establishment, the utility functions are sent to the network nodes to
be used by the algorithm. When congestion occurs, the utility functions are used to allocate appropriate rates to each flow based on max-min fairness criteria. The utility function for a flow can potentially change over time, therefore, a mechanism is required to update the network nodes with the most recent utility function of the flow. This can be done through signalling or on a per-request basis.

6.3.1 Ideal Algorithm

Consider a network link \( l \) with capacity \( C_l \) and a set of flows \( F_l \). We define a subset of \( F_l \), \( E_l \), that contains flows with utility that exceeds the fair utility during congestion. We also define \( A_l \) as the total rate corresponding to remaining link bandwidth after subtracting all rates for flows with utility less than the fair utility. To find the fair utility, the algorithms follow three steps. It is initialized with \( u_f = 0 \) and \( E_l = F_l \).

- At each link \( l \), find temporary rate allocations for flows in \( E_l \) that results in saturating the link and achieving equal utilities:

\[
\begin{align*}
\forall i \in E_l, \text{allocated } t_{ij} \text{ such that } \\
\sum_{i \in E_l} t_{ij} = A_l \text{ and } \\
\forall j \in E_l, U_l(t_{ij}) = U_l(t_{ij})
\end{align*}
\]

- The iterations stop when there is no change in the fair utility:

\[
\text{if } U_l(t_{ij}) = u_f \text{ then stop, else } \\
U_l(t_{ij}) = u_f.
\]

- Remove all flows with original operating utilities less that \( u_f \):

\[
\forall i \in E_l, \text{if } U_l(r_i) < u_f \text{ then } \\
E_l = E_l - \{i\}, A_l = A_l - r_i
\]
This algorithm runs when there is a change in the flow rate, or when a flow joins or leave the link.

6.3.2 Packet Drop

After the fair utility for a link is calculated, the utility function for each flow is used to calculate its allocated fair rate. If the incoming flow rate is higher than the fair rate, some packets will be uniformly accepted according to the probability \( P_{a} \) given in (42).

\[
P_{a} = 1 - \frac{r_{f}(u_{f})}{r_{f}(u_{i})}
\]  \hspace{1cm} (42)

6.4 Overview of Utilite

As mentioned earlier, simplicity and scalability of rate allocation mechanisms in the core routers are desired features in the network. When scalable, the router computational and allocation complexity does not increase with the number of flows traversing it. Until now, utility-based max-min fairness is performed on a per-flow manner that involves complexity and scalability hardships. When a router implements per-flow mechanisms, it has to classify incoming packets into flows, update the flow state variables, and perform certain operations based on the per-flow state. This becomes significant when the number of flows is large. Therefore, it is important for fair rate allocation mechanisms to be scalable, especially at the core routers.

Scalable mechanisms have been proposed for rate-based allocation [55], we project this notion of scalability on utility-based rate allocation. Scalable utility-based mechanisms are more complex to implement when compared to rate-based mechanisms due to their reliance on parameters other than the flow rate, such as utility function information.

For the rest of this section, we present the Utilite framework we are following, the challenges that need to be resolved, and the Utilite design elements.

6.4.1 Utilite Framework

The different elements of Utilite framework are:
• Utility information delivery: Utility curves are used as a basis for allocating bandwidth to network flows. Thus, network nodes would require utility function information from all flows traversing it to correctly allocate bandwidth. Since each application has its own utility function that is defined at the source, utility functions have to be reported from the source to network nodes along the flow's path.

• Dynamic packet state (DPS): The notion of DPS is used for information delivery from the source to all network nodes on the flow's path. In addition, DPS maintains state information for the flow that is updated in intermediate nodes when the flow state changes, then carries the updated state to subsequent nodes. Using DPS is a principal element in Utility framework to achieve scalability since the flow state is carried in the packets rather than residing at each of the intermediate routers.

• Router state: At each intermediate router, aggregate information about all the flows traversing it should be maintained in a scalable fashion. The information size, and therefore, state size in the router, should not increase with the number of flows traversing it. This information is used in conjunction with the additional flow-specific parameters carried in packet DPS to approximate fair utility.

• Router utility-based rate allocation: After the max-min fair utility is found, the corresponding rate is computed using the utility function of the flow. If the flow rate is higher than the allocated rate, some packets will be dropped.

• Feedback and rate adaptation: Once the flow is allocated a certain bandwidth, the destination sends feedback to the source signaling the new rate. The source then adapts its rate to the new rate to avoid packet loss.

• Bandwidth probing: The fair bandwidth allocation may change according to the network dynamics and congestion. The source can be notified to lower its rate when its allocated rate is decreased, however, the source will have no knowledge when its allocated rate is increased. Therefore, the source will either probe the network bandwidth periodically to search for bandwidth, or depend on network feedback about
the available bandwidth.

6.4.2 Challenges

To realize the scalable design of utility-based rate allocation, many challenges arise because of the simplicity and the scalability sought at the routers. These challenges are:

- **Utility curve approximation**: since the utility function is used at intermediate routers to provide utility fairness, it is reported from the source to the routers by providing the flow utility information through DPS. Ideally, representation of the often non-linear utility functions should be flexible and general enough to include various types of utility functions. At the same time, it should be simple and feasible with respect to the related computations at the intermediate router. Therefore, there is a tradeoff between generality and simplicity in representing utility functions. For this purpose, utility functions are generally approximated using a set of curves that span their entire range [40]. We refer to these curves as “piece-wise curves”. The number of piece-wise curves used to represent a utility function is determined by many factors such as the smoothness of the utility function, the linearity degree of the approximation curve, the utility range the curve represents, and approximation accuracy. These factors, coupled with the practical computation simplicity at the router, should be taken into account when approximating a utility function. For example, although non-linear curves tend to approximate a higher range of utility with more accuracy, it is harder to use in computations at the network routers.

- **DPS size**: To minimize the overhead introduced by including the DPS in the flow packets, the information conveyed from the source to the intermediate routers should exclude any redundant data that is not used given the current network condition. The conveyed information should only cover what is needed for the current network condition and its dynamics. For example, if a piece-wise utility curve composes sufficient information for the rate allocation mechanism to compute the fair utility, the rest of the utility function can be excluded from the conveyed information. The challenge is
low to optimally provide small but reasonably sufficient information to the network routers.

- **Information format and delivery**: After transmitting information about utility functions to the intermediate routers, this information is aggregated from all flows and kept at the router to be used to allocate the appropriate utility-based rate for each flow. In order to be scalable, the aggregate information has to be gathered from all flows without packet classification or per-flow processing. Since subsequent packets from the same flow may carry the same information in their DPS, any information aggregation must avoid information duplication without sacrificing scalability.

- **Packet loss**: During congestion, several packets will be discarded when a flow is allocated less rate than its nominal rate. Discarding packets and losing the DPS state in them, however, should not affect the functionality of the rate allocation mechanism at any of the intermediate routers, and any loss encountered in the transmitted DPS information should be compensated for. The compensation should most importantly guarantee the validity of the aggregate information kept at intermediate routers after a packet drop occurs.

- **Convergence**: It is important for the algorithm to converge to the optimal max-min fair utility allocation and be robust with regard to the network dynamics. One factor that can cause convergence instability is approximation error in the fair utility value, which, if becomes large, causes high oscillation of the allocated rate. The introduced oscillation will cause either excessive packet drop if the link capacity is exceeded, or low link utilization when the aggregate rate decreases below the link capacity. This inherently leads to performance degradation in the application QoS. Therefore, the utility values achieved through the algorithm should converge to the optimal value quickly.

Next, we discuss the design elements that are adopted in the algorithm to overcome the challenges presented in this section.
6.4.3 Design Elements

In this subsection, we will explain the design of Utilitite and how it achieves scalable utility-based fairness. The design tradeoffs are also discussed.

One of the main design issues is how to represent the utility function of a source at the router. Initially, the user chooses the rate, and therefore, the utility it wants to operate on. Choosing a particular operating utility may depend on the available link capacity, the source budget, or the applications' current need. Instead of sending the complete utility function to intermediate routers, the source can send only a piece-wise curve in which the flow's operating utility lies. However, this part of the curve has to be sent in the packet header. To minimize the amount of information sent in the packet header, we approximate utility function by a piece-wise linear curve because a linear curve has the advantage of having less parameters to represent it and has a constant slope, which can significantly reduce the computational complexity of the Utilitite architecture. Piece-wise linear approximation of utility functions is also used in [13]. In our experimental evaluation, a utility function can be approximated using four to eight linear curves, which is reasonable and results in acceptable utility range coverage per curve.

For every packet, a linear approximation of the part of the utility function in which the flow operating utility is sent. Unfortunately, under some congestion conditions, the change in utility may push the flow to operate outside the coverage region that is provided by the linear approximation of the utility function. At that point, the router will not have information about the utility function for that flow that represents the new operating utility. One solution would be to approximate the unknown part by linearly extrapolating the approximate line to increase its coverage range. However, this may result in a conflict with the utility function characteristics. For example, when a link becomes congested and the utility has to be reduced, the extension of a linear line may indicate a zero rate at a utility higher than the fair utility of the link. This in turn would indicate that the flow will be allocated a negative rate to achieve the fair utility, which is unrealistic. To avoid this problem, we coarsely approximate the unknown parts of the utility function to be consistent with the original utility function characteristics. As a safety net, we use two extreme points.
on the utility function for this approximation. The first point represents the rate at which the flow reaches a utility of one and the second point is simply the point at which the flow reaches a zero utility. Therefore, in every packet, the router will eventually have a three line approximation of the utility function: one that is accurate, and two that are coarse approximates of the utility function but consistent with the general utility function characteristics. It is worth noting that the coarse approximation will become accurate once the source changes its operating utility to fall in the coarsely approximated region because it will then send an accurate line approximation for the new operating utility.

Utility function information are aggregated at the intermediate routers in a value that represents the relationship between the aggregate rate at the link and the fair utility. We choose such representation of aggregated information at the routers because any adjustment in utility is triggered by a change in the incoming aggregate traffic at the router. When congestion occurs, the router will be receiving traffic that saturates and exceeds its output link capacity. To eliminate congestion, the packets from different flows will be dropped according to their utility functions and the computed fair rate. Since the excess traffic rate can be measured at the router, the aggregate utility information at the router should facilitate using excess rate in calculating the adjustment needed for the current utility to reach the fair utility that will remove the congestion.

To represent the relationship between fair utility and aggregate rate, we ideally need to generate a new utility function for the aggregate link rate. More precisely, the rate of change in utility with respect to the change in the current aggregate rate is needed. To obtain this value, Utilite calculates the aggregate rate of change in the fair utility (slope) with respect to the aggregate link rate, namely \( s = \frac{\partial R}{\partial x} \), where \( R \) is the aggregate link rate. This value can be used to reflect a sought reduction in aggregate rate into a reduction in utility.

Now that we identified how utility information is used toward finding the fair utility for a network link, one question arises: how the individual values from all flows are aggregated into one value? The utility function information at the flow operating utility can be sent in each packet, but would simple addition of this information from all packets into one
aggregate value result in the correct one? It will certainly not. To reach a correct aggregate value, only one value from each flow needs to be added. To overcome this problem, Utilite uses the concept of information splitting. One value, $A$, can be delivered from a source to a destination over a time period $T$ using $L$ packets if $A$ is split over the $L$ packets. In other words, $A$ can be transmitted using $L$ packets during a time period $T$ if each packet carries $A/L$, which is added together at the destination over $T$. We will show in the next section how information splitting is deployed in Utilite.

Although information splitting demonstrates scalability in information delivery, it is vulnerable to packet loss. Since information is distributed over packets spanning the period $T$, dropping a packet or more results in losing part of the carried information. To overcome this problem, Utilite uses an adjustment weight to correct the information in delivery in case a packet drop occurs. We mentioned earlier that, during congestion, packets are accepted with a probability $P_a$. This probability can be used as a weighting factor to the information pieces in the accepted packets. By dividing the information parts in accepted packets by the acceptance probability, all values in the packets will be scaled up to compensate for the information in the lost packet.

6.4.4 Overhead Evaluation

Achieving utility-based rate allocation in a scalable fashion involves transporting utility curve information from the sources to the network routers. Being independent of the measurable flow and network parameters, this information has to be delivered from the sources. Consequently, the overhead involved in each packet in Utilite will naturally become larger than the overhead of rate-based allocation mechanisms because the latter is a function of only measurable parameters such as the flow rate and aggregate rate. The parameters that are transported in Utilite header of each packet are listed in Table 1 along with their description. Some of these parameters are shown in Figure 43. Most of the header parameters are used to approximate the utility functions. The header size constitutes less than 20 bytes. If each packet size is 1kB, then the overhead of this header will not exceed 2%, which is reasonable.
Figure 43: Utility function approximation showing some of the parameters carried in the Utilite header.

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r)</td>
<td></td>
</tr>
<tr>
<td>(r_i)</td>
<td></td>
</tr>
<tr>
<td>(r_h)</td>
<td></td>
</tr>
<tr>
<td>(r_0)</td>
<td></td>
</tr>
<tr>
<td>(r_1)</td>
<td></td>
</tr>
<tr>
<td>(s_i)</td>
<td>(\dot{U}_i) slope at operating point</td>
</tr>
<tr>
<td>(w)</td>
<td>Packet loss compensation</td>
</tr>
</tbody>
</table>

The major part of the overhead is to deliver the utility function description information. This additional information is needed to maintain a reasonable level of utility function accuracy and algorithm stability.

6.5 Utilite Design

In order to achieve utility fairness between flows in a congested network link, two conditions have to be satisfied: (1) the flow utility, \(u_i\), does not exceed the fair utility, \(u_f\), and (2) the sum of the rates of all flows in a link is equal to its capacity, \(C\), as given in equation (43).

\[
u_i \leq u_f, \forall i \in \{1, 2, \cdots, N\}; \quad \sum_{i=1}^{N} r_i = C
\]  

(43)

When congestion occurs, all flows with \(u_i > u_f\) will encounter packet loss enough to
bring their utility down to \( u_f \), resulting in a corresponding aggregate rate equal to the link capacity.

Once \( u_f \) is derived, the flow corresponding rate, \( r_i(u_f) \), can be calculated using the utility function information carried in the packet LPS, then the dropping probability for each flow can be easily computed using the current flow rate as given in equation (42). Therefore, we start by presenting how the proposed algorithm approximates \( u_f \) and then calculates its corresponding fair rate.

Since congestion is detected when the aggregate rate exceeds the link capacity, the aggregate rate is used as a tool to adjust the utility at the link to achieve the fair utility as define in equation (43). We define \( F \) as the rate accepted by Utilite using the current utility value. The network router measures \( F \) to determine whether the current utility value allows accepted rate higher or lower than \( C \). If \( F > C \), the excess aggregate traffic is used along with utility functions information to approximate the amount by which the current utility should be decreased. Therefore, we update \( u_f \) as given in equation (44), where \( u_f^+ \) and \( u_f^- \) are the new and the old link fair utilise, respectively.

\[
u_f^+ = u_f^+ - (1 - \frac{F}{C}) \times s \tag{44}\]

When \( F > C \), \( u_f^+ \) is updated by subtracting a value proportional to the excess rate in the link, \( F - C \). While \( F \) is measured at the network router, \( s \) is maintained at the network router and calculated using information sent the packet’s DPS. \( s \) is calculated as given in equation (45), where \( s_i \) is the utility function slope for flow \( i \) at its operating utility. Notice that \( s \) is calculated if \( 1/s_i \) is delivered using information splitting then aggregated to form \( \sum_{i=0}^{N-1} \frac{1}{s_i} \).

\[
s = \frac{1}{\sum_{i=0}^{N-1} \frac{1}{s_i}} \tag{45}\]

Once \( u_f \) is calculated, the corresponding fair rate can be found using the utility function information carried in the packet. Then, the acceptance probability \( p_a \) can be calculated as given in equation (46). Notice that \( r_i(u_f^+) \) and \( r_i(u_f^-) \) are computed using utility function
information for application $i$ delivered to the router. Notice also that only two values are maintained at the router: $s$ and $F$. Since no additional individual flow-specific information is maintained, this algorithm is scalable.

$$P_u = \frac{r_i(n_f^u) - r_i(n_f^k)}{r_i(n_f^k)}$$

(46)

### 6.6 Simulation and Results

#### 6.6.1 Simulation Environment

The proposed utility architecture is evaluated using the network simulator NS-2. The network topology, shown in Figure 44, consists of ten traffic sources sharing a congested link. The core network is composed of three routers between the sources and destinations. Each source node generates CBR traffic with all packets from a flow traverse the same path.

![Network topology](image)

**Figure 44:** Network topology.

The sources adapt their rate in response to feedback from the destination nodes. The feedback message contains the minimum rate that can be provided by all the routers on the flow's path given the current network condition. We use ten different utility functions that the source nodes can choose from. The ten utility functions are shown in Figure 45: Two are with multiple segments while the other eight are simply straight lines with different slopes.

#### 6.6.2 Results

Different scenarios are used to test the proposed architecture. These scenarios are intended to demonstrate the behavior of Uitlite under several network situations. Scenarios are
generated by changing some simulation parameters such as the number flows in the link, utility function types used, number of congested links, etc. These scenarios are:

- **One congested link with homogeneous flows**: In this case, all flows have the same utility function and are traversing the same congested link. This case is simple and only shows how Utilite achieves the fair utility for all flows.

- **One congested link with heterogeneous flows**: In this case, we change the number of utility functions used by the ten flows. This scenario shows Utilite scalability with respect to the number of different utility functions it manages. It also shows that flows with different utility functions are allocated different rates.

- **Two consecutive congested links with heterogeneous flows**: This case represents the robustness of Utilite with packet loss. In this case, heterogeneous flows traverse two consecutive links (L₁ and L₂ shown in Figure 44), where L₂ has less capacity than L₁. L₁ will drop packets from flows until the sources adapt to its link capacity. At the same time, L₂ will also drop packets because its capacity is smaller than L₁. Eventually, the source nodes should adapt their rates according to the link with the smaller capacity (L₂).
• One congested link with some flows with constrained rate: Some flows may have constrained rate beyond which they cannot increase like when their rate is limited by other congested links in the flows route. We mainly evaluate the case when the fair utility provided by a certain link exceeds the flow's selected operating utility.

• Dynamic flows entering and leaving a link: In this case, we consider several heterogeneous flows joining and leaving the network link and evaluate the efficiency of Utilite. We show how flows sharing the link will dynamically increase or decrease their rate according the number of flows and the available bandwidth at the link.

We first consider the scenario of homogeneous flows sharing a link. Each flow has an initial rate of 4Mbps with utility function C1 while the shared link capacity is 10Mbps. Figures 46 and 47 show the fair link utility versus time and the aggregate and individual rates accepted by Utilite versus time, respectively. It is shown that the fair link utility converges to the max-min utility of 0.766. It is also shown that all homogeneous flows are allocated the same bandwidth while the aggregate bandwidth is equal to the link capacity.

Now we consider heterogeneous flows sharing a link. Three cases are considered for the number of utility functions used by the flows: two, five, and ten, which are shown in Figure
48. It is shown in 48(d) that flow rates are separated into two bands because these flows have one of two utility functions. When the number of different utility functions increase (five or ten), the number of separated rate bands increases as well, as shown in Figures 48(e) and (f). This shows that Utilite is scalable with the number of different utility functions and correctly allocates rates to flows according to their utility functions.

In the third scenario, we consider two congested links, the capacity for $L_1$ is 10Mbps and the capacity for $L_2$ is 9Mbps. Figures 49 and 50 show the utility for $L_1$ and $L_2$, respectively. Also, Figure 51 shows the aggregate and individual accepted rate for $L_2$. As shown in the figures, $L_2$ will be the effective congested link eventually when the fair utility for $L_2$ becomes lower than that for $L_1$. Notice that the utility for $L_1$ increases to one because it becomes not congested.

In the fourth scenario, we repeat the first scenario but with some flows that have limited maximum rate. We set the maximum rate for five flows to 0.9Mbps while the other five are unconstrained. Figures 52 and 53 show the fair utility and the aggregate and individual rate for $L_1$, respectively. We notice that the fair utility of the link is higher than in the first scenario because the unconstrained flows increase their rates to fully utilize the link bandwidth, which results in forming two rate bands (the higher band is for the unconstrained
Figure 48: Utilize scalability with the number of different utility functions. Ten flows are used in all cases but the number of different utility functions varies. In figures (e), (f), and (f), aggregate link rate and individual flow rates are shown.

In the last scenario, we consider a dynamic network condition where the number of flows in the link dynamically changes as shown in Figure 54. Figures 55 and 56 show the aggregate and individual accepted rate and the fair utility for $L_1$, respectively. We notice that the fair utility changes dynamically to adjust the flows rate in order to utilize the link bandwidth. Three different utility functions are used in this case. It is noticed here again the individual rate separation into three bands, most clearly shown between 10 and 25 sec.
Figure 49: Fair utility at the first congested link with two different utility functions.

6.7 Issues and Discussion

As mentioned earlier, the pricing model for utility-based fair rate allocation is different than that for rate-based allocation due to the difference among flows in their network resources usage. Routers implementing utility-based fair rate allocation assign bandwidth according to the flow utility. If a flat rate pricing model is deployed, however, greedy sources will try to get more bandwidth at no extra cost by cheating and adjusting their utility functions. To prevent greedy sources from dominating the link bandwidth, the pricing model has to be based on the consumed bandwidth by each flow. Therefore, the more bandwidth a source uses, the more it has to pay. Being bandwidth dependent, the pricing model will make the users’ budget a limiting factor to the bandwidth they request. Although this bandwidth-based pricing limit the maximum requested bandwidth, it does not efficiently prevent sources from greedily express utility function shapes that can always achieve the maximum requested bandwidth. This can be done by expressing low utility for any bandwidth value below the maximum affordable bandwidth. For example, sources can eventually express a utility function that is more or less a step function with the step edge at the maximum affordable bandwidth. To discourage such behavior, the pricing model
should discourage sources from expressing utilities lower than their actual utility at any given bandwidth. In other words, a source will pay less for a given bandwidth usage when its utility function indicates higher utility.

Based on the above discussion, we discuss pricing at two levels: system level and customer level. The system level pricing model is transparent to the user and computes prices according to the usage of network resources. The customer level pricing model, however, produces a fixed price that the customer needs to pay for using the network by taking into account the required service. We propose a skeleton for a pricing model for each of the levels discussed above.

At the system level, we propose a pricing model for utility-based rate allocation that is based on the consumed bandwidth and the link fair utility. The price per flow increases with the consumed bandwidth and decreases with link utility. Assuming a congested link with fair link utility less than one, the price for flow $i$, $p_i$, is given in equation (47), where $P$ is the link price, $C$ is the link capacity, $N$ is the number of flows, $u_f$ is the link fair utility, and $\alpha$ and $\beta$ are constants.

$$p_i = \frac{P(\alpha B - \beta u_f)}{\alpha C - N\beta u_f}$$

(47)
Figure 51: Rate at the second congested link with two different utility functions.

Notice that the vendor will have constant price for the link and will not gain additional profit by allowing more flows to share the link. Instead, the more flows accepted in the link at the expense of lowering the link utility, the lower the price each flow has to pay.

At the consumer level, we propose a pricing model that is also utility based and accounts for the consumed bandwidth. This model produces a fixed price for each user depending on the shape of their utility function. The price, $p_i$, for user $i$ with a utility function $U_i(r)$ is in the form given in equation (48) where $\alpha$ is a constant.

$$p_i = \alpha \int_{r=0}^{\infty} x(1 - U(x))dx. \quad (48)$$

Notice that $p_i$ increases when the user's utility function indicates low utility (or low satisfaction level) at higher bandwidth value, which decreases the tendency of a user to cheat when submitting their utility functions to the network.
Figure 52: Fair utility change with some flows with limited rate.

Figure 53: Rate change with some flows with limited rate.
Figure 54: Rate Change for dynamic flows.

Figure 55: Rate Change for dynamic flows.
Figure 56: Fair utility change for dynamic flows.
CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this thesis, we studied several router mechanisms and proposed scalable application-aware solutions that enhance their performance. The router mechanisms studies are buffer management and rate allocation.

We started by evaluating the performance of several existing buffer management schemes using goodput as the metric. We also proposed a goodput-based estimation methodology using Markov chains to estimate the performance of the buffer management schemes.

After evaluating the performance of these buffer management schemes, we proposed a new simple buffer management scheme, MPFD, that is application-aware and achieves the performance of complex buffer management schemes. MPFD is evaluated using MPEG-2 traffic as an example, but it can be used with other applications that utilize application-aware buffer management schemes.

In rate allocation, we proposed Utilite: a new scalable utility-based fair rate allocation architecture. Utilite leverages utility functions for all flows sharing a network link. The fairness criteria applied in this work is max-min fairness. The architecture achieved fairness for all flows in the network in a scalable manner. The simulation results demonstrated the correctness and accuracy of Utilite for several network conditions. It also shown how flows with different utility functions are allocated different rates while maintaining fair utility for all flows.

For future work, we are interested in evaluating the performance of a network node that is using both MPFD and Utilite. We are also interested in looking on other techniques to support an application-aware network environment such as network protocols.
APPENDIX A

TBS QUEUEING ANALYSIS

We present the $C_a$ matrices of TBS scheme. Following the discussions in Section 4.3.2 and Subsection 4.6.1, $C_a$ can be easily constructed. The state order for the matrices in this section is shown below.

- For I-frames: accept, drop GOPD, drop GOPA, drop frame*, drop GOPD*, and drop GOPA*.

- For P-frames: accept, drop GOPD, drop GOPA, and drop frame*.

- For B-frames except the last two: accept, drop GOPD, drop GOPA, drop frameD, and drop frameA.

- For the last two B-frames: accept, drop GOPD, drop GOPA, drop frameD, drop frameA, drop GOPD*, and drop GOPA*.

The $C_a$ transition matrices for I-frame and the transition from the last slot of the I-frame to the first slot of the following B-frame are given in equations (49) and (50), respectively.

\[
C_a = \begin{bmatrix}
D_{fN} & D_{lB} & 0 & 0 & 0 \\
0 & D_{cB} & 0 & 0 & 0 \\
0 & D_{lB} & D_{fB} & 0 & 0 \\
0 & D_{fB} & 0 & D_{fB} & 0 \\
0 & D_{lB} & 0 & 0 & D_{fB}
\end{bmatrix} \quad (49)
\]

\[
C_a = \begin{bmatrix}
D_{fN} & 0 & 0 & D_{lB} & 0 & 0 & 0 \\
0 & D_{lB} & 0 & 0 & 0 & 0 & 0 \\
0 & D_{lB} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & D_{lL} & D_{fL} & 0 \\
0 & 0 & 0 & 0 & D_{lL} & D_{fL} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & D_{fN}
\end{bmatrix} \quad (50)
\]
The $C_a$ transition matrices for P-frame and the transition from the last slot of the I-frame to the first slot of the following B-frame are given in equations (51) and (52), respectively.

$$C_a = \begin{bmatrix}
D_{lf} & D_{lb} & 0 & 0 \\
0 & D_{lk} & 0 & 0 \\
0 & 0 & D_{le} & 0 \\
0 & 0 & 0 & D_{la}
\end{bmatrix} \quad (51)$$

$$C_a = \begin{bmatrix}
D_{lf} & 0 & 0 & D_{lb} \\
0 & D_{lk} & D_{lb} & 0 \\
0 & D_{le} & D_{lf} & 0 \\
D_{la} & 0 & 0 & D_{lb}
\end{bmatrix} \quad (52)$$

The $C_a$ transition matrix for B-frames, except the last two frames, is given in equation (53).

$$C_a = \begin{bmatrix}
D_{lf} & 0 & 0 & D_{lb} \\
0 & D_{lk} & D_{lf} & 0 \\
0 & D_{le} & D_{lf} & 0 \\
0 & 0 & 0 & D_{la}
\end{bmatrix} \quad (53)$$

The $C_a$ transition matrix from last slot of a B-frame, except the last two frames, to the first slot of the B-frame, I-frame, and P-frame, are given in equations (54),(55), and (56), respectively.

$$C_a = \begin{bmatrix}
D_{lf} & 0 & 0 & D_{lb} \\
0 & D_{lk} & D_{lf} & 0 \\
0 & D_{le} & D_{lf} & 0 \\
D_{la} & 0 & 0 & D_{lb}
\end{bmatrix} \quad (54)$$

$$C_a = \begin{bmatrix}
D_{lf} & D_{lb} & 0 & 0 \\
0 & D_{lk} & D_{lb} & 0 \\
0 & D_{le} & D_{lf} & 0 \\
D_{la} & 0 & 0 & D_{lb}
\end{bmatrix} \quad (55)$$

$$C_a = \begin{bmatrix}
D_{lf} & D_{lb} & 0 & 0 \\
0 & D_{lk} & D_{lb} & 0 \\
0 & D_{le} & D_{lf} & 0 \\
D_{la} & D_{lb} & 0 & 0
\end{bmatrix} \quad (56)$$
\[
C_a = \begin{bmatrix}
D_{fa} & D_{tb} & 0 & 0 \\
0 & D_{ea} & 0 & 0 \\
0 & 0 & D_{ea} & 0 \\
0 & D_{tb} & 0 & D_{fa}
\end{bmatrix}
\]  
(56)

The \( C_a \) transition matrix for the last two B-frames is given in equation (57).

\[
C_a = \begin{bmatrix}
D_{fa} & 0 & 0 & D_{tb} & 0 & 0 & 0 \\
0 & D_{ea} & D_{fa} & 0 & 0 & 0 & 0 \\
0 & D_{ea} & D_{fa} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & D_{lb} & D_{fa} & 0 & 0 \\
0 & 0 & 0 & 0 & D_{lb} & D_{fa} & 0 \\
0 & 0 & 0 & 0 & 0 & D_{la} & D_{fa} \\
0 & 0 & 0 & 0 & 0 & 0 & D_{fb}
\end{bmatrix}
\]  
(57)

For the last two B-frames, the \( C_a \) transition matrices from last slot to the first slot of the following B-frame and P-frame, are given in equations (58) and (59), respectively.

\[
C_a = \begin{bmatrix}
D_{fa} & 0 & 0 & D_{tb} & 0 & 0 & 0 \\
0 & D_{ea} & D_{fa} & 0 & 0 & 0 & 0 \\
0 & D_{ea} & D_{fa} & 0 & 0 & 0 & 0 \\
D_{fa} & 0 & 0 & D_{la} & D_{fa} & 0 & 0 \\
D_{fa} & 0 & 0 & D_{la} & D_{fa} & 0 & 0 \\
0 & 0 & 0 & 0 & D_{la} & D_{fa} & 0 \\
0 & 0 & 0 & 0 & 0 & D_{fb}
\end{bmatrix}
\]  
(58)

\[
C_a = \begin{bmatrix}
D_{fa} & D_{tb} & 0 & 0 \\
0 & D_{ea} & 0 & 0 \\
0 & 0 & D_{ea} & 0 \\
D_{fa} & D_{tb} & 0 & 0 \\
0 & D_{ea} & 0 & D_{fa} \\
D_{fa} & D_{tb} & 0 & 0 \\
D_{fa} & D_{tb} & 0 & 0
\end{bmatrix}
\]  
(59)
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TBS-D QUEUEING ANALYSIS

The $C_a$ transition matrices for I-frame and the transition from the last slot of the I-frame to the first slot of the following B-frame are given in equations (60) and (61), respectively.

$$ C_a = C(t, 0, 1) = \begin{bmatrix} D_f & D_t & 0 & 0 & 0 \\ 0 & D_e & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & D_t & 0 & D_f & 0 \\ 0 & D_l & 0 & 0 & D_f \end{bmatrix} \quad (60) $$

$$ C_a = C(T - 1, 0, 1) = \begin{bmatrix} D_{f_b} & 0 & D_{m_b} & 0 & 0 \\ 0 & D_e & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ D_{f_b} & 0 & D_{m_b} & 0 & 0 \\ 0 & 0 & 0 & 0 & D_e \end{bmatrix} \quad (61) $$

The $C_a$ transition matrices for P-frame and the transition from the last slot of the I-frame to the first slot of the following B-frame are given in equations (62) and (63), respectively.

$$ C_a = C(t, 0, 1) = \begin{bmatrix} D_f & D_t & 0 & 0 \\ 0 & D_e & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & D_t & 0 & D_f \end{bmatrix} \quad (62) $$

$$ C_a = C(T - 1, 0, 1) = \begin{bmatrix} D_{f_b} & 0 & D_{m_b} & 0 \\ 0 & D_e & 0 & 0 \\ 0 & 0 & 0 & 0 \\ D_{f_b} & 0 & D_{m_b} & 0 \end{bmatrix} \quad (63) $$

The $C_a$ transition matrix for B-frames, except the last two frames, is given in equation (64).
\[ C_x = C((t, w, 1) = \begin{bmatrix} D_{f1w} & 0 & D_{i1w} & 0 & 0 \\ 0 & D_{r} & 0 & 0 & 0 \\ 0 & 0 & D_{k} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \] (64)

The \( C_x \) transition matrix from last slot of a B-frame, except the last two frames, to the first slot of the B-frame, I-frame, and P-frame, are given in equations (65),(66), and (67), respectively.

\[ C_x = C(T - 1, w, 1) = \begin{bmatrix} D_{f1w} & 0 & D_{i1w} & 0 & 0 \\ 0 & D_{r} & 0 & 0 & 0 \\ D_{f1} & D_{i1} & 0 & D_{i1w} & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \] (65)

\[ C_x = C(T - 1, w, 1) = \begin{bmatrix} D_{f1} & D_{i1} & 0 & 0 \ 0 & D_{r} & 0 & 0 \ D_{f1} & D_{i1} & 0 & D_{i1} - D_{f1} \ 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 \end{bmatrix} \] (66)

\[ C_x = C(T - 1, w, 1) = \begin{bmatrix} D_{f1} & D_{i1} & 0 & 0 \ 0 & D_{r} & 0 & 0 \ D_{f1} & D_{i1} & 0 & D_{i1} - D_{f1} \ 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 \end{bmatrix} \] (67)

The \( C_x \) transition matrix for the last two B-frames is given in equation (68).

\[ C_x = C((t, w, 1) = \begin{bmatrix} D_{f1w} & 0 & D_{i1w} & 0 & 0 \\ 0 & D_{r} & 0 & 0 & 0 \\ 0 & 0 & D_{k} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & D_{r} \end{bmatrix} \] (68)

For the last two B-frames, the \( C_x \) transition matrices from last slot to the first slot of the following B-frame and P-frame, are given in equations (69) and (70), respectively.
\[ C_e = C(T - 1, 1, 1) = \begin{bmatrix}
    D_{fe} & 0 & D_{fe} & 0 & 0 \\
    0 & D_e & 0 & 0 & 0 \\
    D_{fe} & 0 & D_e & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & D_e
\end{bmatrix} \]  
(69)

\[ C_e = C(T - 1, 2, 1) = \begin{bmatrix}
    D_f & D_t & 0 & 0 & 0 \\
    0 & D_e & 0 & 0 & 0 \\
    D_f & D_t & 0 & D_f - D_{fe} & 0 \\
    0 & 0 & 0 & 0 & 0 \\
    D_f & D_t & 0 & 0 & 0
\end{bmatrix} \]  
(70)
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