Abstract—We analyze an extension of the well-known linear consensus protocol for agents moving in two dimensions, where the standard consensus feedback is multiplied with a rotation matrix. This leads to a richer family of trajectories, and if only the new feedback term is applied, periodic solutions emerge. For special configurations of the controller gains, the form of the system trajectories is given in terms of the eigenvalues and eigenvectors of the closed-loop system matrix. We characterize the resulting closed-loop trajectories for specific choices of the controller gains and of the communication graph topology. Furthermore, the control strategy is extended to agents with double integrator dynamics. It is shown that stability is achieved with sufficiently large velocity feedback. The effect of this feedback on the overall system performance is further investigated. We finally provide simulations to illustrate the theoretical results.

I. INTRODUCTION

In recent years, consensus algorithms have become the cornerstone for decentralized control strategies. This class of algorithms can be applied when a number of agents need to agree on a commonly accepted consensus value, while each agent only has access to information from a subset of the other agents. Consensus algorithms often offer the building blocks of more complex control schemes.

The majority of the work on consensus algorithms focuses on the asymptotic behavior of the system [1]. The results reported in literature address various agent dynamics, and different consensus points with respect to the initial conditions are considered [2].

Another topic, that is closely related to the results in this paper, is vehicle coordination. Classical objectives in this context are related to flocking, swarming and formation. The reader may refer to [3], [4] for more information. Finally, we mention the related work on circumnavigation, see for instance [5], [6].

The work presented in this paper analyzes and extends the consensus feedback recently presented in [7]. Therein, the authors propose an extension of the classical linear continuous-time consensus for plants with single integrator dynamics. In contrast to standard linear consensus strategies, where the feedback action is along the relative line-of-sight of each pair of agents, in that work an additional feedback term, which is perpendicular to this line-of-sight direction, is considered. This new feedback strategy can produce consensus points outside the convex hull of the initial agent positions. Since the paths taken by the agents show a great variety, depending on the feedback gain coefficients, initial conditions and graph structure, this paper focuses on analyzing the transient behavior of the system for single integrator dynamics. While the standard consensus feedback introduces a potential field that guides the trajectories, the approach in [7] introduces a gyroscopic/non-potential field. If only “gyroscopic” feedback is applied, the system exhibits periodic solutions having intricate patterns in the state space [8]. Furthermore, we extend the control strategy to double-integrator dynamics and analyze the asymptotic behavior of the resulting system.

A similar feedback strategy is proposed in [9], which can be seen as a special case of the feedback law proposed in [7]. For the single integrator part, the work presented in [9] focuses more on the asymptotic behavior, while we focus on the transient behavior and in particular on sustained oscillations. For the part on double integrators, we consider relative instead of absolute damping.

After some preliminaries in Section II, we analyze in Section III the system trajectories of the control strategy proposed in [7] for a special configuration of the weight matrices. We focus, in particular, on the case in which the system exhibits sustained oscillations. We give a number of results on the closed-loop trajectories for the general case, and for the special case where all weights are equal and the graph Laplacian is a circulant matrix. In Section V, we propose an extension of the control strategy to double integrator dynamics. We give a sufficient condition for convergence and quantitatively analyze the influence of the velocity feedback term. Finally, in Section VI, we provide simulation results for single- and double-integrator dynamics to illustrate the theory, and in Section VII we summarize the contributions of the paper and offer some directions for future work.

II. SYSTEM LAYOUT AND PRELIMINARIES

Let \( I \) denote the identity matrix and let \( 0 \) denote the zero matrix, with dimension apparent from the context. Let \( 1 \) denote the vector of all ones and let \((\cdot)^T\) denote the transpose of a vector. All vectors will be assumed to be column vectors, \( A > 0 \) denotes that the matrix \( A \) is positive definite, and \( j \) denotes the imaginary unit.

A framework similar to the one presented in [7] is considered. To this end, consider \( N \) agents, each with state vector \( x_i \in \mathbb{R}^2 \) for agents \( i \in \{1, \ldots, N\} \), having single integrator dynamics, as follows \( \dot{x}_i = u_i \), with \( u_i \in \mathbb{R}^2 \). The agent
connections are encoded via an undirected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) where \( \mathcal{V} \) is the set of nodes and \( \mathcal{E} = \{(i, j) \in \mathcal{V} \times \mathcal{V}\} \) is the set of edges. Since \( \mathcal{G} \) is undirected, \( (i, j) \in \mathcal{E} \) if and only if \( (j, i) \in \mathcal{E} \). The graph-theoretic notions used below are largely adopted from [10]. We will assume that \( \mathcal{G} \) is static and connected. Every agent corresponds to a node in \( \mathcal{V} \), and an edge between two agents, say \( i \) and \( j \), implies that the corresponding agents are mutually able to measure the relative vector \( x_i - x_j \).

Every agent (index \( i \)) uses the state difference to each of its neighbors (index \( j \)) \( z_{agent,ij} = x_j - x_i \) to compute its control action. Consequently, \( z_{agent,ij} = -z_{agent,ji} \). In order to globally describe the system behavior for every edge \((i, j)\) in \( \mathcal{G} \), either the error variable \( z_{ij} = z_{k} = z_{agent,ij} \) or \( z_{i,j} = z_{k} = -z_{agent,ij} \) is chosen. The orientation of \( z_{k} \) will not play a role in the analysis and is hence arbitrary. The matrix \( \Gamma \in \mathbb{R}^{N \times N} \) is the set of nodes and \( \mathcal{E} \) is a stack vector of all agent inputs, \( \mathcal{E} \) is chosen. The orientation of \( z_{k} \). According to [7], the relation \( z = (D^T \otimes I_2) x \) (1) holds, where \( I_2 \) is the \( 2 \times 2 \) identity matrix and \( x = [x_1^T \ x_2^T \ldots \ x_N^T]^T \in \mathbb{R}^{2N} \). In this paper we are concerned with the analyses with the trajectories generated by the control law introduced in [7], which is of the form

\[
\mathbf{u} = - (\Gamma D \otimes I_2) x + (BD \otimes S) z, \tag{2}
\]

with \( \Gamma = \text{diag}(\gamma) \in \mathbb{R}^{N \times N} \), where \( \gamma \in \mathbb{R}^N \) and \( B = \text{diag}(\beta) \in \mathbb{R}^{N \times N} \), where \( \beta \in \mathbb{R}^N \), and where \( S = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \).

The vector \( \mathbf{u} \) in (2) is a stack vector of all agent inputs, namely, \( \mathbf{u} = [\mathbf{u}_1^T \ \mathbf{u}_2^T \ldots \ \mathbf{u}_N^T]^T \in \mathbb{R}^{2N} \). Combining (1) and (2) yields

\[
\dot{x} = - (\Gamma L) \otimes I_2 + (BLD \otimes S) x = \Theta x, \tag{3}
\]

where \( L = DD^T \) is the Laplacian of \( \mathcal{G} \) [10]. In terms of state differences, we have the corresponding equation

\[
\dot{z} = - (D^T \Gamma D) \otimes I_2 + (D^T BD \otimes S) z = \Theta z. \tag{4}
\]

Equations (3) and (4) represent autonomous, linear systems in state space form.

### III. Trajectories with Particular Gain Matrices

In this section we analyze (3) for the case where the gain matrices \( \Gamma \) and \( B \) are proportional. Furthermore, we analyze the solution when \( \Gamma = 0 \). When \( \Gamma \) and \( B \) are proportional this means that \( \Gamma = \alpha_\Gamma M, \ B = \alpha_B M \) for some \( \alpha_\Gamma, \alpha_B \in \mathbb{R}, \ M \in \mathbb{R}^{N \times N} \) diagonal. This constraint in the choice of weights allows us to express the eigenvalues and eigenvectors of the \( 2N \times 2N \) matrix \( -(\Gamma L) \otimes I_2 + (BLD \otimes S) \) in terms of the smaller \( N \times N \) matrix \( ML \). The matrix \( ML \) is a weighted version of the graph Laplacian of \( \mathcal{G} \). We call \( ML \) a scaled Laplacian of \( \mathcal{G} \).

**Lemma 1.** Let \( \Gamma = \alpha_\Gamma M, \ B = \alpha_B M \) with \( \alpha_\Gamma, \alpha_B \in \mathbb{R}, \ M \in \mathbb{R}^{N \times N} \) diagonal. Let \( v \in \mathbb{R}^N \) be an eigenvector of \( ML \) with corresponding eigenvalue \( \lambda \in \mathbb{R} \). Then, the vector \( \tilde{v} = v \otimes [1 \ 0]^T \in \mathbb{C}^{2N} \) is an eigenvector of the matrix \( \Theta = -(\Gamma L) \otimes I_2 + (BLD \otimes S) \) with corresponding eigenvalue \( -\alpha_\Gamma \pm i \alpha_B \lambda \).

**Proof.** First, it is easy to show (see, for instance [7]), that the eigenvalues \( \lambda \) and eigenvectors \( v \) of \( BL \) are real. Let now \( n_{ij} \) be the elements of the matrix \( BL \). Assuming \( \Gamma = \alpha_\Gamma M, \ B = \alpha_B M \), we obtain for the eigenvalues and eigenvectors of the matrix \( \Theta \) as follows

\[
\Theta \tilde{v} = - (\alpha_\Gamma M \otimes I_2 + \alpha_B M \otimes S) (v \otimes \begin{bmatrix} 1 \\ i \end{bmatrix}) = (M \otimes (\alpha_B S)) (v \otimes \begin{bmatrix} 1 \\ i \end{bmatrix}) = (-\alpha_\Gamma \pm i \alpha_B \lambda) \tilde{v}.
\]

The last equation shows that \( -\alpha_\Gamma \pm i \alpha_B \lambda \) is an eigenvalue of \( \Theta \) with corresponding eigenvector \( \tilde{v} \).

From Lemma 1, we gain insight of the effect of \( \alpha_\Gamma \) and \( \alpha_B \) on the system trajectories. Specifically, \( \alpha_\Gamma \) is proportional to the real and \( \alpha_B \) is proportional to the imaginary part of the eigenvalues of \( \Theta \). If \( \alpha_B = 0 \) we have the “ordinary” consensus control with all the eigenvalues of \( \Theta \) being real. For \( \alpha_\Gamma = 0 \), all non-zero eigenvalues of \( \Theta \) lie on the imaginary axis. Hence, the system exhibits sustained oscillations, which could be used, for instance, for decentralized orbit pattern generation.

In the case where \( \alpha_\Gamma = 0 \) and \( ML \) is diagonalizable, we can visualize the system trajectories as superpositions of circular motions. Since the matrix \( \Theta \) has real entries, its eigenvalues appear in complex conjugate pairs. The complex argument of the odd and even entries of the eigenvectors differ by \( \pm \pi/2 \), and hence if \( ML \) is diagonalizable, the trajectories of the agents are superpositions of circular motions. According to Lemma 1, each conjugate pair of eigenvectors of \( \Theta \) causes a circular motion with angular frequency equal to the eigenvalue \( \lambda \) and radius related to the elements of \( v \).

**Theorem 1.** Let \( \Gamma = 0 \) and \( BL \) be diagonalizable. Let \( A \) be the set of all eigenvectors \( v \) corresponding to the non-zero eigenvalues \( \lambda_v \neq 0 \) of \( BL \). Then, the solution of (3) is given by

\[
x(t) = \bar{x} + \sum_{v \in A} (a_v |(\cos(\lambda_v t + \arg(a_v)))(v \otimes [1 \ 0]^T)|^2 + \sin(\lambda_v t + \arg(a_v))(v \otimes [0 \ 1]^T)) \),
\]

where \( \bar{x} \in \mathbb{R}^{2N}, \ a_v \in \mathbb{C} \) are constants that are determined by the initial conditions.

**Proof.** If \( \Gamma = 0 \) and \( BL \) is diagonalizable the solutions of (3) are \( x(t) = \sum_{i=1}^{2N} a_i \tilde{v}_i \exp(\lambda_i t) \), where \( \tilde{v}_i \) is the \( i \)th eigenvector of \( \Theta \) with eigenvalue \( \lambda_i \) and \( a_i \in \mathbb{C} \) is determined by the initial conditions. According to Lemma 1 with \( M = B, \ \alpha_\Gamma = 0, \ \alpha_B = 1, \ \lambda_i = \pm \lambda_v \) and \( \tilde{v}_i = v \otimes [1 \ -1]^T \). The eigenvectors of \( BL \) with eigenvalue 0 give the constant part of the solution \( \bar{x} \), which must be real valued since \( \Theta \) is real valued. The even positions in \( \tilde{v}_i \) are phase-shifted by \( \pi/2 \) with respect to the odd positions. Applying Euler’s formula proves the
Theorem.

The center of the circular motions of the agents is \( \bar{x} \). The radius of the circular motion of the \( i \)th agent, introduced by an eigenvector \( v \), is proportional to the \( i \)th element of the eigenvector, and the angular frequency is determined by the corresponding eigenvalue \( \lambda \). The radii are scaled by the magnitude \( |a_v| \), and the phase of the circular motion is determined by \( \arg(a_v) \). The initial conditions of (3) determine \( \bar{x} \) and \( a_v \). They can be chosen, for instance, in such a way that only a few of modes are present in the solution, which allows for the design of desired motion patterns.

Corollary 1. Given \( \bar{x} \) and \( a_v \) for \( v \in \mathcal{A} \) as in Theorem 1, the initial conditions \( x(0) \) are \( x(0) = \bar{x} + \sum_{v \in \mathcal{A}} (|a_v| \cos(\arg(a_v)) [v \otimes [1, 0]^T] + \sin(\arg(a_v)) [v \otimes [0, 1]^T]) \).

Proof. The result follows from setting \( t = 0 \) in Theorem 1.

With Theorem 1 and Corollary 1, we have a direct link between the system trajectories, the initial conditions, and the eigenvalues and eigenvectors of \( BL \). This motivates us to further study the eigenvalues and eigenvectors of scaled Laplacians.

IV. EIGENVALUES AND EIGENVECTORS OF SCALED LAPLACIANS

The results in Section III motivate further investigation of the eigenvalues and eigenvectors of scaled Laplacian matrices. Recall that, by “scaled Laplacians,” we mean matrices of the form \( BL \) where \( B \) is a diagonal matrix, with diagonal entries \( \beta_1, \ldots, \beta_N \), and \( L \) is a graph Laplacian. We will first give some useful properties for a general matrix \( BL \). Then we will give more specific results for the case of special communication graphs and with \( BL = \alpha I \).

A. General Graph Structure and Weights

An important feature for the analysis of consensus algorithms is the property of the graph Laplacian that the only eigenvector with eigenvalue zero is \( 1 \). First, we show that this property holds even for scaled Laplacians, if at most one of the weights \( \beta_i \) is zero. In order to show this result we first provide the following lemma.

Lemma 2. Let \( m \) be the number of zero diagonal entries of \( B \). If \( \mathcal{G} \) is connected, then the rank of \( BL \) is \( N - 1 \) for \( m = 0 \) and \( m = 1 \) and \( N - m \) for \( m > 2 \).

Proof. Recall that \( L \) has rank \( N - 1 \) if \( \mathcal{G} \) is connected [1]. The multiplication with the matrix \( B \) scales the row vectors and therefore it does not change the rank of the matrix if there are no zero entries in \( \beta \). Hence, any set of \( N - 1 \) row vectors of \( L \) is linearly independent. Therefore, setting one entry in \( \beta \) to zero will not change the rank of \( BL \). Any additional zero entry in \( \beta \) will decrease the rank by one as it replaces one linearly independent row vector by a row of zeros.

With the previous lemma we can prove Theorem 2:

Theorem 2. If \( \beta_i = 0 \) for at most one \( i \in \mathcal{V} \), and \( \mathcal{G} \) is connected, then the null space of \( BL \) is one-dimensional and it is spanned by the vector \( 1 \).

Proof. Since the rank of \( BL \) in this case is \( N - 1 \), there is only one linearly independent solution, say \( v \), to the equation \( BLv = 0 \). Since the vector \( 1 \) has the property \( L1 = 0 \) (see [10]) \( 1 \) spans the whole null-space of \( BL \).

From the signs of the diagonal elements of \( B \), we can infer the signs of the eigenvalues of \( BL \). Considering Theorem 1, we see that the sign of \( \lambda \) determines the direction of rotation (clockwise/counter-clockwise) of the corresponding mode. Therefore, insight into the relation of the weights and the signs of the eigenvalues can provide valuable information for trajectory design purposes.

Theorem 3. If \( \beta \) has \( m \) positive entries and \( N - m \) negative entries, then \( BL \) has \( m \) eigenvalues \( \lambda \) with \( \text{Re}(\lambda) \geq 0 \) and \( N - m \) eigenvalues \( \lambda \) with \( \text{Re}(\lambda) \leq 0 \).

Proof. The matrix \( L \) has all its off-diagonal elements \(-1\) or \( 0 \) depending on whether there is a connection between the nodes associated with the associated column/row. The diagonal elements are the number of neighbors of the corresponding agent, and hence it is equal to the negative sum of the rest of the row elements [10]. From Gersgorin’s theorem [11] it follows that the eigenvalues lie in the union of \( N \) discs. The \( i \)th disc has center \( \beta_i L_{ii} \) and radius \( |\beta_i L_{ii}| \). Following the logic of the proof for the Gersgorin theorem in [11], it is then possible to conclude that \( m \) eigenvalues lie in the union of the discs defined by the positive elements of \( \beta \), and \( N - m \) eigenvalues lie in the union of the discs defined by the negative elements of \( \beta \). To show this, write \( BL \) as the sum of a matrix \( A_d \), containing only the diagonal elements of \( BL \), and a matrix \( A_{od} \), containing only the off-diagonal elements of \( BL \). Then, for arbitrarily small positive values of \( \epsilon \), the eigenvalues of \( A_d + (1 - \epsilon) A_{od} \) are located in two disjoint regions, since the center of the discs is still \( \beta_i L_{ii} \) but the radius is \( (1 - \epsilon) |\beta_i L_{ii}| \). Since the eigenvalues of a matrix are continuous functions of its entries, the eigenvalues located in the negative half-plane for \( \epsilon > 0 \) can only go to zero as \( \epsilon \) goes to zero, and they do not enter the positive plane. Likewise, the eigenvalues located in the positive half-plane do not enter into the negative half-plane as \( \epsilon \) goes to zero.

B. Circulant Graphs and Equal Weights

In general, there is no known closed-form expression for the eigenvalues and eigenvectors of \( BL \). For special classes of graphs and configurations of weights, however, this is possible.

Next, we present the analysis where all agents have the same weight, i.e., \( B = \alpha I \), and the communication graph \( \mathcal{G} \) is such that \( L \) is a circulant matrix. In this case, one can explicitly compute the eigenvectors and eigenvalues of the matrix \( BL \). Recall that each row of a circulant matrix is equal
to the row above it, with its elements shifted one position to the right such that the last element of the previous row becomes the first element of the current row. We call a graph with a circulant Laplacian $L$ a circulant graph. A ring graph, as analyzed in [9], is an example of a circulant graph.

**Lemma 3.** Let $B = \alpha I$ and let $M \subseteq \{1, \ldots, \lfloor \frac{N-1}{2} \rfloor \}$. Assume that there exists an edge between every two nodes $i$ and $j$ where $i \in V$ and $j = ((i + m - 1) \mod N) + 1$ with $m \in M$. Then the eigenvectors of $BL$ are $v_i = [\omega_1^i \omega_2^i \ldots \omega_N^{i-1}]^T$ with $\omega_i = \exp \left( \frac{2\pi i}{N} \right)$, and the corresponding eigenvalues are $\lambda_i = \alpha \left( 2|\mathcal{M}| - 2 \sum_{m \in \mathcal{M}} \cos \left( \frac{2\pi i m}{N} \right) \right)$ for $i \in V$.

**Proof.** Every agent is connected to $2|M|$ other agents. Therefore the diagonal elements of $L$ are equal to $2|M|$. The off-diagonal elements of $L$ in the $i$th row and the $j$th column are $-1$ if $j = ((i + m - 1) \mod N) + 1$ for $m \in M$ and zero otherwise. Hence, $L$ is a circulant matrix. The eigenvectors of a circulant matrix have the form $v_i = [\omega_1^i \omega_2^i \ldots \omega_N^{i-1}]^T$ with $\omega_i = \exp \left( \frac{2\pi i}{N} \right)$ for $i = 1 \ldots N$ (see for instance [12]). It follows that these are also the eigenvectors of the matrix $\alpha L$. From the first row of $L v_i = \lambda_i L v_i$, recalling the structure of $L$ as described above, we get the expression $\lambda_i L v_i = 2|M| \omega_1^i - \sum_{m \in \mathcal{M}} \left( \omega_1^m + \omega_1^{N-m} \right) \omega_1^i = 2|M| - \sum_{m \in \mathcal{M}} \left( \exp \left( \frac{2\pi i m}{N} \right) + \exp \left( \frac{2\pi i (N-m)}{N} \right) \right)$, which yields $\lambda_i = \alpha \lambda_i$. The eigenvalues of $\alpha L$ are hence given by $\lambda_i = \alpha \lambda_i$. \qed

Lemma 3 gives the eigenvectors of $BL$ as complex vectors. If we want to make the connection to the solutions of (3) using Theorem 1, we prefer a basis of real eigenvectors as the solutions $x(t)$ are real. Therefore, we establish the following two lemmas, which together show how a complete basis of real eigenvectors can be constructed from the set of complex eigenvectors obtained by Lemma 3.

**Lemma 4.** Let $BL$ be as in Lemma 3. Then, $BL$ has one eigenvector $1 \in \mathbb{R}^N$. If $N$ is even, then $BL$ has an eigenvector with its $k$th element equal to $(-1)^{k-1}$ ($k = 1, \ldots, N$). The remaining eigenvectors of $BL$ have linearly independent real and imaginary non-zero parts.

**Proof.** According to Lemma 3, the $k$th element of $v_i$ is $\omega_k^i = \exp \left( \frac{2\pi i k}{N} \right)$ for $k = 1, \ldots, N$. This is a complex number of magnitude 1 and argument $(2\pi k)/N$ ($k - 1$). The real (resp. imaginary) parts of all elements of $v_i$ are zero only if the argument is an integer multiple of $2\pi$ (resp. $\pi/2$) for $n \in \mathbb{Z}$. There are only two cases when this occurs. The first case is when $i = N$, which gives the eigenvector 1. The other case is when $i = N/2$, which exists only if $N$ is even. Then the $k$th element of the eigenvector is given by $\exp \left( \frac{2\pi i k}{N} \right) = \exp \left( \frac{\pi i (k-1)}{N} \right) = (-1)^{k-1}$. The real and imaginary parts of $v$ are linearly independent since the first element of $v$ is always 1, which means that the first element of $\text{Re}(v)$ is 1 and the first element of $\text{Im}(v)$ is 0. \qed

There can only be $N$ linearly independent eigenvectors of $BL$. The next theorem gives a subset of eigenvectors, which (when the real and imaginary parts are considered separately) constitute a complete basis of linearly independent eigenvectors.

**Lemma 5.** The real and imaginary parts of the eigenvectors of $BL$ for $i = \left\lfloor \frac{N+1}{2} \right\rfloor, \ldots, N - 1$ span the same space as the real and imaginary parts of the eigenvectors of $BL$ for $i = 1, \ldots, \left\lfloor \frac{N+1}{2} \right\rfloor$.

**Proof.** Let $v_{i,m} = \omega_i^{m-1}$ be the $m$th element of $v_i$. Then for $\ell \in \{1, \ldots, \lfloor \frac{N-1}{2} \rfloor \}$ it follows that $\text{Re} \left( v_{N-\ell,m} \right) = \text{Re} \left( \omega_i^{N-\ell-1} \right) = \cos \left( \frac{\pi}{N} (m-1) \right) \ell$ and $\text{Im} \left( v_{N-\ell,m} \right) = -\sin \left( \frac{\pi}{N} (m-1) \right) \ell$. Similarly for the imaginary parts we have that $\text{Im} \left( v_{N-\ell,m} \right) = \text{Im} \left( \omega_i^{N-\ell-1} \right) = -\sin \left( \frac{\pi}{N} (m-1) \right) \ell$.

Therefore, a complete base of eigenvectors for $BL$ can be constructed from the real eigenvector(s) $v_N$, $v_N$ if $N$ is even, and from the real and imaginary parts of $v_i$ for $i = 1, \ldots, \left\lfloor \frac{N+1}{2} \right\rfloor$. Since $BL$ is a real matrix, the imaginary and real parts of an eigenvector correspond to the same eigenvalue. We summarize the implications of Lemmas 3, 4, and 5 in the following theorem:

**Theorem 4.** Let $BL$ be as in Lemma 3. Then a basis of real eigenvectors of $BL$ can be constructed by:

(a) One eigenvector $1 \in \mathbb{R}^N$ with eigenvalue 0,

(b) The eigenvectors $(\text{Re}(v_i), \text{Im}(v_i)) | i = \{1, \ldots, \left\lfloor \frac{N+1}{2} \right\rfloor \}$ with $v_i = [\omega_1^i \omega_2^i \ldots \omega_N^{i-1}]^T$ and $\omega_i = \exp \left( \frac{2\pi i}{N} \right)$ with eigenvalue $\alpha \left( 2|M| - 2 \sum_{m \in \mathcal{M}} \cos \left( \frac{2\pi i m}{N} \right) \right)$,

(c) If $N$ is even, one eigenvector with its $k$th element equal to $(-1)^{k-1}$ ($k = 1, \ldots, N$) and eigenvalue $\alpha \left( 2|M| - 2 \sum_{m \in \mathcal{M}} \cos \left( (\pi/2) m \right) \right)$.

Together with Theorem 1, Theorem 4 provides a complete analytical solution of (3), which gives insight into the sustained oscillations exhibited by (3) if $\Gamma = 0$. Similar results can be derived if all diagonal elements of $B$ are such that all $\beta_i$ with even index $i$ are equal and all $\beta_i$ with odd index $i$ are also equal. The details are omitted owing to space constraints.

**V. DOUBLE INTEGRATOR DYNAMICS**

In this section, we consider double integrator dynamics instead of single integrator dynamics for the individual agents. We introduce relative damping by the control law. The state of each agent $i$ is composed of the two-dimensional position vector $x_{i,t} \in \mathbb{R}^2$ and the corresponding velocity vector $\dot{x}_{i,t} = x_{i,t} \in \mathbb{R}^2$. The control input for each agent is the acceleration, that is, $x_{i,t} = u_i$. Furthermore, by defining the relative position measurements as $z = (D^T \otimes I_2)x_i$...
we have $\dot{z} = (D^T \otimes I_2)x_\alpha$, where, as before, we have defined the stack vectors $x_i = [x_{i,1}^T \ldots x_{i,N}^T]^T \in \mathbb{R}^{2N}$, $x_i = [x_{i,1}^T \ldots x_{i,N}^T]^T \in \mathbb{R}^{2N}$, $u = [u_1^T \ldots u_N^T]^T \in \mathbb{R}^{2N}$ and $x = [x_1^T x_2^T]^T \in \mathbb{R}^{4N}$.

The control input is given by a feedback law similar to (2), namely, $u = -(\Gamma x_\alpha + (BD \otimes S)) (z + \alpha \dot{z})$, where $\Gamma, B \in \mathbb{R}^{N \times N}$ are diagonal matrices and $\alpha \in \mathbb{R}$ is the damping coefficient. With this feedback law, we get the overall dynamics

$$\dot{x} = \begin{bmatrix} 0 & I \\ \Theta & \alpha \Theta \end{bmatrix} x = \Theta \dot{x},$$

where $\Theta = -(\Gamma L \otimes I_2) + (BL \otimes S)$.

We can express the eigenvalues and eigenvectors of $\Theta_d$ in (5) in terms of those of $\Theta$. In the previous sections, we analyzed the eigenvalues and eigenvectors of matrices of this type. Hence, we can use the following theorem in order to apply the results from single integrator dynamics to double integrator dynamics.

**Lemma 6.** Let $\Theta_d$ be as in (5) with $\alpha \geq 0$, and let $\tilde{v}_e$ be an eigenvector of $\Theta$ with corresponding eigenvalue $\lambda$. Then $\tilde{v} = [v_1^T \lambda v_2^T]^T$ is an eigenvector of $\Theta_d$ with corresponding eigenvalue

$$\tilde{\lambda} = \frac{\alpha \lambda \pm \sqrt{\alpha^2 \lambda^2 + 4\lambda}}{2}.$$  

**Proof.** Given the system dynamics in (5) the proof is similar to the proof of Theorem 6 in [13], and is therefore omitted.

Since $\lambda$ is complex valued, the connection between $\lambda$ and $\tilde{\lambda}$ is not trivial. As shown in [13], equation (6) also holds for double integrator consensus dynamics under a directed communication topology. From [13] we get the following sufficient condition for $\alpha$ to guarantee that $\tilde{\lambda}$ is in the left-half of the complex plane if $\lambda$ has negative real part.

**Lemma 7.** Let $\tilde{\lambda}$ as in (6) where $\alpha \geq 0$ and $\text{Re}(\lambda) < 0$. If $\alpha > \sqrt{-2/\text{Re}(\lambda)} > 0$ then $\text{Re}(\tilde{\lambda}) < 0$.

The proof of Lemma 7 is a slight modification of the proof of Theorem 6 in [13], and hence is omitted.

Assuming that $\Gamma > 0$, it follows from [7] that the eigenvalues of $\Theta$ have negative real part, and hence Theorem 6 and Lemma 7 imply that we can find $\alpha > 0$, sufficiently large, such that all eigenvalues of the matrix $\Theta_d$ also have negative real part, except for two double eigenvalues in zero, which correspond to a uniform motion of the whole formation. In particular, Lemma 7 gives a sufficient condition on $\alpha$ for the system (5) to converge. This observation leads us to the main result of the this section.

**Theorem 5.** The dynamic system defined in (5) asymptotically reaches consensus, i.e.,

$$\lim_{t \to \infty} (||x_{i,j}^T - x_{i,j}^T||) = 0$$

for all $i, j \in \mathcal{V}$, if $\Gamma > 0$, $\alpha > \sqrt{-2/\text{Re}(\lambda)}$ for all eigenvalues $\lambda$ of $\Theta$ with $\lambda \neq 0$, and $\Theta$ has two eigenvalues in zero.

**Proof.** If $\lambda \neq 0$, we know from [7] that all non-zero eigenvalues of $\Theta$ have negative real part. From Lemma 6 and 7, we can conclude that the condition $\alpha > \sqrt{-2/\text{Re}(\lambda)}$ ensures that all $\Theta_d$ have negative real part. This means that the corresponding modes will converge to zero as time goes to infinity. Furthermore, we know from [7] that the null-space of $\Theta$ is spanned by vectors $v_{c,1} = 1 \otimes [0, 1]^T$ and $v_{c,2} = 1 \otimes [0, 1]^T$ (because (3) reaches consensus). These two vectors are mapped according to Lemma 6 into eigenvectors $v_{c,1}^T 0^T$, $v_{c,2}^T 0^T$ of $\Theta_d$ with double eigenvalue in zero, which correspond to modes $a_1 t [v_{c,1}^T 0^T]$, $a_2 t [v_{c,2}^T 0^T]$, where $t$ is time, and $a_1$, $a_2$ are coefficients depended on the initial conditions. Hence, $\lim_{t \to \infty} \lambda ([x_{i,j}^T x_{i,j}^T]^T - [x_{i,j}^T x_{i,j}^T]^T) = 0$ for all $i, j \in \mathcal{V}$.

Given an eigenvalue $\lambda$ of $\Theta$, we can numerically calculate the two values for $\lambda$ according to (6) for a range of values of $\alpha$. Figure 1 shows the real part of the two values of $\lambda$ with the larger real part, denoted by $r_{\max}$, resulting from three different choices of $\lambda$ and for different values of $\alpha$. The minimal value of $\alpha$ to ensure stability, according to Lemma 7, is marked with a cross. We see that $r_{\max}$ is positive for small $\alpha$, which means that the system diverges. Increasing $\alpha$, $r_{\max}$ drops and gets negative. It is easy to see from (6) that $r_{\max}$ has to be positive if the imaginary part of $\lambda$ is non-zero and $\alpha = 0$. At some point $r_{\max}$ is smallest, which corresponds to fastest convergence. With higher values of $\alpha$, $r_{\max}$ asymptotically increases towards zero, which can be interpreted as the system response becoming slow due to damping. The magnitude of all three $\lambda$ in Figure 1 are normalized to one, so they only differ in terms of their phase angle. The smaller the phase angle, i.e., the larger the imaginary part, the larger $\alpha$ needs to be to ensure that $r_{\max}$ is negative. Also, the smaller the phase angle the larger the $r_{\max}$. For larger values of $\alpha$, there is not much of a difference. For smaller phase angles, the point with minimum $r_{\max}$ happens to coincide with the minimum $\alpha$ given by Lemma 7, whereas for values of $\lambda$ with the largest phase angle the minimum $r_{\max}$ is obtained for slightly larger $\alpha$.

**VI. Simulations**

The first part of the numerical simulations illustrates Theorem 1 and Theorem 4. We let the communication graph
G \) be as in Lemma 3 with \( M = \{1, 3\} \). We use the weights \( \Gamma = 0 \) (hence we expect periodic solutions) and \( B = I \). We choose such initial conditions that only the four modes with smallest (in terms of magnitude) non-zero eigenvalue for \( BL \) are excited. According to Theorem 4, we have that \( \lambda_1 = 4 - 2(\cos(\frac{2\pi}{11} \cdot 1) + \cos(\frac{2\pi}{11} \cdot 3)) \approx 2.60 \) resulting in oscillations with period of length 2.41. The plane trajectories are shown in Figure 2. We can see that the trajectories indeed are circles. Furthermore, the period of the oscillations is indeed \( T = 2\pi/2.60 \approx 2.41 \).

In the second part of the numerical simulations, we present a simulation to illustrate the results of Section V. We choose a ring graph with \( N = 9 \) agents having double integrator dynamics. The gain matrices are \( B = \Gamma = I \).

In the first simulation we choose the minimal sufficient \( \alpha \) according to Lemma 7, which, in this case, happens to be the value that gives fastest convergence. In the top plot of Figure 3 we see that the agents converge to a consensus. For the second simulation, we set \( \alpha \) to the value which is at the border of divergence. In the special case of a ring graph, two critical eigenvalues of the matrix \( BL \) are the same, and therefore two modes are associated to an eigenvalue with zero real part. The simulation results are shown in the lower plot of Figure 3. We see, that after some time sustained oscillations of the same frequency occur. These are caused by the two modes corresponding to the purely imaginary pair of eigenvalues.

**VII. CONCLUSIONS AND FUTURE WORK**

We have analyzed the distributed control strategy proposed in [7] with the focus on trajectories of sustained oscillations. We have shown the relationship of the system trajectories with the eigenvalues and eigenvectors of a scaled graph Laplacian. Furthermore, we have provided a number of results on such eigenvalues and eigenvectors for the general and for a selected, specific case. We have also extended the proposed control strategy to double-integrator dynamics. We have provided a sufficient condition for convergence to a consensus point and analyzed the influence of the damping coefficient. Finally, we have illustrated the theoretical results via numerical simulations. The results of this paper can be used to design periodic trajectories for the agents having specific properties, that is, in contrast to the results of [7], it addresses the synthesis question. Future work will investigate the eigenvalues and eigenvectors of additional special configurations and different agent dynamics.
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