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Summary

The main objective of this thesis is to develop new interconnect-centric methodologies to optimize global interconnects in a GSI chip. A length-independent optimal wire width is rigorously found that simultaneously maximizes data flux density and minimizes latency. Data flux density is the product of interconnect bandwidth and reciprocal pitch and represents the number of bits per second that interconnects can transfer per unit width. Other cross-sectional dimensions are also optimized to minimize crosstalk, energy-per-bit and the dynamic delay variation caused by different switching patterns. The optimization process is based on novel compact physical models that are derived in this thesis for latency and crosstalk of co-planar distributed RLC lines. Rigorous physical models are derived for multi-level crosstalk noise that take into account virtually all near as well as inter- and intra-level far aggressors. These models prove that crosstalk remains small and constant in all generations of technology if optimal wire dimensions are utilized. Chip-package co-design methodologies are also developed that show the optimal partition between chip-level and package-level signal and power distribution. Finally, the lengths beyond which optical waveguides can outperform electrical wires in terms of data flux densities are identified for various technology generations.
Chapter 1

Introduction and Background

1.1 Introduction

Since their invention in 1958, integrated circuits have grown exponentially in terms of number of transistors, speed and functionality. This trend, which is known as Moore's law [1], has survived thanks to the fact that the performance of a transistor improves as its physical dimensions scale down; a smaller transistor runs faster and dissipates less power. On the contrary, interconnect performance degrades as its cross-sectional dimensions scale down; a thinner wire has a larger latency. For instance, as technology advances from 1 \( \mu m \) to the 10 nm node, the RC delay of a 1 mm long interconnect devolves from 6 times faster to 20 times slower than the intrinsic delay of a transistor [2].

This turns into a serious problem for inter-macrocell or global interconnects whose lengths do not scale with technology [3, 4]. To avoid prohibitively large interconnect latencies, designers scale down global wire dimensions more slowly than the transistor dimensions [5, 6], and this causes a rapid growth in the gap between transistor density and interconnect density. Thereby, as technology advances, global interconnect resource becomes more and more valuable than the transistor resource. The central hypothesis of this thesis is that the design of GSI chips should shift from transistor-centric to interconnect-centric to facilitate efficient use of valuable on-chip metal levels.

The existing interconnect design methodologies use a pre-defined wiring distribution to determine the required wire dimensions on each metal level which satisfy specified
system performance targets [7, 8, 9, 10]. However, as GSI chips become interconnect-limited, such methodologies cannot optimally exploit the available wiring resource. In contrast, the proposed interconnect-centric approach suggests optimizing wire dimensions without making any assumption about wiring distribution, net-list or placement. Wire dimensions are optimized such that minimum latency and maximum data flux density (bandwidth per unit width of interconnects) are simultaneously achieved. The structure of global interconnects, which are mainly data buses between macro-cells, should then be designed based on the optimal wire dimensions.

As the clock frequency of GSI chips reaches several gigahertz, lengths of many on-chip global interconnects become comparable with the signal wavelength. Thereby, it would be quite unrealistic to ignore the impact of inductance on latency and crosstalk of global interconnects [11]. Because of lack of on-chip ground planes, the classic transmission line theory cannot be directly applied to the modeling of on-chip distributed RLC lines. Numerical solutions and circuit simulations can be used to analyze on-chip RLC lines. However, compact physical models are more insightful, and they can be easily incorporated in the system-level optimization. A major part of this thesis is, therefore, devoted to deriving compact physical models for delay and crosstalk of on-chip distributed RLC lines. These models are then used to optimize the design of global interconnects.

Today's chips and packages are so inter-related that they can no longer be designed independently. A package can partially distribute signal, clock and power across the chip, and by doing so, it can significantly improve the performance of a chip. In this thesis,
optimal partitions between chip-level and package-level signal and power interconnects are identified.

Optical interconnection has been suggested as an alternative for electrical interconnection for many years. The lengths beyond which optical interconnects outperform electrical interconnects in terms of data flux density are identified for various technology generations. The partition lengths are found assuming that optical emitters and detectors will mature enough to become comparable with their electrical counterparts. The partition lengths show that optical interconnects are more promising for chip-to-chip interconnection, and if high-resolution printed boards are available, optical waveguides can outperform almost all typical chip-to-chip wires.

The outline of this thesis is as follows. In Chapter 2, a new interconnect-centric design methodology is proposed that demonstrates how global wire width can be optimized to minimize latency and maximize data flux density simultaneously. The major emphasis of Chapter 2 is on the concept of wire width optimization, and hence in this chapter, interconnects are modeled as simple RLC interconnects above an ideal ground plane. N-coupled RLC lines above an ideal ground plane are modeled in Chapter 3, and coplanar transmission lines above orthogonal lines that are typically used for on-chip global interconnects are modeled in Chapter 4. In Chapter 5, these physical models are used to identify the optimal cross-sectional dimensions of real on-chip global interconnects. In Chapter 6, novel models are presented for crosstalk in a multi-level interconnect network considering all near as well as intra- and inter-level far aggressors. It is also illustrated that by using optimal wire dimensions, crosstalk remains small and constant in all generations of technology. The impact of on-chip global interconnect
optimization on package design is studied in Chapter 7. Chapter 8 discusses optical and electrical interconnection wherein a partition length is identified that shows the lengths beyond which optical interconnects offer a larger data flux density. Finally, conclusions and future work are portrayed in Chapter 9.

1.2 Optimal Global Interconnects for GSI

Performance of a high-speed chip is largely affected by both latency and bandwidth of global interconnects, which connect different macrocells. Therefore, one of the important goals is to design high-bandwidth and fast buses that connect a processor and its on-chip cache memory, or link different processors within a multiprocessor chip. The width of global interconnects is optimized to achieve a large “data flux density” and a small latency simultaneously. “Data flux density” is the product of interconnect bandwidth and reciprocal wire pitch, which represents the number of bits per second that can be transferred across a unit length bisectional line. The optimal wire width, which maximizes the product of data flux density and reciprocal latency, is independent of interconnect length, and can be used for virtually all global interconnects. It is proved that the optimal wire width is the width that results in a delay 33% larger than the time-of-flight. Using the optimal wire width decreases latency, energy dissipation, and repeater area considerably compared to a sub-optimal wire width (e.g. 42% smaller latency, 30% smaller energy-per-bit, and 84% smaller repeater area compared with the \( W_{opt}/2 \) case) at the cost of a small decrease in data flux density (e.g. 14% smaller compared with \( W_{opt}/2 \) case). A super-optimal wire width, however, causes a slight decrease in latency (e.g. 14% for \( 2W_{opt} \)) at the cost of a large decrease in data flux density (e.g. 35% for \( 2W_{opt} \)).
1.3 Compact Physical Models

1.3.1 Distributed RLC Lines above an Ideal Ground Plane

To study the impact of far aggressors on board-level interconnects, the set of differential equations of n-coupled RLC lines above an ideal ground plane is solved rigorously. The models prove that a nearby ground plane is key in controlling far inductive coupling, and the impact of far lines on the worst-case crosstalk is negligible. In other words, in most practical cases, a three RLC line model can accurately predict the worst-case crosstalk. This result is contrary to what is found for on-chip interconnects, and highlights a major distinction between board-level and chip-level interconnects.

1.3.2 Co-Planar RLC Lines above Orthogonal Lines

Compact physical models are derived for the delay and crosstalk of on-chip co-planar transmission lines, which are employed in state-of-the-art high-speed microprocessors. These lines are mainly used for long global interconnects that are relatively thick and wide, and have prominent inductive effects. Using the existing models for the periodic structures, it is shown that the orthogonal lines increase the capacitance per unit length of interconnects without changing their inductance per unit length because current cannot return through the orthogonal lines. The wave propagation speed is, therefore, smaller than the speed of light in the interconnect dielectric. Simplified compact expressions are also presented that offer insight and accurate estimation for latency and crosstalk of global interconnects.

These models are then used to optimize the design of co-planar global interconnects. For the case that there are two signal lines between power and ground lines, it is proved
that interconnect latency is minimized if the ratio of signal-ground spacing to signal-
signal spacing is equal to 0.45. This optimal spacing ratio is independent of interconnect
aspect ratio, and reduces the crosstalk and dynamic delay variation by 38% and 48%,
respectively, as compared to the equal spacing case. The optimal wire width that
simultaneously maximizes data flux density and minimizes latency is then identified.
Using the optimal wire width together with the optimal spacing ratio limits the crosstalk
and dynamic delay variation to less than $0.2V_{dd}$ and 10%, respectively.

1.3.3 Multi-Level Crosstalk Noise

For the first time, compact physical models are derived for crosstalk noise of co-planar
RLC lines in a GSI chip that simultaneously consider far and near aggressors in both the
same metal level and distant metal levels. Since both the amplitude and duration of noise
are important, the noise voltage-time integral can be defined as a figure-of-merit for
crosstalk, and it is shown that this integral attains its maximum at the length at which
interconnect resistance becomes equal to twice characteristic impedance. It is also
established that crosstalk can be prohibitively large if interconnects have small
resistances. There is, therefore, a trade-off between interconnect latency and crosstalk.
Finally, it is proved that using the optimal wire width results in small and constant
crosstalk noise in all generations of technology.
1.4 Chip-Package Co-Design Methodologies

1.4.4 Signal Interconnection

High-quality low-loss transmission lines that are available at the package or board level can be exploited to enhance global signal interconnection. Since on-board interconnects are typically wide and thick, their loss is small, and their latency is ToF limited if they are properly driven. Some of the long global interconnects can be routed through exterconnects (external interconnects), and in this manner, the largest interconnect delay can be reduced that improves the global clock frequency. The main disadvantage of board-level interconnects is their small wiring density that limits the use of exterconnects. An optimal partition is identified between interconnects and exterconnects to achieve the largest possible global clock frequency with minimum number of exterconnects. The partition length is the length of an on-chip interconnect that has a latency equal to the ToF of the longest exterconnect. Knowing that optimal on-chip wire width results in a latency 33% larger than the ToF, the partition length would be equal to 75% of the longest synchronized interconnect.

Using stochastic wire length models, the total length of all nets that should be routed by exterconnects is found. The total additional board layers is then found considering the layers required to route standard signal I/Os and power and ground planes. For a projected chip at the 45 nm technology node, 4 additional board levels and 1800 additional I/Os can improve the global clock to the maximum possible value which is 33% greater than the design with no exterconnects.
1.4.5 Power and Ground Interconnection

For a given IR drop budget, there is a trade-off between the number of power and ground pins of a package and the on-chip metal areas that should be dedicated to power and ground distribution. Knowing the optimal on-chip wire dimensions and also considering that every global signal line should have a nearby power/ground line as a return path, the required number of power and ground pins is identified for various generations of technology. The results show that for future technology generations, more I/O pins should be dedicated to power and ground due to larger current densities and smaller power supplies.

1.5 Optical Interconnection versus Electrical Interconnection

The lengths beyond which board-level optical waveguides are capable of transferring a larger number of bits per second than electrical interconnects are found for various technology generations. Based on the ITRS projections, as technology scales from the 130 nm technology node to the 45 nm technology node, the partition length falls from 29 cm to 8.3 cm due to 7 times faster drivers and 25% finer waveguide pitch.
Chapter 2

Optimal Global Interconnects for GSI

2.1 Introduction

As CMOS technology advances towards gigascale integration (GSI), the delays of transistors, and local interconnects with negligible resistance scale down. As a result, the local clock frequency is projected to increase significantly [12, 3]. Delay of global interconnects, however, increases with technology scaling because their lengths do not scale down. In fact, since the chip size and the number of transistors are projected to increase, the length and number of global interconnects will increase. Consequently, global interconnects limit the overall performance of a system-on-a-chip [4], and global clock frequency is projected to increase more slowly than local clock frequency. Repeater insertion and reverse scaling are two key solutions to reduce the delay of long interconnects [13]. Using fat wires, however, reduces the wiring density, which may reduce "data flux density", the product of bandwidth and reciprocal pitch of an interconnect. The data flux density represents the number of bits per second that an interconnect can transfer per unit width. It determines the chip bisectional bandwidth and therefore, the total number of bits per second that global interconnect levels can potentially transfer. It should be noted that bandwidth is as important as latency, for high-performance systems. For instance, embedded memory plays a critical role in the performance of a microprocessor. The ITRS has therefore projected that 90% of the transistors in a GSI chip of the 45 nm technology node will be used as embedded memory.
Two key parameters that define the performance of a cache memory are the number of bits per second that can be transferred between the cache and processor, and its access time [14, 15]. Hence, bandwidth and latency of interconnects that connect the cache and processor are equally important. Likewise, in a multiprocessor chip, different processors should be able to transfer large data packets with a small latency. The main goal of this chapter is to determine the wire dimensions which offer the best trade-off between latency and data flux density.

Various approaches to solve the wire sizing and wire layer assignment problems have been described in [7, 8, 9, 10]. All these algorithms assume a pre-defined wiring distribution to determine the required wire dimensions on each metal level which satisfy specified system performance targets. However, as the design of high-performance CSI systems becomes increasingly interconnect-centric [16], new opportunities arise to optimize the global interconnect design without assuming a wiring distribution and before any detailed floor planning or layout is done. A typical GSI chip would have tens of macrocells, with each macrocell consisting of several hundred thousand to a few million gates. This allows greater flexibility in the design of the inter-macrocell global interconnects. For instance, two low bandwidth interconnects can be used instead of one high bandwidth interconnect, or vice versa. Therefore, unlike the local intra-macrocell interconnects, the global interconnect routing need not be restricted to a fixed netlist. This flexibility permits optimization of the global interconnections for achieving a large data flux density and a small latency. The key assumptions and design goals of this new methodology are compared to previous works in Table 2.1.
Table 2.1: Key assumptions and design goals of different methodologies for optimizing interconnecting devices.

<table>
<thead>
<tr>
<th>Methodologies</th>
<th>Assumptions</th>
<th>Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• A pre-defined homogenous wiring distribution.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• A pre-defined wiring distribution.</td>
<td></td>
</tr>
<tr>
<td>Zarkeh-Ha [10]</td>
<td>• Inter-macrocell interconnect design.</td>
<td>Meet wiring demand, crosstalk, and bandwidth requirements.</td>
</tr>
<tr>
<td></td>
<td>• A pre-defined heterogeneous global wiring distribution.</td>
<td></td>
</tr>
<tr>
<td>New Approach</td>
<td>• Inter-macrocell interconnect design.</td>
<td>Maximize chip bisectional bandwidth-reciprocal latency product.</td>
</tr>
<tr>
<td></td>
<td>• No pre-defined wiring distribution.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Flexibility in inter-macrocell interface design.</td>
<td></td>
</tr>
</tbody>
</table>

The wire width at which the delay of an interconnect is 33% larger than the time-of-flight (ToF) is identified to be the optimal wire width because it maximizes the product of data flux density and reciprocal latency. It is shown that this optimal wire width is determined by the resistivity of the metal and the intrinsic delay of the repeaters, and is independent of the interconnect length, which facilitates its use for all global interconnects. Utilizing the optimal wire width reduces the latency by 42%, the energy dissipation of global interconnects by 30%, and the global repeater area by 84% compared to the case that half the optimal wire width is used. The price is only 14% smaller data flux density. On the other hand, further reduction of latency reduces data flux density considerably. For instance, increasing the wire width from $W_{opt}$ to $2W_{opt}$ decreases latency by only 14%, but data flux density reduces by 35%.

The major emphasis of this chapter is the concept of wire width optimization, and hence interconnects are modeled as simple RLC lines above an ideal ground plane. In Chapter 4, compact physical models are derived for co-planar transmission lines that are
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typically utilized for global interconnects. These models are then used in chapter 5 to optimize on-chip global interconnects. Also, in this chapter, all cross-sectional dimensions are considered to be equal, and the aspect ratio and the spacing between interconnects are optimized in Chapter 5.

The impact of wire width on latency and data flux density is shown in Section 2.2, in which the optimal wire width is introduced as the design with the best trade-off between latency and data flux density. The utility of using the optimal wire width in reducing the power consumption, repeater area, and via blockage is demonstrated in Section 2.3. The conclusions are summarized in Section 2.4, and the rigorous derivation of the optimal wire width is provided in the Appendix A.

2.2 Optimal On-Chip Wire Width

2.2.1 Impact of Wire Width on Latency

The delay of an interconnect with optimal number and size of repeaters using the RC model is [13]

\[ \tau = 2.5 \frac{L}{W} \sqrt{\rho \varepsilon_{d} \varepsilon_{0} R_{0} C_{0}}, \]  

(2.1)

where \( \varepsilon \) and \( W \) are the wire length and width respectively, \( \rho \) is the metal resistivity, \( R_{0} \) and \( C_{0} \) are the output resistance and input capacitance of a minimum size repeater, \( \varepsilon_{d} \varepsilon_{0} \) is the dielectric permittivity, and \( \xi \) is a dimensionless constant determined by the wire geometry and it is given by

\[ \xi = R W^{2} \frac{\varepsilon}{\rho} \varepsilon_{d} \varepsilon_{0}, \]  

(2.2)
where $r$ and $c$ are the resistance and capacitance per unit length. It should be noted that $\zeta$ is determined by the geometry of the wires and is independent of the resistivity of the metal or the dielectric constant. For instance, if the metal resistivity $\rho$ changes, the resistance per unit length $r$ changes proportionally, and $\zeta$ remains unchanged. Wire width $W$, spacing $S$, and dielectric thickness $T_{\text{d}}$ are assumed to be equal, as shown in Figure.
2.1. For the unity aspect ratio ($H/W = 1$), $\xi$ is found to be 5.05 using RAPHAEL [17] for extracting the capacitance per unit length. The dashed line in Figure 2.2 shows the time delay of an interconnect versus the wire width using the RC model described by (2.1). All technology parameters are projections of the International Technology Roadmap for Semiconductors (ITRS) [12] for the year 2010 (45nm node).

Increasing the wire width decreases the RC model delay by the same ratio, as shown in Figure 2.2. Note that this is true only if all dimensions are simultaneously scaled larger ($W=S=T_{w} = H$); Otherwise, by only increasing wire width, for example, the delay will not decrease proportionally because a wider line will have a larger capacitance which negates the resistance reduction. Since the metal and the dielectric thicknesses of each interconnect layer have to be constant across the chip, the wire dimensions should be optimized for the whole layer, and it is not feasible to optimize them for each interconnect separately.

Although (2.1) is valid for a small $W$, the impact of inductance cannot be neglected for large values of $W$. Optimal number and size of repeaters are determined considering the impact of inductance [18]. Assuming that these optimal values are used, the RLC model delay of an interconnect versus the wire width is shown in Figure 2.2. The skin effect is also considered when the wire dimensions are comparable with the skin depth. The skin depth is calculated for the third harmonic of the global clock frequency.

It can be inferred from Figure 2.2 that as long as the RC model is valid, increasing the wire width decreases the delay by the same ratio. However, when the wire width is large enough so that the RC model deviates from the RLC model, increasing the wire width does not decrease the delay proportionally.
2.2.2 Impact of wire width on bandwidth

Data flux density (per unit width) is defined as the product of bandwidth and reciprocal pitch of an interconnect, and represents the number of bits per second that can be transferred across a unit length bisectional line. The data flux density can be written as

$$\Phi_d(W) = \frac{B_w}{P} = \frac{1/\tau}{2W}.$$  \hspace{1cm} (2.3)

where $B_w$ is the bandwidth of an interconnect and $P$ is the wiring pitch. It has been assumed that $B_w$ is determined by the reciprocal latency and the spacing between wires is equal to the wire width. It will be shown here that maximizing the data flux density, maximizes the "chip bisectional bandwidth," and therefore, the total number of bits per second that can be transferred through the global interconnects. One level of the global interconnects is shown in Figure 2.3.a, where all interconnects are assumed to have a length equal to the chip edge dimension, $D_{chip}$. The bisectional bandwidth of the layer (the number of bits per second that pass through the dashed line of length $D_{chip}$) is

$$B_{w,thin} = D_{chip} \Phi_d;$$ \hspace{1cm} (2.4)

therefore, maximizing $\Phi_d$ maximizes the bisectional bandwidth. This is also true when interconnects have different lengths because in general, the bisectional bandwidth is (Figure 2.3.b)

$$B_{w,thin} = \int_0^{D_{chip}} \Phi_d(x) dx.$$ \hspace{1cm} (2.5)
Figure 2.3: A layer of global interconnects. (a) All interconnects have the same length. (b) Length of interconnects are different.

For the case that the global communication is synchronized with a global clock, the delay of the longest interconnect determines the clock cycle and the data flux density is the same for interconnects with different lengths. In the asynchronous case, the data flux density can be different. In all cases, however, maximizing the data flux density maximizes the chip bisectional bandwidth or the total bandwidth regardless of the net length distribution. Note that the dashed line in Figure 2.3 is an imaginary line that can be positioned at any location on the die.

The data flux density, $\phi_D$, is plotted against the wire width in Figure 2.4. It can be seen that as long as the RC model is valid (the difference between the RC and RLC models is small), $\phi_D$ is almost constant. This is reasonable since $W$ is canceled out in (2.3) when $\tau$ is substituted by (2.1). In the deep RLC region, however, $\phi_D$ drops rapidly as $W$ increases.
2.2.3 Optimal Wire Width

The quintessential purpose of an interconnect is communication between distant points with small latency [2]. It is therefore desirable to transfer as many bits as possible per unit time through the interconnects with small latency. In other words, large data flux density and small latency are simultaneously desired. Assuming that latency and data flux density are equally important, the data flux density-reciprocal latency product, $\Phi_d/\tau$, can be defined as the figure of merit, and optimal wire width would be the width at which $\Phi_d/\tau$ is maximized. Using (2.3), this figure-of-merit can be written as

$$\frac{\Phi_d}{\tau} = \frac{1}{2W^2}. \quad (2.6)$$
This new metric is plotted against wire width in Figure 2.5. It is shown that $\frac{\Phi}{t}$ attains its maximum in the "shallow" RLC region, where the difference between the RC and RLC model delays is 13%. At this design point, data flux density is only 14% smaller than its maximum value and latency is 33% larger than its minimum value (1.33 ToF).

Figure 2.5: Data flux density-reciprocal latency product versus the wire width for a 24 mm long interconnect with optimal repeaters.
Figure 2.6: Time delay versus the interconnect width for different interconnect lengths. Optimal wire width is independent of length.

The optimal wire width is independent of interconnect length as can be seen from Figure 2.6 in which the RC and RLC model delays of three interconnects with different lengths (48, 36, and 24 mm) are plotted. This can be explained qualitatively by observing that in both RC and RLC regimes, interconnect delay is linearly proportional to interconnect length when optimal repeaters are used. Hence, $1/r^2W$ for interconnects with different lengths differs by a constant factor ($t_2^2/t_1^2$). Its maximum, however, occurs at the same wire width. This important fact facilitates using the optimal wire width for all global interconnects regardless of their lengths.

It is rigorously proved that the optimal wire width happens when the RC model delay becomes equal to 1.18 times the ToF delay (proof is in the Appendix A). This fact was also verified through HSPICE simulations for varying values of interconnect lengths,
aspect ratios and $R_0$, $C_0$ values. By substituting the above mentioned condition in (2.1), the optimal wire width is found to be

$$W_{opt} = 2.12c_0\sqrt{\frac{\rho}{\epsilon_0}}R_0C_0,$$  \hspace{1cm} (2.7)

where $c_0$ is the speed of light in free space. Equation (2.7) shows that the optimal wire width, $W_{opt}$ depends solely on the resistivity of metal $\rho$, the intrinsic delay of a repeater $R_0C_0$ and the geometry of the wires ($\xi$ factor).

The optimal wire widths for different generations of technology and aspect ratios are shown in Figure 2.7 based on the ITRS projections for $\rho$ and $R_0C_0$. The intrinsic delay of a repeater, $R_0C_0$ is found assuming equal pFET and nFET current drive capabilities.

![Figure 2.7: Optimal wire width for different generations [12] and aspect ratios. Using optimal wire width makes the skin effect negligible. The skin depth is calculated for the third harmonic of the global clock frequency.](image)

Figure 2.7: Optimal wire width for different generations [12] and aspect ratios. Using optimal wire width makes the skin effect negligible. The skin depth is calculated for the third harmonic of the global clock frequency.
Skin effect can be neglected if the wire dimensions are smaller than three times the skin depth [19]. Therefore, as shown in Figure 2.7 for all technology generations, using the optimal wire width makes the skin effect negligible and utilizes the interconnect metal efficiently.

Knowing the value of this optimal wire width can help to design an efficient interface between different logic and memory cores in a GSI chip. The optimal wire width can be found at the early stage of the design because its value is determined by two basic parameters—resistivity of metal and intrinsic delay of repeaters. In this way, the structure of global interconnects can be designed such that the global interconnect levels are used as efficiently as possible. For instance, designers can use an n-bit data bus with a wire width of $W_{opt}$ between the processor and the cache memory rather than a (2n)-bit data bus with $W_{opt}/2$ wire thickness, or an (n/2)-bit data bus with 2$W_{opt}$ wire width. The wiring area required in all three cases is the same. However, the 2n-bit bus has a large latency (72% larger than the optimal case) and the (n/2)-bit bus has a small bandwidth (35% smaller than the optimal case). The global clock frequency can also be optimized by knowing the delay of the longest synchronized interconnect, which has a width equal to the optimal wire width. Operating at a global clock frequency larger than this value requires a wire width larger than the optimal value, which reduces the bisectional bandwidth; on the other hand, using a smaller global clock frequency increases the latency of all the interconnects, and reduces the system performance.
2.3 Optimal On-Chip Wire Width

Repeaters are widely used for global interconnects to increase the wiring density and reduce the delay. There are three important concerns about repeaters: power consumption, the required silicon area, and the via blockage. This section investigates the impact of using the optimal wire width on these three issues.

2.3.1 Power Consumption

The average energy consumed in each interconnect switching event can be approximated by

$$E_s = \frac{1}{2} (C_{int} + C_{rep}) W_d^2.$$

(2.8)

where $C_{int}$ is the capacitance of the interconnect and $C_{rep}$ is the total capacitance of the repeaters in that interconnect. The capacitance of each repeater is linearly proportional to its $W/L$ ratio, therefore, assuming that $W/L$ ratio of repeaters is $h$ times larger than that of a minimum size repeater, the total capacitance of all repeaters inserted along an interconnect is

$$C_{rep} = h k C_p,$$

(2.9)

where $k$ is the number of repeaters inserted along the interconnect. In the RC regime, the optimal size of repeaters is [13]

$$h_{opt} = \sqrt{\frac{R_s C_{int}}{C_p R_{int}}},$$

(2.10)

and the optimal number of repeaters is
\[ k_{\text{opt}} = \sqrt{\frac{0.4R_0 C_{\text{opt}}}{0.7C_{0} R_0}} \]  

(2.11)

Hence, when optimal repeaters are used the total capacitance of the repeaters can be written as

\[ C_{\text{opt}} = 0.75C_{m}. \]  

(2.12)

The optimum RLC repeater models should be used when [18]

\[ 1.33 \sqrt{\frac{R_0 C_{\text{opt}} R_0}{C_{\text{in}}}} < Z_0, \]  

(2.13)

and the optimal size and number of repeaters in the RLC regime are given by [18]

\[ h_{\text{opt}} = 1.15 \frac{R_0}{Z_0}, \]  

(2.14)

and

\[ k_{\text{opt}} = 0.95 \frac{R_0}{Z_0}. \]  

(2.15)

\[ Z_0, \text{ the characteristic impedance of the line, is defined as} \]

\[ Z_0 = \sqrt{\frac{\mu}{\varepsilon}}. \]  

(2.16)

where \( l \) is the inductance per unit length. Assuming that the propagation speed is equal to the speed of light in the dielectric, the following relation can be derived [20]:

\[ \frac{1}{\sqrt{\mu}} = \frac{c_0}{\sqrt{\varepsilon}}, \]  

(2.17)

where \( c_0 \) is the speed of light. Using (2.16) and (2.17), \( Z_0 \) can be written as

\[ Z_0 = \frac{\sqrt{\varepsilon}}{c_0} \times \frac{1}{c}. \]  

(2.18)
In this manner, the total capacitance of the repeaters used for an interconnect operating in the RLC regime is

$$C_{rp} = \frac{1.09 R_c C_c^2 (rc)^2 \xi^2}{\varepsilon_0}.$$  (2.19)

By using (2.2), the $rc$ product can be written in terms of the geometry coefficient $\xi$ as

$$rc = \xi a \frac{d}{W^2}.$$  (2.20)

Substituting (2.20) in (2.19) gives

$$C_{rp} = \frac{1.09 R_c C_c^2 \xi a}{W^2} C_{int}.$$  (2.21)

Using (2.7), (2.21) can be simplified to

$$C_{rp} = \frac{0.234 W^2}{W^2} C_{int}.$$  (2.22)

The capacitance of an interconnect is independent of the wire width because it has been assumed that all cross-sectional dimensions are equal or proportional to the width (constant aspect ratio). Hence, as (2.22) shows, in the RLC regime, making wires fatter reduces the capacitance of the interconnect repeaters, thereby, reduces the power dissipation of the repeaters. By comparing (2.12) and (2.22), it can be found that at the optimal wire width, the power consumed by the repeaters is 67% smaller than the RC case, and the energy per bit, which is given by (2.8), is reduced by 30%. This is shown in Figure 2.8, which plots the consumed energy per bit in a 24 mm long interconnect. Figure 2.8 also shows that the optimal wire width offers a good trade-off between bandwidth and power dissipation by plotting data flux density-reciprocal energy per bit product $\Phi_b/E_b$. 
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Compared to the optimal wire width, at $W_{opt}/2$ and $2W_{opt}$, $\Phi_{opt}/E_{d}$ is smaller by 20% and 30%, respectively.

![Diagram of wire energy and width](image)

Figure 2.8: The required energy to transfer one bit of data along a 24 mm long interconnect versus the wire width. At the optimal wire width, $\Phi_{opt}/E_{d}$ is maximized.

It should be noted that although at the optimal wire width, the RC and RLC model delays are close, the optimal number of repeaters suggested by the RLC model is considerably smaller than that suggested by the RC model. For instance, for a 24 mm long interconnect in the 45 nm generation, the optimal number of repeaters predicted by the RC model is 35 whereas the RLC model predicts 19 repeaters. The power dissipation at the optimal wire width is therefore smaller than that of the RC regime.
2.3.2 Repeater Area

Optimal repeater insertion in the RC regime requires a significant number of large repeaters, which consume a large silicon area and increase the via blockage. Some authors have, therefore, suggested tolerating a larger delay by adequate or sub-optimal repeater insertion instead of optimal repeater insertion [3, 8, 21, 22]. It will be shown here that the optimal wire width is an alternative solution to reduce the repeater demand with no performance loss.

The area occupied by each repeater with the standard cell model is [23]

\[
A_{re} = K_f \left[ 1 - \frac{(1 + \beta)(h - 1)}{\sqrt{k_f G_{av}}} \right] F^2,
\]

(2.23)

where \(k_f\) and \(G_{av}\) are the minimum sized inverter footprint area and aspect ratio, respectively. \(F\) is the minimum feature size, and \(\beta\) is the ratio of pFET and nFET sizes. In a custom cell, \(K_f\) is 102 and \(G_{av}\) is 17/6 and a typical value for \(\beta\) is 2 so that the source and sink currents are approximately equal. Using (2.23) and the equations for optimal number and size of repeaters in the RC and RLC regions the required repeater area for a 24 mm long interconnect is plotted versus the wire width in Figure 2.9. In the RC regime, the repeater area is independent of the wire width and in the RLC regime it decreases with the wire width. At the optimal wire width, the required area is 3 times smaller than that of the RC regime. Further reduction of the repeater area, however, requires a considerable sacrifice in wiring density. The total repeater area that one pair of global wiring layers needs can be found assuming that the wiring efficiency is 50%. For a 570 mm\(^2\) chip, which is projected for the 45 nm node [1], 3.78 mm\(^2\) of silicon area is required for the repeaters if the optimal wire width (0.76 μm) is used. In contrast, if a wire width
of $W_{opt}^2$ (0.38 $\mu$m) is used, then a silicon area of 22.9 $mm^2$ is required for the repeaters of the global interconnect levels. Such a large increase in the repeater area is due to 2x increase in the wiring density and 3x increase in the repeater area per unit length of an interconnect. It is worthwhile to note that, in both cases, the global interconnect level transfer almost the same number of bits per second.

Figure 3.9: The required silicon area for a 24 mm long interconnect and the total silicon area for global repeaters versus the wire width. The Chip area is assumed to be 572 mm$^2$, and two levels of metal with a wiring efficiency of 0.5 are considered for global interconnects.
2.3.3 Via Blockage

Each repeater needs two vias to be connected to the wires in the global levels, which cause via blockage for all other metal levels since global wires are on top metal levels. For a given metal level, the via blockage factor is defined as [24]

$$B_v = \frac{A_v}{A_{chip}},$$  \hspace{1cm} (2.24)

where $A_v$ is the unused wiring area due to vias and $A_{chip}$ is the chip area. The via blockage factor $B_v$ can be estimated by [24]

$$B_v = \sqrt{N_v (2W + s \lambda)^2 / A_{chip}},$$  \hspace{1cm} (2.25)

where $N_v$ is the number of vias passing through the metal level, $s$ is the via covering factor, and $\lambda$ is the layout rule unit. As (2.25) shows the wasted area due to via blockage is proportional to the square root of the number of vias. Figure 2.10 shows the number of vias required for a pair of global interconnect levels versus the wire width for the same projected chip implemented in 45 nm technology. It can be seen that the number of vias at the optimal wire width is 86% smaller than that of $W_{opt}/2$ wire width.
Figure 2.10: Number of vias required for the repeaters associated with a pair of global interconnect levels versus the wire width.

In summary, the optimal wire width not only maximizes the data flux density-reciprocal latency product, but also reduces the power consumption, the repeater area, and the via blockage considerably. The important parameters corresponding to $W_{opt}/2$, $W_{opt}$, and $2W_{opt}$ are summarized in Table 2.2.
Table 2.2. Impact of using optimal wire width on a 24 mm-long interconnect in a projected ASIC chip at the 45-nm node of technology. The chip area is 572mm². The global repeater area and number of vias correspond to two global metal levels with a wiring efficiency of 0.5.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( W_{opt2} ) (0.38 ( \mu )m)</th>
<th>( W_{opt} ) (0.76( \mu )m)</th>
<th>2( W_{opt} ) (1.52 ( \mu )m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency, ( \tau ) (ps)</td>
<td>266</td>
<td>156</td>
<td>133</td>
</tr>
<tr>
<td>Data flux density, ( \Phi_D ) (GHz/( \mu )m)</td>
<td>4.9</td>
<td>4.2</td>
<td>2.45</td>
</tr>
<tr>
<td>Data flux density-reciprocal latency, ( \Phi_D/\tau ) (GHz/(GHz)²/( \mu )m)</td>
<td>18.56</td>
<td>26.8</td>
<td>18.44</td>
</tr>
<tr>
<td>Energy per bit, ( E_b ) (pJ)</td>
<td>0.85</td>
<td>0.60</td>
<td>0.535</td>
</tr>
<tr>
<td>Global repeater area, ( A_{opt} ) (mm²)</td>
<td>23</td>
<td>3.75</td>
<td>1.0</td>
</tr>
<tr>
<td>Number of vias due to global repeaters, ( N_v )</td>
<td>( 412 \times 10^3 )</td>
<td>( 62 \times 10^3 )</td>
<td>( 16 \times 10^3 )</td>
</tr>
</tbody>
</table>

2.4 Conclusions

An optimal on-chip wire width is identified for GSI global interconnects which offers the best trade-off between data flux density and latency. At this optimal point, the data flux density-reciprocal latency product is maximized so that the global interconnects can transfer as many bits as possible with low latency. The value of the optimal width is independent of the interconnect length and is determined by the resistivity of the metal, the intrinsic delay of the repeaters, and the wire geometry. Therefore, a unique optimal wire width can be used for virtually all global interconnects regardless of their lengths. Using the optimal wire width results in a 42% smaller latency, 30% smaller energy-per-bit, and 84% smaller repeater area at a cost of only a 14% decrease in data flux density, compared to using half the optimal wire width (sub-optimal design). The via blockage at
the optimal design point is also less severe than the half optimal wire width case because of 86% fewer global repeaters. On the other hand, using twice the optimal wire width (super-optimal design) results in only a 14% decrease in latency at the cost of a 35% decrease in data flux density, compared to the optimal wire width design.
Chapter 3

N-Coupled RLC Lines above an Ideal Ground Plane

3.1 Introduction

Signal integrity is one of the major issues that designers have to deal with. Although SPICE simulations or numerical calculations can be used to calculate the noise voltage, having compact physical models is more insightful and enables system-level optimizations more easily. Sakurai has modeled crosstalk in distributed RC interconnects [25]. As signal rise time scales down with technology, inductance can no longer be neglected. Davis et al. have rigorously solved the transient voltage of a distributed RLC line [26]. For two and three coupled lines above a ground plane, Davis et al. have used linear transformations to decouple the equations, and then used the single line solution to find crosstalk caused by near aggressors [27].

In this chapter, the methods used in [26, 27] are extended to solve n-coupled distributed RLC lines above a ground plane. It is rigorously proved that the impact of far lines on worst-case crosstalk is negligible if there is a nearby ground plane. This shows the importance of having a nearby ground plane because as it will be shown in Chapters 4 and 6, far inductive noise can be quite large for on-chip interconnects that have no nearby ground plane.

In this chapter, the models for the transient voltage of single, two and three distributed RLC lines are discussed in Section 3.2. A general methodology to solve n-
coupled RLC lines with ideal return paths is presented in Section 3.3. The models for five coupled lines are verified against HSPICE simulations in Section 3.4, and it is shown that far aggressors have a negligible impact on the worst-case crosstalk. Finally the key results are summarized in 3.5

3.2 Single, Two and Three Coupled RLC Lines

The differential equation for a single RLC conductor is

$$\frac{\partial^3}{\partial x^3} V(x,t) = r c \frac{\partial}{\partial t} V(x,t) + l c \frac{\partial^3}{\partial t^3} V(x,t),$$  \hspace{1cm} (3.1)

where $l$ is inductance per unit length, $c$ is capacitance per unit length and $r$ is resistance per unit length. Davis et al. have rigorously solved the problem when interconnects are open-ended and are stimulated by a step input [26]. The output waveform can be written in terms of a generating function which has the following form

$$V_{\text{res}}(x,t,m) = V_{\text{in}} \left[ \frac{Z_0}{Z_0 + \frac{R_o}{2} \sqrt{t + x/\sqrt{lc}}} \sum_{k=0}^{\infty} \frac{r}{\sqrt{v} \sqrt{t - (x/\sqrt{lc})^2}} \right] u(t - x/\sqrt{lc})$$

$$+ \frac{1}{2} \sum_{k=0}^{\infty} \frac{R_o}{\sqrt{v} \sqrt{t - (x/\sqrt{lc})^2}} \left( 1 - 4 \Gamma^2 (1 + \Gamma)^2 \right)$$

$$V_{\text{ref}}(x,t) = V_{\text{res}}(x,t,m = 0),$$  \hspace{1cm} (3.2)

where $Z_0$ is the characteristic impedance of the line, $I_k$ is the modified Bessel function of the order of $k$, and $\Gamma$ is the reflection coefficient at the driver side ($\frac{R_o - Z_0}{R_o + Z_0}$). The transient voltage at the position $x$ along a semi-infinite line is
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and the voltage at the end of a finite line can be calculated taking into account all waves reflected from the source and load boundaries as

\[ V_{pa}(l,t) = 2V_{eq}(x = l, t, m = 0) + 2e^{-\frac{A}{2}} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{n(n-1)+j}{1+j(n-1)!} \frac{1}{1+j(n-1)!} V_{eq}(x = (2n+1)l, t, m = l+j). \]  

(3.4)

Davis et al. have used the single line solution to calculate the voltage waveform of two and three coupled RLC lines. For instance, for the three coupled RLC lines, the set of differential equations can be written in matrix form as

\[
\frac{\partial^2}{\partial x^2} \begin{bmatrix} V_1(x,t) \\ V_2(x,t) \\ V_3(x,t) \end{bmatrix} = \begin{bmatrix} c_1 + c_m & -c_m & 0 \\ -c_m & c_1 + 2c_m & -c_m \\ 0 & -c_m & c_1 + c_m \end{bmatrix} \begin{bmatrix} V_1(x,t) \\ V_2(x,t) \\ V_3(x,t) \end{bmatrix} + \frac{1}{\nu^2} \frac{\partial^2}{\partial t^2} \begin{bmatrix} V_1(x,t) \\ V_2(x,t) \\ V_3(x,t) \end{bmatrix}.
\]

(3.5)

Assuming that outer lines switch in-phase (means \( V_1 \) and \( V_3 \) are equal) and adding 2 times of the first row to the second row, the following equation is obtained

\[ \frac{\partial^2}{\partial x^2} (2V_1 + V_2) = r c_1 \frac{\partial}{\partial t} (2V_1 + V_2) + \frac{1}{\nu^2} \frac{\partial^2}{\partial t^2} (2V_1 + V_2), \]

(3.6)

which represents one of the propagation modes. If the second row is subtracted from the first row, another mode can be described as

\[ \frac{\partial^2}{\partial x^2} (V_1 - V_2) = r(c_1 + 3c_1) \frac{\partial}{\partial t} (V_1 - V_2) + \frac{1}{\nu^2} \frac{\partial^2}{\partial t^2} (V_1 - V_2). \]

(3.7)

These two equations are exactly in the form of (3.1) with different coefficients. Hence they can be solved by using the single line solution as

\[ (2V_1 + V_2)(x,t) = V_{pa}(x,t, c = \frac{1}{c_1 \nu^2}), \]

(3.8)

and
\[(V_1 - V_2)(x,t) = V_{st}(x,t,c = c_x + 3c_m) = \frac{1}{(c_x + 3c_m)^{\frac{3}{2}}}. \quad (3.9)\]

Having the solutions for these two modes, voltage of each line can be found by

\[V_1(x,t) = \frac{1}{2} [(2V_1 + V_2)(x,t) + (V_1 - V_2)(x,t)], \quad (3.10)\]

and

\[V_2(x,t) = \frac{1}{2} [(2V_1 + V_2)(x,t) - 2(V_1 - V_2)(x,t)]. \quad (3.11)\]

### 3.3 Five or More Coupled RLC Lines

While for two and three coupled lines it is possible to identify the propagation modes by inspecting the set of differential equations, for a larger number of interconnects it can be quite difficult to do so. The three coupled RLC solution, is useful to find the crosstalk induced by near aggressors (one aggressor on each side). To find the impact of far aggressors, however, more interconnects should be taken into account. In this section, a general method is presented to decouple the set of differential equations for n-coupled RLC lines, and in this way, the five-coupled RLC line case is solved. The solution for five conductors shows that the impact of far aggressors on the worst case crosstalk is negligible if there is a nearby ground plane.

The set of differential equations for n-coupled RLC lines can be written as

\[
\frac{\partial^2}{\partial t^2}[V(x,t)] = r[c]^2 \frac{\partial}{\partial t}[V(x,t)] + \frac{1}{\nu^2} \frac{\partial^2}{\partial t^2}[V(x,t)]. \quad (3.12)
\]

The set of differential equations described by (3.12) can be decoupled by finding the eigenvectors of the capacitance matrix [28]. If \( M \) is an \( n \times n \) matrix and there is an \( n \times 1 \)}
matrix $X$ such that $MX = AX$ where $\lambda$ is a scalar, $X$ is called an eigenvector of $M$, and $\lambda$ is the eigenvalue corresponding to $X$.

Assuming that $[V_4]$ is an eigenvector of the capacitance matrix $[C]$, with an eigenvalue of $\lambda$, by multiplying both sides of (3.12) by $[V_4]^T$, (3.12) can be written as

$$\frac{d^2}{dx^2}[V_4]^T[V] = r[V_4]^T[C]\frac{d}{dt}[V] + \frac{1}{v^2}\frac{d^2}{dt^2}[V_4]^T[V].$$  

(3.13)

Since $[C]$ is a symmetrical matrix, it is equal to its transpose, $[C] = [C]^T$, and therefore,


and, (3.13) can be simplified to

$$\frac{d^2}{dx^2}[V_4]^T[V] = rA\frac{d}{dt}[V_4]^T[V] + \frac{1}{v^2}\frac{d^2}{dt^2}[V_4]^T[V],$$

(3.15)

where $[V_4]^T[V_4]$ is a $1 \times 1$ matrix which means that (3.15) is exactly like the differential equation of a single RLC line with different coefficients. In other words, (3.15) describes one of the propagation modes of signal in n-coupled distributed RLC lines. Hence, solving the problem of n-coupled RLC line can be done by finding the eigenvectors and eigenvalues of the capacitance matrix.

For the five coupled RLC line case, the capacitance can be written as

$$[C] = \begin{bmatrix}
    c_4 + c_n & -c_n & 0 & 0 & 0 \\
    -c_n & c_4 + 2c_n & -c_n & 0 & 0 \\
    0 & -c_n & c_4 + 2c_n & -c_n & 0 \\
    0 & 0 & -c_n & c_4 + 2c_n & -c_n \\
    0 & 0 & 0 & -c_n & c_4 + c_n
\end{bmatrix}.$$  

(3.16)

Since capacitance is a local effect, the mutual capacitances between far lines are relatively small, and are therefore ignored in (3.16).
Eigenvectors and eigenvalues of capacitance matrix should be calculated to decouple the set of differential equations. Assuming that the far aggressors switch in-phase, because of the symmetry that exists, they will have equal voltages \((V_{\text{far}}(x,t))\). Similarly, the near aggressors that switch in-phase have equal voltages \((V_{\text{near}}(x,t))\). Based on these two assumptions, there would be only three propagation modes and they correspond to the following eigenvectors:

\[
V_{d1} = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}, \quad V_{d2} = \begin{bmatrix} -2 \\ 3+\sqrt{5} \\ 1 \\ 1 \\ 1 \\ 3+\sqrt{5} \end{bmatrix}, \quad V_{d3} = \begin{bmatrix} -2 \\ 3-\sqrt{5} \\ 1 \\ 1 \\ 1 \\ 3-\sqrt{5} \end{bmatrix},
\] (3.17)

where the corresponding eigenvalues are

\[
\lambda_1 = c_\alpha; \quad \lambda_2 = c_\beta + \frac{5+\sqrt{5}}{2} c_\alpha; \quad \lambda_3 = c_\beta + \frac{5-\sqrt{5}}{2} c_\alpha.
\]

respectively. The three propagation modes can be written as

\[
V_{\text{far}} = [V_{d1}]^T [V] = 2V_{\text{far}} + 2V_{\text{near}} + V_0, \quad \lambda_1 = c_\alpha + \frac{5+\sqrt{5}}{2} c_\alpha.
\] (3.18)

and

\[
V_{\text{far1}} = [V_{d2}]^T [V] = -\frac{4}{3+\sqrt{5}} V_{\text{far}} + 2V_{\text{near}} + \frac{2}{3+\sqrt{5}} V_0,
\] (3.19)

and

\[
V_{\text{far2}} = [V_{d3}]^T [V] = -\frac{4}{3-\sqrt{5}} V_{\text{far}} + 2V_{\text{near}} + \frac{2}{3-\sqrt{5}} V_0.
\] (3.20)
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where \( V_0 \) is the voltage of the middle victim line. Voltage of each mode can be calculated by the single RLC line solution:

\[
V_{\text{sn}}(x,t) = V_{ph}(x,t) \cdot V_{in} = V_{v_{\text{sn}}}, c = c_4, l = \frac{1}{c_4 v^2},
\]  
(3.21)

and

\[
V_{\text{af}1}(x,t) = V_{ph}(x,t) \cdot V_{in} = V_{v_{\text{af}1}}, c = c_4 + \frac{5 + \sqrt{5}}{2} c_m, l = \frac{1}{\left( c_4 + \frac{5 + \sqrt{5}}{2} c_m \right) v^2}
\]  
(3.22)

and

\[
V_{\text{af}2}(x,t) = V_{ph}(x,t) \cdot V_{in} = V_{v_{\text{af}2}}, c = c_4 + \frac{5 - \sqrt{5}}{2} c_m, l = \frac{1}{\left( c_4 + \frac{5 - \sqrt{5}}{2} c_m \right) v^2}
\]  
(3.23)

For each mode, the input voltage should be calculated by using the definition of each mode given by equations (3.18)-(3.20). After calculating the voltages of all three modes, voltage of each line can be calculated by the following equations:

\[
V_0 = 0.2 V_{\text{sn}} - 0.1 V_{\text{af}1} + 0.1 V_{\text{af}2}
\]  
(3.24)

\[
V_{\text{sn}} = 0.2 V_{\text{sn}} + 0.2618 V_{\text{af}1} + 0.0382 V_{\text{af}2}
\]  
(3.25)

\[
V_{ph} = 0.2 V_{\text{sn}} - 0.3236 V_{\text{af}1} + 0.1236 V_{\text{af}2}
\]  
(3.26)

3.4 Verification and Results

To verify the compact expressions, the results of the compact expressions are compared with the HSPICE simulations for various cases. The noise voltage at the end of the victim line is plotted Figure 3.1 when all near and far aggressors switch simultaneously from low to high. HSPICE simulations verify the compact expressions and the slight ringing
in HSPICE simulations is due to finite number of segments that are used for simulating distributed RLC lines.

\[ r = 38 \Omega / \text{cm}, c_s = 0.177 \text{pf/cm}, c_m = 0.11 \text{pf/cm}, \text{len} = 3.6 \text{cm}, R_w = 133 \Omega. \]

![Graph showing normalized voltage over time with a peak and decrease phases.](image)

Figure 3.1: Crosstalk Voltage at the end of the middle quiet victim line when far and near aggressors switch in-phase. All cross-sectional dimensions are 2.4 \( \mu \text{m} \).

To identify the worst case scenario for crosstalk, noise voltage is plotted in Figure 3.2 for the cases that near and far lines switch in- and anti-phase. It can be acquired from Figure 3.2 that the worst case is when near and far lines switch in-phase. The reason is that when far and near lines switch in the same direction, the voltage swing in the near aggressors would be larger as compared to the case that the near and far lines switch anti-
phase. A larger voltage swing in the near aggressors causes a larger noise voltage in the middle quiet line.

![Crosstalk Voltage Diagram](image)

**Figure 3.2:** Crosstalk Voltage at the end of the quiet line when the far and near aggressors switch anti-phase. All cross-sectional dimensions are 2.4 μm.

To evaluate the impact of far lines on crosstalk, the worst-case crosstalk is plotted in Figure 3.3 when a victim line is attacked by 1, 2 and 4 aggressors. Figure 3.3 shows that using the two-line model (only one aggressor) underestimates crosstalk significantly. The three-line model, however, predicts crosstalk with negligible error. In other words, impact of far lines on the worst-case crosstalk is negligible. It is worthwhile to note that
this is true only when there is a nearby ground plane, and as it will be shown in Chapter 4, far inductive noise can be large when ground plane is replaced by orthogonal lines.

![Normalized Voltage vs Time Graph](image)

Figure 3.3: Effect of increasing Number of Aggressors from one to four when all aggressors switch in-phase. All cross-sectional dimensions are 2.4 μm.

The fact that impact of far lines is negligible when there is a nearby ground plane can be proved using low-loss approximation which accurately predicts the peak noise voltage. For a single RLC line the low-loss approximate solution for a step input voltage is
\[ V(x,t) = \frac{Z_0}{R_c + Z_0} V_{in} e^{\frac{32x}{V_c}(t-x/v)}, \] (3.27)

where \( Z_0 \) is the loss-less characteristic impedance, is

\[ Z_0 = \sqrt{\frac{V_c}{c}}. \] (3.28)

Knowing that the wave propagation speed is equal to the speed of light in the dielectric:

\[ v = \frac{1}{\sqrt{\epsilon}} = \frac{c_0}{\sqrt{\epsilon}}, \] (3.29)

the characteristic impedance can be written as

\[ Z_0 = \frac{c_0}{\epsilon}. \] (3.30)

Having the propagation modes for three and five coupled RLC lines, the noise voltage for each case can be calculated. For the five conductor case, the peak crosstalk for open-ended lines is

\[ V_{peak5} = \left( \frac{0.8}{Z_{23} + R_c} - \frac{e^{-\frac{z}{Z_{23} + R_c}}}{2} - 0.4 \frac{Z_{21}}{Z_{21} + R_c} - \frac{e^{-\frac{z}{Z_{21} + R_c}}}{2} - 0.4 \frac{Z_{23}}{Z_{23} + R_c} - \frac{e^{-\frac{z}{Z_{23} + R_c}}}{2} \right) V_{in}, \] (3.31)

where \( Z_{23} = \frac{\sqrt{c_0}}{c_0}, \) and \( Z_{21} = \frac{\sqrt{c_0}}{c_0} \left( \frac{\epsilon_0}{c_0} \right)^2 \). A similar expression can be found for the three line case:

\[ V_{peak3} = \left( \frac{4}{3} \frac{Z_{23} + R_c}{Z_{23} + R_c} - \frac{e^{-\frac{z}{Z_{23} + R_c}}}{2} - \frac{4}{3} \frac{Z_{23}}{Z_{23} + R_c} - \frac{e^{-\frac{z}{Z_{23} + R_c}}}{2} \right) V_{in}, \] (3.32)

where \( Z_{23} = \frac{\sqrt{c_0}}{c_0} \). To show that the three-line model predicts the worst case crosstalk with a small error, it should be shown that (3.31) and (3.32) have similar results.
for the typical cases. This is done in Figure 3.4 wherein the normalized noise voltage is plotted versus $c_u/c_2$ ratio. It is evident from Figure 3.4 that using the three-line model has a small error (less than 15%) for most typical cases. It should be noted that crosstalk is normally limited to 0.2Vdd and for those cases error of using the three-line model is less than 1%.

![Graph showing normalized noise voltage versus $c_u/c_2$ ratio.](image)

Figure 3.4: Normalized noise voltage versus $c_u/c_2$ ratio. Neglecting far lines causes a negligible error in the worst-case crosstalk especially for the range that crosstalk is less than 0.2Vdd.

3.5 Conclusions

A general technique is presented to decouple the set of differential equations for n-coupled RLC lines above a ground plane. In this manner, the transient solution for a
single RLC line can be used to identify the transient voltage of n-coupled RLC lines. It is shown that the worst case crosstalk occurs when all near and far aggressors switch in-phase. It has been also proved that the impact of far lines on worst-case crosstalk is negligible when there is a nearby ground plane. In other words, a nearby ground plane localizes inductance.
Chapter 4

Modeling of Co-Planar RLC Lines

4.1 Introduction

As the integrated circuit technology advances, transistor dimensions scale down, which leads to faster transistors and smaller signal rise-times. In contrast, delay of interconnects increases with down scaling their cross-sectional dimensions. This is a major problem for long global interconnects that connect different macro-cells within a chip because their lengths do not scale with technology. To avoid large global interconnect latencies, low driver resistances and larger cross-sectional dimensions are used [29]. Having a small resistive loss accompanied with small signal rise-times makes it quite unrealistic to ignore the impact of inductance on crosstalk and latency of global interconnects.

Partial electrical equivalent circuit (PEEC) is a general technique to solve RLC interconnects [30, 31]. Since return paths can be unknown a priori, all self and mutual inductance values are calculated assuming that the return paths are at infinity. A circuit simulator or a numeric algorithm is then used to determine the latency and crosstalk of interconnects. PEEC, however, is suitable for CAD tools, and not for system-level design. It is also not numerically stable, and careful sparse approximations are needed to have a robust analysis [31]. Kopocsay et al. have shown that long global interconnects in high-speed chips can be accurately modeled as 2-D transmission lines because dense power and ground grids provide nearby return paths for signal interconnects [32]. They have also presented circuit models that can be used for SPICE or numerical simulations.
For system-level interconnect optimization, however, designers need compact analytical models that accurately predict latency and crosstalk of global interconnects.

In Chapter 3, compact physical models have been derived for n-coupled distributed RLC interconnects above an ideal ground plane. While on-board or chip-to-chip interconnects are typically sandwiched by power and ground planes, on-chip interconnects typically have no nearby ground planes. Also, global interconnects that are on top metal levels are far from the silicon substrate, which to some extent can behave like a ground plane. Hence, models presented in Chapter 3 do not accurately model real GSI global interconnects.

In this chapter, compact physical models are presented for delay and crosstalk of co-planar on-chip transmission lines which are used in state-of-the-art high performance microprocessors. In these microprocessors, power and ground lines are inserted between every one or two global signal interconnects to provide adequate return paths for signal interconnects and distribute power across the chip [33, 34]. Simplified expressions are also derived which provide designers with physical insight and accurate estimation of noise and latency. In the next chapter, these models are used to optimize the structure of global interconnects.

In this chapter, it has been assumed that the power and ground lines that are inserted between signal lines are wide enough to isolate signal lines from far aggressors, and hence, only near lines are taken into account. The models that are found in this chapter are extended in Chapter 6 to describe the crosstalk noise caused by virtually all near and far aggressors.
In Section 4.2, the periodic structures that are widely used in microwave circuits are introduced. In Section 4.3, it is shown how the existing models for a periodic structure can be used to model an on-chip co-planar transmission line. Two coupled signal lines are then studied in Section 4.4, wherein crosstalk and delay variation are modeled. Impact of having more than two signal lines between power and ground lines on crosstalk is discussed in Section 4.5. Finally, the results are summarized in Section 4.6.

4.2 Periodic Structures

The inductance and capacitance of a physically smooth transmission line in a homogenous media have a reciprocity relation independent of the geometry of the line. Hence, the propagation speed is equal to the speed of light in a dielectric [28, 35]:

$$c_0 = \frac{1}{\sqrt{\varepsilon_0 \mu_0}}$$

where $c_0$ is the speed of light in free space, $\varepsilon_0$ is the dielectric constant, and $l$ and $c$ are inductance and capacitance per unit length, respectively. Any change in geometry that results in an increase in capacitance decreases inductance, and vice versa. Using (4.1), the characteristic impedance defined as the square root of inductance to capacitance ratio can be written as

$$Z_0 = \frac{\sqrt{\varepsilon_0}}{\mu_0}$$

There are, however, structures in which inductance and capacitance can be changed independently. Waveguides and transmission lines loaded at periodic intervals with identical obstacles e.g. a reactive element, are referred as periodic structures. Periodic
structures are widely used in microwave circuits and are well characterized [35]. Figure 4.1 shows two realizations of periodic structures, one is a strip-line and the other one is a coaxial line, both are periodically loaded with lumped capacitances.

![Image of periodic structures]

**Figure 4.1: Two realizations of periodic structures.**

At ultra-high frequencies, when the signal wavelength is comparable with the periodic interval (frequencies above 15GHz for a period interval of 0.1mm and above 1.5GHz for a period interval of 1.0mm), a periodic structure behaves like a bandpass filter which passes some frequencies and stops some others. The reason is that the reflected wave at each discontinuity can constructively or destructively interfere with the traveling wave. For lower frequencies, when the signal wavelength is much larger than the periodic interval, a periodic structure behaves like a smooth transmission line. The wave propagation speed, however, is smaller than the speed of light in the interconnect dielectric because discontinuities provide no current path and hence have no impact on inductance. Capacitance per unit length, however, is increased by the discontinuities and as a result, the propagation speed is smaller than that of a regular transmission line [35].
Since the propagation speed for the unloaded line is equal to the speed of light, it can be written
\[
\frac{c_0}{\sqrt{\varepsilon_r}} = \sqrt{\frac{1}{c(c - C_0/d)}},
\]
(4.3)
where \(c\) is the total capacitance per unit length and \(C_0\) is the lumped capacitance that is added at intervals \(d\). The wave propagation speed in a periodic structure can therefore be written as [35]
\[
v = \frac{1}{\sqrt{\varepsilon_r}} = \frac{c_0}{\sqrt{\varepsilon_r}} \sqrt{\frac{C_0/d}{c}},
\]
(4.4)
and similarly, using (4.3), the characteristic impedance of a periodic structure can be written as
\[
Z_0 = \frac{1}{\sqrt{\varepsilon_r}} \frac{\sqrt{C_0/d}}{c^2}.
\]
(4.5)
Equation (4.4) shows that the propagation speed decreases as the percentage increase in the line capacitance due to the lumped elements becomes larger.

4.3 Modeling On-Chip Co-Planar Interconnects

To see how the existing models for periodic structures can be used for on-chip interconnects, a single signal line sandwiched by two power/ground lines is shown in Figure 4.2a. The three lines form a transmission line and since they are in a homogeneous medium, the loop inductance and capacitance per unit length are related as (4.1) shows. Orthogonal lines, however, make the medium inhomogeneous, and the structure shown in Figure 4.2b becomes a periodic structure. The pitch of the orthogonal lines is typically
less than a few microns and hence a few orders of magnitude smaller than the typical on-chip signal wavelength. For instance, for 10GHz, signal wavelength is around 1.5cm. Hence, the on-chip co-planar structure shown in Figure 4.2.b can be modeled as a smooth transmission line with a smaller wave propagation speed. In other words, the orthogonal lines have no impact on inductance because current cannot return through them; they, however, increase the interconnect capacitance per unit length. The loop resistance can also be calculated by adding the equivalent resistance of the power and ground lines to the signal line’s resistance [32]. It should be noted that in the gigahertz regime, due to proximity effect, current returns mainly through the adjacent power and ground lines [29, 32].

![Figure 4.2: A double sided shielded signal line. (a) there are no orthogonal lines and therefore the three lines form an ideal transmission line (b) there are orthogonal lines which make the signal and ground lines form a periodic structure.](image)

Having the interconnect inductance, capacitance and resistance per unit length, the rigorous solutions for a single RLC line can be used to find the interconnect latency. Orthogonal lines increase the latency because they reduce the propagation speed and the characteristic impedance. A smaller characteristic impedance results in a larger attenuation, and a smaller propagation speed results in a larger time-of-flight (ToF). This
is shown in Figure 4.3 in which the output voltages of two interconnects are plotted versus time, one above a ground plane and the other one above orthogonal lines.

![Diagram showing normalized voltage against time for ideal and non-ideal return paths.]

Figure 4.3: Voltage at the end of signal line for ideal and non-ideal return path cases. For the ideal case a signal line is above a ground line and in the non-ideal case a signal line is shielded between power/ground lines above orthogonal lines.

For a co-planar transmission line above orthogonal lines, the propagation speed can be written as

$$v = \frac{c}{\sqrt{\varepsilon_r}}$$  \hspace{1cm} (4.6)

and the characteristic impedance is

$$Z_0 = \frac{\sqrt{\varepsilon_r}}{c_0}$$  \hspace{1cm} (4.7)
where \( c'_{\text{p}} \) is the modified speed of light given by
\[
c'_{\text{p}} = c_{\text{p}} \sqrt{1 - \frac{\varepsilon_{\text{m}}}{c}}.
\] (4.8)
where \( \varepsilon_{\text{m}} \) is the capacitance per unit length to orthogonal lines. By comparing (4.6) and (4.7) with their counterparts for interconnects with ideal return paths, (4.4) and (4.5), it can be seen that the only difference is that the speed of light factor is reduced. By using this transformation, all equations that are found for delay of interconnects with ideal return paths can be used for on-chip co-planar transmission lines.

4.4 Two Signal Lines between Power and Ground Lines
Models presented in Section 4.3 can be extended to model two signal lines between power and ground lines. If there are no orthogonal lines, interconnects are in a homogeneous medium and the inductance and capacitance matrices are related as [28]
\[
\begin{bmatrix}
I_s & I_n \\
I_n & I_s
\end{bmatrix}
\begin{bmatrix}
c_s + c_n & -c_n \\
-c_n & c_s + c_n
\end{bmatrix}
= \left( \frac{c_{\text{p}}}{c} \right)
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\] (4.9)
where \( I_s \) and \( I_n \) are self and mutual inductances per unit length, respectively, \( c_s \) is the capacitance between a signal line and its nearby co-planar ground line per unit length, and \( c_n \) is the mutual capacitance between two signal lines per unit length. Equation (4.9) results in
\[
\frac{1}{\sqrt{c_{\text{p}}(I_s + I_n)}} = \frac{1}{\sqrt{(c_s + 2c_n)(I_s - I_n)}} = \frac{c_{\text{p}}}{\sqrt{\varepsilon}},
\] (4.10)
which shows that the common mode (in-phase switching) and the differential mode (anti-phase switching) propagate with the speed of light in a dielectric. For on-chip
interconnects, however, there are orthogonal lines below and above signal lines that increase the total capacitance without affecting the inductance values. Any switching pattern can be written in terms of common and differential modes. Hence, having the solution for each mode, any switching pattern can be modeled. For the common mode, which is the in-phase switching case, the equivalent inductance and capacitance per unit length are

\[ c_{\text{cm}} = c_x + c_{\text{stray}}, \quad (4.11) \]

and

\[ l_{\text{cm}} = l_x + l_{\text{stray}}, \quad (4.12) \]

respectively. The mutual capacitance between two signal lines does not contribute to the common mode capacitance because the two lines have equal voltages. For the differential mode, which is the anti-phase switching case, the capacitance and inductance per unit length are

\[ c_{\text{df}} = c_x + 2c_{\text{stray}} + c_{\text{stray}}, \quad (4.13) \]

and

\[ l_{\text{df}} = l_x - l_{\text{stray}}, \quad (4.14) \]

respectively. Due to Miller's effect, twice the mutual capacitance appears in the differential mode capacitance. Knowing the equivalent capacitance and inductance values, the single RLC line solution [26] can be used to find the solution for each mode. The propagation speed for each mode is

\[ v = \frac{1}{\sqrt{l_{\text{df}}c_{\text{df}}}}, \quad (4.15) \]
where \( L_p \) and \( C_q \) are the equivalent inductance and capacitance per unit length for each mode. Using (4.10)-(4.15), the modified speed of light for the common and differential modes can be written as

\[
c_p^{\text{com}} = \sqrt{\frac{1 - \frac{C_q}{C_{com}}}{C_{com}}},
\]

and

\[
c_p^{\text{diff}} = \sqrt{\frac{1 - \frac{C_q}{C_{diff}}}{C_{diff}}},
\]

respectively. Equations (4.16) and (4.17) show that the differential mode travels faster than the common mode because the common mode has a smaller capacitance, and, therefore, the percentage increase in the common mode capacitance due to orthogonal lines is larger than that of the differential mode. This is important because as it will be shown, it causes an out-of-phase noise at the end of a quiet victim line.

When one of the signal lines switches and the other line stays quiet, both common and differential modes are generated and the voltages of the quiet and active lines are

\[
V_q(x,t) = \frac{1}{2} V_{com}(x,t) - \frac{1}{2} V_{diff}(x,t),
\]

and

\[
V_a(x,t) = \frac{1}{2} V_{com}(x,t) + \frac{1}{2} V_{diff}(x,t),
\]

respectively. These equations are verified against HSPICE simulations as shown in Figure 4.4, where voltages at the end of active and quiet lines are plotted versus time. For HSPICE simulations, PEEC methodology is used and 1000 segments shown in Figure 4.5.
are put in series to model the distributed RLC lines. All self and mutual inductances are
extracted by RAPHAEL [17].

As Figure 4.4 shows, an out-of-phase noise appears at the end of the victim line. The
reason is that the differential mode travels faster and reaches the end of the line sooner
than the common mode. Hence, as (4.18) shows, a negative pulse appears at the end of
the victim line and its duration is

\[
t_{\text{out-phase}} = \frac{\ell}{v_{\text{cm}}} - \frac{\ell}{v_{\text{diff}}},
\]

(4.20)

Figure 4.4: Normalized voltage at the end of open-ended signal lines when one of them is
excited with a step input and the other one is quiet. An out-of-phase noise appears at the
end of the victim line due to different propagation speeds for common and differential
modes.
The rigorous solution for a single RLC line is complicated, and it is not suitable for optimizing the structure of global interconnects. Low-loss approximation, however, is relatively simple and has a small error for the peak voltages even for lossy interconnects [26]. Using low-loss approximation, the noise voltage defined by (4.18) can be written as

\[
V_t = \begin{cases} 
0 & t < \ell / v_{df} \\
-\frac{Z_{df}}{Z_{df} + R_p} \frac{t}{v_{df}} & \ell / v_{df} < t \leq \ell / v_{con} \\
\frac{Z_{con} V_{con} e^{-\frac{t}{Z_{con} + R_p}} - Z_{df} V_{df} e^{-\frac{t}{Z_{df} + R_p}}}{Z_{con} + R_p} & \ell / v_{con} < t
\end{cases}
\]

where \( R_p \) is the driver resistance, and \( Z_{con} \) and \( Z_{df} \) are the characteristic impedances of the common and differential modes, respectively. It has been assumed that interconnects are open at their end; therefore, noise voltage doubles at the end of the victim line. The
in- and out-of-phase noise voltages are plotted versus resistance per unit length in Figure 4.6. It can be acquired from Figure 4.6 that for small line resistances, the out-of-phase noise is dominant and for large line resistances, the in-phase noise is larger.

![Graph showing normalized noise voltage vs. resistance per unit length]

Figure 4.6: Peak in and out-of-phase noise voltages versus interconnect resistance per unit length.

It should be noted that the out-of-phase noise can be either positive or negative depending on the switching direction of the aggressor line. A large out-of-phase noise can, therefore, cause false switching or reduce the reliability of the chip by damaging the gate oxide of the receiver. Hence, a large out-of-phase noise should be avoided, too.

By using (4.21), the minimum line resistance beyond which in-phase noise becomes dominant can be identified as:

57
\[ z_{\text{crosstalk}} = \frac{2}{\ell} \times \frac{Z_{\text{com}} Z_{\text{off}}}{Z_{\text{com}} - Z_{\text{off}}} \ln \left[ \frac{1 + \frac{R_C}{Z_{\text{com}}}}{2 - \frac{R_C}{Z_{\text{com}}}} \right] \cdot \frac{1 + \frac{R_C}{Z_{\text{off}}}}{1 + \frac{R_C}{Z_{\text{off}}}}. \]  

(4.22)

and by substituting (4.7), (4.16), and (4.17) in (4.22), it can be written as

\[ r_{\text{crosstalk}} = \frac{2}{\ell} \times \frac{\sqrt{R_C}}{R_C \varepsilon_n} \ln \left[ \frac{1 + \frac{R_C}{Z_{\text{com}}}}{2 - \frac{R_C}{Z_{\text{com}}}} \right]. \]  

(4.23)

For the small driver resistance case \((R_C = 0)\), (4.23) can be approximated by

\[ r_{\text{crosstalk}} = \frac{2}{\ell} \times \frac{\sqrt{R_C}}{R_C \varepsilon_n} \ln 2. \]  

(4.24)

The maximum peak in-phase crosstalk can be found by taking the derivative of (4.21) with respect to \(r\):

\[ V_{\text{peak, max}} = \frac{Z_{\text{off}} + R_C}{Z_{\text{com}} + R_C} \left( \frac{z_{\text{crosstalk}}}{Z_{\text{com}} - Z_{\text{off}}} \right) \frac{Z_{\text{com}} - Z_{\text{off}}}{Z_{\text{com}} + R_C}. \]  

(4.25)

which occurs at

\[ r_{\text{max}} = \frac{2}{\ell} \frac{Z_{\text{off}} Z_{\text{com}}}{(Z_{\text{com}} - Z_{\text{off}})} \ln \left[ \frac{Z_{\text{off}} + R_C}{Z_{\text{com}} + R_C} \right]. \]  

(4.26)

The worst case crosstalk happens when the driver resistance, \(R_C\), is equal to zero. For the worst case, (4.25) can be rewritten as

\[ V_{\text{peak, max}} = \eta^{1/2} \left( \frac{1}{1 - \frac{1}{\eta}} \right). \]  

(4.27)

where \(\eta\) is the ratio of the common and differential mode characteristic impedances.

Knowing (4.7), (4.16), and (4.17), \(\eta\) can be written as
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\[ \eta = \sqrt{\frac{1 + \frac{2c_m}{c_g}}{1 + \frac{2c_m}{c_g + c_{ext}}}} \]  \hspace{1cm} (4.28)

The worst case crosstalk, which is given by (4.27), can be approximated by

\[ V_{peak, \text{max}} = \frac{\pi}{4} \frac{c_m}{\sqrt{c_g (c_g + c_{ext}) + c_m}}, \] \hspace{1cm} (4.29)

with less than 3\% error for all typical values of \( c_g, c_{ext} \) and \( c_m \). Comparing (4.29) with its counterpart for interconnects above an ideal ground plane [27],

\[ V_{peak, \text{max}} = \frac{\pi}{4} \frac{c_m}{c_g + c_{ext} + c_m}, \] \hspace{1cm} (4.30)

shows that modeling orthogonal lines with a ground plane underestimates the crosstalk.

For instance, if \( c_g = c_{ext} = c_m \) (4.30) underestimate the maximum peak crosstalk by 20\%.

4.5 More than Two Signal Lines between Power and Ground Lines

Having more than two signal lines between power and ground lines makes the modal analysis very complicated because unlike the interconnects over an ideal ground plane, inductance and capacitance matrices have different eigenvectors [28]. High-performance state-of-the-art processors, however, typically do not use such structures for global interconnects with prominent inductive effects because the middle line has no nearby return path and has a large mutual inductance to other signal lines and crosstalk can be prohibitively large if inductive effects are dominant [33, 34]. Figure 9 shows the crosstalk voltage at the end of a quiet victim line when there are two, three, and five signal lines between power and ground lines. It shows that far aggressors have a large impact on
crosstalk. This is in contrast with crosstalk of interconnects over a ground plane where only near aggressors have a considerable impact (Chapter 3).

![Graph](image)

Figure 4.7: Noise voltage at the end of a middle victim line when there are 2, 3 or 5 signal lines between power/ground lines. Unlike the ideal return path case, far lines have a large impact on the worst case crosstalk.

4.6 Conclusions

The existing physical models for periodic structures, which are widely used in microwave circuits, are used to derive compact expressions for delay and crosstalk of on-chip global interconnects. Because of lack of on-chip ground planes, power and ground lines are usually inserted between signal lines to provide adequate return paths for signal interconnects and also distribute power across the chip. It is shown that the wave propagation speed is smaller than the speed of light in the interconnect dielectric because
of lower or upper orthogonal lines which increase the capacitance per unit length of interconnects without affecting the inductance per unit length of interconnects. Due to smaller propagation speeds for common than differential modes, an out-of-phase noise appears at the end of a quiet victim line. Compact expressions that are provided for the delay and crosstalk of global interconnects are suitable for system level interconnect optimization. The results of this chapter are used in the next chapter to optimize the design of global interconnect.
Chapter 5

Optimization of Co-Planar RLC Lines

5.1 Introduction

In Chapter 2, a new interconnect-centric methodology has been proposed to optimize the width of global interconnects by maximizing data flux density and minimizing latency simultaneously. The optimal wire width is in the shallow RLC region, where interconnect latency is 33% larger than the time-of-flight (ToF). The analysis presented in Chapter 2, however, assumes that there is a nearby ground plane to provide an ideal return path for interconnects. It also assumes that all cross-sectional dimensions are equal.

In this Chapter, compact physical models for delay and crosstalk of on-chip coplanar transmission lines are used to optimize the cross-sectional dimensions of global interconnects. The ratio of signal-to-signal spacing to signal-to-ground spacing is optimized to minimize latency and reduce crosstalk and delay variation. An optimal wire width is identified that simultaneously maximizes the data flux density and minimizes latency. It is finally shown that to have a good trade-off between data flux density and energy dissipation, larger spaces should be used between interconnects if a larger aspect ratio is used.

In Section 5.2, the ratio of signal-to-signal spacing to signal-to-ground spacing is optimized. In Section 5.3 the optimal wire width that maximizes the data flux density-reciprocal latency product is identified. It is also shown that this optimization along with the spacing ratio optimization makes the crosstalk and the dynamic delay variation small.
and constant for all generations of technology. The optimal relationship between the metal thickness and the spacing between interconnects is identified in Section 5.4 that simultaneously maximizes data flux density and minimizes energy per bit. Finally, the results are summarized in Section 5.5.

Figure 5.1: A cross-sectional view of two signal lines between two power/ground lines

5.2 Optimal Signal-Ground Spacing to Signal-Signal Spacing Ratio

The cross-sectional view of two signal interconnects between power/ground lines is shown in Figure 5.1. This is a typical structure for global interconnects which are in top metal levels. Power and ground lines are inserted between signal lines to provide adequate return path and distribute power and ground across the chip [33, 34]. Typically, the worst case scenario for delay is when two adjacent signal lines switch anti-phase. The equivalent capacitance for the differential mode (anti-phase switching case) is

\[ C_{eff} = C_d + 2C_m + C_{inh} \]  

(5.1)
where \( c_k \) is the capacitance between a signal line and its nearby ground line per unit length, \( c_m \) is the capacitance between two signal lines per unit length, and \( c_{\text{ext}} \) is the capacitance to lower and upper orthogonal lines per unit length. Due to Miller’s effect, the mutual capacitance appears with a factor of two in the differential mode capacitance. Hence, it is beneficial to make the signal lines further apart to reduce the differential mode capacitance. Minimizing the capacitance minimizes the characteristic impedance, which reduces the attenuation and results in minimum delay. Using a simple parallel plate model for capacitance, the optimal ratio between signal-to-signal spacing, \( S_m \) and signal to power/ground line spacing, \( S_p \) can be identified. In this analysis, the wire width and the distance between the two power/ground lines are assumed to be constant, which means that the wiring density is not affected by this optimization. Using the parallel plate approximation, the differential mode capacitance can be written as

\[
C_{dc} = c_{dc} + c_{dc}' \frac{T}{S_p} + 2\varepsilon_0 c_{dc}' \frac{T}{S_m},
\]

(5.2)

and assuming that the power/ground line pitch is constant, the total spacing

\[
S_p = 2S_p + S_m.
\]

(5.3)

should remain constant. By taking the derivative of (5.2), the optimal \( S_p/S_m \) ratio is identified to be 0.5, where \( c_k \) and \( c_m \) become equal. This optimal value is independent of the metal thickness, \( T \), and the total spacing, \( S_p \). Although fringing effect is neglected in this analysis, a complete analysis shows that the error is small. Figure 5.2 plots the characteristic impedance for the differential mode versus \( S_p/S_m \) ratio based on the exact capacitance values extracted by RAPHAEL [17]. Figure 5.2 confirms that the optimal ratio is 0.5, the same as what is identified by the parallel plate analysis. It, however, shows that the curves are very flat around the optimal point.
Figure 5.2: The differential mode characteristic impedance versus the spacing.

Minimizing the differential mode capacitance maximizes the characteristic impedance and results in minimum attenuation and delay. Figure 5.3 shows the worst case delay versus the spacing ratio and shows that latency is 12% smaller than the equal spacing case.
Figure 5.3: Worst case time delay versus the ratio of signal-ground to signal-signal spaces.

This optimization has two important subsidiary advantages, too. It reduces the delay variances and crosstalk considerably. The delay variation caused by different switching patterns and the worst-case peak crosstalk are plotted in Figure 5.4 and Figure 5.5 versus the spacing ratio for different aspect ratios. It can be acquired from Figure 5.4 and Figure 5.5 that at the optimal design point, the delay variation and crosstalk are smaller by 48% and 33%, respectively, in comparison with those of the equal spacing case. It is worthwhile to note that unlike the general intuition that wiring density should be sacrificed to reduce delay, delay variation and crosstalk, wiring density is not affected in this optimization because the total spacing is assumed to be constant.
It can be seen in Figure 5.4 and Figure 5.5 that the delay variation and crosstalk decrease monotonically with the $S_y/S_m$ ratio decreasing. On the other hand, the differential mode characteristic impedance curve is flat around the optimal design point (Figure 5.2). Hence, by using an $S_y/S_m$ ratio slightly smaller than the optimal value, the crosstalk and delay variation can be improved considerably with a negligible increase in latency. For instance, by choosing $S_y/S_m$ ratio of 0.45 instead of 0.5, latency is increased by less than 1% while the delay variation and the maximum peak crosstalk are reduced by 10% and 9%, respectively. From now on, therefore, the $S_y/S_m$ ratio of 0.45 is used as the optimal $S_y/S_m$ ratio.

![Graph](image)

*Figure 5.4: Normalized delay variation versus the spacing ratio $S_y/S_m$ for the aspect ratio of two.*
Figure 5.5: Maximum peak crosstalk versus the spacing ratio, $S_p/S_{aw}$ for aspect ratios of 1 and 2. The maximum peak crosstalk is pessimistic because it is for a case that $R_s=0$, $C_I=0$, and the line resistance is such that crosstalk is maximized.

5.3 Optimal Wire Width

Performance of a high-speed chip is largely affected by both latency and bandwidth of global interconnects, which connect different macrocells. Therefore, designers always try to have high-bandwidth and fast buses between a processor and its on-chip cache memory, or between different processors within a multiprocessor chip. In Chapter 2, an interconnect-centric methodology is proposed to optimize the width of global interconnects to maximize data flux density and minimize latency simultaneously. It is rigorously shown that the optimal wire width is independent of interconnect length and is in the shallow RLC region, where interconnect latency becomes 33% larger than the
time-of-flight. The analysis presented in Chapter 2, however, is for interconnects above an ideal ground plane where propagation speed is equal to the speed of light in the interconnect dielectric. In this section, it is shown how physical models that are derived in Chapter 3 can be used to find the optimal wire width for global interconnects in a real chip, where there is no nearby ground plane. A single signal line shielded from both sides is first analyzed and the two signal lines between power/ground lines are then studied.

5.3.1 Optimal Wire Width for a Single Signal Line

Latency of an optimally-buffered interconnect in the RC region is [13]

$$\tau_{RC} = 2.5 \frac{L}{W} \sqrt{\frac{R_0}{eC_0}eR_0C_0},$$  \hspace{1cm} (5.4)$$

where $R_0$ and $C_0$ are the output resistance and input capacitance of a minimum size repeater, respectively, $\rho$ is resistivity of metal, and the geometry factor, $\xi$, is a dimensionless constant given by

$$\xi = \frac{rW^2}{\rho} \frac{c}{e\epsilon_0},$$  \hspace{1cm} (5.5)$$

where $r$ and $c$ are resistance and capacitance per unit length. The value of $\xi$ is independent of resistivity or dielectric constant. For large wire widths, inductance cannot be neglected, and delay is equal to [18]

$$\tau_{RCL} = (1+1.5 \frac{R_0C_0}{Z_0^2} \frac{r}{c}) \tau_{OF}.$$  \hspace{1cm} (5.6)$$

The wave propagation speed is smaller than the speed of light in the interconnect dielectric because of lower or upper orthogonal lines which increase the capacitance per unit length of interconnects without affecting their inductance per unit length. Current
cannot return through orthogonal lines and that is why orthogonal lines do not change the inductance per unit length of interconnects. The propagation speed for an on-chip co-planar transmission line can be calculated using a modified speed of light as

$$c'_0 = c_0 \sqrt{1 - \frac{C_{\text{tot}}}{c}}$$

(5.7)

where $c$ is the total capacitance per unit length. Figure 5.6 plots interconnect latency versus wire width assuming that all cross-sectional dimensions scale proportionally. It can be seen that in the RC region, latency decreases linearly with increasing wire width. In the RLC region, however, interconnect becomes time-of-flight limited, and there is a diminishing return in latency reduction.

![Diagram showing RC and RLC model latency and data flux density versus wire width for an interconnect 24mm long implemented at the 45 nm technology node. It has been assumed that optimal repeaters are used, and $W_r = 2W$, $T = S = W$.](image)

Figure 5.6: RC and RLC model latency and data flux density versus wire width for an interconnect 24mm long implemented at the 45 nm technology node. It has been assumed that optimal repeaters are used, and $W_r = 2W$, $T = S = W$. 70
To study the impact of wire width on chip bisectonal bandwidth, data flux density is defined as the interconnect bandwidth per unit width of an interconnect:

$$\Phi_b = \frac{B_w}{p} = \frac{1/\tau}{25 + W + W_G}, \quad (5.8)$$

where $p$ is interconnect pitch, $B_w$ is interconnect bandwidth, $W$ is the width of signal lines and $W_G$ is the width of power/ground lines. Interconnect bandwidth is the number of bits per second that an interconnect can transfer and is assumed to be equal to reciprocal latency. To find the optimal wire width, we assume that all cross-sectional dimensions scale proportionally and later in the next section, the optimal $T/W$ and $S/W$ will be found.

In this manner, data flux density can be written as

$$\Phi_b = \frac{1/\tau}{\gamma W}, \quad (5.9)$$

where $\gamma$ is a constant determined by $S/W$ and $W/W_G$ ratios. A large data flux density is desired to have a large chip bisectonal bandwidth, $B_{w_{bisec}}$, because

$$B_{w_{bisec}} = \int_0^{w_{opt}} \Phi_b(x)dx. \quad (5.10)$$

Data flux density is plotted versus wire width in Figure 5.6. Data flux density is constant in the RC region, and it drops in the RLC region. Hence, to have a large data flux density and a small latency simultaneously, data flux density-reciprocal latency product should be maximized (Figure 5.7). The optimal wire width is

$$w_{opt} = 2.12c'\sqrt{\frac{\rho}{\sigma}R_c C_i}, \quad (5.11)$$

which is the same form as the optimal wire width for interconnects above an ideal ground plane. The speed of light, however, is substituted by the modified speed of light, $c'$. The
geometry factor, $\xi$, is also different because the return path resistance should be added to the signal line resistance.

![Diagram](image)

Figure 5.7: Data flux density-reciprocal latency product versus wire width for an interconnect 24 mm long implemented at the 45 nm technology node. In the shallow RLC region, the data flux density-reciprocal product attains its maximum.

5.3.2 Optimal Wire Width for Two Signal Lines

The same methodology can be used when there are two signal lines between power/ground lines to find the optimal wire width for common and differential modes. The optimal wire width for each mode can be identified by (5.11). Latency and data flux density of interconnects, however, are different for in-phase and anti-phase switching cases because the modes have different modified speeds of light and geometry factors.
Hence, the optimal wire width is different for common and differential modes. The design of interconnects is taken for the worst case which means that the optimal wire width is the width at which the lowest data flux density-reciprocal latency product is maximized. Data flux density-reciprocal latency product for both in-phase and anti-phase switching cases are plotted in Figure 5.8.

![Figure 5.8: Data flux density-reciprocal latency product for in-phase and anti-phase switching cases. The optimal wire width for common and differential modes are different. The worst case $\varphi/\tau$ is maximized when the difference between in-phase and anti-phase switching latencies is minimum.]

It can be inferred from Figure 5.8 that the optimal wire width is the width at which $\varphi/\tau$ for the two modes are equal, or in other words, the two modes have equal latencies. As it will be shown, a wire width equal to
\[ W_{opt} = \sqrt{W_{opt\text{-}con} W_{opt\text{-}dif}} \]  \hspace{1cm} (5.12)

results in a small delay difference in most typical cases (less than 10% for \(0.3 < C_{con}/C_{dif}\)) and therefore, can be used as the optimal wire width. Using (5.5), (5.7) and (5.11), the ratio of the optimal wire width for common and differential modes can be written as

\[ \frac{W_{opt\text{-}dif}}{W_{opt\text{-}con}} = \frac{\sqrt{c_{dif} - c_{con}}}{\sqrt{c_{con} - c_{con}}} \]  \hspace{1cm} (5.13)

where \(c_{dif}\) and \(c_{con}\) are the equivalent capacitance per unit length for the differential and common modes, respectively. By substituting

\[ c_{con} = c_{i} + c_{n} \]  \hspace{1cm} (5.14)

and (5.1) in (5.13) and assuming that the optimal spacing ratio is used (\(c_{n} = 0.45c_{i}\)), (5.13) can be simplified to

\[ \frac{W_{opt\text{-}dif}}{W_{opt\text{-}con}} = \sqrt{1.9} \]  \hspace{1cm} (5.15)

and (5.12) can be rewritten as

\[ W_{opt} = \sqrt{1.9} W_{opt\text{-}con} = \frac{1}{\sqrt{1.9}} W_{opt\text{-}dif} \]  \hspace{1cm} (5.16)

To show that the delay variation at the optimal wire width is small, the ratio of the two latencies can be identified using the fact that the interconnect latency for each mode can be written in terms of the optimal wire width for that mode as

\[ \tau_{mode} = (1 + 0.33 \frac{W_{opt\text{-}mode}}{W_{opt}})^2 \]  \hspace{1cm} (5.17)

Using (5.17) and (5.12), the ratio of common and differential mode latencies at the optimal wire width can be written as
\[
\frac{\tau_{df}}{\tau_{con}} = \frac{1 + 0.33 \frac{W_{opt\text{-df}}^2}{W_{opt\text{-con}} W_{opt\text{-df}}}}{1 + 0.33 \frac{W_{opt\text{-con}}^2}{W_{opt\text{-con}} W_{opt\text{-df}}}} \frac{\gamma R_{df}}{\gamma R_{con}},
\]

(5.18)

which can be simplified to

\[
\frac{\tau_{df}}{\tau_{con}} = 1.17 \sqrt{\frac{1 + \frac{c_{con}}{1.88 c_{df}}}{1 + \frac{c_{con}}{c_{df}}}}.
\]

(5.19)

Equation (5.19) shows that the delay variation at the optimal wire width is a function of \(c_{con}/c_{df}\) ratio. The normalized delay variation is plotted versus \(c_{con}/c_{df}\) ratio in Figure 5.9, and it shows that for a wide range of \(c_{con}/c_{df}\) (0.3 to \(c_{opt}/c_{df}\)), the delay variation is less than 10%, considerably smaller than those of the deep RC or RLC cases.

![Diagram](image)

Figure 5.9: Normalized delay variation versus \(c_{con}/c_{df}\) ratio when the optimal wire width is used. For a wide range of \(c_{con}/c_{df}\) ratios, common and differential mode delays differ less than 10%.
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The fact that using the optimal wire width results in a small delay variation is shown in Figure 5.10, wherein the normalized delay variation is plotted versus wire width. At the optimal wire width, the delay variation is less than 3%. This can be explained qualitatively. The differential mode has a larger capacitance which makes the characteristic impedance smaller and hence it has a larger attenuation in comparison with the common mode. Its propagation speed, however, is larger because of a smaller percentage increase in capacitance due to orthogonal lines. In the lossless case, the propagation speed determines the latency, whereas in the highly lossy case, the attenuation determines the latency. At the optimal wire width, however, the attenuation and propagation speed are equally important, and the common and differential mode latencies become almost equal.

![Normalized delay variation versus wire width](image)

Figure 5.10: Normalized delay variation versus wire width for an optimally buffered interconnect implemented at the 45 nm technology node. At the optimal design point, delay variation is less than 3%.
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Figure 5.11: HSPICE simulations showing normalized crosstalk at the end of a quiet line when its adjacent line switches from low to high. Time zero corresponds to one time-of-flight delay. Peak and duration of out-of-phase noise match very well with what (5.25) and (5.31) predict with less than 3% error.

Another impact of wire width optimization is that it keeps crosstalk small and constant for all technology generations. Figure 5.11 shows the crosstalk voltage at the end of a quiet victim line when its adjacent line switches from low to high. It shows that the out-of-phase noise is dominant. The duration of the out-of-phase noise is

\[ t_{\text{out-phase}} = \frac{\ell}{v_{\text{comm}}} - \frac{\ell}{v_{\text{df}}} \]  

(5.20)

where \( v_{\text{comm}} \) and \( v_{\text{df}} \) are the wave propagation speeds for the common and differential modes, and \( \ell \) is the interconnect length. Using (5.7) for each mode, (5.20) can be written as
\[ t_{\text{out-phase}} = \frac{l_{\text{seg}} \sqrt{\frac{L}{C}}} c \left( \frac{1}{1 - \frac{C_{\text{d}}}{C_{\text{con}}} \sqrt{\frac{1}{1 - \frac{C_{\text{d}}}{C_{\text{con}}}}}} \right), \]  
(5.21)

where \( l_{\text{seg}} \) is the length of an interconnect segment between two repeaters, assuming that crosstalk for each segment should be modeled separately because a small noise voltage at the input of a repeater is not transferred to its output. The optimal number of repeaters in the RLC regime is [18]

\[ k_{\text{opt}} = 0.95 R_e \sqrt{\frac{Z_{\text{con}}}{Z_{\text{d}}}}, \]  
(5.22)

which means that the resistance of each interconnect segment between two repeaters is

\[ r_{\text{seg}} = Z_{\text{con}} k_{\text{opt}} = 1.15 \sqrt{Z_{\text{con}} Z_{\text{d}}}. \]  
(5.23)

Duration of out-of-phase noise can, therefore, be written as

\[ t_{\text{out-phase}} = 5 R_e C_s \frac{W^2}{\omega} \left[ \frac{1 + \frac{C_{\text{d}}}{C_s}}{1 + \frac{C_{\text{d}}}{1.88 C_s}} \right] \]  
(5.24)

which can be approximated by

\[ t_{\text{out-phase}} = 0.65 R_e C_s (\omega_p)^2 \frac{W^2}{C_s^2}, \]  
(5.25)

with less than 3% error for most practical cases \((0.3 < \omega_p^2 C_s < 3)\). The open-ended out-of-phase noise voltage is

\[ V_0 = \frac{Z_{\text{d}} V_{\text{out}}}{Z_{\text{d}} + R_e} e^{-\frac{x}{2 Z_{\text{d}}}}. \]  
(5.26)

Assuming that optimal repeaters are used, the driver resistance is [18]

\[ R_e = \frac{R_{\text{opt}}}{h_{\text{opt}}} = \sqrt{Z_{\text{d}} Z_{\text{con}}}, \]  
(5.27)
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By substituting (5.23) and (5.27) in (5.26), the open-ended noise voltage can be written as

$$V_{\text{open}} = \frac{1}{1 + \frac{1}{1.15} \left( \frac{Z_{\text{mis}}}{Z_{\text{eff}}} \right)^{0.525}} \exp\left(-0.525 \frac{Z_{\text{mis}}}{Z_{\text{eff}}} \right).$$  (5.28)

which is approximately equal to

$$V_{\text{open}} = 0.245 V_{\text{dd}},$$  (5.29)

with less than 4% error. The load capacitance is charged with the time-constant of $Z_{\text{c}} C_{L}$, and the peak noise voltage considering the load capacitance is, therefore,

$$V_p = V_{\text{open}} \left(1 - \exp\left(-\frac{t_{\text{test}}}{Z_{\text{eff}} C_{L}} \right)\right),$$  (5.30)

which can be rewritten as

$$V_p = 0.245 V_{\text{dd}} \left[1 - \exp\left(-0.845 \frac{C_{\text{mis}}}{C_{L}} W^2 \right) \right].$$  (5.31)

Equation (5.31) shows that the peak crosstalk voltage is small (less than $0.14 V_{\text{dd}}$ for $c_{\text{mis}}/C_{L} = 1$ and less than $0.17 V_{\text{dd}}$ for $c_{\text{mis}}/C_{L} = 2$), and constant for all generations of technology if the optimal wire width is used.

5.4 Optimal Metal Thickness and Spacing

In Sections 5.2 and 5.3, the optimal wire width and the optimal spacing ratio are determined. The optimal values for the metal and dielectric thicknesses and the total spacing between interconnects ($S_T = 2S_p + S_d$) are yet to be identified. A thin inter-level dielectric results in a large capacitance to orthogonal lines, $C_{\text{orth}}$, which makes the optimal wire width large, and therefore, reduces the data flux density. A large $C_{\text{orth}}$ also makes the
difference between common and differential mode propagation speeds large that increases the peak and duration of out-of-phase crosstalk as (5.25) and (5.31) show. On the other hand, a thick inter-level dielectric is not technologically feasible because it requires vias with very large aspect ratios. Hence, for this analysis, it is assumed that the inter-level dielectric thickness is equal to the wire width. A slight change in the value of inter-level dielectric thickness has a small impact on the results of this section.

Metal thickness and the total spacing between interconnects are the two parameters that are left to be optimized. Since in all cases, it is assumed that the optimal wire width is used, the normalized metal thickness and total spacing values with respect to the wire width are considered, and the impact of $T/W$ and $S_T/W$ ratios on three key parameters, latency, data flux density and energy per bit, is studied.

By using the optimal wire width, interconnect latency remains equal to $1.33 \text{ToF}$. Time-of-flight, however, slightly changes for different $T/W$ and $S_T/W$ ratios because the capacitive loading caused by orthogonal lines ($C_{	ext{cap}}/C_p$) depends on $T/W$ and $S_T/W$ ratios. Figure 5.12 shows the latency of a 10mm-long interconnect versus $S_T/W$ ratio for metal thicknesses of 0.5, 1, 2, and 3 times $W_{	ext{sec}}$. 
Figure 5.12: Interconnect latency versus total spacing for the four aspect ratios of 0.5, 1, 2, and 3. The total spacing ($S_T = S_p + 2S_a$) is normalized to the wire width, and it is assumed that the optimal spacing ratio ($S_w/S_a = 0.45$) and the optimal wire width are used.

Figure 5.12 shows that as the spacing between interconnects decreases or metal thickness increases, the interconnect latency becomes smaller. The reason is that the wave propagation speed increases as $c_{int}/c_d$ ratio decreases as (5.7) shows. The variation in latency, however, is not large. For instance, increasing $T/W$ from 1 to 3 at $S_y/W=1$, results in only 13% reduction in latency.

The data flux density for the same interconnect is plotted in Figure 5.13 versus the total spacing for four different aspect ratios. For each aspect ratio, as the spacing between interconnects decreases, the optimal wire width increases because of larger capacitance per unit length which increases the geometry factor. For each aspect ratio, therefore, there
is a spacing which maximizes the data flux density. The curves, however, are flat around the peak values, which suggest using super- or sub-optimal values if necessary.

![Diagram](image)

Figure 5.13: Data flux density versus total spacing for the aspect ratios of 0.5, 1, 2, and 3. Interconnects are 10mm long and are implemented at the 45 nm technology node.

Energy per bit is also plotted in Figure 5.14 which shows that as the spacing between interconnects decreases or the aspect ratio increases, the energy per bit increases rapidly. For instance, for the unity aspect ratio, reducing the $S/W$ ratio increases the energy per bit by 41%, while increases the data flux density by only 9%. This shows that a super-optimal spacing is more energy efficient. To identify the spacing which offers the best trade-off between the data flux density and the energy per bit, the data flux density-reciprocal energy per bit product is plotted versus the total spacing for four aspect ratios in Figure 5.15. It can be seen that the peak values for $\Phi_0/E_b$ for different aspect ratios are
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about the same. However, the total spacing at which $\Phi_{b}/E_{n}$ attains its maximum is larger for larger aspect ratios. Hence, to have a good trade-off between data flex density and energy per bit, a larger spacing should be used for larger aspect ratios. The spacing which results in maximum $\Phi_{b}/E_{n}$ is plotted versus the aspect ratio in Figure 5.16 from which it can be acquired that the energy-efficient spacing can be approximately written as

$$S_{T-E_{n}} = 2 + \frac{T}{W}$$  \hspace{1cm} (5.32)

Figure 5.14: Energy per bit versus total spacing between interconnects for the aspect ratios of 0.5, 1, 2, and 3. Interconnects are assumed to be 10 mm long.
Figure 5.15: Data flux density-reciprocal energy per bit product versus total spacing between interconnects for aspect ratios of 0.5, 1, 2, and 3. Interconnects are 10nm long and are implemented at the 45nm technology node.

Figure 5.16: The energy efficient spacing versus aspect ratio. The energy efficient spacing, which maximizes $\Phi_d / E_d$, increases as the aspect ratio increases.
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It should be noted that by using a larger aspect ratio, a larger data flux density can be achieved at the price of a larger energy per bit. For instance, by using an aspect ratio of 3 instead of 1, data flux density increases by 24% and energy per bit increases by the same percentage. Hence, for high-performance applications, a larger aspect ratio can be used while for low-power applications, a smaller aspect ratio is more appropriate.

5.5 Conclusions

Compact physical models for the delay and crosstalk of on-chip co-planar transmission lines are used to optimize the design of global interconnects. For the case that there are two signal lines between power and ground lines, it is proven that the latency is minimized when the ratio of signal-ground spacing to signal-signal spacing is 0.45 independent of the interconnect aspect ratio or the absolute values of the spacing between interconnects. The optimal wire width is also identified that maximizes the data flux density-reciprocal latency product. The data flux density-reciprocal latency product is maximized so that the global interconnects can transfer as many bits as possible with low latency. The value of the optimal width is independent of the interconnect length and is determined by the resistivity of the metal, the intrinsic delay of the repeaters, and the wire geometry. Therefore, a unique optimal wire width can be used for virtually all global interconnects regardless of their lengths. Using the optimal wire width results in a 42% smaller latency, 30% smaller energy-per-bit, and 84% smaller repeater area at a cost of only a 14% decrease in data flux density, compared to using half the optimal wire width (sub-optimal design). On the other hand, using twice the optimal wire width (super-optimal design) results in only a 14% decrease in latency at the cost of a 35% decrease in
data flux density, compared to the optimal wire width design. By simultaneously using
the optimal spacing ratio and optimal wire width, the dynamic delay variation and
crosstalk are limited to 10% and 0.2V_{dd}, respectively. Finally, the trade-off between the
data flux density and energy per bit is presented which suggests using larger spacing
between interconnects for larger aspect ratios to maximize the data flux density-
reciprocal energy per bit product.

While in this chapter it is assumed that power and ground lines are wide enough to
isolate signal lines from far aggressors, the next chapter focuses on deriving compact
physical models for far inductive noise and its impact on the global interconnect
optimization.
Chapter 6

Multilevel Interconnect Crosstalk Modeling

6.1 Introduction

Rigorous models for the crosstalk of co-planar distributed RLC lines above orthogonal lines have been presented in Chapter 4. For these models, it has been assumed that power and ground lines are wide enough that they isolate signal lines from far lines. This assumption, however, may not be true if power and ground lines are not wide enough, and in fact, a large noise may be induced by far aggressors. In this chapter, new compact physical models for the total crosstalk of co-planar RLC lines are presented that consider near and far aggressors. Far aggressors that are two metal levels below the victim line also are taken into account.

In Section 6.2, the problem and the methodology of solving it are defined. Far inductive crosstalk is modeled in Section 6.3 for the case that aggressor and victim lines are identical. Impact of far aggressors that are not identical to a victim line is then modeled in Section 6.4. In Section 6.5, the noise voltage-time integral is introduced and the interconnect length at which this integral attains its maximum is identified. Superposition theorem is used in Section 6.6 to calculate crosstalk noise when a victim line is attacked by near and far lines simultaneously. An integrated crosstalk model is proposed in Section 6.7 to calculate the crosstalk noise voltage induced by virtually all
near and far aggressors. Finally, in Section 6.8 it is proved that the optimal wire dimensions make crosstalk small and constant in various technology generations.

6.2 Methodology

Figure 6.1 shows a cross-sectional view of four top metal levels in a GSI chip. Wires in the top two metal levels are relatively thick and wide, and have prominent inductive effects. Hence, each signal line has a nearby power/ground line to have a nearby return path. Wires in lower metal levels are more resistive, and, therefore, not every signal line has a nearby power/ground line.

![Cross-sectional view of 4 top metal levels](image)

Figure 6.1: A cross-sectional view of 4 top metal levels. Top two levels are relatively fat and due to inductive effects each signal line has a nearby power/ground line as a return path. The spaces between signal and ground lines are 0.45 times smaller than signal to signal spaces to reduce crosstalk and minimize worst-case delay.

A victim line on the top most level can be affected by three types of aggressors, (1) a nearby aggressor, (2) far aggressors is the same metal level, and (3) far aggressors that are two metal levels below the victim line. The near aggressor is inductively and capacitively coupled to the victim line whereas far aggressors are only inductively
coupled to the victim line. Aggressors that are within the same metal level as the victim line have the same inductance, capacitance, and resistance per unit length as the victim line does. Far aggressors in a lower metal level, however, have different resistance, inductance, and capacitance values compared with the victim line. Hence, the impact of different kinds of aggressors can be quite different. The mutual inductance between the victim and orthogonal lines is zero; therefore, they do not contribute to noise. One way of solving this complicated problem is to solve the set of differential equations described by

$$\frac{\partial^2}{\partial t^2} [V(x,t)] = [L] [C] \frac{\partial^2}{\partial t^2} [V(x,t)] + [R] [C] \frac{\partial}{\partial t} [V(x,t)],$$

(6.1)

where \([R], [L]\) and \([C]\) are resistance, inductance and capacitance matrices, respectively. Since, different aggressors have different characteristics, a direct analytical solution for (6.1) may not be feasible. A numerical solution can also be very time consuming, and offers little physical insight.

To find compact physical models for this problem, the near aggressor is ignored initially. Two cases are then solved. In the first case, a victim line is attacked by some aggressors that are identical to the victim. In the second case, a victim line is affected by aggressors that are not identical to the victim line. By using the superposition theorem, the total noise caused by all near and far aggressors is modeled.

6.3 Identical Victim and Aggressor Lines

In the case that far lines and a victim line are identical, far inductive noise is found by solving (6.1), where \([R]\) is substituted by scalar \(r\), the loop resistance per unit length of each line. The loop resistance includes the resistance of return paths which are the power
and ground lines. Since capacitance is a local effect, mutual capacitances between the far lines and the quiet line are negligible. The worst case crosstalk occurs when all far aggressors switch in phase, and therefore, the mutual capacitance between the far lines can be ignored, too. Hence, \([C]\) can be substituted by scalar \(c\), the distributed self capacitance of the lines (Figure 6.2).

![Diagram](image)

Figure 6.2: A quiet victim line is attacked by some far aggressors. It has been assumed that there is no nearby aggressor and far lines are inductively coupled to the victim line. The resistance and capacitance matrices can be substituted by scalar resistance and capacitance values.

By finding the eigen-vectors of the inductance matrix, the set of differential equations described by (6.1) can be decoupled. For the case that all aggressors switch in-phase (the worst case for crosstalk), the following two modes of propagation describe the system:

\[
V^* = \sum_{\text{All Aggressors}} \left( \frac{L}{l} \right)_i V + \sqrt{\sum_{\text{All Aggressors}} \left( \frac{L}{l} \right)_f V}, \tag{6.2}
\]

and

90
\[ V' = \sum_{\text{all aggressors}} \left( \frac{l_i}{l'_i} \right) \sqrt{\sum_{\text{all aggressors}} \frac{l_i^2}{l'_i^2} V'_i}, \]  

(6.3)

where \( l_{ij} \) is the mutual inductance between the victim line and the \( j^{th} \) aggressor, \( l_i \) is the self inductance of lines, \( V_i \) is the voltage of the \( i^{th} \) aggressor, and \( V \) is the voltage of the victim line. In the two-line case, the plus mode represents the aggressor and victim lines switching in the same direction, and the minus mode represents switching in opposite directions. The equivalent inductance and capacitance per unit length for each mode are given by

\[ l'_i = l_i + \sqrt{\sum_{\text{all aggressors}} l_i^2} ; \quad c' = c, \]  

(6.4)

and

\[ l'_i = l_i - \sqrt{\sum_{\text{all aggressors}} l_i^2} ; \quad c' = c. \]  

(6.5)

The propagation speed for the plus and minus modes is given by

\[ v = \frac{1}{\sqrt{\varepsilon}}, \]  

(6.6)

where \( l \) is the equivalent inductance per unit length corresponding to each mode. Voltage of each mode can be solved by either exact or low-loss approximate solutions for distributed RLC lines [26]. Low-loss approximation is used here because it results in simple expressions that are insightful. The error is also small, especially for the peak noise voltage. The differential equation for a single RLC line in Laplace domain is

\[ \frac{d^2}{dx^2} V(x,s) = V(x,s) f c_s^2 \left( 1 + \frac{r}{s} \right), \]  

(6.7)

and the solution of (6.7) for an infinite long line is
\[ V_{ad}(x,s) = V_u(s) \frac{Z(s)}{Z(s) + R_v} e^{-\alpha |s|/2}, \]  \tag{6.8} 

where \( R_v \) is the driver resistance, \( V_u \) is the input voltage, and \( Z(s) \) is the lossy characteristic impedance defined as

\[ Z(s) = Z_0 \sqrt{\frac{s + r \sqrt{l}}{s}}, \]  \tag{6.9} 

where the loss-less characteristic impedance is \( Z_0 = \sqrt{\frac{l}{c}} \).

Assuming that

\[ \left| \frac{r}{|s|} \right| \ll 1, \]  \tag{6.10} 

which is the low-loss approximation, (6.8) can be approximated by

\[ V_{ad}(x,s) = V_u(s) \frac{Z_0}{Z_0 + R_v} e^{-\alpha |s|/2}, \]  \tag{6.11} 

and for a step input, (6.11) in time domain can be written as

\[ V_{ad}(x,t) = \frac{Z_0 V_u}{Z_0 + R_v} e^{-\alpha t/2} e^{-\sqrt{\alpha l} + x}/2, \]  \tag{6.12} 

which is the low-loss approximate solution for a single distributed RLC line. Note that even for lossy lines (6.10) is valid at high frequencies \((s = j\omega)\), which means that the low-loss approximation accurately describes the voltage of the line for \( t = x\sqrt{c} \). As it will be shown, the peak noise occurs at a time close to the time-of-flight (ToF). The low-loss approximation can, therefore, accurately model the peak noise voltage. For a further accurate analysis, one can use the rigorous solution for a single RLC line.

Voltage of the victim line can be written in terms of the two modes as
\[ V_{\text{in}} = (V^+ - V^-) \sqrt{\sum_{\text{all aggressors}} \left( \frac{L_i}{L} \right)^2}. \]

(6.13)

As (6.4) and (6.5) show, the minus mode has a smaller equivalent inductance. Hence, the propagation speed of the minus mode is larger, and as (6.13) shows, an out-of-phase noise appears at the end of the victim line. Assuming that aggressors are excited by step inputs and using the low-loss approximation, the noise voltage at the end of a quiet victim line is

\[ V_{\text{noise}}(t) = \frac{\sum_{\text{all aggressors}} l_i}{\sqrt{\sum_{\text{all aggressors}} l_i^2 L_i + Z_{\text{line}} V_{\text{in}}}} e^{-\frac{t}{T_{\text{off}}}}, \]

(6.14)

for \( t < \sqrt{\sum_{\text{all aggressors}} l_i^2 L_i}, \) which is the time that the minus mode has arrived at the end of victim line and the plus mode has not arrived yet. For \( t > \sqrt{\sum_{\text{all aggressors}} l_i^2 L_i}, \) the plus and minus modes cancel. Impact of each other and the noise voltage can be ignored. \( V_{\text{in}} \) in (6.14) is the input voltage of the aggressor lines and \( \xi \) is the length of interconnects. If aggressors switch from logic 0 to 1, \( V_{\text{in}} \) is \( +V_{\text{dd}} \) and if they switch from logic 1 to 0 it is \(-V_{\text{dd}}\). The noise duration is

\[ t_n = \frac{\xi}{V^+ - V^-} = \left( T_{\text{off}} \right)^{-1} \sqrt{\sum_{\text{all aggressors}} \left( \frac{l_i}{L_i} \right)^2}, \]

(6.15)

where \( T_{\text{off}} \) is the time-of-flight. In the case that there is a large capacitance at the end of the victim line, the load capacitance is charged through the characteristic impedance of the line, and the noise voltage is

\[ V_{\text{noise}} = \begin{cases} V_{\text{in}} (1 - e^{-t/Z_0 C_{\text{cap}}}) & t \leq t_n, \\ V_{\text{in}} (1 - e^{-t/Z_0 C_{\text{cap}}}) e^{-t/Z_0 C_{\text{cap}}} & t > t_n, \end{cases} \]

(6.16)
where $V_{\text{open}}$ is given by (6.14). As an example, the induced noise on a middle quiet line is plotted versus time in Figure 6.3 when all signal lines are shielded from both sides by power/ground lines. All inductance and capacitance values are extracted by RAPHAEL [17].

![Graph showing Far Inductive Noise, $V_e/V_d$](image)

Figure 6.3: The induced noise on the quiet line when all signal lines are shielded by two power/ground lines. HSPICE simulations are compared with compact models for different load capacitances. The input of the aggressors is a positive step voltage, $v_{\text{A}}(t)$.

Equation (6.14) shows that the peak noise voltage of an open-ended line is independent of the absolute values of the inductive couplings. This means that if all mutual couplings are made smaller by the same factor, e.g. by making power/ground lines wider, the peak noise does not change. The reason is that the aggressor and victim lines are identical, and their natural frequencies are the same. Hence, the aggressors and
the victim line resonate, and even a very weak coupling can cause a considerable noise voltage. This is explained in more detailed in Appendix B. Figure 6.4 shows noise voltage and duration versus ground line width for the structure shown in Figure 6.3. Making ground lines wider and not changing other dimensions reduces all mutual inductances almost equally.

![Figure 6.4: The peak and duration of far inductive noise versus the ground line width for the structure shown in Figure 6.3. Increasing ground line width reduces all mutual inductances approximately by the same ratio. The peak noise of an open-ended line is independent of ground line width.](image)

6.4 Non-Identical Victim and Aggressor Lines

Equations (6.14) and (6.15) do not hold if aggressors and a quiet line have different capacitance and inductance values. In this case, far aggressors can be modeled by the single low-loss RLC line model given by
where \( l_f \) and \( g_f \) are the far lines' inductance and capacitance per unit length, respectively, \( Z_{gf} \) is the far lines' characteristic impedance, and \( u(t) \) is a unit step function. This is based on a loosely coupled assumption that the impact of the quiet line on the aggressors can be neglected [36]. If the coupling between the aggressors is not negligible, their common mode can be used. The differential equation for the victim line is given by

\[
\frac{\partial^2 V(x,t)}{\partial t^2} = i_c \frac{\partial^2 V(x,t)}{\partial x^2} + r_c \frac{\partial V(x,t)}{\partial t} + \sum_{\text{Aggressors}} i_{c_f} \frac{\partial V_f(x,t)}{\partial t},
\]

where \( r_c, L_c \) and \( C_c \) are resistance, inductance and capacitance per unit length of the victim line, respectively. The voltage at the end of the victim line for \( x \sqrt{L_c} \leq x < x \sqrt{L_f} \) is

\[
V_{\text{victim-end}}(t) = -\frac{2Z_{gf} V_{\text{at-end}}}{Z_{gf} + R_v} \sum_{\text{Aggressors}} \frac{i_{c_f} \gamma_{c_f}}{i_{c_f} - i_{c_f} \epsilon_{c_f} - i_{c_f} \epsilon_{c_f}} \left[ \frac{\gamma_{c_f} \epsilon_{c_f} - \gamma_{c_f} \epsilon_{c_f}}{\gamma_{c_f} \epsilon_{c_f} - \gamma_{c_f} \epsilon_{c_f}} \right] + \frac{t - \frac{1}{2} \epsilon_{c_f} - \frac{1}{2} \epsilon_{c_f}}{t - \frac{1}{2} \epsilon_{c_f} - \frac{1}{2} \epsilon_{c_f}} \exp\left(-\frac{R_v L_v}{2Z_{gf}} \right).
\]

and at all other times is approximately zero. In most cases, the two exponents inside the bracket are close to each other, and (6.19) can be approximated by

\[
V_{\text{victim-end}}(t) = -\frac{2Z_{gf} V_{\text{at-end}}}{Z_{gf} + R_v} \sum_{\text{Aggressors}} \frac{i_{c_f} \gamma_{c_f}}{i_{c_f} - i_{c_f} \epsilon_{c_f} - i_{c_f} \epsilon_{c_f}} \left[ \exp\left(-\frac{R_v L_v}{2Z_{gf}} \right) \right].
\]

By substituting (6.20) in (6.16), the peak noise voltage can be found when there is a load capacitance. An example of this case is when a victim line that is shielded from both sides is attacked by aggressors that are shielded only from one side. The noise voltage at the end of the victim line is plotted versus time in Figure 6.5 wherein HSPICE simulations verify compact expressions.
Unlike the previous case, the induced noise in the victim line travels faster or slower than the signal in aggressors, and far and victim lines do not resonate. The peak noise of an open-ended line is, therefore, proportional to the total mutual inductance, and the noise duration is independent of the mutual couplings.

It should be noted that using the loosely coupled assumption for the identical victim and aggressor lines results in an impulse function in the solution. The reason is that for the identical lines, aggressor and victim lines resonate and ignoring the impact of the victim line on aggressors makes the solution unrealistic. Hence, the solutions that are presented for identical and non-identical lines cannot be used interchangeably.

Figure 6.5: The induced noise at the end of a quiet line for three different load capacitances. HSPICE simulations are compared with compact models. $S_2$ and $S_m$ are optimized so that the worst-case delay is minimized.
Another application for (6.20) is when a quiet line is attacked by far lines which are two metal levels below the victim line. Lines in lower metal levels usually have a smaller cross-sectional area and are more resistive. Number of signal lines between power/ground lines is typically larger than that of the top most metal level. Having more than two signal lines between power/ground lines makes it more difficult to model far lines in lower metal levels because different signal lines have different inductance values based on their distance from power/ground lines. The worst case far inductive noise occurs when all aggressors switch simultaneously in the same direction because if one of them switches in an opposite direction it cancels the impact of others. Since far lines that are surrounded by power/ground lines are highly coupled, both inductively and capacitively, their voltages are close as they switch, and therefore with a good approximation, all of them can be modeled by a single equivalent line. The equivalent line’s capacitance is equal to the total capacitance of the lines to lower and upper orthogonal lines and power/ground lines. The inductance and resistance of the equivalent line is the inductance and resistance of the lines in parallel.
Figure 6.6: Voltage at the end of a quiet victim line when it is affected by either three or five far aggressors that are two metal levels below the victim line. Line resistance for the two top levels is 45 $\Omega$/cm and for the lower metal levels is 90 $\Omega$/cm. The parameters with index of "y" correspond to the victim line, and the parameters with index of "a" correspond to the aggressors.

The above mentioned method is verified against HSPICE simulations in Figure 6.6 where a quiet victim line is attacked by either three or five far aggressors. Although there is a larger mutual coupling between the aggressors and the victim line in the five-aggressor case, the peak noise voltage for the five-aggressor case is smaller. The reason is that the $I_a r_e s$ term in (6.20) for the three-aggressor case is smaller than that of the five aggressor case. A simple physical interpretation is that the natural frequencies of the aggressors and the victim are closer in the three-aggressor case, and the aggressors and the victim line are closer to resonance.
In both cases, the errors in the peak and duration of noise are less than 10% and 18%, respectively. It should be noted that there is a narrow noise pulse in the noise graph obtained by the HSPICE simulations for the five-aggressor case that is not predicted by the compact expressions. This is because of the fact that the far aggressors have been modeled with a single equivalent line assuming that they have equal currents. However, in reality, their currents are slightly different and that causes the narrow noise pulse. Since this noise pulse is very narrow, it is filtered out by the load capacitance and can be neglected.

6.5 Noise Voltage-Time Integral

Both peak and duration of noise are important because even a large noise voltage with a very small duration cannot cause false switching and it will be filtered out by the load capacitance. The noise voltage-time integral can be, therefore, defined as a figure of merit. Using (6.16), it can be shown that the noise voltage-time integral is

$$\int V_n(t)dt = V_{\text{eq}}/\tau_{\text{eq}},$$

(6.21)

which is independent of the load capacitance. For both identical and non-identical line cases, (6.21) is equal to

$$\int V_n(t)dt = \frac{2Z_{cl}}{Z_{eq} + R_v} \sum_{\text{Aggressors}} I_{cl} \int V_{\text{eq}} e^{-t/\tau_{\text{eq}}},$$

(6.22)

It should be noted that for the case that lines are identical parameters corresponding to the victim and far lines are equal. By taking the derivative of (6.22) with respect to interconnect length, the length at which the noise voltage-time integral attains its
maximum can be identified. The noise voltage-time is maximized when interconnect resistance is equal to twice characteristic impedance:

\[ r\ell = 2Z_0. \]  \hfill (6.23)

It is therefore imperative to avoid interconnect lengths close to \( 2Z_0/r \) (Figure 6.7).

Knowing this fact can be especially useful for repeater insertion algorithms.

Figure 6.7: Noise voltage-time integral versus interconnect length. \( V_{dd} \) is assumed to be 1V. The value of this integral is independent of the load capacitance.
6.6 Near and Far Aggressors

When a victim line is affected by both near and far aggressors, total crosstalk can be found by using superposition theorem. The following subsections show how models that are derived in the previous sections can be used to find total crosstalk caused by near and far aggressors. First, the crosstalk induced by intra-level aggressors is modeled, and later, the impact of inter-level far lines is modeled.

6.6.1 Near and Intra-Level Far Aggressors

To use the superposition theorem, crosstalk should be modeled for two cases: far lines switch and the adjacent line stays quiet, and vice versa.

Far Lines Switch and The Near Line Stays Quiet

In this case, each two adjacent signal lines have equal voltages, and can be treated as a single line. The equivalent inductance of each pair is

$$l_r = \left( l_n + l_s \right)/2,$$  \hspace{1cm} (6.24)

and its equivalent capacitance is

$$c_r = 2c_k + 2c_{ork},$$ \hspace{1cm} (6.25)

where $l_n$ is the mutual inductance between each two adjacent signal lines, $c_k$ is the capacitance between a signal line and its adjacent power/ground line, and $c_{ork}$ is the capacitance to lower orthogonal lines. The equivalent driver resistance and line resistance are $R_d/2$ and $r/2$, respectively. The voltage induced on the victim line can be found by the rigorous solution found in Section 6.3 as
\[ V_{\text{f-inverter}} = V_{\text{ideal}}(c_{i,n} = I_{r,n}, I = I_{n}, c = c_{e}, R_n = R_n/2, r = r/2) \]

where \( I_{r,n} \) is the mutual inductance between the \( i \)-th pair of far aggressors and the victim-near aggressor pair and its value can be written as

\[ I = (I_{r1} + I_{r3} + I_{q1} + I_{q3})/2. \]

The results are verified against HSPICE simulations and plotted in Figure 6.8.
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Figure 6.8: Noise voltage at the end of a quiet victim line when intra-level far lines switch upward and a near aggressor stays quiet.
The Near Line Switches and Far Lines Stay Quiet

In this case, although the far aggressors are quiet, they cannot be neglected because the far and near aggressors are identical, and they hence resonate. This means that as the near aggressor switches, a considerable current is induced in the far aggressors, which in turn, can affect the noise voltage in the victim line.

This case can be solved by superposition of in-phase and anti-phase switching of the victim line and the near aggressor. For the in-phase switching case, voltage of each two adjacent lines are equal, and they can be treated as a single line. Likewise, using (6.13), the voltage of the victim line can be calculated as

\[ V_{\text{vnl}}(t) = -\frac{Z_{\text{af}}}{R_n/2 + Z_{\text{af}}} V_{N \leftarrow N} \left[ e^{\frac{ut}{2Z_{\text{af}}}} \left( \frac{1}{2} \left( \frac{1}{R_n} + \sqrt{\sum_{\text{Far lines}} \frac{l_{af}}{\text{Far lines}}} \right) \right) + e^{-\frac{ut}{2Z_{\text{af}}}} \left( \frac{1}{2} \left( \frac{1}{R_n} - \sqrt{\sum_{\text{Far lines}} \frac{l_{af}}{\text{Far lines}}} \right) \right) \right]. \]  

For the anti-phase switching case, far lines can be ignored because they receive a negligible magnetic flux change, and no current is induced in them to affect the victim line. In this manner, the voltage at the end of the victim line is

\[ V_{\text{af}}(t) = -\frac{Z_{\text{af}}}{R_n + Z_{\text{af}}} V_{N \leftarrow N} \left[ e^{\frac{ut}{2Z_{\text{af}}}} \left( \frac{1}{2} \left( \frac{1}{R_n} - \sqrt{\sum_{\text{Far lines}} \frac{l_{af}}{\text{Far lines}}} \right) \right) \right], \]

where

\[ l_{af} = l_a - l_n, \]  

and

\[ c_{af} = c_a + c_{n \leftarrow n} + 2c_n. \]

The induced voltage on the victim line when the nearby aggressor switches and far lines are quiet is
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\[ V_{\text{near}} = V_{\text{ref}}(t) + V_{df}(t), \]  

(6.32)

which is verified in Figure 6.9.

Figure 6.9: Noise voltage at the end of a quiet victim line when intra-level far lines are quiet and a near aggressor switches upward.

Both Near and Far Lines Switch

By adding (6.26) and (6.32), the total noise caused by near and far aggressors can be found. Figure 6.10 shows noise voltage at the end of a quiet victim line when all aggressors switch from low to high exactly at the same time. This might happen if all lines are synchronized by a clock. Otherwise, there might be a phase shift between different drivers. Also, they may switch in different directions. Hence, Figure 6.10 does not show the worst case crosstalk. The worst case scenario is when far aggressors switch
in the opposite direction that the near aggressor switches with a time shift larger than the pulse width of the noise caused by far lines. Hence, the worst case peak noise voltage and its duration are

\[
V_{\text{peak}} = V_{\text{dc}} \left( \sum_{\text{near}} \frac{i_n}{Z_{\text{ny}}} + 1 \right) \frac{Z_{\text{yy}}}{Z_{\text{tn}} + Z_{\text{ty}}} \left( 1 - e^{-\frac{t_{\text{ts}}}{R_{\text{tn}} + Z_{\text{tn}}}} \right) - \frac{Z_{\text{yy}}}{R_{\text{ty}}} - \frac{t_{\text{ts}}}{R_{\text{ty}} + Z_{\text{ty}}},
\]

(6.33)

and

\[
t_{\text{peak}} = \frac{T_{\text{dCE}}}{} \sqrt{\sum_{\text{near}} \left( \frac{i_n}{f_n} \right)^2}.
\]

(6.34)

Figure 6.10: Noise voltage at the end of a quiet victim line when all intra-level near and far aggressors switch simultaneously.
6.6.2 Near and Inter-Level Far Aggressors

The same methodology can be used for the far lines which are two metal levels below the victim line. The noise voltage when far lines switch and the near line is quiet can be found by the models derived in Section 6.4. The victim and near aggressor have equal voltages and their common mode can be used to find the noise caused by intra-level far lines as

\[ V_{f-intern} = V_{near-intern}(t, i_n, l_n = i_f, l_f = c_p, l_f = i_eq, c_f = c_{eq}). \]  

(6.35)

To find the noise voltage when the near aggressor switches and far lines stay quiet, impact of far lines can be ignored because the inductances and capacitances of victim and far lines are different and they do not resonate. This makes the analysis simpler. The noise voltage caused by a near aggressor is

\[ V_{near}(t) = \frac{Z_{com}}{R_e + Z_{com}} V_{near} e^{-\frac{t}{\tau_{com}}} \left[ u(t - \ell_{com}) \right] - \frac{Z_{eq}}{R_e + Z_{eq}} V_{near} e^{-\frac{t}{\tau_{eq}}} \left[ u(t - \ell_{eq}) \right], \]

(6.36)

where

\[ l_{com} = l_e + l_{com}, \]  

(6.37)

and

\[ c_{com} = c_e + c_{com}. \]  

(6.38)

Total noise when both near and intra-level far aggressors switch is equal to the summation of (6.35) and (6.36), which is verified in Figure 6.11.
Figure 6.11: Noise voltage at the end of quiet victim line when near and intra-level far aggressors switch simultaneously. Line resistance for the two top levels is 45 Ω/cm and for the lower metal levels is 90 Ω/cm. The parameters with index of “n” correspond to the victim line and the parameters with index of “a” correspond to the aggressors.

6.7 Integrated Crosstalk Model

The results found in the previous section can be incorporated into an integrated expression for crosstalk caused by all near, intra- and inter-level far aggressors given by

\[ V_{\text{total}} = V_{f-\text{int-level}} (t - t_{f-\text{int-level}}) + \left( V_{\text{co}} (t - t_{\text{near}}) + V_{\text{df}} (t - t_{\text{near}}) + V_{f-\text{intr-level}} (t - t_{f-\text{int-level}}) \right) \]  \hspace{1cm} (6.39)

where \( t_{\text{int-level}}, t_{\text{int-level}} \) and \( t_{\text{near}} \) are times at which different sets of aggressors switch. If there is a large load capacitance at the end of the victim line, the \( RC \) charge-up equation should be used for each time period that the open-ended noise voltage is constant to find the peak noise voltage.
The integrated model is compared against HSPICE simulations in Figure 6.12 where noise at the end of a victim line is plotted versus time. This graph shows the worst case scenario for crosstalk when all aggressors are affecting the victim line constructively. The worst case is when far aggressors switch anti-phase compared to the near aggressor. Also, as Figure 6.8 and Figure 6.9 show, the intra-level far aggressors and the near aggressor constructively affect the victim line if the intra-level far aggressors switch 20 ps (far noise duration in this example) later than the near aggressor.

![Diagram](image)

**Figure 6.12**: Total noise caused by near, far intra- and inter-level aggressors. Far Lines switch in the opposite direction and intra-level far aggressors switch 20 ps (the duration of intra-level far noise in this example) after near and inter-level far aggressors. This shows the worst case scenario for crosstalk.

Figure 6.12 shows that far aggressors can cause a prohibitively large crosstalk. The major way to decrease crosstalk is to avoid very small line resistance. For instance, for
the case shown in Figure 6.12, by increasing resistance per unit length from 45 $\Omega$/cm ($W=T=2.7\mu m$) to 270 $\Omega$/cm ($W=T=1.1\mu m$), the peak crosstalk voltage reduces from 0.8V$_{pp}$ to 0.25V$_{pp}$. Increasing line resistance, however, increases interconnect latency. Hence, there is a trade-off between crosstalk and latency. Figure 6.13 has plotted crosstalk and latency versus line resistance for the same structure shown in Figure 6.12.

Inserting repeaters is an alternative way to reduce crosstalk and avoid large latency. This is shown in Figure 6.14 where the worst-case crosstalk and latency are plotted versus line resistance assuming that optimal repeaters are inserted [18]. Latency increases with line resistance more slowly compared to the latency of non-buffered interconnects shown in Figure 6.13.

![Graph](image)

Figure 6.13: Worst case noise voltage and interconnect latency versus resistance per unit length of interconnects in the top metal level. It has been assumed that interconnects in the two lower metal levels have a resistance per unit length two times larger than that of the top two metal levels.
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Figure 6.14: Worst case noise voltage and interconnect latency versus resistance per unit length of interconnects in the top metal level when optimal repeaters are used. All parameters are the same as those in Figure 6.13.

It is worthwhile to note that the peak crosstalk voltage for the no-repeater and optimal repeater cases are close as Figure 6.13 and Figure 6.14 show. The reason is that repeaters make interconnect segments shorter, and reduce the attenuation along the line. The open-ended crosstalk voltage, therefore, increases. The input capacitance of repeaters, however, filters the crosstalk noise. For the optimal repeater case, these two effects are equally important, and inserting repeaters does not change the peak crosstalk voltage considerably.
6.8 Impact of Wire Width Optimization

The compact crosstalk models show that crosstalk can be prohibitively large if resistance per unit length of interconnects is small. In Chapters 2 and 4, the optimal wire width has been identified that maximizes data flux density-reciprocal latency product. In Chapter 4, it is also shown that using optimal wire width makes the near crosstalk small and constant. In this section, the total crosstalk caused by near and far aggressors is calculated as a function of $W/W_{opt}$ to illustrate the impact of wire width optimization on crosstalk.

Using a similar method used in Chapter 4, the peak noise voltage can be written as

$$v_{\text{cmt}} = v_{\text{cm}} \left[ 0.39 \frac{\sum \Delta_{\text{res}} l_{p}}{\sum \Delta_{\text{res}} l_{n}} + 0.1 + 0.78 \frac{\sum \Delta_{\text{res}} l_{i}}{(l_{j_{m}} l_{i} + l_{j_{n}} l_{i})} \right] \left[ 1 - \exp \left( -3.39 \frac{W^{2}}{W_{opt}} \sqrt{\sum \Delta_{\text{res}} (l_{n} l_{i})} \right) \right].$$ (6.40)

Equation (6.40) is proved in Appendix C. The first bracket in (6.40) represents the open-ended noise voltage and is independent of wire width assuming that all cross-sectional dimensions scale proportionally. The second bracket represents the impact of input capacitance of repeaters. As wire width decreases, the length of each segment between two repeaters decreases; hence the noise duration decreases and the peak noise voltage becomes smaller.

Equation (6.40) proves that crosstalk remains constant in various technology generations if the ratio of wire width over the optimal wire width remains constant. Peak crosstalk voltage is plotted versus $W/W_{opt}$ ratio in Figure 6.15 for ground lines width of $W$, $2W$ and $3W$. It is evident that a $W/W_{opt}$ of larger than 1 can result in a substantially larger peak crosstalk voltage. It also shows that using wider ground line widths can slightly lower crosstalk. Hence, by using the optimal wire width for signal lines and twice of it for power/ground lines, crosstalk will always be limited to $0.25V_{dd}$. 
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The analysis presented in this section is independent of interconnect length because by optimal repeater insertion, the segment length between two repeaters is the same for interconnects with different lengths.

Figure 6.15: Normalized peak crosstalk voltage versus normalized wire width for three power/ground line widths. It has been assumed that optimal repeaters are inserted.
6.9 Conclusions

For the first time, compact physical models are derived for total noise caused by virtually all near and far aggressors. Far lines that are two metal levels below a victim line are also considered. Far inductive noise is modeled for two basic cases that aggressors and a victim line are identical or non-identical. For both cases it is shown that noise voltage-time integral is maximized when line resistance becomes equal to twice characteristic impedance of the lines, which can be quite useful for repeater insertion algorithms. Having the solutions for identical and non-identical lines and using superposition theorem, an integrated model is derived for total noise caused by all near and far aggressors. It is shown that the worst case scenario is when far aggressors switch anti-phase compared to a near aggressor. It is also shown that crosstalk can be prohibitively large if lines have a small resistance. Hence, there is a trade-off between latency and crosstalk. For instance, for 10 mm long interconnects it is shown that the worst case crosstalk can be reduced from $0.80V_{dd}$ to $0.25V_{dd}$ by increasing line resistance from 45 $\Omega/$cm to 270 $\Omega/$cm, which increases latency by 230% and 30% for no-repeater and optimal-repeater cases, respectively. Finally, it has been proved that by using optimal wire width for signal lines and twice of that for power/ground lines, crosstalk remains less than $0.25V_{dd}$ in all generations of technology.
Chapter 7

Chip-Package Co-Design

7.1 Introduction

Today’s chips and packages are so related that they can no longer be designed independently. Besides the important role of a package in providing mechanical support and facilitating heat removal, a package can enhance the electrical performance of a chip. Global power, clock and even signal interconnection can be partially pursued by package or printed wiring board (PWB) interconnects. Thick and wide wires that are available in a package or a PWB can add a new level to the hierarchy of GSI multi-level interconnection whereas implementing such a level on-chip can be prohibitively expensive. High quality low-loss transmission lines at the board level can be used for on-chip global signal interconnection if high-density low parasitics input/output interconnects are available. In this manner, the maximum interconnect latency decreases that results in a higher global clock frequency. Power and ground planes at the board or package level provide low impedance paths for power and ground distribution across the chip, and a sufficiently small IR drop can be achieved by using an adequate number of I/O pins. Clock can be distributed across the chip by the board-level electrical or optical interconnects to lower the clock jitter and skew or power dissipation [37, 38, 39].

In this chapter, it is shown how package can be optimally used to improve signal and power distribution. For signal interconnection, a partition length is identified which shows interconnects beyond which lengths should be “exterconnects,” (external
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interconnect), and for a case study, it is shown that the global clock frequency can be increased by 33% using 4 additional PWB levels and 1800 more I/O pads. For power distribution, the required number of I/O pins is calculated to have a reasonable IR drop.

7.2 Signal Interconnection through PWB

Because of nearby ground planes which exist off-chip, fat off-chip interconnects can be considered as low-loss transmission lines. Hence, if they are properly driven, their delay is time-of-flight (ToF), which is the smallest possible delay. A new packaging technology such as sea-of-leads (SoL); can provide high-density I/O pin arrays with negligible parasitics [40]. Such a packaging technology facilitates routing long global interconnects through the printed wiring board (PWB), and in this way, the performance of the system can be improved. The idea of taking advantage of high quality off-chip interconnects has also been suggested by [41] where it has been shown that the delay of long global off-chip interconnects (longer than 6 mm) is time-of-flight limited. However, no clear boundary has ever been defined between on-chip and off-chip interconnects to determine which nets should be routed off the chip. Likewise, the trade-off between the overall cost and performance improvement has not been evaluated. Off-chip interconnects have considerably lower wiring density (1/100-1/36 smaller than the typical on-chip interconnects) such that off-chip routing of global nets may require many layers. Hence, a careful partition is required between on-chip and off-chip interconnects to improve the performance at a reasonable cost.

In this section, an optimal partition between on-chip and off-chip interconnects is defined to achieve the highest performance with the minimum numbers of off-chip layers.
and I/O pads. In Section 7.2.1, the maximum on-chip wire length is found to achieve the highest possible global clock frequency. In Section 7.2.2, the cost of achieving the highest global clock frequency is estimated in terms of PWB layers and I/O pads for a projected microprocessor in year 2011.

7.2.1 Maximum On-Chip Interconnect Length to Achieve the Highest Performance

The global clock frequency of a system-on-a-chip is determined by the largest delay of synchronized interconnects. The global clock frequency is typically selected such that the largest global interconnect delay is 90% of the clock cycle. In this way, 10% variation in signal delays or clock frequency can be tolerated [8]. The lowest possible latency that can be achieved is the time-of-flight which is determined by the speed of light. Having ToF latency for long interconnects requires thick and wide interconnects. For example, for a 24 mm long interconnect, which is projected to be one edge of the chip at the 45 nm technology node, the metal and dielectric thicknesses of around 5 µm are needed to achieve ToF. Such thicknesses and widths are prohibitively large for on-chip interconnects. However, printed wiring board (PWB) wires usually have large cross-sectional areas, and therefore, if terminated properly, have ToF delay. If some of the long interconnects are routed externally through PWB "exterconnects", the maximum on-chip interconnect length reduces, and the maximum delay reduces. In this way, the global clock frequency can be improved. Use of more exterconnects results in a higher global clock frequency that can be achieved up to the point where the ToF delay of the longest exterconnect becomes dominant. If the maximum on-chip interconnect length decreases
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such that the maximum on-chip delay becomes equal to the ToF delay of the longest exterconnect, \( t_{\text{max}} \), the maximum possible global clock frequency is achieved. In Chapter 2 it is shown that the optimal wire width that maximizes the product of data flux density and reciprocal latency is the width at which interconnect latency becomes 1.33ToF. Hence, the maximum on-chip interconnect length can be found by solving

\[
1.33 \frac{l_{\text{tot}}}{c_t \sqrt{\varepsilon_{\text{on-chip}}}} = \frac{l_{\text{max}}}{c_t \sqrt{\varepsilon_{\text{PWB}}}},
\]

(7.1)

for

\[
l_{\text{tot}} = 0.75l_{\text{max}} \frac{\sqrt{\varepsilon_{\text{PWB}}}}{\sqrt{\varepsilon_{\text{on-chip}}}}.
\]

(7.2)

where \( \varepsilon_{\text{on-chip}} \) and \( \varepsilon_{\text{PWB}} \) are the relative permittivity of on-chip and on-board dielectrics, respectively. All interconnects for \( \ell_{\text{min}} < \ell < \ell_{\text{max}} \) should be on-PWB to have the highest global clock frequency. This method reveals the optimal partition between on-chip and off-chip interconnects for the global net distribution of a GSI chip and maximizes the global clock frequency without compromising the on-chip wiring density. Assuming that the dielectric constant at the board and chip levels are equal, by reducing the maximum on-chip length to \( \ell_{\text{tot}} \), the global clock frequency could be improved by 33%.

As shown in Chapter 3, because of on-board ground planes, exterconnect crosstalk is minimum, local and well known. Exterconnects have no overshoot problem, and, unlike on-chip interconnects, have very small delay variation. Typically, the thickness to width ratio \((T/W)\) of the off-chip wires is 0.2-0.6 as compared with on-chip interconnects that have \(T/W \geq 1\). Therefore, the capacitive coupling, \( \mathcal{Z}_c \) of the exterconnects is smaller than 118
that of the on-chip interconnects [11]. Consequently, exerconnect crosstalk is significantly lower.

7.2.2 Cost Estimation

By transferring all interconnects longer than the partition length to the board, the maximum possible global clock frequency can be achieved. The question that is yet to be answered is how many off-chip layers and I/O pads are needed. In other words, is it feasible to partition interconnects and exerconnects optimally?

7.2.2.1. Extracting the Wiring Distribution

Increasing the number of PWB layers and I/O pads is the cost of utilizing exerconnects. Estimating the number of off-chip layers and I/Os requires stochastic models for the global net length distribution. Using these models, the total length of all nets which should be routed by exerconnects can be found.

The ITRS projections for high performance microprocessors in the year 2011 are used [12]. Key parameters are summarized in Table 7.1. Using a stochastic net-length distribution model for heterogeneous systems [42], the global net density function, \( n(\ell) \) of the projected chip is found as shown in Figure 7.1. The total number of nets with length between \( \ell = a \) and \( \ell = b \) is

\[
I(a < \ell < b) = \int_a^b \hat{n}(\ell) d\ell. \tag{7.3}
\]

This stochastic model also specifies the net length distribution for each individual fan out separately.
Table 7.1: Key parameters for the projected microprocessor in the year 2011.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip Area</td>
<td>818mm²</td>
</tr>
<tr>
<td>Number of Gates</td>
<td>1080M</td>
</tr>
<tr>
<td>Memory Percentage</td>
<td>90%</td>
</tr>
<tr>
<td>Number of Mega cells</td>
<td>20</td>
</tr>
</tbody>
</table>

Figure 7.1: Net length distribution for the projected microprocessor in the year 2011.

Figure 7.2: A typical net with fan out 4.
Each net consists of one driver and several receivers as shown in Figure 7.2. Within each net, the farthest receiver has the largest delay. If no repeater is used, the capacitance of the whole net contributes to the delay of the farthest receiver. However, since many repeaters are often inserted along the net, the path between the driver and the farthest receiver is isolated from the capacitance of the branches. Therefore, the length of the wire connecting the driver to the farthest receiver determines the largest delay of each net. Calling this length "effective" net length, it is necessary to find the total net length versus the effective net length. Assuming that the nets are in the form of a tree shown in Figure 7.2, the length of each segment in the net can be found by

$$
\ell_{\text{seg}} = \frac{\ell_{\text{seg}}}{2(f.o.)} \tag{7.4}
$$

where f.o. is the fan-out of the net and $\ell_{\text{seg}}$ is the net length. It can be assumed that each terminal has an equal probability to be served as the driver. For instance, in the case shown in Figure 7.3, the fan out is four. For the driver terminals corresponding to a, b, or c terminals, the effective length of the net will be 5$\ell_{\text{seg}}$. If c or d terminals are the driver terminal, the effective length will be 4$\ell_{\text{seg}}$. In this way, 60% of all nets with a fan-out equal to four have the effective length of 5$\ell_{\text{seg}}$ and 40% of them have the effective length of 4$\ell_{\text{seg}}$. The same method can be applied to different fan-outs, and in this way, the effective net length density function, $L(\ell_{\text{ef}})$, can be obtained as shown in Figure 7.4. The total length of all nets having effective length between $\ell_{\text{ef}} = a$ and $\ell_{\text{ef}} = b$ can be found by

$$
\mathcal{L}(a < \ell_{\text{ef}} < b) = \int_a^b L(\ell_{\text{ef}})d\ell_{\text{ef}} \tag{7.5}
$$
The maximum effective net length is equal to twice the chip edge dimension.

\[ \ell_{\text{eff}} = 5\ell_{\text{seg}} \]

\[ \ell_{\text{eff}} = 4\ell_{\text{seg}} \]

Figure 7.3: The effective length depends on the location of the driver

Figure 7.4: Effective global net-length distribution for the projected SoC in the year 2011.
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7.2.2.2. Estimating the Required Area and I/O Pads

Having the effective global net-length distribution, the off-chip area required to route all on-chip interconnects longer than any maximum length can be found by

$$A_{o} = \frac{L_{t}(t_{o} > \tau_{m}) \times P_{o}}{e_{w}}$$  \hspace{1cm} (7.6)

where $P_{o}$ is the off-chip wire pitch, and $e_{w}$ is the wiring efficiency (assumed to be 0.5). The ITRS has projected wire pitch of 72 um for the printed wiring boards in the year 2011 [12].

In order to route exterconnects, additional I/O pads are required. Figure 7.5 shows the required number of pads versus maximum on-chip interconnect length in two cases. In the first case, all parts of the long nets are placed on board, and therefore, each net needs (f.o.+1) pads. In the second case, only long parts of the nets are routed through the PWB and the other parts remain on-chip. The second case requires fewer pads and also less off-chip area. Figure 7.6 shows these two cases more clearly.
Figure 7.5: The required number of pads versus the maximum on-chip interconnect length.

Figure 7.6: By transferring just the longest parts of the nets to PWB the required number of pads can be reduced.

7.2.2.3. Estimating Total PWB Area

After finding the off-chip area required for exterconnects, it is necessary to find the total number of layers that should be added to the PWB due to utilizing exterconnects. As
Figure 7.7 shows, three groups of PWB layers can be defined. The first group consists of power and ground layers. These layers distribute power and ground across the chip. The second group consists of PWB layers which route standard I/O pads to the other chips. These layers can be called the “escape” layers. Exterconnects are routed through the third group of PWB layers. The number of these layers can be found by using the required area in Section 7.2.2.1. The ground and power planes are also inserted between each two PWB layers and the number of them depends on the number of the other layers. The required number of layers to route the standard I/Os, however, depends on the number of exterconnect pads due to the via blockage that they cause. Hence, the number of escape layers should also be estimated considering the impact of exterconnects to find the total cost of utilizing exterconnects.

Figure 7.7: PWB layers are used for routing the standard I/Os to other chips, power and ground distribution, and exterconnects.

An algorithm to find the total number of PWB layers to route all I/O pads within the footprint of the package on the PWB has been developed [43]. A closed form expression, however, gives a better insight to the designers.
Ground and power I/Os are connected to the ground and power planes, while the standard signal I/Os should be routed to the outside area of the chip. To have a smaller via blockage for exterconnects, upper PWB layers are assigned for routing signal I/Os, and lower PWB layers are used to route exterconnects. Assuming that all pads are homogeneously distributed beneath the chip area, a closed-form model is developed to determine the number of escape layers.

Pad pitch, which is equal to the via pitch, is found as

$$P_p = \frac{\sqrt{A_{chp}}}{\sqrt{N_p}}$$  \hspace{1cm} (7.7)$$

where $N_p$ is the total number of pads, and $A_{chp}$ is the chip area. The number of wires that can be passed through each two adjacent vias, defined as lanes per channel is equal to (Figure 7.8)

$$N_l = \left\lfloor \frac{P_p - 2r_v - s}{w + s} \right\rfloor$$  \hspace{1cm} (7.8)$$

where $r_v$ is the radius of the via cross section, $w$ is the wire thickness, and $s$ is the minimum spacing between two wires or a wire and a via.

Figure 7.8: A channel with two lanes.
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Figure 7.9: A quadrant of the standard I/Os routed to the other chips through PWB. They can be routed either through two edges (left) or four edges (right). The dashed lines show the wires in the next layer.

Figure 7.9 shows a quadrant of the pad array. Since the three other quadrants are routed similarly, they are not shown in Figure 7.9. The open circles are used for either power and ground pads or exterconnects, and therefore, are not routed to the outside. Standard signal I/Os are routed through either two (left picture in Figure 7.9) or four (right picture in Figure 7.9) edges. The required numbers of layers in both cases are the same since the center row (the lowest row in Figure 7.9) determines the required number of layers. The number of PWB layers required to route the standard signal I/O pads can be found by

\[
N_{rc} = \frac{2}{\sqrt{N_{pad0}}}\sqrt{N_p} = \frac{N_{pad0}}{2N_p\sqrt{N_p}}, \tag{7.9}
\]
where $N_{\text{intra}}$ is the number of standard signal I/O pads. The numerator of the first fraction is the number of signal pad columns from center of the chip to an edge (5 columns in Figure 7.9), and the denominator represents the number of columns that can be routed in each FWB layer (2 column in Figure 7.9, where $N_l=1$).

The ITRS projects 1400 standard signal I/O pads for the year 2011 [12]. It is shown in [18] that by assigning more I/O pads for power and ground distribution, the IR drop and also the simultaneous switching noise will reduce considerably. Therefore, 4000 I/O pads are considered to distribute power supply and ground across the chip. The ITRS has also projected 36 $\mu$m for $w$ and $s$ in that year [12] (although some manufacturers have already reached this resolution [44]). Via cross-section radius is often twice the wire width [43]. Figure 7.10 shows the required number of PWB layers to route standard signal I/O pads versus the number of exterior pads. A small increase in the number of exterior pads does not change the number of lanes per channel, and due to a larger number of channels, the number of required escape layers decreases. Adding more than 2300 pads, however, decreases the number of lanes per channel from three to two, and therefore, as Figure 7.10 shows, there is a jump in the number of layers and one more layer is required.
Figure 7.10: The required number of PWB layers to route standard I/Os versus the number of exterconnect pads.

Increasing the number of pads also has an impact on the effective area of PWB layers used for exterconnects. Each pad needs one via to be connected to one of the PWB layers. This via blocks two wires on each layer that it passes through as shown in Figure 7.11. Again, the cross-section of each via passing through a layer is assumed to be twice the wire width. The blocked wires cannot be used when the distance between the vias is small [20]. Therefore, each row of passing vias wastes the space of two wires. Hence, the effective area of each layer is

\[ A_{\text{eff}} = \left(1 - \frac{2 \sqrt{N_v}}{A_{\text{via}} \sqrt{2}}\right) A_{\text{via}} = \left(1 - \frac{4 \sqrt{N_v}}{A_{\text{via}}}\right) A_{\text{via}} \quad (7.10) \]
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where $N_v$ is the number of passing vias. $\sqrt{N_v}$ represents the number of via rows and $\sqrt{A_{\text{chip}}/2w}$ is the total number of wires in x or y directions on each layer. For example, if 2000 vias pass through a PWB layer with a wire width of 36 $\mu$m and chip area of 817 $mm^2$, approximately 22% of that layer’s area is wasted. Having the required off-chip area and knowing the effective area of each PWB layer, the number of PWB layers to route exterconnects can be found.

![Figure 7.11: The via blockage.](image)

The total number of PWB layers versus the maximum on-chip interconnect length is shown in Figure 7.12. The power and ground layers are assumed to be inserted after every signal layer such that each layer has nearby ground planes. In the case of not using exterconnects, about 8 PWB layers are required ($\ell_{\text{max}} = 56 \, mm$). Reducing the maximum on-chip interconnect length to 42 $mm$, requires 12 PWB layers. This means that by adding 4 layers to the PWB, the maximum possible global clock frequency can be achieved, which is about 33% increase in the global clock frequency. It is worth while to note that even today, boards with more than 12 layers are manufactured [44].
Figure 7.12: Total number of PWB layers versus the maximum on-chip interconnect length. Four additional layers are required to achieve the highest global clock frequency.

Table 7.2 summarizes the results and shows the advantages and costs of the optimal partition between exterconnects and interconnects. Silicon area required for repeaters and also exterconnect drivers is estimated using the models given by [45] for the size of inverters. It is worth while to note that the area required for exterconnect drivers is less than the saved repeater area. The required area for electrostatic discharge (ESD) protection circuits is estimated by using the model given in [46]. It has been projected that the size of ESD circuits scales down with $s^{1/2}$, where $s$ is the channel length scaling factor.
Table 7.2: Costs and advantages of optimal partition between interconnects and exterconnects.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>No Exterconnect</th>
<th>Optimal Partition between Interconnects &amp; Exterconnects</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-Chip Wire Width</td>
<td>0.85um</td>
<td>0.85um</td>
</tr>
<tr>
<td>Maximum On-Chip Interconnect Length</td>
<td>56mm</td>
<td>42mm</td>
</tr>
<tr>
<td>Global Clock Frequency</td>
<td>3GHz</td>
<td>4GHz</td>
</tr>
<tr>
<td>PWB Wiring Layers</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td># I/O Pads</td>
<td>5400</td>
<td>7200</td>
</tr>
<tr>
<td>Area for Global Interconnect Repeaters</td>
<td>11.38 mm²</td>
<td>11.11 mm²</td>
</tr>
<tr>
<td>Area of Exterconnect Drivers</td>
<td>0</td>
<td>0.035 mm² (Output Drivers)</td>
</tr>
<tr>
<td>Area of ESD Protection Circuits</td>
<td>1.092 mm²</td>
<td>2.952 mm²</td>
</tr>
</tbody>
</table>
7.3 Power Distribution

The IR drop voltage across a chip is determined by the number of pins and the on-chip metal area that are dedicated to power and ground distribution. Hence, for a given IR drop budget, any reduction in the number of pins requires a larger on-chip metal area for power and ground distribution, and vice versa. In this section, it is shown that how on-chip wire width optimization dictates the number of power and ground pads.

Assuming that the power distribution network is mainly in the top two metal levels, the maximum IR drop voltage in a chip with area array pins is given by [47]

\[ V_{\text{ir}} = 4\rho \frac{\left( k_G + 1 \right) I_F}{A_w - (3W) N_G} \ln \left( 0.65 \frac{P_{\text{sh}}}{\sqrt{N_G M}} \right), \]  

(7.11)

where \( \rho \) is metal resistivity, \( k_G \) is the number of signal lines between power and ground lines in the top metal levels, \( A_w \) is the aspect ratio, \( W \) is the wire width in the top levels, \( I_F \) is the chip total current, \( P_{\text{sh}} \) is the chip edge dimension, \( M \) is the size of pads, and \( N_G \) is the number of power pads.

For a given IR drop budget, (7.11) can be used to identify the required number of power and ground pins. In Chapter 3 it was shown that signal lines in the top metal levels need nearby power and ground lines to avoid large noise voltages. Hence, the number of signal lines between power and ground lines, \( k_G \), is 2. Based on the ITRS projections, the aspect ratio can be in the range of 1-2.2. The optimal wire width that simultaneously maximizes data flux density and minimizes latency is also given in Chapter 4. By substituting these parameters and the ITRS projections for the chip size, chip current, chip supply voltage and pad size in (7.11), the required number of power and ground pins at various technology nodes can be identified. Table 7.3 has summarized the key.
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parameters and also the predicted number of power and ground pads in various technology nodes for the aspect ratios of 1 and 2. The target IR drop is assumed to be \(0.1V_{dd} (0.05V_{dd} \text{ for } V_{dd} \text{ and } 0.05V_{dd} \text{ for } V_{ss})\). Table 7.3 shows that because of rapid increases in the chip’s supply currents, the number of power and ground pins should increase substantially as technology advances. It should be noted that these estimations are based on IR drop, and the simultaneous switching noise is not considered. If I/O pins have a large inductance, a larger number of pins might be required to have a small simultaneous switching or \(LdI/dt\) noise.

<table>
<thead>
<tr>
<th>Year (Technology node)</th>
<th>2001 (130 nm)</th>
<th>2006 (90 nm)</th>
<th>2007 (65 nm)</th>
<th>2010 (45 nm)</th>
<th>2013 (32 nm)</th>
<th>2016 (22 cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{dd} (V))</td>
<td>1.1</td>
<td>1.0</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Power (W)</td>
<td>130</td>
<td>160</td>
<td>190</td>
<td>218</td>
<td>251</td>
<td>288</td>
</tr>
<tr>
<td>(I_T (A)=2I_G)</td>
<td>236</td>
<td>320</td>
<td>542</td>
<td>726</td>
<td>1004</td>
<td>1440</td>
</tr>
<tr>
<td>(D_{chip} (\mu m))</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>(W_{opt} (\mu m))</td>
<td>1.4</td>
<td>1.1</td>
<td>0.9</td>
<td>0.67</td>
<td>0.54</td>
<td>0.42</td>
</tr>
</tbody>
</table>

\(N_T = 2N_G\)

(\(A=1\))

- 312
- 542
- 1414
- 2854
- 5330
- 19720

\(N_T = 2N_G\)

(\(A=2\))

- 174
- 306
- 808
- 1636
- 3084
- 6284

<table>
<thead>
<tr>
<th></th>
<th>2001 (130 nm)</th>
<th>2006 (90 nm)</th>
<th>2007 (65 nm)</th>
<th>2010 (45 nm)</th>
<th>2013 (32 nm)</th>
<th>2016 (22 cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_T = 2N_G)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\times 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7.4 Conclusions

In this chapter, it is shown how package can be optimally used to enhance power and signal interconnection. The maximum on-chip interconnect length is found such that the maximum possible global clock frequency limited by the ToF delay can be achieved. Using a stochastic model for the net length distribution of a representative heterogeneous system-on-a-chip, the effective net length distribution of a projected system-on-a-chip in the year 2011 is found. Deriving new models for the required number of PWB layers to route standard signal I/O pads, the total cost of exploiting exteroconnects is evaluated. By adding 4 layers to the PWB and 1800 I/O pads to the package, the global clock frequency can be increased from 3 GHz up to 4 GHz for a projected microprocessor in the year 2011.

Knowing the optimal wire width and density of power and ground lines at the chip-level, the optimal number of power and ground pins are projected for various technology generations to have a reasonable IR drop. While for current technology generations a few hundred pins are sufficient, more than 5000 pins are needed for 32 and 22 nm technology nodes.
Chapter 8

Optical Versus Electrical Interconnection

8.1 Introduction

While optical interconnection has found mainstream application in fiber-optics telecommunications, it is still unclear at which technology generation optics will be used for on-chip or chip-to-chip communication in CMOS microelectronic systems. Optics can potentially improve interconnection in terms of energy dissipation, latency, and/or bandwidth. Energy dissipation of optical interconnects can be smaller than that of electrical interconnects with a voltage swing of 1V [48]. However, reducing the voltage swing of electrical interconnects can make the energy dissipation of electrical and optical interconnects comparable while their signal-to-noise ratios are roughly equal [49]. Also, although latency of optical interconnects may be smaller for long distances [50], the improvement that optics can offer in terms of latency is not significant because latency is limited by time-of-flight (ToF) and “rat” electrical wires that are available at the board-level also can offer latencies close to ToF [49]. The bandwidth of optical interconnects, however, can be substantially larger than that of electrical interconnects, and this fact can be a major motivation for using optics for chip-to-chip or even on-chip interconnection [51]. Svensson has concluded in [49] that the models that are used for bandwidth of electrical interconnects is [51] are too conservative, and for a case-study of 10 on long interconnects he has shown that optical and electrical interconnects have comparable aggregate bandwidths [49]. However, the analyses presented in both [49] and [51] have
assumed that wire bandwidth is proportional to cross-sectional area, which is only true for wires with circular or square cross-sections [52]. Due to skin effect, current flows at the surface of a wire, and at high frequencies its resistance becomes inversely proportional to its circumference. Bandwidth of a wire is, therefore, proportional to the square of circumference not the cross-sectional area [52]. The assumption that wire bandwidth is proportional to its cross-sectional area using the relationship between circumference and area of a circle or square that is used in [49] and [51] can be a source of error for bandwidth of wires with rectangular cross-section.

In this chapter, a new partition length is identified that illustrates the length beyond which optical waveguides can offer a larger aggregate inter-chip bandwidth in comparison to electrical interconnects when constrained by a fixed routing area. In this analysis, it is assumed that optical drivers and receivers eventually will mature and become comparable with their electrical counterparts in terms of power, size, and cost. The comparison, therefore, emphasizes the interconnect media, or “wires versus waveguides,” rather than the interface circuits. Initial opportunities to use optical interconnects appear to be more promising for chip-to-chip interconnection than on-chip interconnection; therefore, board-level interconnects are considered. The partition lengths that are finally found confirm this assumption.

To consider bandwidth and wiring density simultaneously, data flux density is defined as the product of interconnect bandwidth and reciprocal pitch that represents bandwidth per unit width of an interconnect. It is desired to have a large data flux density to transfer as many bits per second as possible using a constant wiring area. In Section 8.2, data flux density is found for electrical interconnects, and the wire width that
maximizes data flux density is determined. In Section 8.3, the maximum data flux density for optical interconnects is identified, and the lengths beyond which optical interconnects offer larger data flux densities are specified in Section 8.4. The key results are summarized in Section 8.5.

8.2 Electrical Interconnects

Off-chip or on-board wires are usually fat and work in the RLC regime, where skin effect limits the bandwidth. The bit-rate limit of a distributed RLC interconnect is rigorously found [52] to be

\[ E_{\text{data}} = B_0 p^2 / kl^2, \quad (8.1) \]

where \( B_0 \) is a constant determined by the conductor material, \( p \) is the cross-sectional perimeter, \( l \) is the wire length, and \( k \) is a factor between 60 to 120 depending on the "eye opening" that is desired. \( B_0 = 1.846 \times 10^{19} \) (bit/s) for copper, and \( k \) is chosen equal to 126, a conservative value. Equation (8.1) is re-derived and confirmed in Appendix C.

At the board level, wire thickness, \( T \), is smaller than wire width \( W \) \((T/W < 0.2 - 0.6)\), and because of proximity effect, current flows mostly through the lower and upper regions of wires that are close to ground planes [53]. Hence, the effective perimeter of a wire can be taken as \( 2W \), and (8.1) can be written as

\[ B_{\text{data}} = K_0 W^2 / l^2, \quad (8.2) \]

where \( K_0 = 4B_0 / k = 6.152 \times 10^{16} \). It should be noted that (8.2) is valid if the dielectric thickness scales according to wire width and the line's characteristic impedance remains constant. Assuming that the spacings between interconnects are equal to their widths, data flux density, or bandwidth per unit width of an interconnect, is
\[ \phi_{d,\text{elec}} = B_{\text{elec}} / p = K_0 W / l^2, \quad (8.3) \]

where \( p \) is interconnect pitch. Equation (8.3) shows that data flux density increases linearly with increasing wire width. For instance, by doubling the width of a wire, the bandwidth of that wire becomes 4 times larger, but wiring density decreases by a factor of 2. In this manner, data flux density doubles. Assuming that interconnect bandwidth is proportional to cross-sectional area can be quite misleading because it results in a data flux density independent of wire width. Equation (8.3) suggests that on-board electrical interconnects should be made as wide as possible to maximize the aggregate bandwidth. The maximum frequency that a driver can switch, however, introduces a limit on maximum wire width. From (8.2), the optimal wire width, therefore, is the width at which interconnect bandwidth becomes equal to the maximum frequency that the driver can switch, \( f_{\text{elec-max}} \):

\[ W_{\text{opt}} = l f_{\text{elec-max}} K_0. \quad (8.4) \]

By substituting (8.4) into (8.3), the maximum data flux density that electrical interconnects can offer is

\[ \phi_{d,\text{elec-max}} = \sqrt{K_0 f_{\text{elec-max}} / 2l}. \quad (8.5) \]

Equation (8.5) shows that the maximum data flux density is inversely proportional to \( l \), not \( l^2 \). The reason is that for longer interconnects, wider wires can be used to enable a bandwidth equal to the maximum driver frequency. It also shows that as technology advances, transistors become faster and \( f_{\text{elec-max}} \) increases, increasing in turn the maximum data flux density that can be achieved by electrical interconnects. To estimate the maximum data flux density, we assume that \( f_{\text{elec-max}} \) will be equal to the International Technology Roadmap for Semiconductors (ITRS) [12] projections for the chip-to-board.
clock frequency. The optimal wire width and the maximum data flux density are plotted in Figure 8.1 for various technology generations and interconnect lengths.

Figure 8.2 shows the maximum data flux density and the optimal wire width versus interconnect length at the 45 nm technology node. Figure 8.2 shows that as interconnect length decreases, the optimal wire width decreases, and in this manner, data flux density increases. The wire width, however, is limited by the minimum line width available onboard, $W_{\text{min}}$, implying that a minimum length exists below which data flux density remains constant. The value of minimum wire width is taken as 36 $\mu$m as projected by the ITRS for the 45 nm technology node [12].

![Graph showing maximum data flux density and optimal wire width](image)

Figure 8.1: Maximum data flux density and optimal wire width for 20, 30, and 40 cm long interconnects implemented in different technology generations. Both maximum data flux density and optimal wire width increase in future generations because of faster transistors.
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Figure 8.2: Maximum data flux density and optimal wire width versus interconnect length for the 45 nm technology node. The dashed line shows the minimum line width available on-board as projected by the ITRS [12].

Power consumption is a big concern for GSI chips and it is important to send bits of information in a manner that minimizes energy dissipation. The energy that should be dissipated to send one bit of data can be written approximately as

$$E_c = \frac{C_p V_d^2}{2} + \frac{V_d^2}{R_e + Z_0} T_b,$$

(8.6)

where $C_p$ is the parasitic capacitance associated with an I/O pad and its via, $R_e$ is the driver resistance, $Z_0$ is the line’s characteristic impedance, and $T_b$ is the bit duration time.

The first term in (8.6) is the energy required to charge the parasitic pad capacitance, and the second term is the energy dissipated to transfer a pulse through the transmission line. Typically, the first term is smaller than the second term, especially for the new packaging technologies with small I/O parasitics. Equation (8.6) shows that to have a small energy
per bit, $T_b$ should be small, and to have valid data at the end of the line, $T_b$ cannot be smaller than $1/R_{\text{perc}}$. Earlier, it was shown that increasing wire width increases the interconnect bandwidth until wire width becomes equal to $W_{\text{op}}$, and interconnect bandwidth becomes equal to $f_{\text{elec-max}}$. Hence, optimal wire width not only maximizes data flux density, but also minimizes energy-per-bit. Assuming that driver resistance is equal to the line’s characteristic impedance, the minimum energy per bit is

$$E_{\text{min}} = \frac{C \cdot V_{\text{dd}}^2}{2} + \frac{V_{\text{dd}}^2}{2Z_0} \frac{1}{f_{\text{elec-max}}}.$$  \hspace{1cm} (8.7)

### 8.3 Optical Interconnects

While bandwidth of an electrical interconnect is determined by its length and cross-sectional dimensions, in practice, physical dimensions of an optical waveguide have no impact on data bandwidth. Indeed, the maximum number of bits per second that an optical link can transfer is determined by the driver and receiver [51, 54]. In this way, the maximum data flux density is

$$\phi_{\text{opt-max}} = f_{\text{opt-max}} / p_{\text{opt}}.$$  \hspace{1cm} (8.8)

where $f_{\text{opt-max}}$ is the maximum frequency at which optical drivers and receivers can switch, and $p_{\text{opt}}$ is the pitch of optical waveguides. Although optical wavelength and waveguide technology influence optical crosstalk and hence the minimum value of $p_{\text{opt}}$ [55], $p_{\text{opt}}$ is tentatively set to $2W_{\text{op}}$. The maximum data flux density for the optical interconnects, therefore, is

$$\phi_{\text{opt-max}} = f_{\text{opt-max}} / 2W_{\text{op}}.$$  \hspace{1cm} (8.9)
where $W_{\text{min}}$ is the minimum line width that the available PWB technology permits. Figure 8.3 illustrates data flux density for both electrical and optical interconnects at 130 nm and 45 nm technology nodes assuming that maximum switching frequency is the same for optical and electrical transceivers.

![Diagram showing data flux density for electrical and optical interconnects at 130 nm and 45 nm technology nodes.](image)

Figure 8.3: Maximum data flux density for electrical and optical interconnects implemented in 130 and 45 nm technology nodes. Performance of optical waveguides is length independent [51], [54].

Although area efficient routing is relatively easy for electrical interconnects because of their multilevel orthogonal routing capabilities, optical waveguides require less-efficient routing schemes to avoid lossy sharp bends and the need for inter-level communication. Although mirrors and grating couplers have been realized within a PWB [38], it is beneficial to minimize their use due to power budget constraints and cost. Hence, optical I/Os should be carefully placed such that board-level waveguides do not block one another.
8.4 The Partition Length between Electrical and Optical Interconnects

Although $f_{\text{opt, max}}$ and $f_{\text{elec, max}}$ can be different, they cannot be completely unrelated, since an optical driver is driven by an electrical driver and an optical receiver feeds an electrical driver. In this analysis, the maximum switching frequencies for optical and electrical transceivers are assumed to be equal. A small modification would be necessary if these two frequencies are different.

By comparing (8.5) and (8.9), a partition length for electrical and optical interconnects can be found as

$$l_{\text{part}} = W_{\text{sm}} \sqrt{K_{\text{b}} / f_{\text{max}}}$$  \hspace{1cm} (8.10)

which shows the interconnect length beyond which optical waveguides offer a larger data flux density compared to electrical interconnects. Figure 8.5 plots the partition length for different ITRS [12] technology nodes. From Figure 8.3, it is evident that the data flux density of optical waveguides is constant and larger than that of electrical interconnects for interconnects longer than $l_{\text{part}}$. As technology advances, the partition length decreases.
due to decreases in available board-level line width and increases in clock frequency. For instance, the partition length decreases from 29 cm at the 130 nm to 8.3 cm at the 45 nm because of 7 times faster transistors and 25% smaller line width.

Figure 8.5: Partition length between optical and electrical interconnects for different generations of technology. Partition length decreases in future generations because of faster transistors and finer PWB line width.

By pushing the PWB technology and achieving minimum line widths smaller than those the ITRS has projected, smaller partition lengths can be attained and optical waveguides outperform electrical interconnects to an even greater extent. Hence, if the minimum wire width is sufficiently small, it would be better to replace virtually all on-board wires with optical waveguides. Figure 8.6 plots the partition length versus minimum board-level line width for four different maximum switching frequencies. From Figure 8.6 it can be seen that a minimum line width of 10 μm makes the partition length
shorter than most board-level interconnects. The minimum waveguide pitch, however, is limited by the crosstalk between adjacent lines, and is different for various waveguide technologies. For instance, the minimum waveguide pitch for optical waveguides composed of SiO₂/Air/MSQ and operating at 632 nm wavelength is 5μm [55].

Figure 8.6: The partition length between optical and electrical interconnects versus minimum available board-level line width. Having a \(W_{\text{min}}\) of about 10 μm makes the partition length shorter than almost all board-level interconnects; hence, justifies replacing all board-level electrical interconnects with optical waveguides.
8.5 Conclusions

For various generations of technology, a partition length between electrical and optical interconnects is identified based on aggregate bandwidth constrained by a fixed routing area. Based on ITRS projections for chip-to-board clock frequency and minimum available PWB line width, this partition length is 29 cm for the 130 nm technology node which decreases to 8.3 cm at the 45 nm technology node. However, by pushing the PWB industry and achieving a minimum line width of around 10 μm, the partition length will be shorter than almost all board-level interconnects.
In this chapter, some of the potential extensions to this thesis that can be pursued for future research endeavors are briefly discussed. These extensions include advancing compact physical models, optimizing new interconnection techniques, developing stochastic models for crosstalk, extending chip-package co-design methodologies, and analyzing and optimizing clock distribution networks. At the end of this chapter, the key conclusions of this dissertation are summarized.

9.1 Advancing Compact Physical Models

Novel physical models for latency and crosstalk of chip- and package-level interconnects have been presented in this thesis. However, more thoroughgoing models are required for enhancing the accuracy of the analyses. For instance, throughout this dissertation, it has been assumed that interconnects are driven by linear sources that are excited by step inputs. However, CMOS gates, which are the main drivers in GSI chips, are non-linear elements, and also have a relatively large output capacitance. Their input rise-time can be large, too especially if they are driven through long wires.

Skin effect, proximity effect, and surface scattering are also ignored in this thesis. As the switching frequency rises and the skin depth becomes comparable with wire cross-sectional dimensions, effective cross-sectional area of wires decreases and interconnect
resistance becomes frequency-dependent. Furthermore, at different frequencies, the
distribution of return current changes, and that makes the inductance of interconnects a
function of frequency. Accordingly, chip-level interconnects should be modeled as
$R\|L\|C$ lines. Surface scattering can also affect interconnect resistance if either wire
dimensions or the skin depth are in the order of "electron mean free path [56]."

9.2 Optimizing Other Interconnecting Techniques

The optimal wire width that maximizes data flux density-reciprocal latency product is
identified in this thesis. To calculate data flux density, which is bandwidth per unit width
of interconnects, interconnect bandwidth is assumed to be equal to its reciprocal latency.
This assumption is valid if each bit of data is latched when the former bit has been
detected by the receiver. However, as GSI chips become more and more interconnect-
limited, more aggressive interconnecting techniques such as wave-pipelining are being
investigated [57]. In the wave-pipelining technique, an interconnect is treated as a
pipeline, and interconnect bandwidth is therefore not limited by its latency.

Global interconnects are good candidates for wave-pipelining because of two reasons.
First, global interconnects are typically partitioned by several repeaters each of which
provides one pipeline stage. Second, several pulses can be pipelined along the thick and
wide global interconnects that work in the RLC regime. To design and optimize pipelined
interconnects, interconnect bandwidth should be modeled rigorously. Since the existing
optimal size and number of repeaters are based on latency minimization, new bandwidth-
oriented repeater insertion algorithms should be developed. The cross-sectional
dimensions of interconnects should then be optimized for maximizing pipelined data flux density and minimizing latency.

9.3 Developing Stochastic Models for Crosstalk Noise

The crosstalk models presented in this thesis show that the number of aggressors affecting a victim line can be quite large. Since different aggressors can switch at any time and direction, the noise voltage strongly depends on the aggressors switching pattern. To have a reliable and robust design, crosstalk noise voltage is modeled for the worst-case scenario when all aggressors are switching at specific directions and at specific time phases. However, designing global interconnects based on these worst-case models might be too conservative. For instance, the probability of simultaneous switching of 10 aggressors at a specific direction might be very low. Stochastic models for crosstalk noise can, therefore, be very insightful. These stochastic models can predict the probability of various noise voltages on each node. Global interconnects can then be designed for error probabilities larger than zero along with error detection and error correction circuits. For instance, parity bits can be added to data-buses to detect and even correct possible errors. The number of parity bits needed depends on the error probability; hence, there will be a trade-off between error detection/correction overhead and the noise level. In this manner, the stochastic crosstalk models can be utilized to optimize the structure of global interconnects.
9.4 Extending Chip-Package Co-Design Methodologies

In Chapter 7, the impact of interconnect optimization on the package design has been studied, which illustrates how for a given IR drop budget, knowing the on-chip power/ground metal area determines the required number of power and ground pins. However, IR drop is not the only concern that the designers have in designing power and ground distribution network. Simultaneous switching noise (SSN) and electromigration (EM) are as important as IR drop. SSN, also called di/dt noise, is due to sudden current changes in an inductive power distribution network. Inductances of package I/O pins and on-chip power/ground grid both can contribute to SSN.

Electromigration, which is due to large current densities, can damage I/O pins and also on-chip vias and thereby determines the chip’s life-time. Rigorous models are needed for SSN and EM to optimally design chip- and package-level power/ground distribution networks.

9.5 Analysis and Design of Clock Distribution Networks

While signal and power interconnects are analyzed and optimized in this thesis, clock distribution is not studied in detail. The reason is that clock distribution networks have become so sophisticated that modeling and optimizing them are beyond the time-frame and the scope of this thesis. Clock distribution networks in state-of-the-art high-performance systems consist of a hierarchy of H-trees, girds, and active jitter and skew compensation techniques [58, 59, 60]. In some cases, optical off-chip clock distribution networks are also employed [38]. The physical models that are derived for co-planar transmission lines can be directly applied to H-trees; clock skew can be modeled by
latency models, and crosstalk models can predict jitter. New models, however, are required for skew, jitter and power dissipation of grids and active compensations circuits. Taking advantage of these models, the hierarchy of clock distribution network can be optimized for minimizing area, power, skew and jitter simultaneously.

9.6 Conclusion of Dissertation

The main objectives of this thesis are: 1) to develop interconnect-centric methodologies to optimize global interconnects, 2) to derive compact physical models for delay and crosstalk of interconnects and incorporate them in optimization of global interconnect, and 3) to optimally utilize package to improve on-chip and chip-to-chip signal and power interconnection.

The main contributions of this thesis are as follows:

1. A new interconnect-centric approach is proposed to optimize global interconnects to simultaneously maximize data flux density and minimize latency. An optimal wire width is rigorously derived that is length independent and can be used for virtually all global interconnects.

2. The set of differential equations of n-coupled distributed RLC lines above an ideal ground plane is rigorously solved. Using the solution, it is proved that far inductive noise is negligible if a nearby ground plane exists.

3. Compact physical models are derived for the latency and crosstalk of co-planar transmission lines that are above orthogonal lines.

4. The compact physical models of co-planar transmission lines are used to optimize the cross-sectional dimensions of on-chip global interconnects. Through this
optimization, data flux density-reciprocal latency product is maximized, crosstalk and dynamic delay variation due to different switching patterns are substantially reduced, and the best trade-off between energy-per-bit and data flux density is achieved.

5. Compact physical models are derived to model crosstalk noise caused by virtually all near, inter- and intra-level far aggressors. The models show that a prohibitively large noise can be induced on a victim line if interconnect resistance is too small and emphasize the role of repeaters in reducing noise voltage with an inconsiderable latency penalty.

6. It is rigorously proved that by employing optimal wire width, the crosstalk caused by all near and far aggressors remains small and constant in all generations of technology.

7. An optimal partition is identified between exterconnects and interconnects to achieve the maximum possible global clock frequency with minimum numbers of board levels and I/Os. For a projected chip implemented at the 45 nm node, the global clock frequency can be improved by 33% using 4 additional board levels and 1800 I/Os.

8. The required number of power and ground I/Os dictated by IR-drop are calculated for various technology generations assuming that the optimal global wire dimensions are used.

9. The lengths beyond which optical waveguides can outperform electrical wires in terms of data flux density are identified for various technology generations. It is illustrated that if boards with line resolutions of around 10 μm are available,
optical interconnects will offer larger data flux densities for most typical chip-to-chip interconnect lengths.

Some of the potential extensions to this thesis include advancing the compact physical models to consider non-linearity of the drivers as well as frequency-dependent inductance and resistance values, optimizing new interconnection techniques, developing stochastic models for crosstalk, extending chip-package co-design methodologies, and analyzing and optimizing clock distribution networks.
Appendix A

Derivation of Optimal Wire Width

It was shown that the optimal wire width is the wire width at which the data flux density-reciprocal latency product is maximized (or \( W^2 \) is minimized). In this appendix the value of this optimal wire width is rigorously derived. For optimal repeater insertion in the RLC region, physical models derived in [13] are used.

Delay of an interconnect in the RLC regime with optimal repeaters is [13]

\[
\tau_{RLC} = (1 + 1.5 \frac{R_o C_o}{Z_0^2}) T_{OF}. \tag{A.1}
\]

By using (2.18) and (A.1) it can be written

\[
W^2_{RLC} = W[(1 + 1.5 R_o C_o) C_0 \frac{c^2}{v_s}] T_{OF}^2, \tag{A.2}
\]

and by substituting (2.20) in (A.2)

\[
W^2_{RLC} = W[(1 + 1.5 R_o C_o) \frac{c^2}{W^2}] T_{OF}^2. \tag{A.3}
\]

In order to find the width at which \( W^2 \) is minimum, (A.4) should be solved:

\[
\frac{\partial}{\partial W} (W^2_{RLC}) = 0, \tag{A.4}
\]

which gives the optimal wire width as

\[
W_{opt} = 2.12 c_0 \sqrt{\frac{R_o C_o \rho_{RC}}{c^2}}. \tag{A.5}
\]

By substituting the optimal wire width (A.5) into the RC model delay (2.1), it can be shown that at the optimal width:
\[ \tau_{RC} = 2.5 \frac{I}{W_{opt}} \sqrt{\varepsilon_r \varepsilon_0 R_L C_0} = 1.18\text{ToF}. \]  
(A.6)

Using (A.1), the RLC delay at the optimal wire width is

\[ \tau_{RLC} = (1+1.5 R_L C_0 \frac{L_{opt}}{W_{opt}})^2 \text{ToF} = 1.33\text{ToF}. \]  
(A.7)

Comparing (A.6) and (A.7) shows that at the optimal wire width, the RC model underestimates the delay by 15%.

It is worthwhile to note that in this derivation, parasitic output capacitance of a repeater, \( C_{out} \) is neglected. The reason is that although \( C_{out} \) can be large in deep submicron technologies, its impact on interconnect latency and therefore on optimal wire width is small. The following analysis shows this more precisely.

Latency of each segment between two repeaters is

\[ \tau_{seg} = \frac{\tau}{k_{seg}}. \]  
(A.8)

and using (2.15) and (A.7), latency of each segment with optimal wire width can be written as

\[ \tau_{seg} = 6.3 R_L C_0. \]  
(A.9)

Assuming that the value of \( C_{out} \) is equal to the input capacitance of the repeater [21], the ratio of the time-constant for the \( C_{out} \) over the segment latency would be constant and equal to 0.16 for all interconnect lengths and geometries, and all technology generations. Hence, if the error caused by neglecting \( C_{out} \) is identified for a specific case, it would be the same for all cases. HSPICE simulations show that neglecting \( C_{out} \) causes 10% error in the latency and less than 8% error in the optimal wire width. Hence, to have a compact expression for optimal wire width, \( C_{out} \) is neglected.
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Equation (6.14) shows that the peak noise voltage of an open-ended line is independent of the absolute values of the inductive couplings. This means that if all mutual couplings are made smaller by the same factor, e.g. by making power/ground lines wider, the peak noise does not change. For instance, in a lossless two-line case, the open-ended noise voltage is $-V_{ds}$ independent of $I_m$. The reason is shown in Figure 71 and Figure 72. As the aggressor switches, a current is induced in the first infinitesimal segment of the victim line (Seg. 1) due to the inductive coupling. This current causes a small negative voltage swing on the input of the next segment (Seg. 2). The next segment (Seg. 2) is then excited by both inductive coupling and the voltage swing at its input, and a larger voltage appears on the third segment (Seg. 3). In this manner, as signal propagates, two lines resonate, and the aggressor transfers part of its energy to the victim line until their voltages become equal with opposite signs. This differential mode travels with the speed of $\left(\frac{1}{L_0}\right)^{0.5}$.

Figure 71: The differential mode caused in a lossless two-line case. Voltage and current changes corresponding to each infinitesimal segment are shown as a wave travels along the lines. It is shown how aggressor and victim lines resonate until the absolute value of their voltages become equal. The induced noise voltage is $-V_{ds}$ regardless of the value of the mutual inductance.
and its amplitude is doubled when the differential signal reaches the end of the lines. Meanwhile, two equal currents in the same directions are induced in both lines to charge them to their input voltages as shown in Figure 72. This common mode wave propagates with a lower speed \((l_1 + l_2)c^{0.5}\).
Appendix C

Peak Crosstalk Voltage in Terms of $W/W_{opt}$

To study the impact of wire width optimization on crosstalk, the peak noise voltage should be found as a function of $W/W_{opt}$ ratio. Assuming that optimal repeaters are utilized, the peak open-ended noise voltage is calculated in Section C.1 and in Section C.2 the impact of the load capacitance is taken into account.

C.1 Open-Ended Noise Voltage

By substituting (5.27) and (5.23) in (6.33), the peak noise voltage induced by intra-level interconnects, can be written as

$$V_{n-c-w} = V_n \left[ \frac{\sum_{n \neq m} l_{n-p} \left( \frac{1}{Z_{nm} + 1} \right) \frac{e^{-2Z_{nm}}}{V_m}}{\sum_{n \neq m} l_n \left( \frac{1}{Z_{nm} + 1} \right) \frac{e^{-2Z_{nm}}}{V_m}} - \frac{1}{1.15 \sqrt{Z_{nm} + 1}} \right], \quad (C.1)$$

which is independent of resistance per unit length of interconnects, and is determined by the $\sqrt{Z_{cm}/Z_{ef}}$ and the mutual inductances between far aggressors and the victim line.

The ratio of the common and differential node characteristic impedances is given by (4.28), and is equal to

$$\frac{Z_{cm}}{Z_{ef}} = \sqrt{1 + \frac{2c_m}{c_s} \left( 1 + \frac{2c_m}{c_s + c_{cm}} \right)} \quad (C.2)$$
where \( c_m \) is the mutual capacitance between two near signal lines and \( c_g \) is the capacitance between a signal line and a nearby ground line and \( c_{mb} \) is the capacitance between a signal line and the orthogonal lines. For the optimal spacing case, \( c_m = 0.45c_g \),

\[
Z_{cm}/Z_{sg} \text{ can be approximated by 1.28 for a wide range of } c_{mb}/c_g (0.3c_{mb}/c_g) \text{ with less than 4% error. In this manner, (C.1) can be rewritten as}
\]

\[
V_{in,\text{oh}} = V_{dd} \left[ 0.39 \sum_{\text{All aggressors}} \frac{I_y}{L_y} + 0.1 \right] \]  

(C.3)

The same approach can be used for the crosstalk caused by inter-level aggressors. By substituting (5.27) and (5.23) in (6.20), the peak open-ended noise caused by inter-level aggressors can be rewritten as

\[
V_{\text{open, inter}}(t) = 2 \sum_{\text{All aggressors}} \frac{L_y f_{\text{req}}}{t_{\text{in,req}} - L_y f_{\text{req}}} \frac{1}{f_{\text{in,req}} - L_y f_{\text{req}}} 1.15 \frac{Z_{cm}}{Z_{sg}} 
\]

(C.4)

which can be similarly approximated by

\[
V_{\text{open, inter}}(t) = 0.78 \sum_{\text{All aggressors}} \frac{L_y f_{\text{req}}}{t_{\text{in,req}} - L_y f_{\text{req}}} 
\]

(C.5)

The peak open-ended noise voltage is the summation of (C.3) and (C.5):

\[
V_{\text{open}} = V_{dd} \left[ 0.39 \sum_{\text{All aggressors}} \frac{L_y}{t_{\text{in,req}}} + 0.1 + 3.78 \sum_{\text{All aggressors}} \frac{L_y f_{\text{req}}}{t_{\text{in,req}} - L_y f_{\text{req}}} \right] 
\]

(C.6)
C. 2 Impact of Load Capacitance

To find the peak noise voltage, the impact of the load capacitance should be taken into account. The load capacitance is charged by the time constant of \( Z_0 C_L \). The peak noise voltage is, therefore,

\[
V_{\text{out}} = V_{\text{in}}(1 - \exp(-t_4/Z_0 C_L)).
\]  
(C.7)

The duration of noise pulse is given by (6.34) and can be written as

\[
t_4 = \frac{t_4 \sqrt{C_{eq}}}{C_0} \sqrt{\sum_{\text{all } n, m} (v_n^o t_n^o)^2}.
\]  
(C.8)

By substituting (5.23) in (C.8), the noise duration is

\[
t_4 = \frac{1.05 \sqrt{t_0 \lambda_{\text{max}} Z_{eq}}}{C_0} \sqrt{\sum_{\text{all } n, m} (v_n^o t_n^o)^2}.
\]  
(C.9)

Using the equation for the optimal wire width, (5.12), the noise duration can be written in terms of \( W/W_{\text{opt}} \):

\[
t_4 = 5 R_0 C_L \frac{W^2}{W_{\text{opt}}^2} \sqrt{\sum_{\text{all } n, m} (v_n^o t_n^o)^2}.
\]  
(C.10)

The last parameter in (C.7) that should be identified is the load capacitance, \( C_L \). Assuming that optimal repeaters are inserted, the load capacitance would be the input capacitance of an optimal repeater given by [18]

\[
C_L = C_0 h_{\text{opt}} = \frac{1.15 R_0 C_0}{Z_{eq} Z_{\text{com}}}
\]  
(C.11)

By substituting (C.6), (C.10), and (C.11) in (C.7), the peak noise voltage considering the load capacitance is
\[ V_{\text{net}} = V_{\text{ref}} \left[ 0.39 \frac{\sum_{\text{all layers}} I_{\text{j, ref}}}{\sum I_{\text{j}}} + 0.1 + 0.78 \frac{\sum_{\text{all layers}} I_{\text{f, ref}}}{\sum I_{\text{f}}} - I_{\text{f, ref}} - I_{\text{f, ref}} \right] \exp \left[ -3.39 \frac{w^2}{W_{\text{net}}} \sqrt{\sum_{\text{all layers}} \left( I_{\text{j, ref}} / I_{\text{j}}^2 \right)} \right]. \]

(C.12)
Appendix D

Derivation of Bit-Rate Limit of RLC Lines \[^{[52]}\]

The transfer function of a transmission line in Laplace domain can be written as \[^{[61]}\]

\[
V(s) = \frac{V_o}{s} = \frac{V_o}{s} \exp(-s\sqrt{LC}) \exp(-j\sqrt{\mu} \frac{R_s}{2Z_o}).
\]

(D.1)

where \(Z_o\) is the line’s characteristic impedance, and \(L\) and \(C\) are the line’s inductance and capacitance per unit length, respectively. \(R_s = \sqrt{\mu} \rho P\) is the skin effect resistance \[^{[61]}\],

where \(\mu\) is the magnetic permeability, \(\rho\) is metal resistivity, and \(P\) is the circumference.

By taking the inverse Laplace transform of (D.1), the step response of a transmission line can be obtained as

\[
f(t) = \text{erfc}\left(\sqrt{\frac{\beta}{t}}(t - \sqrt{LC})\right)
\]

(D.2)

for \(t > \sqrt{LC}\), and zero for \(t < \sqrt{LC}\), where \(\text{erfc}(\cdot)\) is the complementary error function, and \(\beta = (\mu \rho / 16 Z_o^2)(P/1)^2\). Equation (D.2) shows that the signal rise time at the end of the transmission line, which determines the opening dimension in the eye diagram \[^{[49]}\], is determined by \(\beta\). Hence, the interconnect bit rate limit can be written as

\[
B = 1/k\beta.
\]

(D.3)

Constant \(k\) determines the desired eye-opening and is typically chosen between 50 to 120 \[^{[49]}\].
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