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SUMMARY

This research presents a new technique for adapting Hidden Markov Model (HMM) automatic speech recognition (ASR) systems when there is a mismatch between training and testing conditions. In standard ASR systems, each observation vector is assumed completely reliable, and implicitly weighted equally during decoding. The new method, referred to as the Uncertain Observation technique, leverages the knowledge that all feature extraction has an inherent amount of uncertainty. In noisy environments, for example, different regions in the time-frequency plane have vastly different local signal to noise ratios, and thus significantly different reliabilities. The Uncertain Observation decoder derived for this research presents a strong probabilistic framework integrating the likelihood distribution of each feature vector into the decoding process. This results in a continuously adaptive recognition system that integrates Bayes Predictive Classification into a HMM recognition system.

The technique compares favorably in stationary noise to model compensation methods such as Parallel Model Combination (PMC), and outperforms simpler feature transformation. In time-varying environments, for which the algorithm is designed, Uncertain Observation techniques outperform both model compensation and time-varying feature transformations. Uncertain Observation methods are further applied to packet lossy channels, compressed speech, and feature vector quantization, showing a promising method that can be integrated into distributed speech recognition systems for robust performance. Finally, Uncertain Observation methods are applied during training to aid speech model creation or adaptation when the available data contains a distortion.
CHAPTER I

INTRODUCTION

Although automatic speech recognition has made noticeable strides, it has yet to make the significant impact other recently developed technologies have made on people's daily lives. One reason is that while experimental systems in the laboratory are capable of serving as good man-machine interfaces, they have yet to demonstrate the ability to be robust and versatile in actual applications. One major deterrent to widespread application is that today's systems have trouble recognizing speech captured in an environment that is different from which it was trained.

Many factors contribute to a mismatch between training and operating environments. Differences can be due to the speaker (such as vocal tract length, dialect, and emotional state) or to the audio capture conditions (such as room reverberation, transducer nonlinearities, transmission channel effects, compression artifacts, and background noise). Various algorithms have been discussed in the literature to compensate for many of these effects, operating as either a feature transformation or as model compensation.

There are many techniques in the Automatic Speech Recognition (ASR) community that address the issue of additive background noise. In general, once a feature set has been chosen, robust techniques fall into two categories, feature transformation or model compensation. Feature transformation aims to adjust the observation sequence to approximate what it would be if the noise were not present during audio capture. An example is the well known spectral subtraction algorithm [7] or the more recent SPLICE algorithm [14]. Model compensation is a more advanced method, that aims instead to adjust the speech models so that they appear they were trained using speech collected in the current environment. The best known example of this class of algorithms is Parallel Model Combination, (PMC) [24]. Each of these two general approaches has pros and cons. Feature transformations are easier to perform, requiring no changes to the recognition engine, and can be quickly
adapted to changes in the background environment. Model compensation methods are better at improving recognition accuracy, as it is possible to update both the model means and variances. It has been difficult, however, to incorporate model compensation techniques into many real-world systems [25, 37, 35, 55, 60], since they operate by updating the means and variances of the recognition engine’s Hidden Markov Models (HMMs). These computations are non-trivial, and up to several million parameters of the model must be re-adapted each time the background noise changes. Further, sufficient memory to hold an entire new version of the HMM is required, which can be a burden on speech servers that may be operating tens or hundreds of channels at a time.

In this thesis a new technique is derived: the Uncertain Observation (UO) decoding algorithm, which extends feature transformation to include the positive benefits of model compensation. It allows fast adaptation when the source of the mismatch changes, and the improved performance of updating both mean and variance parameters.

The basis of the algorithm is to give not only the most likely estimate of the clean feature for each frame (as in feature transformation), but also to give the variance of this estimate. It will then be shown how the standard HMM decoding algorithm can be extended in order to use these observation variances. With this uncertainty passed into the HMM decoder, model means and variances are updated as in model compensation, albeit indirectly. However, since the uncertainty is now modeled with the features instead of the model parameters, it is easy to have the uncertainty change with time. In effect, the one-time, global update of all parameters in model adaptation has been exchanged for a continual set of smaller updates for every frame, spreading the adaptation computation cost into a continual smaller cost across time. This allows model compensation accuracy during time varying distortions.

It is worth noting that the UO technique can be applied to any distortion. One must only have a feature transformation algorithm that is extended to include an estimate for the variances of the compensated features. Rather than expressing frames as single points in (typically) 39-dimensional space, frames are expressed as 39-dimensional PDFs, describing the likelihood for all points in space of being the unobserved clean feature vector. One obvious application is to handle background noise, but other scenarios are also examined in
this thesis. Packet lossy channels, feature vector compression, and adaptation to compressed speech are considered in turn, and all show some measure of improvement in recognition accuracy. Each of these techniques is useful for distributed speech recognition (DSR), which involves the capture of speech at one location, and recognition at a some remote network location.

The uncertain observation technique will also be extended to the training of HMM parameters. Collection of training data has always proved difficult and time consuming for speech scientists. If training data is collected in environments with background noise that is not necessarily matched to recognition conditions, then models will be suboptimal. By incorporating knowledge about which parts of the training data are better known than others, training of robust models for multiple noise conditions is possible. For this thesis, the standard Baum-Welch parameter reestimation algorithm will be extended to use uncertain observations, resulting in a technique that is significantly more successful at recognizing clean data, given that only noisy data was available for training.

In summary, in this dissertation we:

- develop a feature extraction method that models each speech frame by a PDF in the speech feature domain,
- derive a new HMM decoding algorithm that uses these PDF features to handle time-varying mismatches between training and testing environments,
- compare, in terms of recognition performance and computational costs, this new algorithm to feature transformation and model compensation in stationary noise,
- demonstrate the proposed algorithm in time-varying noisy environments that cannot be handled by current state-of-the-art model compensation algorithms,
- apply the new algorithm to also handle dropped frames, feature vector compression, and speech compression, and
- propose that speech models appropriate for clean environments can be trained using noisy data by applying uncertain observation techniques.

This thesis is organized as follows. Chapter 2 will present the baseline recognition system used throughout this research. Also, the concepts required as building blocks needed to understand UO techniques will be presented. Chapter 3 develops the theory of UO decoding, showing how standard HMM decoding can be extended to the case of speech frames.
described by PDFs instead of single deterministic points in space. Several interpretations of the algorithm and experiments showing an upper bound on performance available with this technique are documented. Chapter 4 applies the decoding algorithm to additive noise environments, and Chapter 5 show applications to distributed recognition environments. In Chapter 6, Baum-Welch reestimation of HMM parameters is extended to use observation uncertainty, resulting in the novel BW-UO training algorithm for HMMs. Experimental results are shown demonstrating significantly improved recognition performance for models trained with noisy speech. Finally, a summary of the work, conclusions, and a set of future related research areas are presented in Chapter 7.
CHAPTER II

BACKGROUND

This thesis will introduce a new technique for robust speech recognition that can adapt rapidly to time varying noise or other types of distortion. In order to better understand the new material, it is beneficial to first describe the baseline techniques that currently exist. This chapter will thus present a brief overview of speech recognition using Hidden Markov Models, the standard feature extraction techniques used for ASR, and the existing methods for robust recognition. This is by no means a comprehensive survey of existing techniques, and the interested reader will be referred to other locations for more in-depth descriptions and analysis where appropriate. Also covered in this chapter will be the shortcomings of current techniques, and the motivation for a new method. Finally, the baseline recognition experiments used throughout the thesis will be discussed.

2.1 Hidden Markov Model LVCSR

Large Vocabulary Continuous Speech Recognition (LVCSR) [9, 34, 49, 51] requires several layers of processing to convert a speech waveform to text. At the top most level, a language model controls how words can be combined into phrases and sentences. As shown in Figure 1(a), this can be a finite state grammar that explicitly enumerates the possible paths and their probabilities. Such a language model is useful for highly constrained tasks, for example the input of credit card numbers. More general language models for dictation and transcription are N-grams and their many variants, which allow any word to follow any other words, with a probability determined by the previous sequence of \( N-1 \) words. For efficient implementation, low-likelihood paths can be screened out in advance, reducing complexity.

Below the phrase-level language model is a word-level model, as shown in the example of Figure 1(b) that describes how words are built from subword units, typically context
Figure 1: Topographical model of the typical layers involved in HMM-based speech recognition.
dependent phonemes. Another common version for simpler tasks is the whole-word model, where each individual word is simply represented by its own unique HMM. Context-dependent models for words can also be built using cross-word triphones, in which the exact set of subword units is chosen based on the pronunciation of the words that come before and after during decoding. This means that during decoding, to allow for $J_1$ possible pronunciation paths into a word, and $J_2$ possible pronunciation paths exiting a word, a total of $J_1 \times J_2$ different subword pronunciations would be used for the current word.

Each subword unit is modeled by a single HMM. The most common form in the literature is a three-state, transition constrained left-to-right model that represents context-dependent phonemes, such as triphones. A context independent example of this is shown in Figure 1(c). At each time index $t$, the system must transition from one state to another (possibly itself) following the paths allowed by the subword HMM units, the word models, and the language model. Each visit to a state will generate a single output vector, and it is this which is actually observed, rather than the sequence of state visits, which is hidden.

Within each subword unit HMM, each state transition has an associated transition probability, $a_{ij}$, that given the system is in state $i$ at time $t$, it will transition to state $j$ at time $t+1$, as shown in Figure 1(d). The complete set of $a_{ij}$'s for a given HMM is represented by the matrix $A$. Transitions between subword units similarly follow an allowed set of paths, with likelihoods given by whatever language model is being used. Each state $j$ also has an associated likelihood distribution $b_j(x)$ that can be used to calculate the probability that the observation vector for frame $t$, $x_t$, was generated by this state. The complete set of parameters for these state output probability distributions for a subword unit's HMM is represented by the parameter vector $B$. While many possibilities exist for the form of $b_j(x)$, the most common in the literature is an $n$-dimensional, $K$-mixture Gaussian mixture PDF, where $n$ is the number of dimensions in the feature vector. Given a feature vector $x_t$, the probability that this observation was generated by state $j$ which has $K$ mixtures each with
weight $c_k$ is:

$$b_j(x_t) = \Pr[x_t|q_t=j]$$

$$= \sum_{k=1}^{K} c_k \mathcal{N}(\mu_{jk}, \Sigma_{jk})$$

$$= \sum_{k=1}^{K} \frac{c_k}{(2\pi)^{D/2} |\Sigma_{jk}|^{1/2}} \exp \left\{ -\frac{1}{2} (x_t - \mu_{jk})^T \Sigma_{jk}^{-1} (x_t - \mu_{jk}) \right\}$$

where $\mu_{jk}$ and $\Sigma_{jk}$ are the mean vector and covariance matrix of the $k$th mixture of state $j$, respectively, $c_k$ is the probability of mixture $k$, and $T$ in this context is the linear algebra transpose. The final component of an HMM is the initial probability $\pi_j$ for each state $j$ of the model. For the standard left-to-right HMM used to describe the time evolution of speech, this corresponds to $\pi = 1$ for the initial state of the model, and $\pi = 0$ for all other states. The set of all parameters required to describe the HMM of the single subword unit $w$ will be referred to as the parameter vector $\lambda_w = (A_w, B_w, \pi_w)$, and the set of all HMMs for all subword units will be referred to as $\Lambda = (\lambda_0, \ldots, \lambda_{W-1})$, where $W$ is the total number of subword units.

While the multiple levels above can be considered conceptually distinct, in implementation they can collapse into a single lattice structure, as shown in Figure 2. The horizontal axis indexes the feature vectors extracted from the speech signal, and the vertical axis indexes the complete set of all states in all subword unit HMMs. In order to perform speech recognition, the goal is to find the most likely path through the lattice, given the subword unit model parameters $\Lambda$, the models for generating words from these units, the language model for generating phrases and sentences from these words, and observation vectors $O_X = (x_1, x_2, \ldots, x_T)$. Efficient methods exist for calculating this for the case of a single, large HMM. Because of language modeling, however, a new wrinkle exists that there are now multiple paths at the same time $t$ through the same state $j$ that correspond to different word sequences, and thus transition probabilities that are dependent upon the history of the preceding word sequence. The typical method for handling this situation is instead of keeping a compact score for each state in the lattice that gets updated for each new speech frame, a list of "traces," each with their own history information (including...
state and language model location) exist and are propagated forward for each new observation vector. By pruning this list of traces to keep only those that could reasonably be the correct word sequence, processing can be performed in an efficient manner.

2.2 Feature Extraction

The LVCSR development in Section 2.1 specifically does not mention the form of the feature vectors to be extracted from the speech waveform. The HMM is independent of the feature set used, and the choice depends upon that which can best represent the information in the speech signal, and be used in a compact fashion in computing the state output probabilities.

The basic feature vector extracted in most research speech recognition systems is the Mel Filterbank Centroid Coefficient (MFCC) parameter set [48]. These have become the de facto standard over LPC, filterbank, and other feature sets, because they are

- a compact representation of the smoothed speech spectrum,
- are well modeled by Gaussians with diagonal covariance matrices, and
- experimentally have been found to provide the best recognition performance.
MFCCs are calculated by passing the time domain speech signal \( x[n] \) through a set of 20 to 30 bandpass filters with center frequencies spaced along the mel scale, such that center frequencies are spaced further apart as the frequency increases, as shown in the MFCC extraction process flowchart in Figure 3. This set of filterbanks is often implemented by windowing the FFT magnitude. Roughly every 10 milliseconds (the frame rate), a snapshot is taken of the energy in each of these \( m \) filterbanks over an interval of 20 to 25 milliseconds (the frame size). This \( m \)-dimensional observation vector is the linear filterbank energy domain representation.

The logarithm is taken of each filterbank energy, such that by simple mean removal, any constant frequency response terms are removed. This corresponds to removing frequency shaping due to the transducer.

The final operation is to convert this representation to the cepstral domain by taking the inverse DCT. This serves to decorrelate the features [31], so that the covariance matrices used in Gaussian mixture models of feature clusters are closer to diagonal, greatly reducing both the amount of data required to train, and the computations required to decode. This final vector is truncated to \( n \) components, typically 12, since the higher indices are related
to the pitch, which is not important for recognition (at least for the English language). It is convenient to view this operation as multiplying the log filterbank energy vector by a $m$-by-$n$ component cosine matrix, $C$. It is the resulting $n$-dimensional output that is referred to as the MFCC feature vector. Traditionally the zeroth order MFCC coefficient is replaced by a log energy term, although in practice this has little effect on the recognition rate. Retaining cep[0] is useful if reverse conversion from the cepstral domain back to the filterbank log energy domain is needed, which is the case for several robust recognition algorithms in the literature.

Typically feature vectors are extended to include their first and second derivatives. The sequence of feature vectors extracted from a speech signal will be represented by $O = (x_1, x_2, \ldots, x_t, \ldots, x_T)$ where $t$ indexes the frame of speech, and $x_t$ is the MFCC vector associated with this frame.

### 2.3 Robust Speech Recognition

There are many reasons for mismatch between speech observed for recognition and the conditions for which recognition models are trained [1, 22, 41]. Dialect, emotional state, Lombard effect, room response, background noise, transducer response, and the transmission channel are some of the sources of mismatch that affect the observed signal, as shown in Figure 4. In this system, speech that matches correctly with the models is the unobservable time domain sequence $z[n]$, which matches exactly the conditions present in the training data. If speech were collected by a close-talking microphone at the mouth, the signal received, $z[n]$, is still distorted from the matched signal, since it has a potentially different dialect, etc.

As a brief example of the detrimental effect on recognition that even seemingly minor training/testing mismatches can create, consider the following experiment that was run during the course of the research presented in this paper. The task was to test gender dependent speech models in a phoneme recognition system using the well-known TIMIT database. As expected, the results in Table 1 show that a gender dependent system outperformed a gender independent system. An second interesting result, however, was when
the gender-detection algorithm was accidentally swapped during decoding. This meant the system used male-trained models to recognize female speech, and vice-versa.

Table 1: Gender-dependent phoneme recognition experiments.

<table>
<thead>
<tr>
<th>Recognizer Type</th>
<th>Phoneme Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender independent</td>
<td>52.9%</td>
</tr>
<tr>
<td>gender dependent</td>
<td>51.6%</td>
</tr>
<tr>
<td>gender dependent, swapped</td>
<td>70.2%</td>
</tr>
</tbody>
</table>

The surprising result was that while gender-specific models slightly improved recognition performance, using models specifically mismatched for gender gave a much, much larger decrease in performance. This simple example shows the importance of robust recognition, because what would seem like a small mismatch between training and testing resulted in a recognizer that performed much poorer than the matched version.

Robust speech recognition thus has the goal of minimizing the errors due to the mismatch between training and testing environments. There are three standard approaches to this problem:

- robust feature sets,
- feature transformation, and
- model compensation.
It is assumed for the remainder of this document that the feature set being used is already appropriate for mismatched conditions. The remainder of this section will thus review feature transformation and model compensation techniques, as it is by analyzing the strengths and weaknesses of these methods that the need for a new algorithm will be seen.

Both of these methods require some knowledge of the specific mismatch conditions that they are facing. Thus prior to discussing these robust techniques, we will discuss methods for estimating a distortion model.

2.3.1 Estimating A Distortion Model

An important step in performing feature transformation or model compensation is first to obtain an accurate estimate of the background noise. The assumption is that while speech is pseudo-stationary for only 10 or 20 millisecond segments, the noise is stationary for a longer time—perhaps on a scale of seconds. Over the course of several seconds, it is almost certain that there will be pauses in the speech signal, for example between sentences. If these non-speech times can be identified, they can be used to calculate parameters for a noise model, \( W \). In environments with only small amounts of noise, the non-speech frames can be identified with a technique as simple as looking at signal energy. In environments with higher noise, a more sophisticated approach is required, using a voice activity detector (VAD) which has the ability to discriminate speech from non-speech intervals. Recent extensions allow for noise model updates even during continuous speech.

The model \( W \) most frequently used for model compensation is a single Gaussian mixture in the MFCC domain. Feature transformations are often applied in the FFT or filterbank energy domain, and often use first-order statistics, such as the expected value of the absolute value of each FFT bin.

2.3.2 Feature Transformation

The goal of feature transformation is to observe a noisy sequence, estimate the background noise during this sequence, and generate a new sequence that more closely resembles the unobserved ideal clean sequence. Thus, given \( O = (y_1, y_2, \ldots, y_T) \) and \( W_t \), generate \( \tilde{O} = \ldots \)
\( (x_1, x_2, \ldots, x_T) \), where

\[ \bar{x}_t = E \{ x | y_t, W_t \} . \]  \hspace{1cm} (4)

A graphical example for a disordered, one dimensional observation vector \( y_t \) is shown in Figure 5. Using some knowledge of the environment conditions \( W_t \), \( \bar{x}_t \) is substituted during the decoding process. The transformation process, shown in Figure 6, can never be completely accurate, as any distortion of serious interest has a many-to-one reverse mapping. But if the estimate can at least be closer to the clear observation \( x_t \), in terms of state output probabilities calculated for all the states of the model set, the acoustic matching scores will be closer to those of the unobserved clean data.

This transformation can be implemented in a wide variety of ways. The simplest method is to use a background noise estimator from the previous section and perform spectral subtraction \([7]\). A more thorough method is to use a technique such as the Ephraim-Malah optimal spectral estimation algorithm \([10]\), or the Hansen-Clements constrained iterative Wiener filter \([30]\).

An advantage of feature transformation algorithms is that since they typically operate on a frame-by-frame basis, it is entirely feasible to have different noise models \( W_t \) specified for every frame \( t \).

The major drawback with feature transformation techniques is that effectively only the model means are updated, and the variances are left unchanged. Thus, while recognition performance is improved, it is not taking full advantage of the available tools.

2.3.3 Model Compensation

Though there are several different algorithms to perform model compensation, they share a basic framework. First, a background noise model \( W \) is generated during non-speech times. This background model, \( W \), is then used to compensate the speech models to approximate what they would be if they had been trained with data from this background environment.

To perform the compensation step, each individual HMM state in the model set is considered independently. The goal is to update the state output probability distributions:

\[ h'_j(x_t) = f(h_j(x_t) | V) \]  \hspace{1cm} (5)
Figure 5: Example of feature transformation.

Figure 6: Block diagram of a feature transformation operation.
where \( b_j(x_k) \) is the PDF giving the likelihood of state \( j \) generating observation vector \( x_k \), \( W \) is the background noise model, and \( b'_j(x_k) \) is a new PDF describing state \( j \)'s output given \( W \).

A graphical example for a distorted, one dimensional observation vector \( y_k \) is shown in Figure 7. Using knowledge of the environment conditions \( W_i \), \( \lambda_y \) is estimated prior to recognition begins. During decoding, this model is substituted in place of \( \lambda_x \). The model compensation process, diagrammed in Figure 8, can be very accurate, nearly able to reach matched conditions of training on noisy data (which, obviously, will have a higher error rate than matched clean conditions). Thus, by changing model parameters, improved recognition during mismatched conditions can be achieved.

The most popular model compensation method is the PMC algorithm [24]. Every state output probability PDF, \( b_j(x) \), is transformed from a normal random variable (r.v.) in the cepstral domain to a normal r.v. in the filterbank log energy domain. This is then transformed into a lognormal r.v. in the linear energy domain. The same is done for the Gaussian noise \( \bar{W} \). This results in a lognormal mean and variance for the noise and for each Gaussian mixture in the model. Since speech and noise are approximately additive in this domain, a new lognormal for each model mixture can be generated by:

\[
\bar{m}_{jk} = m_{jk} + m_{\text{noise}} \tag{6}
\]

\[
\bar{S}_{jk} = S_{jk} + S_{\text{noise}} \tag{7}
\]

for each mixture \( k \) of each state \( j \) in the model set, where \( m \) is a lognormal mean and \( S \) is a lognormal variance. This new lognormal representation in the linear energy domain can then be transformed back into a normal representation in the log energy domain, and finally, transformed back into a new Gaussian PDF in the cepstral domain. Other model compensation techniques, such as Vector Taylor Series adaptation, are described in [3, 23, 31, 35].

After every Gaussian in all HMM models of the speech model set have been updated using this method, speech decoding (ASR) with the new HMM model set is carried out.
Figure 7: Example of model compensation.

Figure 8: Block diagram of the model compensation procedure.
in the standard manner. There is no further computational overhead, but this entire new model must be stored for each input audio stream. The major drawback is that when the background noise conditions change, every Gaussian must be updated again. For a large vocabulary system, it is not unreasonable to have a total of 15,000 states, each modeled by 8 mixtures. With 39 dimensional feature vectors, a model update would require updating almost ten million mean and variance parameters.

2.4 Baseline Recognition System

Section 2.1 described a lattice-based trace projection solution for Hidden Markov Model LVCSR. Trace scores in this lattice are a combination of acoustic match likelihoods, and language model match likelihoods. Given the assumption that the words, their pronunciation, and the sentence structure used by a talker are independent of the mismatch between training and testing environments, the problem of robust recognition can be decoupled from the language model used. While better performance can obviously be had by improving the language model (or even by weighting it differently), it is a reasonable expectation that improvements in the acoustic matching will be directly related to improvements in overall recognition, even for large vocabulary scenarios. For this reason, the work in this thesis will focus entirely on robustness at the acoustic matching level. Experiments use only the simplest of grammars, and test either:

- whole word digit recognition, or
- phoneme recognition.

Experiments such as these are smaller, faster, and were found easier to analyze that running large dictation experiments. Further, the direct effects of the robust recognition algorithms are easier to detect, as the final results are not "muddied" with side effects from other parts of the recognition system.

The baseline recognition system used for the work in this thesis is based upon the prototype speech recognition system freely available from the Institute for Signal and Image
Processing at Mississippi State University. The system uses a Baum-Welch training algorithm, and a trace-projection decoder. The source code for the ISIP recognizer is available for download, allowing the modifications necessary to implement the algorithms developed as a part of this research.

Whole word digit recognition was based upon the standard Aurora2 implementation. Aurora2 was designed for the HTK recognition system, a research package available from Cambridge University. However, the model parameters such as states per word and Gaussian mixtures per state were easily replicated using the ISIP system. The Aurora2 standard is 16-state HMMs for each of the 11 words of the TIDIGIT database, with three mixtures per state.

Phoneme recognition experiments used the standard TIMIT database, with phonemes converted to the 41 element CMU phoneme set, shown in Table A.1. This set was used instead of the standard TIMIT 32-phoneme set because a 139K+ dictionary using the CMU set was also available. While no experiments reported directly in this thesis used large vocabulary dictation, and thus needed such a dictionary, side experiments to satisfy the curiosity of the author were performed that required one. In order to allow sharing of models, training scripts, and transcripts between many experiments, then the TIMIT transcripts were converted to the CMU phonemes set, and used throughout this thesis. Phonemes were modeled by three state, left-to-right HMMs, with 32 mixtures per state.

In the ISIP recognizer, context-dependent triphones are possible, although the phoneme recognition experiments in this thesis used only context independent phoneme models. In particular, this was because cross-word triphone decoding is extremely computationally expensive, especially for phoneme recognition, where every word is only one phoneme long. The ability to better model speech comes at a steep price: the rapid expansion of traces that must be retained for accurate decoding slows recognition. It was found experimentally that by increasing the mixture count in phonemes to give HMM sets with a similar number of parameters as found in a triphone model set (i.e., 49 3-state HMMs with 128 mixtures apiece, instead of 1000 triphone HMMs with six mixtures apiece), running in context independent mode gave recognition accuracy within a few percent of the triphone system, in roughly one
thirtieth the time. To further speed development, the number of mixtures was cut to 32, trading again errors for speed. A summary of baseline results is given in Table 2.

<table>
<thead>
<tr>
<th>Phoneme Type</th>
<th>Number of HMMs</th>
<th>Mixtures Per HMM</th>
<th>Phoneme Rate</th>
<th>Hours Required For Decoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>triphone</td>
<td>850</td>
<td>8</td>
<td>34.2%</td>
<td>98</td>
</tr>
<tr>
<td>monophone</td>
<td>41</td>
<td>128</td>
<td>36.3%</td>
<td>3.9</td>
</tr>
<tr>
<td>monophone</td>
<td>41</td>
<td>32</td>
<td>38.7%</td>
<td>1.8</td>
</tr>
</tbody>
</table>

The features extracted for this thesis are MFCC vectors, as described in Section 2.2. A preemphasis coefficient of 0.97 is always used, as is a set of 24 mel-spaced filterbanks that span 0-4kHz. Unless otherwise specified in a particular section of this thesis, the extraction method converts the 24 filterbanks to thirteen MFCC coefficients. The zeroth cep coefficient, cep[0], is then replaced by the log energy of the frame. First and second derivatives are taken across multiple frames, giving a final feature vector of length 39.
CHAPTER III

THE UNCERTAIN OBSERVATION DECODING ALGORITHM

The background section presented an overview of current approaches to feature enhancements and model compensation for robust speech recognition. These two methods were shown to have opposite strengths and weaknesses in terms of their ability to handle time-varying noise, and their overall ability to improve recognition accuracy. This chapter will present the first major contribution of this thesis: the Uncertain Observation (UO) decoding algorithm [4, 5]. This method will combine the strengths of both feature enhancement and model compensation, resulting in a new, superior algorithm.

Uncertain Observation decoding is an extension of the standard HMM in which state output probability calculations are augmented to take PDF representations of each input frame, instead of single fixed points. By incorporating feature uncertainty, the method allows performance superior to that available by feature compensation alone. Further, since feature uncertainty is included with each feature frame, time-varying distortions can be handled easily.

This chapter will first review the shortcomings of current robust recognition techniques, after which the desired characteristics for a new algorithm to address these problems is discussed. The new technique will be motivated by increasingly more complex examples, resulting in the new general algorithm that uses Uncertain Observations. This is followed by a detailed description, and several interpretations of the derived equations. Special cases will then be covered, in particular the case where a single-mixture Gaussian PDF is used to model the likelihood of unseen clean features. This formulation allows simple and efficient integration into existing speech recognition systems. An analysis of this method is covered in detail, showing the accuracy improvements that it can provide while addressing the shortcomings of current robust recognition methods. Finally, similar techniques recently
described in the literature are compared to the UO method of this thesis.

3.1 Problem Description

The goal of this thesis is to develop a new algorithm for robust speech recognition. Thus a quick review of the shortcomings to current techniques is appropriate. As discussed in the previous chapter, robust techniques fall into three major categories: robust feature extraction, feature transformation, and model compensation. The first of these, although important, is independent of the actual HMM decoder, and for this thesis, it will be assumed that a good feature set is already in use. The second and third categories directly affect the recognition engine, and it is at this level where the work for this thesis will focus.

In Section 2.3, feature transformation and model compensation were described in detail. Here we will summarize the pros and cons found for these two techniques:

**Feature Transformation**

- ✓ Allows time varying updates of the distortion model, $W_t$.
- ✗ Effectively only updates model means.
- ✗ Only mediocre performance improvement achievable.

**Model Compensation**

- ✓ Updates means and variances of $A_t$, giving better performance.
- ✗ Must re-update all parameters of $A_t$ if $W$ changes.
- ✗ Requires storage for the new model $A_t$.

Thus, the desired result of this research is a method that combines the positive characteristics of these two methods. The new recognition algorithm should:

- ✓ allow for updates to both model mean and variance parameters,
- ✓ these updates should be able to change rapidly, and
- ✓ implementation should be efficient.
The remainder of this chapter will present and analyze a new algorithm that uses a model of feature vector uncertainty to meet these criteria.

3.2 Motivating Example

In order to develop the Uncertain Observation method for robust speech recognition, a motivating example will be used to demonstrate progressively more complex models of distortions. It will also show in a straightforward manner how these models can be handled in a frame-by-frame manner at the level of the state output probability calculation, as an extension of the feature transformation method of Section 2.3.2. The end result is a generic formulation of the UO algorithm for speech recognition decoding.

To begin this motivating example, recall from Chapter 2 that in a standard speech recognition system, a 20-30 millisecond long frame of speech is extracted approximately every 10 milliseconds, with a single observation vector $x_t$ being extracted from each of these frames, generating the observation sequence

$$C_x = (x_1, x_2, ..., x_T)$$

for frames $t \in [1, T]$. The language model and HMM structure are used to prune the list of states in the model set to find those states that are sufficiently likely for frame $t$. For each of these states $j$, the likelihood that observation frame $t$ could have been generated is calculated using the state output probability equation:

$$P_{O_t|q_t=j} = b_j(x_t)$$

where $q_t = j$ denotes that the HMM is in state $j$ during observation frame $t$. This simply corresponds to evaluating the PDF that describes the output probabilities of state $j$ at the single point $x_t$.

During a distortion, however, the observation speech sequence will instead be

$$C_y = (y_1, y_2, ..., y_T),$$

with each feature vector $y_t$ being some transformed version of the unobserved clean signal $x_t$ and the current distortion:

$$y_t = g(x_t, w_t)$$
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If information is known about how this transformation affects feature vectors in general, then this can be used to generate expected values for the clean speech vectors. This is standard feature transformation as described in Section 2.3.2. A one dimensional example of this is shown in Figure 9, where the observed feature $y_t$ on the numberline on the right is mapped one-to-one to $\hat{x}_t$ on the numberline on the left. It is then this feature vector that is used in the state output probability calculation:

$$\Pr[y_t|\theta=j] = \Pr[\hat{x}_t|\theta=j] = b_j(\hat{x}_t).$$

Figure 9: Feature Transformation of an observation distortion, showing a mapping between the observed, distorted point $y_t$ (on the numberline to the right) transformed to $\hat{x}_t$, the expected location of the unobserved, clean observation point $x_t$ (on the numberline on the left).

This is shown graphically in Figure 10. In this figure, the probability of the observation $y_t$ is calculated for state $j$ using the output likelihood PDF $b_j(x)$ associated with state $j$ evaluated at $\hat{x}_t$.

Consider now the case where the exact form of the transformation $g(\cdot)$ is not completely known. In particular, suppose an observation frame can be represented by two equally likely "sub-observations." A representation of this situation is shown in Figure 11. The single distorted observation $y_t$ can be mapped to either location $\hat{x}_{t,j}$ or $\hat{x}_{t,k}$, with equal probability. In this case, a reasonable method for calculating the state output probability for this frame would be to average the output probabilities of the individual sub-observations, as follows:

$$\Pr[y_t|\theta=j] = \frac{1}{2} b_j(\hat{x}_{t,j}) + \frac{1}{2} b_j(\hat{x}_{t,k}).$$
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Figure 10: Evaluation of the state output probability of the distorted observation $y_t$ shown in Figure 9, using $\bar{x}_t$ inside $b_y(x)$. 

Figure 11: Example of feature transformation when the distortion map $w$ to two equiprobable points in the clean feature domain.

An example of calculating this averaged output probability of Equation 12 is shown graphically in Figure 12. While this does not give the ideal results available in the previous one-to-one mapping case, it will give better expected performance overall than selecting either only one point to evaluate (giving either $b_y(\bar{x}_{t,l})$ or $b_y(\bar{x}_{t,r})$) or evaluating the state output probability of an average location, $b_y(0.5(\bar{x}_{t,l} + \bar{x}_{t,r}))$.

This method of averaging discrete state output probabilities can easily be extended in two ways. First, the number of sub-observations can be increased to some arbitrary value, $M$. Thus $y_t$ will be represented as the set of sub-observations $\bar{x}_{t,l}$ through $\bar{x}_{t,M}$. Second, the likelihood of each $m$th sub-observation can be assigned an unequal probability $p_m$, with the constraint that $\sum_{m=1}^{M} p_m = 1$. This scenario is represented in Figure 13, with $m$ sub-observations for $y_t$. 
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Figure 12: The output probability of distorted observation $y_i$ given equiprobable sub-observations $x_{i,t}$ and $x_{i,b}$, is $Pr[y_i=j] = 0.5b_j(x_{i,t}) + 0.5b_j(x_{i,b})$.

Figure 13: Example of decoding with $n$ equiprobable points.

The output probability for $y_i$ in this case is given by the following equation:

$$Pr[y_i=j] = \sum_{m=1}^{M} p_m \cdot b_j(x_{i,m}), \quad \text{where} \sum_{m=1}^{M} p_m = 1.$$  \hfill (13)

This is the general formulation of the Uncertain Observation decoding algorithm for discrete feature transformation.

3.3 General Formulation

In reality, all observations ultimately are stochastic. In well controlled scenarios, the variance of the observations may be low, but especially as noise, compression, and other distortions are introduced, observation uncertainty increases. This leads to the representation of each observation vector not by a single deterministic point in space, but instead by a PDF describing the likelihood of any given point in feature space, given the distorted observation.
and whatever is known about the existing distortion conditions, such as background noise.

Thus the discrete case of the Uncertain Observation algorithm described in the previous section can be expanded. Instead of a discrete set of possible observations, consider the case of a PDF that describes the likelihood of all possible observations. This might arise in a scenario where, due to background noise or other effect, the true observation \( x_i \) cannot be observed, but a likelihood distribution \( f_i(x) \) can be found which describes the ideal observation \( x_i \) by using the noisy observation \( y_i \) and some model of the background noise \( W_i \). Thus, for each noisy observation \( y_i \), a PDF is generated to describe the original clean frame \( x_i \), giving the new observation sequence:

\[
\mathcal{O}' = (f_1(x), f_2(x), \ldots, f_r(x)),
\]

where \( f_i(x) = \Pr[x|y_i, W_i] \) is a PDF whose parameters are some function of \( y_i \) and \( W_i \). Various methods for finding this PDF will be discussed in Chapters 4 and 5. The probability of this observation, given the model is in state \( j \), can now be written as an integration of all possible observations, weighted by their respective probabilities:

\[
\Pr[y_i|x_0=j, W_i] = \int_{-\infty}^{\infty} f_i(\theta) \cdot b_j(\theta) \, d\theta.
\]

This is the general formulation of Uncertain Observation decoding for continuous feature PDF extraction.

As an example, consider Figure 14. The original, undistorted vector \( x_i \) could not be observed due to background noise, and instead \( y_i \) was observed. What is known, however, is that the likelihood of \( x \) given \( y_i \) can be described by the uniform distribution \( f_i(x) \), shown in Figure 14(a). Using Equation 15, the probability of of this observation being generated by state \( j \) can be calculated. Graphically, this is the integral of the curve illustrated in Figure 14(b).

A block diagram showing a typical implementation of this algorithm is given in Figure 15. This can be compared to the algorithm flowcharts for feature transformation and model compensation, given in Figures 6 and 8, respectively. Unlike feature transformation, variance information is being updated, in the form of the uncertainty included in the feature PDF \( f_i(x) \). And, unlike model compensation, the baseline speech models \( \Lambda_X \) are used
Figure 14: The output probability $b_j(x)$ and observation probability $f_i(x)$ shown in (a) are used to generate $f_i(x)b_j(x)$ in (b), whose integral is the probability of frame $y_i$ being generated by state $j$, given distortion model $W_i$.

directly during decoding.

Figure 15: Block diagram of the Uncertain Observation decoding procedure.

3.4 Interpretations

Two interpretations of the Uncertain Observation decoding algorithm of Equation 15 are given in this section. First, it is shown that formulation is equivalent to an expected value of the state output probability conditioned on the distortion. Second is an interpretation as a Bayes decision theory problem, but with uncertain feature data.
3.4.1 Expected Value Interpretation

In the development of the UO algorithm in Section 3.3, the left side of the state output probability equations were shown to be $Pr[y_i|q_i=j, W_i]$. This section will present another representation that is important because of its intuitiveness: the expected value interpretation. The basis is to note that the right side of the Uncertain Observation decoding equations can be shown to be equations for conditional expected values.

The discrete feature transformation case (Equation 15), is easily related to the standard form of conditional expectation of discrete random variables, as shown below:

\[ Pr[y_i|q_i=j] = \sum_{m=1}^{M} p_m \cdot b_y(x_{i,m}) \]  
\[ = \sum_{m=1}^{M} Pr[x_{i,m}|y_i, W_i] \cdot b_y(x_{i,m}) \]  
\[ = E[b_y(x_{i,m})|y_i, W_i] \]  
\[ = E[Pr[x_i|q_i=j]|y_i, W_i] \].

A similar approach can be taken with the continuous PDF version of UO decoding given in Equation 15. Again, the right side of the equation can be written in the standard form of a conditional expected value (for example, [45], p. 169), this time for continuous random variables:

\[ Pr[y_i|q_i=j] = \int_{-\infty}^{\infty} f_x(x) b_y(x) \, dx \]  
\[ = \int_{-\infty}^{\infty} Pr[x|y_i, W_i] Pr[x|q_i=j] \, dx \]  
\[ = E[Pr[x_i|q_i=j]|y_i, W_i]. \]

For both, the discrete and continuous cases, Uncertain Observation decoding can thus be considered equivalent to solving for the expected value of the standard state output probability of state $j$, given the current model for the distortion, $W_i$, and the distorted observation vector, $y_i$. 
3.4.2 Bayes Decision Theory Interpretation

Another interpretation of the decoding algorithm given in Equation 15 is as a Bayes Predictive Classifier (BPC) [4]. This classification methodology, which has received little mention in standard pattern recognition texts, is similar to standard Bayes decision theory, except the parameters normally considered as being exactly known a priori are represented instead by distributions over another set of parameters. This section will present first the standard HMM decoding algorithm as a Bayes optimal classification problem, and then extend it to the BPC form when the observation data is uncertain. Credit for this interpretation goes to a soon to be published work [12] by researchers at Microsoft who worked in parallel (and independently) on Uncertain Observation decoding.

The basic form of a state-of-the-art speech recognizer uses training data to generate an acoustic model $A_X$ and a language model $\Gamma$ that completely describes human speech. The goal of recognition is then to find the optimal word sequence $\hat{W}$ which, for a given observation sequence $O_Y$, finds:

$$\hat{W} = \arg \max_{W} \Pr(W|O_Y, A_X, \Gamma)$$

which, using Bayes' rule can be rewritten

$$\hat{W} = \arg \max_{W} \frac{\Pr(O_Y|W, A_X, \Gamma) \Pr(W|A_X, \Gamma)}{\Pr(O_Y|A_X, \Gamma)}$$

$$\hat{W} = \arg \max_{W} \Pr(O_Y|W, A_X) \Pr(W|\Gamma)$$

This is known as the maximum a posteriori (MAP) decoding decision because it finds the sequence with maximum likelihood after the sequence $O_Y$ has been observed. It gives the optimal result, achieving the minimum expected word error rate assuming all parameters are completely known.

The result of Equation 25 is separated into two independent parts: $\Pr(W|\Gamma)$, the probability of the word sequence $W$ given the language model $\Gamma$, and $\Pr(O_Y|W, A_X)$, the probability of the observation sequence $O_Y$ given both the word sequence $W$ and the acoustic model $A_X$. If the assumption is made that the language model $\Gamma$ is independent of the environmental conditions, only the first term is going to be affected by the acoustic environment.
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This first term is found by noting that for every state sequence \( q, q = (q_1, q_2, \ldots, q_T) \), and using Markov state independence assumptions gives

\[
Pr(O_Y, q|\Lambda X) = Pr(O_Y|q, \Lambda X) Pr(q|\Lambda X)
\]

\[
= \prod_{t=1}^{T} Pr(y_t|q_t, \Lambda X) Pr(q_t|\Lambda X)
\]

The total probability can be found by summing over all possible state sequences:

\[
Pr(O_Y|\Lambda X) = \sum_{q} Pr(O_Y, q|\Lambda X)
\]

The typical approach for speech recognition is to use Viterbi decoding to generate only the single most likely state sequence \( \hat{q} \), and compute \( Pr(O_Y|\Lambda X) \) conditioned upon this sequence. Substituting in the state output probabilities \( b_j(y_t) \) from Equation 9 and transition probabilities \( a_{ij} \)’s,

\[
Pr(O_Y, \hat{q}|\Lambda X) = r_0 b_{\hat{q}_1}(y_1) \cdot a_{\hat{q}_1 \hat{q}_2} b_{\hat{q}_2}(y_2) \cdot \ldots \cdot a_{\hat{q}_{T-1} \hat{q}_T} b_{\hat{q}_T}(y_T).
\]

From this the standard approach to speech recognition can be seen as the MAP classifier optimal in the sense of minimizing expected word errors. Since the model parameters \( \Lambda X \) and \( T \) are found from training data, and are not necessarily true representations of the underlying distributions, this approach is often referred to as the plug-in MAP classifier, as the best guess at model parameters are plugged-in, in place of the true distributions.

This method can be extended to what is sometimes referred to as the Bayes Predictive Classifier (BPC). BPC also solves for a MAP solution, but allows for data (or model parameters themselves) to be specified by probability distributions, conditioned on some other set of (known) parameters, in this case the mismatch model \( \mathcal{M} \). Following the analysis given in [33], the method of handling unknown parameters is to integrate them out from the conditional distribution, given the data. Performing this on Equation 25 yields

\[
\mathcal{W} = \arg \max_{\mathcal{W}} \int_{O_X} p(O_Y|O_X, \mathcal{W}, \Lambda X, \mathcal{W}) p(O_X|\Lambda X, \mathcal{W}) Pr((W|\Gamma) \mathcal{W}) dO_X
\]

\[
= \arg \max_{\mathcal{W}} \left[ \int_{O_X} p(O_Y|O_X, \mathcal{W}) p(O_X|\mathcal{W}, \Lambda X) dO_X \right] Pr(W|\Gamma)
\]

Only the bracketed term in Equation 31 is dependent upon the mismatch between training and testing conditions, \( \mathcal{W} \). This term can be found by summing the probability
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of the single state sequence \( q \) over all possible state sequences. As was done for standard method above, the probability of some state sequence \( q \) can be found using Markov independence to be

\[
\begin{align*}
\int_{\Omega_X} p(O_X,q,O_Y,W)p(O_X,q,W,X) \, dO_X = \\
= \left[ \int_{\Omega_X} p(O_X|q,O_Y,W)p(O_X,q,X,W) \, dO_X \right] \Pr(q|\Lambda_X) \\
= \prod_{n=1}^T \left[ \int_{\Omega_X} p(x_{n}|y_n,W_n)p(x_{n}|q_n,\Lambda_X) \, dx \right] \Pr(q|\Lambda_X)
\end{align*}
\]

Recognition can then follow the same path as described in Equations 25 to 29, except that the state output probabilities are calculated as

\[
\Pr(y_1|q_1=j, W_1 = \int_{\Omega_x} p(x_{1}|y_1, W_1)p(x_{1}|q_1=j) \, dx
\]

which is identical to that developed for UO decoding in Equation 15.

From this development, it is now clear that a BPC decoding formulation (which includes knowledge that the observation vectors themselves are uncertain) is identical to standard decoding, except that the state output probability calculation of Equation 9 is replaced with the UO state output probability of Equation 15. Thus UO decoding inherits the properties of a BPC classifier. UO is thus the optimal decoder, given model parameters \( \Lambda_X \), mismatch model \( W \), and features described as conditional PDFs.

A method related to this was described in [8], except in that work it was the model parameters, \( \Lambda \), that were considered unknown, as they had changed due to the mismatch between training and testing environments. Thus that method was another form of model adaptation.

### 3.5 Special Cases

Several special cases are worth considering. First is the case of absolutely known feature vectors (i.e., when no distortion is present). Second, is the case of completely unknown feature vectors. Finally, the important special case of Gaussian observation PDFs will be covered, as this form is how UO decoding will actually be implemented in the remainder of the thesis. Both single- and multi-mixture normal random variables will be considered.
Finally, uniform PDFs will be presented, as an example that any PDF could potentially be used to model observation likelihoods.

3.5.1 Known Undistorted Feature Vectors

An analysis of the decoding algorithm of this thesis shows that in the absence of noise, the recognizer will perform as well as a matched-condition system. This can be seen by noting that when it is known that there is no distortion present, the observed feature vector $y_t$ is exactly equal to the clean, ideal feature vector $x_t$. This can be modeled in the PDF feature domain as a Dirac delta function:

$$f_t(x) = \delta(x - x_t)$$  \hspace{1cm} (36)

Plugging this into the UO integral gives

$$E[Pr[x_i | y_i, \mathcal{W}] | y_i, \mathcal{W}] = Pr[y_i | y_i, \mathcal{W}]$$

$$= \int_{-\infty}^{\infty} f_t(\theta) \cdot b_j(\theta) \, d\theta$$  \hspace{1cm} (37)

$$= \int_{-\infty}^{\infty} \delta(\theta - x_t) \cdot b_j(\theta) \, d\theta$$  \hspace{1cm} (38)

$$= b_j(x_t)$$  \hspace{1cm} (39)

$$= Pr[x_t | y_i = y_i]$$  \hspace{1cm} (40)

which is exactly the state output probability calculation for standard HMM decoding.

The conclusion that can be drawn from this special case is that in the absence of any distortion, application of the UG decoding algorithm will not adversely affect recognition, retaining optimal decoding for matched conditions.

3.5.2 Completely Unknown Feature Vectors

Another special case is when some distortion has completely obliterated a feature vector or series of feature vectors. This can be the case in extremely noisy environments with very low signal to noise ratio, or in a Voice over IP or wireless communication system where groups of packets of audio data can occasionally be delayed long enough to require being considered lost for the purposes of real-time communication. For very short bursts of noise
or dropped packets some type of interpolation of feature vectors is possible, as is done in
current speech coding algorithms, such as G.729 and MELP. This is referred to as Packet
Loss Concealment. For this section, however, the assumption is made that interpolation is
not possible, and no information at all can be obtained about the audio signal.

The feature PDF for such a case can be represented as a uniform random variable

$$f_t(x) = u(x) = u_0 \quad (42)$$

across the entire range of the finite feature space $R$, representing that any one feature vector
is equally likely as any other. Using the identity that the integral of any probability density
function (in this case $b_t(x)$) across its entire range must equal to 1, UO decoding using
Equation 15 gives:

$$E[Pr | x_{i0}=j | y_1, W_1] = Pr[y_i | x_{i0}=j, W_1] \quad (43)$$

$$= \int_R f_t(\theta) \cdot b_t(\theta) \, d\theta \quad (44)$$

$$= \int_R u(\theta) \cdot b_t(\theta) \, d\theta \quad (45)$$

$$= u_0 \int_R b_t(\theta) \, d\theta \quad (46)$$

$$= u_0 \quad (47)$$

Thus, the score for every state $j$ in the model will be equal to the same constant $u_0$.
This implies that acoustic information will penalize every state and every phone equally
in all projected paths internal to the HMM decoder. Decoding will thus rely solely on state
duration and context information available from the language model, as would happen if a
human were performing the recognition problem. Unreliable acoustic information is ignored,
and this is the entirely desirable result.

Obviously the scenario of completely unknown vectors is somewhat unlikely. With
interpolation, multiple description coding, or other packet loss concealment techniques, only
in cases of multiple dropped frames spanning a phoneeme changes would acoustic information
be completely unknown. And then, only in cases where duration and language modeling
could still span, the lost acoustic information would robust recognition schemes even be
relevant. Thus for many communication applications, a more appropriate model is one
showing information loss as a growing variance as length of a burst of unknown feature vectors grows in length. This subject is covered in much more detail in Section 5.3 for the specific case of bursts of lost packets on a communications channel.

3.5.3 Gaussian Observation PDFs

The typical modern HMM-based speech recognition system uses Gaussian mixture distributions to model state output likelihoods by \( (y_t) \), as described in Section 2.1. Given this, a very efficient implementation of UO decoding is to model observations PDFs as single-mixture Gaussian of mean \( \mu_t \) and covariance \( \Sigma_t \):

\[
f_t(x) = \mathcal{N}(x; \mu_t, \Sigma_t).
\]

(48)

For many distortions and feature extraction methods, this is a reasonable method of representation, as will be shown for various applications in Chapters 4, 5 that follow.

Substituting the single mixture Gaussian observation PDF into the UO decoding integral in Equation 15 gives

\[
E[\Pr[y_1|q=\hat{q}][y_1,W_t]] = \int_{\mathbb{R}^n} f_t(\theta) \cdot b(y_1|\theta) \, d\theta
\]

(49)

\[
= \int_{\mathbb{R}^n} \mathcal{N}(\theta; \mu_t, \Sigma_t) \cdot \sum_{k=1}^K c_{jk} \mathcal{N}(\theta; \mu_{jk}, \Sigma_{jk}) \, d\theta
\]

(50)

\[
= \sum_{k=1}^K c_{jk} \int_{\mathbb{R}^n} \mathcal{N}(\theta; \mu_t, \Sigma_t) \mathcal{N}(\theta; \mu_{jk}, \Sigma_{jk}) \, d\theta
\]

(51)

\[
= \sum_{k=1}^K c_{jk} \mathcal{N}(\theta; \mu_{jk}, \Sigma_{jk} + \Sigma_t)_{\theta=\mu_t}
\]

(52)

\[
= \sum_{k=1}^K \left[ \frac{c_{jk}}{(2\pi)^{n/2} |\Sigma_t|^{1/2} } \cdot \exp \left\{ -\frac{1}{2} (\mu_t - \mu_{jk})^\top \Sigma_t^{-1} (\mu_t - \mu_{jk}) \right\} \right]
\]

(53)

where \( \Sigma_t = \Sigma_{jk} + \Sigma_t \), and \( k \) indexes mixtures within the \( j \)th state's Gaussian mixture distribution.

To show how Equation 52 follows from Equation 50, begin with the well known equation

35
for the convolution of Gaussians, evaluated at zero:

\[ c(0) = \int_{-\infty}^{\infty} f_1(x) \cdot f_2(v - x) \, dx \bigg|_{x=0} = f_3(x) \big|_{x=0} \]  

(54)

where

\[ f_1(x) = \mathcal{N}(x; \mu_1, \Sigma_1) \]

\[ f_2(x) = \mathcal{N}(x; \mu_2, \Sigma_2) \text{ and} \]

\[ f_3(x) = \mathcal{N}(x; \mu_1 + \mu_2, \Sigma_1 + \Sigma_2) \]

If we define \( f_4(x) = f_2(-x) \), then \( f_4(x) = \mathcal{N}(x; \mu_3, \Sigma_4) \), where \( \mu_4 = -\mu_2 \) and \( \Sigma_4 = \Sigma_2 \). Thus \( f_4(-x) = \mathcal{N}(x; \mu_2, \Sigma_2) \). Substituting this into Equation 54 gives

\[ \int_{-\infty}^{\infty} f_1(x) f_2(u - x) \, dx \bigg|_{x=0} = f_4(x) \big|_{x=0} \]  

(55)

\[ \int_{-\infty}^{\infty} f_1(x) f_4(x) \, dx = f_3(x) \big|_{x=0} \]  

(56)

with \( f_3(x) = \mathcal{N}(x; \mu_1 - \mu_4, \Sigma_1 + \Sigma_4) \) which is sufficient to show Equation 52.

The important consequence with this special case is that if a single mixture Gaussian can be used to represent the feature PDF, then the state output probability calculation itself will remain a \( K \) mixture Gaussian evaluation, and is thus identical in complexity to standard HMM decoding. The only extra computations required are only those to generate the new inverse covariance matrix \( \Sigma^{-1} \), and the covariance determinant \( |\Sigma| \). Finding these is required on a per-frame basis, and thus is a nontrivial extension, but the overall cost is still less than a factor of two. Section 3.6 will cover the computational complexity of this particular formulation in detail, including numerous shortcuts.
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3.5.4 Gaussian Mixture Observation PDFs

The previous formulation using a single mixture Gaussian for the observation PDF can be extended to further cover the case of having a Gaussian mixture model (GMM) representation with \( L \) mixtures. The state output probability is

\[
E[\Pr[y_t | q_t = j] | y_1, \lambda_t] = \\
= \int_{R^L} f_i(\theta) \cdot b_j(\theta) \, d\theta \\
= \int_{R^L} \left( \sum_{l=1}^{L} c_{il} \mathcal{N}(\theta_1; \mu_{il}, \Sigma_{il}) \right) \left( \sum_{k=1}^{K} c_{jk} \mathcal{N}(\theta_2; \mu_{jk}, \Sigma_{jk}) \right) \, d\theta \\
= \sum_{i=1}^{L} \sum_{k=1}^{K} c_{ij} c_{jk} \mathcal{N}(\theta_1; \mu_{ij}, \Sigma_{ij}) \cdot \mathcal{N}(\theta_2; \mu_{jk}, \Sigma_{jk}) \, d\theta \\
= \sum_{i=1}^{L} \sum_{k=1}^{K} c_{ij} c_{jk} \mathcal{N}(\theta_1; \mu_{ij} + \Sigma_{jk}) \big|_{\theta_1 = \mu_{ij}} \\
\]

There are two important issues with this GMM situation. First, is that in the case of the single Gaussian feature PDF the state output probability equation remained similar in computational complexity to the original decoding equation, requiring only the evaluation of a \( K \) mixture Gaussian. For the GMM formulation, a total of \( L \) such evaluations are required. Thus this is a computationally expensive extension to the basic single Gaussian evaluation.

Further, it will be shown later in this chapter that it is important that the feature PDF be accurate. As with any technique which uses a model to simplify the description of a real world scenario, when the model is inaccurate or used improperly, performance will drop. The GMM feature model requires more parameters, and thus is more susceptible to improper modeling unless caution is exercised in its application. In Section 4.3.2 we cover a novel method for PDF feature extraction that is actually appropriate for the GMM scenario.

3.5.5 Uniform Observation PDFs

The general form of the UO decoding equation allows for any observation PDF to be chosen. Thus, while most implementations would not doubt use the Gaussian or mixture Gaussian
Consider, for example, the case of a vector quantization system. The full feature space is broken into $J$ regions and during compression each observation $x_i$ is assigned to one of these regions. During transmission, only the index $i$ of the region is sent. If this index were used as input to a UO decoder, and the assumption is made that any point within the region is equally likely, then the appropriate observation PDF is a uniform random variable covering region $i$ of the feature space.

The state output probability for $d$-dimensional feature vectors can, for the case of a uniform observation RV that is separable across dimensions, be written as

$$E[Pr[y_1|q=y]) |y_i, W_i] = \int_{R^d} f_i(\theta) \cdot b_i(\theta) \ d\theta$$

$$= \int_{a}^{b} \frac{1}{b-a} \ b_i(\theta) \ d\theta$$

$$= \sum_{d=1}^{D} \frac{1}{b_d-a_d} (F_j(b_d) - F_j(a_d))$$

where $d$ indexes the dimension, and $F_j(x)$ is the cumulative distribution function for state $j$ evaluated at $x$.

### 3.6 Complexity Analysis

There are several components required to analyze the computational complexity of the UO decoding algorithm. First, the model for the current distortion must be generated. For some scenarios this model does not change, for example, a global model of a speech compression algorithm. For cases scenarios that truly harness the full capabilities of UO decoding, however, this distortion model is time varying. The best example of this is speech recognition in the presence of nonstationary background noise. For such a scenario, the distortion model

$$\mathcal{W} = (W_1, W_2, \ldots, W_P)$$

(65)
and some amount of computation is undoubtedly required to generate the new noise model \( \mathcal{N}_t \) for each frame \( t \). This computation of course is dependent upon the type of distortion, the nature of the model, and the particular implementation chosen, and thus further general analysis cannot be made here.

Similarly, \( \mathcal{W} \) must be used in order to generate the observation PDF sequence, \( \mathcal{O}' \) = \( \{ f_1(x), f_2(x), \ldots, f_r(x) \} \), and the complexity of this operation is implementation dependent. Several methods for computing such a sequence will be covered in this thesis. The first methods, described in Chapter 4, give several techniques for use during non-stationary additive background noise. The methods range in computational complexity from being an extremely efficient mapping lookup, to being an iterative Monte-Carlo based estimation scheme requiring more computations than speech recognition itself. Other methods described in Chapter 5 highlight PDF sequence generation to handle distortions encountered in distributed speech recognition. Compressed feature vectors, compressed speech waveforms, and packet-lossy channels are modelled as uncertain features, and compensated using UO decoding. The computational complexity for generating an observation PDF sequence in each of these cases will be shown to be minimal in relation to other aspects of recognition.

As for the actual decoding process, the amount of computation is related to the choice of the form of the observation PDF. For example, a Dirac delta function described in Section 3.5.1 implies no extra processing. For the uniform distribution of Section 3.5.3, a large number of Gaussian cumulative distribution functions must be evaluated.

Probably the most useful observation PDF is the single mixture Gaussian described in Section 3.5.3. Depending on whether a full or diagonal covariance matrix is used, the amount of extra computations required by UO decoding can be quite limited. The remainder of this section will look at the Gaussian case in more detail.

For the Gaussian observation PDF, the state output probability computation remains just the evaluation of a single Gaussian. Due to UO, however, there are two changes. First is the evaluation location, which shifts from \( y_t \) to the mean of the observation Gaussian, \( \bar{x}_t \). This obviously requires no extra processing. Second is the change to the covariance-
matrix. The new covariance matrix \( \Sigma_r \) is a function of both the covariance of the state being evaluated, \( \Sigma_{kh} \), and the covariance of the observation PDF, \( \Sigma_o \). Being a function of the observation, the new covariance cannot be calculated until it is time to decode the frame. Assuming that speech is modeled with a diagonal covariance Gaussian, as is almost always the case, \( \Sigma_r \) can be generated by \( N \) additions regardless of the type of observation covariance matrix.

Because a new covariance matrix is generated for each frame, \( \Sigma_r^{-1} \) must be recomputed. For the general case of full covariance matrices, this is a computationally complex evaluation, although the positive-definite symmetric form of covariance matrices does make the problem much smaller than general matrix inversion. Using a linear algebra package such as LAPACK, this is accomplished by a Cholesky factorization (spotrf in LAPACK), followed by a Cholesky-factorization-specific matrix inverse (spotri), giving an \( O(N^3) \) operation. If the observation PDF also uses a diagonal representation, the inverse only requires \( N \) divides.

A further amount of computation comes from needing a new determinant, \( |\Sigma_r| \). In any current ASR system, the determinant of \( \Sigma_{kh} \) is a precomputed value stored inside the acoustic model. For UO decoding, this is no longer possible and must also be computed for each frame. In both the full and diagonal covariance cases, this requires another \( N - 1 \) multiplies, multiplying along the Cholesky factorization diagonal for full covariances, and along the diagonal for diagonal covariances.

If the implementation-specific computation of the observation PDF is ignored, the resulting computational burden of the UO state output probability calculation with diagonal covariance observation PDFs is roughly 5 floating point operations for every 3 required by standard decoding. In a typical large vocabulary system, these Gaussian evaluations are roughly 50% of the processing burden [60] (with language modeling being the majority of the rest), resulting in the extra processing is expected to be approximately 33% of the overall system load. Experiments timing only the output probability calculation verified this value, as is shown in Table 3. Also shown are experimental results for full covariance Gaussians in UO decoding when using 13-dimensional feature vectors.
<table>
<thead>
<tr>
<th>Observation PDF Model</th>
<th>Covariance Structure</th>
<th>Order of UO Overhead</th>
<th>Experimental Results, Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dirac delta, $\delta(x - y_1)$</td>
<td>N/A</td>
<td>N/A</td>
<td>1.0 x</td>
</tr>
<tr>
<td>single mixture Gaussian</td>
<td>diagonal</td>
<td>$O(N)$</td>
<td>1.3 x</td>
</tr>
<tr>
<td>$K$ mixture Gaussian</td>
<td>diagonal</td>
<td>$O(K\cdot N)$</td>
<td>$1.3K$ x</td>
</tr>
<tr>
<td>single mixture Gaussian</td>
<td>full</td>
<td>$O(N^2)$</td>
<td>32.2 x</td>
</tr>
</tbody>
</table>

This extra computational burden is, however, not necessarily required. Consider the case of ASR in the presence of additive background noise. The dynamic range of speech is large enough that the local SNR of frames, even closely related in time, can vary significantly. While some low energy frames will be completely lost and many frames somewhat affected by the noise, some high energy frames occurring during voiced speech will only be slightly affected by the noise. For frames such as these, the observation PDF $f_1$ will have component variances along the covariance matrix diagonal small enough that the PDF can be effectively reduced to a Dirac delta function. As shown in Section 3.5.1, this reduces to nothing more than using the standard decoding output probability equation given in Equation 9. Covariance matrix updates are no longer necessary, and the extra computational burden due to UO is zero for this type of frame. In moderate noise, a similar situation can occur for nonspeech frames. In such a scenario, a voice activity detector can be quite successful at finding near enough the onset and end of speech activity. Nonspeech frames can thus be easily replaced with by a “typical” nonspeech feature vector, and the Dirac delta approximation again used.

An example of the computational complexity required during additive noise environments can be seen in Table 4. The experiments in this table are based on the 0dB SNR subset of the Aurora2 noisy digit experiments described in detail later in Section 4.3.1. Four recognition systems are used. First is a baseline recognizer using mismatched noisy observation with clean-trained models. Second is the same system, but using the MCMC-AR feature transformation method that will be described in Section 4.3.1. Third is the same as the second, but now using UO on all frames during decoding. The observation PDFs
are single mixture Gaussians with diagonal covariance matrices. Fourth, is the UO system with the ability to replace certain frames with Dirac delta PDFs as described above. Note that these experiments are for a small vocabulary example with no language model (any digit is allowed to follow any other digit with equal likelihood). Computational overheads would thus proportionally decrease in LVCSR systems employing extensive language modeling during the search. If fifty percent of the computation is again assumed to be language modeling, this shows that UO can, in a noisy environment, be implemented with only a 15% continuous computational overhead when compared to the standard speech decoding method. The tradeoff is performance. While the baseline UO method is able to remove around 10% of the errors after feature transformation, the frame selective method is only half as effective, removing around 5% of the errors.

Table 4: Computational burden of UO decoding in an additive noise environment with no language modeling.

<table>
<thead>
<tr>
<th>Recognition system</th>
<th>Time required (minutes)</th>
<th>Word Error Rate</th>
<th>Computational Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard</td>
<td>9.7</td>
<td>84.7%</td>
<td>—</td>
</tr>
<tr>
<td>feature transformation</td>
<td>9.7</td>
<td>37.6%</td>
<td>—</td>
</tr>
<tr>
<td>baseline UO</td>
<td>14.9</td>
<td>34.3%</td>
<td>53%</td>
</tr>
<tr>
<td>frame-selective UO</td>
<td>12.6</td>
<td>35.8%</td>
<td>30%</td>
</tr>
</tbody>
</table>

Another implementation issue related to algorithm complexity is that of memory. Since in a modern recognition server there might perhaps be hundreds of input streams being decoded simultaneously, it is beneficial to reduce the amount of stream-dependent memory required. While a few parameters are of little consequence (for example, the single number representing the vocal tract scaling factor, for Vocal Tract Length Normalization), typical model compensation techniques such as PMC require completely new sets of model parameters. In a large vocabulary system, this can be several million new parameters that must be stored for each stream, resulting in potentially several gigabytes of stream-specific model data for a speech server. The UO framework, however, does not require any updates to the original speech models $A_k$ during decoding. Thus the same speech models can be shared among all input streams. In this respect, the UO technique has significant memory benefits.
over other model compensation techniques.

As final issue with UO complexity is that there is an extra bandwidth cost associated with distributed speech recognition environments. This cost is in the feature extractor, which now must output two parameters (observation PDF $f(x) \sim \mathcal{N}(x; \mu, \Sigma)$) for what used to be just one (speech feature vector $\mathbf{x}$), assuming a single-mixture Gaussian as in Section 3.5.5.

3.7 Experiments with UO Decoding

The basic performance of the Uncertain Observation decoding algorithm will be demonstrated through several experiments in this section. First, the recognition system used throughout the experiments of this thesis, both in this chapter and in later application chapters, is described in detail in Section 3.7.1. This is followed by discussions of several types of baseline experiments. Artificial distortions are used in these experiments in order to allow the performance of UO decoding to be simulated in a controlled manner under several conditions.

3.7.2 The Recognition Engine

The source code for the training and decoding algorithms was originally taken from Mississippi State University's publicly available prototype research recognition platform for large vocabulary speech recognition created by Institute for Signal and Information Processing (ISIP) department [49]. The Uncertain Observation decoding algorithm was integrated into this framework, allowing several types of observation PDF's:

- multimixture delta functions,
- single mixture, diagonal covariance Gaussians,
- multimixture, diagonal covariance Gaussians, and
- single mixture, full covariance Gaussian.

The specific model chosen from this set is flexible, and can be changed on a per-frame basis. While other options for observation PDF's such as uniform, Laplacian, truncated Gaussian,
or other random variables could certainly be implemented, this was deemed rich enough for the research of this thesis.

3.7.2 Experimental Setup

In order to test the UO decoding algorithm, an experiment that deals only with decoding based on acoustic information was chosen. Phoneme recognition of TIMIT data [26] was the goal, with no language modeling allowed, thus giving a loop grammar with any phoneme allowed to follow any other phoneme, and with no phrase length constraints.

Phonemes were modeled by three state, 16 mixture Gaussian, in a left to right model. These models were trained with the Baum Welch algorithm in the usual manner using the ISIP tools.

The ISIP recognition system is feature-set independent. That is, feature extraction happens separately from training or recognition, and any reasonable set can be used. For the first three experiments of this section, log energy plus 12 MFCCs generated from a 24 band mel spaced filterbank, with first and second derivatives were extracted, giving a feature dimension of 39. The final experiment deals compares the performance of full covariance matrices to diagonal covariance matrices, and for these experiments, only the static features were used, both in the filterbank log energy domain and in the MFCC domain, giving feature dimensions of either 24 and 13, respectively.

3.7.3 Oracle Experiment 1: Stationary distortion

A first set of experiments was designed to show the ideal operating point of UO decoding. This was accomplished by generating a disturbance vector $n_t$ pulled from a Gaussian distribution of known mean and variance, $\mu_t$ and $\Sigma_t$, respectively, and adding this disturbance directly to clean cepstral parameters, as shown in Figure 16, rather than adding noise to the time domain speech signal. The mean and variance parameters $\mu_t$ and $\Sigma_t$ are then shown exactly to the decoder (although not the disturbance vector itself, $n_t$). Since the characteristics of the disturbance sequence are known exactly, these are referred to as "Oracle" experiments.

For this experiment, some choice had to be made for the mean $\mu_t$ and diagonal covariance
In order to pick reasonable values, the stereo Aurora2 database (described in detail in [47]) was used. MFCC feature extraction was performed on both the clean data and all of the 0dB SNR subset of the noisy data. The global mean vector $\mu_1$ and variance vectors $\Sigma_1$ of the difference between these two sets were then calculated, and $\mu_1$ and $\Sigma_1$ were set to these vector constants.

The baseline for this experiment is training and testing using clean, unaltered data. This matched condition scenario shows a 38.7% phoneme error rate (PER). A second baseline mismatched condition comes from using noisy data for both the training and testing. This is a representation of an ideal form of model adaptation, allowing all parameters of the HMM models (including transition matrix components $a_{ij}$'s) to be updated. This matched condition gives only a slightly lower error rate, at 54.7%. Because of the structure of this problem, it is not possible to perform PMC-style model adaptation, since there is no explicit model for the noise in the time domain.

Testing noisy data using clean-speech-trained models shows the difficulty of mismatched conditions. For this case, the error rate jumps to 100.6%. The first cut at improvement is to perform feature transformation. From a feature transformation perspective, this experiment
scenario allows an optimal \( \hat{x}_t \) to be found as follows,

\[
\hat{x}_t = E[x_t]
\]

\[
= E[y_t - n_t]
\]

\[
= y_t - \mu_n
\]

(65)

since \( E[n_t] = \mu_n \) for the disturbance is known exactly.

While this form of ideal feature transformation shows an improvement, it is minimal. The PER drops to 96.6%, still far from the matched condition level. This is of course because the disturbance for this experiment was almost zero mean, and therefore feature transformation has little effect. However, it does show that variance information can certainly hurt performance if not accounted for.

Finally, UO decoding was implemented using all of the known information: the observation \( y_t \), the disturbance mean \( \mu_n \), and the disturbance's diagonal covariance matrix, \( \Sigma_n \). The simple inclusion of the feature variance information showed a dramatic drop in the error rate, down to 82.3%. This approaches the matched condition case of training on noisy data. The slightly lower performance (compared to matched noisy) is completely expected, since the matched noisy case has also allowed for transition matrix updates, as well as state output probability parameter updates.

A different form of ideal UO decoding was also implemented for comparison. This method will be described throughout this thesis as the "Ideal Variance" method. An ideal variance is a covariance matrix with diagonal entries calculated by squaring the differences between the clean and distorted feature vectors. Thus for this method \( \Sigma_t = (y_t - x_t)^2 \approx n_t^2 \), meaning both the clean features and distorted features must both be given to the decoder.

For this ideal form of UO decoding, the error rate drops significantly, down to 44.4%.

The experiment results, shown in Table 1r, show clearly that feature transformation only partially compensates for noisy conditions. Uncertain Observation decoding, however, can almost completely eliminate the mismatch if observation PDFs can be accurately found.
3.7.4 Oracle Experiment 2: Time-varying distortion

In the previous experiment, UO decoding was shown to significantly reduce recognition error rates in the case where the parameters of a Gaussian disturbance vector were completely known. The disturbance for the experiment, however, did not change with time - the same mean and covariance were used for all frames. In this section, the case of a time varying distortion are examined. By showing that UO decoding can still be successful in such time-varying environments, it can be seen that successful decoding of speech in non-stationary noise can be successfully accomplished by good estimation of feature PDFs.

The same experiment setup was used as in the previous section, but this time the parameters of the Gaussian from which \( \mathbf{n}_t \) is drawn were time varying (albeit still known, in a time varying manner, to the UO decoder). For this test, both the mean and variance were themselves drawn from a uniform random distribution, \( \mu_t \sim U[0, 2\bar{\mu}_n] \) and \( \Sigma_t \sim U[0, 2\Sigma_n] \), respectively, rather than being set to constant vector values as in the previous experiment. The results are summarized in Table 18, showing that even with a time varying distortion,
UO allows for frame-by-frame updates to the decoding process, allowing significantly improved recognition accuracy that cannot be matched by simple feature transformation, and would be impractical for model compensation techniques.
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**Figure 18:** Oracle 2 experiment results for phoneme error rates on TIMIT data. Noisy, in this case, refers to a disturbance vector, u_t, drawn each frame t from a known Gaussian distribution with time varying parameters, and being added to the clean MFCC vectors.

The important consequence of this experiment is to observe that UO decoding is just as successful as in the first Oracle experiment in Section 3.7.3. For the first experiment, because the statistics of the distortion were not time-varying, UO decoding could just as easily have been implemented in a manner as model compensation. That is, given the distortion mean and variance $\mu_t$ and $\Sigma_t$, single new updated HMM model set $\Delta Y$ could have been calculated prior to standard decoding, and would have been equally successful (as well as more efficient computationally). For the experiment in this section, however, because the distortion is rapidly time-varying, there is no equivalent model compensation method that simplifies to a single optimal updated model set $\Delta Y$. An optimal model compensation implementation would necessitate a new $\Delta Y$ for each speech frame. This would require an impractical amount of computational overhead, eliminating it as a potential implementation.
UO decoding, however, gives model-compensation-quality results, and the overhead is no more than that of the first Oracle experiment.

3.7.5 Oracle Experiment 3: Erroneous covariance estimates

A potential pitfall to using observation uncertainty is when the variance estimates for a feature vector are incorrect. This section will briefly study the consequence of such an occurrence.

To examine this, an Oracle experiment setup identical to the Oracle 1 experiment in Section 3.7.3 was performed, but erroneous covariance information was passed to the UO decoder. Thus, the disturbance vectors \( \mathbf{n} \) are drawn from the distribution \( \mathcal{N}(\mathbf{x}; \mu_n, \Sigma_n) \), but the decoder will be given distribution parameters \( \mathcal{N}(\mathbf{x}; \mu_n, \Sigma_n') \). The sequence of disturbance vectors was chosen to be exactly identical to that used for the Oracle 1 Experiment. For UO decoding, the mean \( \mu_n \) was given correctly to the decoder, but the variance parameters given for the observation PDF were generated as a random variable, \( \Sigma_n \sim \mathcal{U}(0, c\Sigma_n) \), with \( c \) being a scaling constant in order to evaluate a range of errors.

Results for scaling factors in the range \( c = 0 \) to \( c = 10 \) are shown in the graph of Figure 19. When \( c = 0 \), the system is operating as a standard decoder, using feature-transformed data, and thus gives identical results to that seen in Figure 17. When \( c = 2 \), and since the new variances are chosen using a uniform random variable, the mean variance \( E(\Sigma_n) \) equals the Oracle variance, \( \Sigma_n \), and it is near this location that the error rate is near its minimum, although it never reaches as low as the either the Ideal Variance performance (44.4% PER) or the Oracle performance (52.3% PER) found in the Oracle 1 experiment.

A potential problem is clearly identified: if the variance information is incorrect by a large enough amount, the error rates from the decoder will be larger than if no robust processing were done at all. It is a typical problem: the more complex the model used for a system, the more unstable the system becomes when conditions outside the model are encountered. This concept needs to be remembered when designing a PDF feature extractor, as will be done for various applications in Chapters 4 and 5.
3.7.6 Oracle Experiment 4: Comparison of full and diagonal observation covariance matrices

One potential variance estimation problem alluded to in the analysis section 3.6 is the case of an observation PDF that is not well represented by a Gaussian with diagonal covariance matrix. An especially relevant case for speech recognition is additive noise. In this case, there are two feature domains with significantly different properties: mel filterbank log energy features, and mel filterbank cepstral coefficient (MFCC) features.

Feature vectors in the filterbank log energy domain can be considered as having a reasonable amount of statistical independence due to additive noise. Since the transformation from the log energy domain to the MFCC domain uses a discrete cosine transform, and therefore a full matrix multiplication, to decorrelate speech features, $\Sigma_k$ is now best described by a full covariance matrix. This is exactly opposite the standard argument made for modeling speech features in HMMs, as shown in Table 5.

In this section, an experiment similar to the Oracle approach presented in the previous sections is designed to show the effect of diagonalizing, in the MFCC domain, a feature PDF that is better represented as being diagonal in the filterbank log energy domain. Unlike the previous Oracle experiments, only static features are used, which means the baseline
Table 5: Covariance matrix forms in order to well-represent speech models and noisy features in the filterbank log energy and MFCC domains.

<table>
<thead>
<tr>
<th>Feature Vector Domain</th>
<th>$\Sigma_{x}$ format for speech models</th>
<th>$\Sigma_{z}$ format for noisy speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filterbank log energy</td>
<td>full</td>
<td>diagonal</td>
</tr>
<tr>
<td>MFCC</td>
<td>diagonal</td>
<td>full</td>
</tr>
</tbody>
</table>

error rates are higher, however comparisons of different techniques within this experiment are valid.

The clean dataset is the TIMIT data as used in previous Oracle experiments. To generate a distorted dataset, the same technique as for the first Oracle experiment was used, that is, the global mean and variance of the noise signal of the 0dB SNR portions of the Aurora2 dataset were calculated. This mean and variance were then used to generate an artificial distortion vector $n_t$ to be added to the clean signal, $x_t$, for each frame $t$. Unlike the first Oracle experiment, however, the feature vector domain is the filterbank log energy domain. The standard baseline experiments were run giving matched clean error rates of 65.3%, and matched distorted error rates of 75.3%. Converting from these feature vectors to the MFCC domain, a second set of baseline error rates were observed, of 58.8% for matched clean conditions, and 73.9% for matched distorted conditions. The results for the MFCC domain show lower error rates as expected, since speech models with diagonal covariance matrices are more appropriate.

To test mismatched conditions, models were trained with clean speech and tested with distorted data. In the filterbank domain, the error rate increased to 85.7%. The MFCC domain showed more sensitivity to the distortion, with the error rate increasing to 91.1%.

The distortion PDF $n_t$ was drawn from a multichannel Gaussian with diagonal covariance matrix, as in the previous Oracle experiments. Thus optimal Oracle UO decoding for the filterbank data uses a feature PDF representation that has the same diagonal covariance matrix. For this case, the error rates drop to a 77.4% phoneme error rate.

In the MFCC domain, there are two ways that Oracle UO decoding can be tested. The optimal method requires that the diagonal covariance matrix representing the filterbank
domain distortion be transformed into a full covariance matrix in the MFCC domain. An approximation of this is to then reduce this to only a diagonal MFCC feature covariance.

For the optimal version, the error rate drops to 72.9%. The diagonal approximation shows an error rate slightly higher, of 73.1%. The full set of results are reviewed in the graph of Figure 20.

![Figure 20: Oracle 4 experiment comparing results for full and diagonal observation covariance matrices for a distortion that is independent on filterbank log energy (FB) features.](image)

It is worth noting the processing time required for each of the MFCC experiments, as this gives further insight into the recognition problem. Each experiment was run on an otherwise idle 1GHz x86 PC, and the times were required recorded. The relative speeds, as a function of real time, are given in Table 6.

A simple scaling of time required based upon the state output probability calculation was actually not observed. This is because for all experiments, the pruning parameters were fixed, and thus the unexpected time differences are because of some conditions requiring the evaluation of more paths through the lattice than others.

There are several notes to observe from this set of experiments. First, is that as expected, the MFCC domain gives superior matched-condition performance compared to the
<table>
<thead>
<tr>
<th>Decoding Method</th>
<th>testing</th>
<th>Speed (times real time)</th>
<th>Speed (rel. to standard/clean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard clean</td>
<td>0.093</td>
<td>x 1.00</td>
<td></td>
</tr>
<tr>
<td>standard distorted</td>
<td>0.076</td>
<td>x 0.82</td>
<td></td>
</tr>
<tr>
<td>diag UO distorted</td>
<td>0.180</td>
<td>x 1.93</td>
<td></td>
</tr>
<tr>
<td>full UO distorted</td>
<td>2.26</td>
<td>x 24.5</td>
<td></td>
</tr>
</tbody>
</table>

filterbank log energy domain. This would lead, of course, towards the adoption of MFCC features. The next observation is that the MFCC domain is unfortunately less robust to the distortion used in this experiment than the filterbank domain, leading to the conclusion that in at least certain noisy environments, the filterbank domain may be more appropriate. The implication for standard decoding is thus that while MFCC features are superior under clean conditions, there does come a point where the filterbank domain is preferable.

Applying optimal UO decoding, however, it can be observed that the MFCC domain again becomes the more desirable. Since UO decoding during non-distorted speech simplifies to just standard decoding, the implication is now that across all conditions, the best results will be obtained with MFCC feature extraction. The unfortunate news now is that optimal UO decoding for additive distortions in the filterbank domain (and thus distortions similar to additive background noise to the audio waveform) requires a full covariance observation PDF, and the $24.5 \times$ increase in computations that accompanies this feature PDF representation.

The final observation from these experiments, then, is that there is only a small difference between MFCC domain full covariance feature PDFs and the diagonal covariance PDF simplification. Thus the final implication of this experiment is thus that even for distortions that are additive in the filterbank log energy domain, if UO decoding is performed, MFCC domain feature extraction will give better results than using filterbank energies directly. Further, when implementing MFCC domain UO decoding, observation PDFs can be simplified to have diagonal covariance matrices, with only a small negative impact on overall recognition performance.
3.8 Comparison to Related Work

There are three branches of published research similar to the work of this thesis. First is the topic often referred to in the literature as the “Missing Data” problem. Second, is a special case of UO decoding applied to the speaker identification task, published under the title “Weighted Viterbi Decoding”. More closely related is a recently published method for including feature variance information called “Uncertainty Decoding”. While each of these techniques is similar to that described in this chapter, differences exist, and will be examined in detail in this section.

3.8.1 The Missing Data Problem

A standard problem of vision systems in image processing is how to handle recognition of objects that are partially occluded by other objects. This is referred to as the Missing Data problem. A number of researchers have applied the techniques developed in image processing to noise robust speech recognition [6, 29, 33]. Many researchers have reported that if some regions in the spectral domain are completely removed, it is still possible to correctly recognize speech [39, 69], in essence viewing only “stripes” in time across the time-frequency plane.

The framework used by missing data research has been to generate a tiling in the time-frequency plane and heuristically determine whether a tile has reliable information or not. This generates a mask, as depicted in Figure 21. The state output probability is then broken into separate calculations for the reliable and unreliable data components.

The drawback of this method is obvious. In vision systems, objects causing occlusion are almost always opaque, causing a complete loss of visual information behind them. In auditory systems, signals combine additively, thus the hard decisions pictured in Figure 21 will end up including some tiles that include unreliable information, and throw out other tiles that contain at least some information. The result is that unreliable information is still included, and other potentially valuable information is discarded.

In order to address this shortcoming, missing data techniques have been extended by
several researchers [3, 6, 28, 42, 52] to allow for soft decisions in the reliability mask. This results in using “fuzzy masks,” as shown in Figure 22. Each tile is given a weight between 0.0 and 1.0, similar to a probability that the point is dominated by the speech signal, rather than the background noise, however the weightings are found by trial and error using a number of different weighting functions.

Figure 21: Example of a reliability mask used for Missing Feature robust ASR

Figure 22: Example of a fuzzy mask used for Missing Feature robust ASR

Soft decisions at the mask level bring this branch of research quite close to the Uncertain Observation algorithm. In fact, it can be shown that many of the missing data techniques can be shown as special cases of UO decoding. However, these techniques lack the strong probabilistic framework that is the strength of the research for this thesis.
3.8.2 Stochastic Weighted Viterbi Decoding

A special case of UO decoding was published under the name Stochastic Weighted Viterbi Decoding in 2002 [61], although it was applied to speaker identification in noise, rather than speech recognition. This work approached the problem of robust recognition by beginning with the standard state output probability calculation given in Equation 9, expands the diagonal covariance normal r.v. evaluation in terms of HMM parameters, and takes an expected value, giving \( E[\hat{y}(x_1)] \). The result is dependent upon the mean and variance of the observation vector, and gives the same result as the special case of the UO formulation when observations are modeled by single mixture, diagonal covariance Gaussian PDFs.

The drawback of this work is that it lacks the concept present in the integral formulation of UO Decoding in Equation 15. The weighted Viterbi solution is presented directly for the special case, and implicitly assumes diagonal covariance normal r.v.'s. There is no conceptual description from which the more general UO form to be inferred. Thus, for single mixture diagonal Gaussian observation PDF's, Stochastic Weighted Viterbi Decoding and UO Decoding are identical. However, UO Decoding describes a more general solution that allows complex, arbitrary observation PDF's.

3.8.3 Uncertainty Decoding

Another set of work similar to this thesis was recently published at ICASSP 2008 [13, 38], named by its authors Uncertainty Decoding. In this work, the joint PDF \( p(x, y|\omega=j, W_t) \) is marginalized over all possible clean observation vectors, \( x_t \):

\[
Pr[y|\omega=j, W_t] = \int_{-\infty}^{\infty} p(y|x, W_t)p(x|\omega=j) dx.
\] (69)

This is used in place of Equation 15. Similar to UO decoding described in this thesis, the second term in the integral, \( p(x|\omega=j) \), is the standard HMM state output probability calculation. Different, however, is the first term, with Uncertainty Decoding using \( p(y|x, W_t) \) instead of \( p(x|y, W_t) \). This can be found using Bayes' rule:

\[
p(y|x, W_t) = \frac{p(x|y, W_t)p(y|W_t)}{p(x|W_t)} \] (70)
The terms of the numerator are easily found, leaving the prior \( p(x|W_1) \). The approach taken in [13] is to model \( p(x,y|W_1) \) as a mixture Gaussian, and use

\[
p(x|W_1) = \int_{-\infty}^{\infty} p(x,y|W_1) \, dy \tag{71}
\]

which can be carried out in a straightforward manner, giving a Gaussian prior.

Although conceptually the UO decoding and Uncertainty Decoding are quite different, the resulting implementations are similar. Both are perfectly valid interpretations, and are capable of handling time-varying mismatched conditions. The findings by the authors of Uncertainty Decoding are consistent with those of this research, showing significant recognition improvement.

An interesting comparison between UO decoding and Uncertainty Decoding is to consider the example below in Figure 23. Suppose some distortion exists so that clean observations \( z_0 \) and \( z_1 \) both get mapped to distorted observation \( y_0 \). In this case, we can write the following probabilities:

\[
\begin{align*}
p(z_0|y_0) &= 1/2 \\
p(z_1|y_0) &= 1/2 \\
p(y_0|z_0) &= 1 \\
p(y_0|z_1) &= 1
\end{align*}
\]

Upon observation of the distorted feature vector \( y_0 \), expanding the UO and Uncertainty Decoding equations yields an interesting result. Substituting into the state output probability.
for UO decoding will give:

\[
\int_{-\infty}^{\infty} p(x|y_0)p(x)dx = p(x_0|y_0)p(x_0) + p(x_1|y_0)p(x_1)
\]

\[
= \frac{1}{2}p(x_0) + \frac{1}{2}p(x_1)
\]

\[
= \frac{1}{2} \left( p(x_0) + p(x_1) \right).
\]

Uncertainty Decoding, however, gives a rather different answer:

\[
\int_{-\infty}^{\infty} p(y_0|x)p(x)dx = p(y_0|x_0)p(x_0) + p(y_0|x_1)p(x_1)
\]

\[
= 1 \cdot p(x_0) + 1 \cdot p(x_1)
\]

\[
= p(x_0) + p(x_1).
\]

Both methods are valid interpretations, with UC giving the expected value of the state output probability conditioned on the distortion and Uncertainty Decoding being the joint PDF of the clean and noisy observations marginalized over all clean observations. However, for this degenerate case, UO decoding gives an answer that matches better with what one would intuitively expect.

3.9 Summary and Discussion

This chapter has presented a new method for performing environmentally robust speech recognition using Uncertain Observations. The basis of the method is the idea that in many distortive environments, there is actually more information available from the audio signal than just the extracted feature vectors. In particular, information about which observation vectors are more reliable than others, and which dimensions of a particular vector are more reliable than others. For example, speech observed during stationary noise will show regions during high energy vowels that have high signal to noise ratio, and are very similar to speech vectors observed without the interfering noise present. Low energy speech, however, would be completely obscured by the same noise level. Standard HMM decoding weights observations from both of these scenarios equally. The method of this thesis accounts for the varying amount of uncertainty of each feature vector during decoding on a frame by frame basis.
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The basic requirement in order to implement UO techniques during speech recognition is to extend feature extraction to generate a PDF over the feature space giving the likelihood that any particular point was generated, given the current knowledge of the distortive environment. Thus whereas standard speech recognition extracts a set of feature vectors, one for each frame, UO decoding requires a set of feature PDFs, one for each frame. This effectively allows for a time-frequency local specification of the reliability of the observed data.

This chapter showed how this feature PDF sequence can then be used in a strong probabilistic framework during decoding. A general form for this decoding framework was shown for both discrete and continuous random variable feature PDF representations, and was shown as calculating the expected value of the state output probability of an observation conditioned on the noisy observation and the current distortive environment. Further, the technique was shown to be the Bayes probabilistic classifier given the feature uncertainty. Thus decoding is the optimal MAP classifier, but now conditioned on the new knowledge of the feature observation PDFs.

To show the feasibility of UO applied to speech decoding, an Oracle experiment was developed, with noise of known mean and variance added to the feature vectors (MFCCs in this case, although the choice was arbitrary). Thus in this example, although the original clean signal was not known, clean feature PDFs are exactly known. During mismatched conditions, standard decoding shows dramatically reduced recognition performance. UO decoding, however, shows recognition performance only slightly lower than the clean, matched condition case.

This method has several advantages over other state of the art techniques in the literature. Feature transformation techniques, for example, can be seen as a special case of UO, that models observation PDFs as a Dirac delta function at the expected value of the clean speech vector. Further information, such as the variance of the Gaussian random variable, will only serve to improve the results, so long as that information is accurate. Model compensation techniques allow for variance updates, however, for computational reasons they are impractical for real-world situations where the distortion, such as background noise, is
time varying.

There are several caveats to note before applying UO techniques to speech recognition decoding. First, there is a continuous computational burden introduced by UO decoding. For the case of a single Gaussian observation PDF, the extra computations are solely those required to generate new covariance matrices and determinants. This step is required for each frame. It was shown that for large vocabulary speech recognition, this amounts to a 15% continuous burden. For a GMM feature PDF, the computations required for Gaussian evaluations scales linearly with the number of mixtures.

A second caveat is that the PDF models need to be accurate in order for UO decoding to improve performance. For example, using bad variance information can lead to worse performance than simply using feature transformation. With reasonable care, however, significant speech recognition accuracy improvements are possible.
CHAPTER IV

UO DECODING OF NOISY SPEECH

The new speech recognition decoding algorithm presented in Chapter 3, *Uncertain Observation Decoding*, describes a general technique for robust recognition during time varying distortions. The technique makes no assumptions about the type of distortion, only that some feature extraction algorithm exists that estimates PDF representations of the underlying clean speech, conditioned on some knowledge of the current distortion. This chapter will consider in detail the application of the UO decoding algorithm described in Chapter 3 to the specific problem of robust recognition in additive background noise environments, with the goal of showing that any general feature transformation algorithm can be extended to use the UO framework to improve recognition performance. Examples will be given that show that feature transformation plus UO decoding (FT+UO) roughly equals the performance of model compensation techniques, with the added benefit that FT+UO can be implemented in a time varying manner, unlike model compensation.

The order of discussion in this chapter is as follows: first, an analysis of additive background noise is presented. This is followed by a method for estimating feature variances which is applicable to any feature transformation algorithm. Experimental results are shown for several databases. After this, a second method for estimating feature variance is shown by extending a recently developed Monte Carlo speech enhancement algorithm. Several possible extensions to this algorithm are also proposed. Finally, the extension of PDF feature extraction to first and second derivatives, and the difficulties involved, is presented, along with a summary of the findings of this chapter.

4.1 Analysis of Feature Extraction in Additive Noise

Speech observed in an additive noise environment has some interesting consequences. In particular is that clean speech itself, being only pseudo-stationary, covers a large dynamic
range across both time and frequency. When even stationary noise is added, the local SNR of the result can be expected, then, to have a wide range of local SNRs in the time-frequency domain. Thus feature extraction techniques based upon time-frequency local energy, such as the windowed filter-bank used in MFCC computation, will exhibit a high accuracy in some areas of the time-frequency plane, and lower accuracy in others. Consider, for example, the plots of the log energy feature shown in Figure 24. This is one of the standard 13 MFCC vector components, plotted across time for several signals: black is the energy of the original clean speech signal, dark gray is the energy in a white stationary noise waveform, and light gray is the energy of the sum of these two waveforms. The local SNR across time for this feature is the difference between the clean and noise energies, which is easily seen to change rapidly from well below zero during softer portions of speech, such as between words, to well above -20dB during voiced regions of the signal. And all this happens several times in a second and a half. An obvious consequence is that this speech feature shows rapid fluctuations in reliability, despite a standard speech recognition decoder treating all observation frames equivalently.
A similar plot can be drawn looking across frequency at any instant in time. Consider the plots in Figure 25 of the smoothed LPC spectrum for one particular frame extracted from the signal used in the previous figure. Black is from the clean waveform, dark gray is from the noise waveform, and light gray is from the sum. Now it can be seen that overall frame energy is not enough to decide whether information is reliable or not, as even though the overall SNR for this frame is relatively low, there exist frequency bands with SNR high enough for near-perfect feature extraction.

Figure 25: Plot of the LPC smoothed spectrum across time for clean speech, a noise signal, and the sum of these two, showing the rapid change possible in speech feature reliability.

Put together, the rapidly changing local reliability across time and frequency give frame-based filterbank energy features a wide range of local SNR, as shown by the spectrograms of Figure 26. The clean speech signal, shown in part (a), has had F-16 cockpit noise obtained from the Noisex database [57] added with an an overall signal to noise ratio of 0 dB. The speech plus noise signal is shown in part (b). Even in these extreme conditions, some locations in the time-frequency plane are unaffected, such as the pitch tracks during voiced regions. It is fairly obvious from this comparison which filterbank energies will be most reliable. The transformation from filterbank energies to MFCC features adds a
level of obfuscation to the local SNRs, however it can still be expected that the various cep coefficients will be affected by varying amounts in a predictable way based upon the filterbank time-frequency local SNRs.

![Figure 26: Time-Frequency comparison of clean and noisy speech.](image)

### 4.1.1 Nonstationary background noise estimation

A problem of speech recognition in additive background noise is that it is difficult to extract the speech signal reliably from the noise. The other side of this problem is that it can be difficult to extract the characteristics of the noise reliably because of the interfering speech signal, and each of the speech feature PDF extraction methods described later in this section require knowledge of the background noise characteristics. For stationary
noise, simple techniques can be used, such as gathering noise statistics during non-speech, which is relatively easy, since even “continuous” speech has plenty of gaps and very low energy events. Many authors have recently published methods for nonstationary noise, based upon continuous gathering of statistics, with a decay to allow other information to be discarded [13, 19, 21, 40, 56]. Thus noise estimates can be updated even during voiced segments. A better solution is an iterative method involving specific modeling of the interfering speech [11]. This would entail a speech recognition pass allowing time-varying noise estimates to be generated, so that noise robust speech recognition can be run again, so that new noise estimates can be formed, etc.

The work in this thesis is devoted to robust recognition algorithms, and it is considered a prerequisite that effective noise estimation algorithms already exist. Two strategies are thus used in the experiments that follow later in this chapter. The first method, used for the experiments that test stationary background noise, is to use the first forty frames of each noisy utterance, assume they are prior to any speech has begun, and average over them to find noise mean and variance in each filterbank. The second method, used for experiments with time-varying noise, directly estimates noise statistics from the noise signal itself, which is only available because stereo clean/noisy databases are being used.

4.2 Extending feature transformation to PDF feature extraction

In order to implement a UO solution for robust recognition of noisy data, the knowledge of the noisy observed signal, and the effect of the estimated noise shown in the previous section now must be converted into a PDF representing each frame of speech in the feature vector domain.

In this section, a novel technique for extending any filterbank domain feature transformation method to give single mixture, diagonal covariance Gaussian PDF features for UO decoding is presented.

Many recent methods for robust speech recognition in additive noise environments operate in the filterbank log energy domain [17, 64]. Using the same basic principle as spectral
subtraction, these methods have shown improved performance with the following steps:

- estimate the noise log energy $w_{t,k}$ in each filterbank $k$ of the $t$ frame of speech, as described in the previous section,

- observe $y_{t,k}$, the log energy of the $t^{th}$ frame of noisy speech signal in each filterbank $k$, and

- estimate the log energy of the clean speech signal $x_{t,k}$ in each filterbank based upon some mapping $x_{t,k} = f(y_{t,k}, w_{t,k})$.

Many different functions could be used for $f(\cdot)$, but whatever form is chosen, the parameters can be determined using a stereo clean/noisy training dataset.

Up to this point, the algorithm implemented is nothing more than feature transformation. This is extended here to also estimate the variances for each filterbank. The result is a single mixture, diagonal covariance normal PDF representation of each frame of speech, which can now be used directly in a UO decoder. While this formulation is in the filterbank domain, the transformation to the MFCC domain is linear, allowing the mean and variance to be computed in the MFCC domain, if desired. For this section, only static filterbank features were used, however.

Feature enhancement in the noise environment depicted in Figure 26 would expect that little change would be necessary for features representing areas of the time-frequency plane that have high SNR, while areas of low SNR would require a larger amount of change. For example, consider the difference between LPC smoothed spectral representations of a clean frame, to a noisy version of that same frame. At the first and second format locations, the local SNR is high enough that the observed energy is extremely close to the energy of the clean speech signal. This is, however, not the case for other filterbank outputs for this frame. Spectral subtraction removes a significant amount of energy at these other locations. It is thus reasonable that the expected error after the speech enhancement algorithm in a given region of the time-frequency plane is directly related to the amount of energy removed, i.e., the more energy removed in a particular filterbank, the more likely the output is wrong.

If $y_{t,k}$ is the observed energy in the $k^{th}$ filterbank of frame $t$, and $x_{t,k}$ is the same energy
after running the speech enhancement algorithm, this gives something along the lines of Equation 78:

$$E[z_{ik} \sim \hat{z}_{ik}] \sim y_{ik} - \hat{z}_{ik}. \quad (78)$$

After experimental testing, the method chosen was to model the above relationship as an independent second order polynomial for each filterbank $k$:

$$\hat{z}_{ik} = b_{0k} + b_{1k}z_{ik} + b_{2k}z_{ik}^2 \quad (79)$$

where $z_{ik}$ is a post-feature transformation estimate of the local signal to noise ratio of each filterbank $k$ in each frame $i$,

$$z_{ik} = y_{ik} - \hat{z}_{ik}. \quad (80)$$

For the implementation in this thesis, the coefficients $b$ of these polynomials were found using stereo training data generated by adding white noise to the TIDIT database. Data was added at several signal to noise ratios, generating a very large set of clean frame, noisy frame pairs. This large set was then used to solve for the $b$'s in the standard MMSE way.

To further improve this estimator, a three state classifier was used to separate the incoming noisy speech frames into three categories: known speech, known non-speech, and unknown. Known speech frames were identified by their energy relative to the overall energy of the signal. Unknown frames were identified by those with lower relative energy, and also the lack of being close to known speech frames. Those frames that were close to known speech frames, but didn't have high energy were classified as unknown. Three separate mapping polynomials as in Equation 79 were then trained for each of these three cases. The motivation for this extra complexity was that it was noted that nonspeech frames were being handled very poorly.

4.2.1 Application to Stationary Noise

To show the performance of this variance estimation method, an experiment was created to compare feature transformation, feature transformation plus UO decoding, and model compensation. Stationary white noise was added to the TIDIGITS database with a signal to noise ratio of 3dB, which corresponded to a peak SNR of 10dB. The experiments used
only static filterbank features, and in matched clean conditions this gives a 2.1% error rate. Matched noisy conditions result in an error rate of 12.6%. Mismatched conditions showed a dramatic drop, with an error rate jumping to 84.1%.

Since the noise added for these experiments is stationary, model compensation is a valid technique. The method chosen was the log-add implementation of the Parallel Model Combination algorithm. Two forms were implemented. First, was the full PMC which updates both means and variances of each HMM in the full model set. The second implementation was to approximate feature transformation by only updating the model means, and not the variances. These two techniques resulted in word error rates of 20.8% and 35.6%, respectively.

To implement feature transformation, a filterbank log energy mapping algorithm was implemented. This basic technique improved the error rate to be similar to the mean-only version of PMC, at 34.8%. The final experiment was to extend this version of feature transformation with the variance estimation technique described in this section. The resulting single mixture, diagonal covariance Gaussian features were then used in UO decoding. The results of feature transformation plus UO decoding dropped the word error rate to 21.6%.

Table 7: Digit recognition results for UO decoding in stationary additive noise.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Decoding Method</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>matched, clean</td>
<td>standard</td>
<td>2.1%</td>
</tr>
<tr>
<td>matched, noisy</td>
<td>standard</td>
<td>12.6%</td>
</tr>
<tr>
<td>mismatched</td>
<td>standard</td>
<td>84.1%</td>
</tr>
<tr>
<td>mismatched</td>
<td>PMC (mean only)</td>
<td>25.6%</td>
</tr>
<tr>
<td>mismatched</td>
<td>PMC (full)</td>
<td>20.5%</td>
</tr>
<tr>
<td>mismatched</td>
<td>feature transformation</td>
<td>34.8%</td>
</tr>
<tr>
<td>mismatched</td>
<td>feature transformation plus UG</td>
<td>21.6%</td>
</tr>
</tbody>
</table>

This set of experiments has thus shown, by comparing performance in a stationary white noise environment, the major goal of this chapter: that feature transformation techniques extended to handle variance information via the UO algorithm performs similar to full model compensation techniques. However, while model compensation cannot be implemented in
a time-varying manner, UO decoding allows the background noise model to change, even as often as every frame.

4.3 Direct estimation of observation PDFs

The previous section described a generic method for estimating feature vector variances that can be used to improve the performance of any feature transformation technique. This section deals with more specific methods of finding feature PDFs that are tied to particular speech enhancement algorithms.

Two methods are discussed in this section. The first is an extension of a recently developed Monte Carlo method used for speech enhancement. The second is an extension of the Ephraim-Malah speech enhancement algorithm.

4.3.1 Markov Chain Monte-Carlo (MCMC) Enhancement

With the advances in computing power that have occurred in the past decade, many algorithms once considered inappropriate or wasteful are becoming viable techniques. One class of methods that have recently begun to be considered in a more favorable light are Monte-Carlo methods. That is, methods in which a large number of trials are extracted from a random system in order to characterize the performance of the system, rather than the classical method of finding parameterized methods of characterization.

Three methods of Markov Chain Monte-Carlo (MCMC) speech enhancement have recently been proposed. A time domain method was presented in [20] for the purpose of listening and was not used for this thesis. More recently, two frequency domain methods were developed at Georgia Tech by Robert Morris, and presented in [43]. These methods showed improved recognition performance in both an unconstrained, non-parameterized case (MCMC-NP), and further improvement by assuming an underlying autoregressive speech model (MCMC-AR). A brief look at the MCMC-AR method will now be given, followed by its application to UO decoding. A more detailed description of this technique is available in [43].

The framework for the AR frequency domain method is the Gibbs Sampler shown in Figure 27. The system operates independently on each frame t, generating outputs randomly
drawn from the posterior $S(\omega)|a, \sigma, Y(\omega)$ with each of many iterations. After a large number of these samples have been collected, and the initial samples while the system was converging discarded, a standard speech feature enhancement algorithm can then be implemented by running whatever feature extraction method is desired on all of the randomly generated frames of speech, finding the expected value of this set of feature vectors, and using this as the enhanced speech feature vector, $\tilde{S}_t$. At this point, MCMC-AR robust recognition is another form of feature transformation.

An extension explored as a part of the work for this thesis has been presented in [42] that allows MCMC-AR to be applied to UO decoding. This extension involved finding second order statistics of the collected set, generating single mixture, diagonal covariance Gaussian PDF features appropriate for UO decoding. Accumulation of these statistics is only possible because of the Monte-Carlo nature of the underlying MCMC-AR speech enhancer, because it makes available a large number of possible clean speech frames, rather than giving a hard-decision single output, as in other traditional speech feature transformation algorithms.

![Block diagram of the Gibbs Sampler to implement the autoregressive constrained Markov Chain Monte-Carlo speech enhancement algorithm.](image)

The MCMC-AR method, extended to UO, was tested on two databases. First was a test using additive white, stationary noise added to the TIMIT database with a peak SNR of 10dB, corresponding to a standard signal to noise ratio of 3dB. The feature set used was that standard 13 dimension static features, cep[1] through cep[12] plus log energy. Only
static features were used.

Recognition results, summarized in Table 8, show that matched clean performance gives an phoneme error rate of 40.4%, with matched noisy performance at 54.6%. Training on clean and testing on noisy speech increased the error rate to 86.6%.

The MCMC-AR speech enhancement algorithm was implemented with a burn-in run of 300 iteration for each frame, followed by a further 2,000 iterations that each generated a hypothesized clean speech feature vector. Using just the mean of this set gives a baseline performance of MCMC-AR as a feature transformation algorithm. This dropped the the error rate to 81.6% in the mismatched case. Compiling both first and second order statistics, in order to feed diagonal covariance Gaussians to a UO decoder dropped the error rate further, down to 73.6%. In order to observe the limits of UO decoding for this case, the “Ideal Variance” analysis was then performed, replacing the MCMC-AR observed variance with $\Sigma = \text{diag}(y - x)^2$. This showed that if the difference were exactly known, UO decoding could in the limit obtain an error rate of 73.4%.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Decoding Method</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>matched, clean</td>
<td>standard</td>
<td>40.4%</td>
</tr>
<tr>
<td>matched, noisy</td>
<td>standard</td>
<td>54.6%</td>
</tr>
<tr>
<td>mismatched</td>
<td>standard</td>
<td>86.6%</td>
</tr>
<tr>
<td>mismatched</td>
<td>feature transformation</td>
<td>81.6%</td>
</tr>
<tr>
<td>mismatched</td>
<td>feature transformation plus UO</td>
<td>78.6%</td>
</tr>
<tr>
<td>mismatched</td>
<td>ideal variance UG</td>
<td>75.4%</td>
</tr>
</tbody>
</table>

To test the MCMC-AR/UO combination in nonstationary noise, the Aurora2 database was used. For background noise estimates, as described in Section 4.1.1, it was assumed that a good algorithm already exists. Thus, noise statistics were gathered by observing the unknown noise signal itself, and collecting statistics over a twenty frame range around the current observation location.

Figure 9 shows results across all SNR levels in the Aurora2 database. Important to
note is that as expected, in nearly clean environments, UO decoding does not degrade performance at all. In the high-noisy -5dB environment, MCMC-AR feature transformation reduced the error rate due to noise by 28.3%, from 92.2% to 63.9%. UO decoding reduced the error a further 3.8%, to 62.1%. Ideal Variance analysis showed that the limit for UO decoding in this case was an error rate of 41.9%.

<table>
<thead>
<tr>
<th>Decoding Method</th>
<th>PER 0dB</th>
<th>PER 10dB</th>
<th>PER 15dB</th>
<th>PER 30dB</th>
<th>PER 6dB</th>
<th>PER 15dB</th>
<th>PER 30dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard</td>
<td>3.1</td>
<td>6.0</td>
<td>15.7</td>
<td>36.6</td>
<td>44.3</td>
<td>84.7</td>
<td>92.2</td>
</tr>
<tr>
<td>FT</td>
<td>3.1</td>
<td>4.4</td>
<td>6.1</td>
<td>9.7</td>
<td>17.9</td>
<td>37.6</td>
<td>65.9</td>
</tr>
<tr>
<td>FT+UO</td>
<td>3.1</td>
<td>4.3</td>
<td>5.8</td>
<td>9.0</td>
<td>16.4</td>
<td>34.3</td>
<td>62.1</td>
</tr>
<tr>
<td>ideal UO</td>
<td>3.1</td>
<td>4.1</td>
<td>4.7</td>
<td>6.3</td>
<td>9.4</td>
<td>18.8</td>
<td>41.9</td>
</tr>
</tbody>
</table>

The computational cost of the MCMC-AR method as described is quite large. The implementation used in [49] required two to six thousand iterations through the Gibbs Sampler of Figure 27, with each iteration being larger than standard ASR feature extraction. The result was a front-end that had a computational burden around two orders of magnitude greater than the entire standard HMM decoding process. Further, the Gibbs Sampler is iterative, and thus not easily amenable to parallelization. Regardless, Moore’s Law allows the exploration of such techniques, as it will not be long before MCMC-AR is a viable front-end feature extractor for real-time systems.

4.3.2 MCMC Non-Gaussian methods

In this thesis, it is proposed that the previous method can further be extended to allow for non single-mixture diagonal covariance Gaussian representations of the clean speech PDF. Examples of such PDFs would be full covariance Gaussians, multi-mixture Gaussian Mixture Models, Uniform, or other standard random variable representations that better model the uncertainty of a frame of noisy speech. A further, extremely inefficient algorithm is to find the state output probability in the standard manner for each of the $K$ iteration
outputs from the Gibbs Sampler. The overall state output probability can then be computed as the expected value of this set. In terms of UO decoding, this is modeling the observation PDF as \( K \) delta functions of equal height. While very inefficient, this method does allow for arbitrary PDF representations.

The most reasonable of these proposed methods is the mixture Gaussian observation PDF. This method does give an extra computation burden to the decoder, but it has a distinct advantage. In the filterbank log energy domain, used in Section 4.2, it is somewhat reasonable to make the assumption that the clean speech feature PDF can be effectively represented by a Gaussian with a diagonal covariance matrix. In the cepstral domain, however, this assumption is no longer valid. Rather than moving to a full covariance matrix, a diagonal covariance GMM model of the collected samples allows modeling the feature PDF by multiple mixtures, allowing a more compact representation, while still retaining the modeling benefits available due to the Monte-Carlo method. Further, the GMM model is superior when the filterbank log-energy assumption of independence is invalid. Due to the computational resources required to implement these and other ideas mentioned in this subsection, testing experiments have not been run, and have been left for future work.

### 4.3.3 Other techniques

Several other speech enhancement techniques can be extended to generate PDF features. During the course of this research, one such method attempted was to extend the Ephraim-Malah minimum mean square error log spectral estimator [16] to produce second order statistics. The basic Ephraim-Malah system finds the expected value of the clean speech log spectrum for each Fourier transform index independently, and can be extended, albeit in a somewhat complex manner, to also generate the variance of each log FFT bin. An inherent problem with this technique is the assumption of independence between all Fourier transform indices. While this is not a major stumbling block for standard speech enhancement, MFCC methods require the summation of many adjacent indices. At this level, then, the index dependence effectively renders this technique unusable. Similar results were found when developing an FFT-based mapping method akin to Section 4.2 above. In general,
FFT-index based methods were ruled out after this portion of the research.

4.4 Bursty Noise

Another interesting problem is additive bursty noise, such as the machine gun waveform shown in Figure 28. The same techniques developed in this chapter for generating observation PDFs for additive noise can be again applied to this problem. In this bursty scenario, however, many frames will exist that are completely corrupted by noise. This is similar to the special case in Section 3.5.2, where no acoustic information is available. Decoding can thus take advantage of the shortcut of not using acoustic information during bursts, which should be easily detectable. Although experiments were not performed for this type of noise, this is a common DARPA task that could be considered during future work.

4.5 Summary and Discussion

This chapter has presented several methods for generating PDF representations of speech observed in additive background noise environments, and given recognition results when incorporating these features into an Uncertain Observation decoder. The methods all have the common dependence upon first finding an accurate estimate of the spectral shape of the background noise.

Two classes of PDF estimators were described. First was a generic algorithm that mapped time-frequency-local SNR estimates into filterbank log energy variances. This
generic method has the benefit that it can be applied to any existing filterbank domain feature transformation method. One drawback, however, is that it is limited in producing only single mixture, diagonal covariance Gaussian representations in the filterbank domain.

The second class of PDF estimators were speech-enhancement-specific methods. Two specific cases were considered. One was an extension of the existing Markov Chain Monte-Carlo MCMC-AR speech enhancement algorithm. This method allowed for arbitrary feature PDFs generated directly in any speech feature extraction domain, improving performance. This method suffers from an extreme computational burden, far greater than that required for recognition itself. For future applications, as Moore’s Law continues, this type of feature estimation algorithm may become more practical. A second case of speech enhancement algorithm specific PDF estimation was an extended version of the Ephraim-Malah speech enhancer, but the shortcomings of this method lead to little or no improvement in recognition performance.

Both classes of these methods were shown to improve recognition accuracy over non-UO systems in a variety of noisy databases, using artificially generated data. Further, the algorithm was shown to work on both continuous digits, and more broadly, on phoneme identification, using noisy TIMIT experiments.

An important observation made was that it is extremely important to have accurate estimates of the background noise in order for the PDF feature extraction methods to properly work. A further observation was that features based upon FFT-indices are not practical, due to correlation between adjacent indices. Further, calculating derivative PDF features as linear combinations of static feature PDFs was not practical. Work in this direction towards direct estimation methods for derivative features is considered a promising field for further study.
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CHAPTER V

APPLICATION OF OBSERVATION UNCERTAINTY TO DISTRIBUTED SPEECH RECOGNITION

A topic that has generated a lot of recent work is Distributed Speech Recognition, or DSR. Simply, this is the capture of speech at one location, transmitting the signal (or some representation of the signal) across a network, and performing recognition at a remote server. What makes this topic interesting beyond just transferring bits is that network latency, channel artifacts, and compression need to be handled in an intelligent manner by the ASR engine on the server.

![Diagram of a communication system that includes a speech compression algorithm, with potential access points for ASR labeled](image)

Figure 29: Diagram of a communication system that includes a speech compression algorithm, with potential access points for ASR labeled (adapted from [32]).

The first consideration is the access point of the ASR server in the overall communication system. Consider the diagram shown in Figure 29. The various locations where feature extraction for ASR could be performed are labeled as C₀ through C₄.

- C₀: Original speech waveform $S$
- C₁: LSF and voicing information, MFOCs, or other coder parameters
- C₂: Quantized version of C₁
- C₃: C₂ through a non-ideal channel
- C₄: C₃ with artificial synthesis (output waveform $\hat{S}$)

DSR implies that the recognition server is connected at either the C₃ or C₄ location. Looking at DSR from the point of view of robust speech recognition, there are two new
potential sources of mismatch between the speech models and the observed data: the effects of compression, and effects of the channel.

First, this chapter will consider alleviating the effects of compression. Sections 5.1 and 5.2 look at two aspects of compression. First, is when the datastream is tapped at the \( C_3 \) location, giving raw access to vector quantized MFCC, LSF or other similar spectral features. This location is of special interest to both central office recognition systems that have access to the raw bit-stream, and “recognition only” systems that transmit data for recognition but no other listening or archival purpose. The second type of compression considered is when the datastream is not tapped until the \( C_4 \) location. This corresponds to compressing speech with an advanced coder such as MELP or G.729, transmitting the bit-stream, and then decompressing the speech such that the recognition engine has access only to the resynthesized waveform. An example of this would be recognition of an incoming cellular telephone call at a call center. The only available data is a waveform that at some stage passed through an aggressive, advanced speech coder.

Many types of speech compression are known to create only minor degradations in terms of human listening intelligibility, yet have more detrimental effects on speech recognition. By modeling compression at the \( C_3 \) and \( C_4 \) locations as generating feature vectors with inherent uncertainty, the UO decoding algorithm can be applied to improve recognition performance.

The second source of mismatch considered in this chapter is the channel. For the two compression-adaptation methods, the transmission channel is assumed to be ideal, with the bit-stream transmitted perfectly. In Section 5.3, however, it is the compression that is considered ideal, and the channel that creates mismatch, in particular due to dropped packets. Such a scenario is common in cellular or other Voice over IP networks, where due to low delay, retransmit requests for dropped packets are not practical. This section will consider in detail the application of UO decoding to this problem by modeling feature vectors extracted during bursts of lost packets as PDFs in order to denote that while normal features are very well known, in-burst features are unreliable.
5.1 MFCC VQ Adaptation

This section now describes using UO techniques to improve recognition performance when feature extraction occurs at the C3 location of Figure 29.

5.1.1 Problem Description

There are two common scenarios in which speech recognition would take place at the C3 location of Figure 29. The first is if a recognizer is operating at, for example, a cellular central office, and has access to the raw bitstream prior to speech synthesis. It has been shown that recognition using these parameters prior to synthesis can give slightly improved recognition performance [32]. The second scenario is when parameters for speech synthesis might be destined for one location (such as a human on the other end of a phone connection), while a second stream of recognition parameters are destined for a different location (such as a speech server). The recognition stream is independent of the speech coder itself, and may consist of MFCC features extracted from the original waveform. These are then highly compressed using VQ and transmitted to the speech recognition server. Both of these scenarios describe a DSR environment.

One established standard for DSR is the ES-302-050 Advanced Front-End Feature Extraction Algorithm [18] from ETSI, the European Telecommunications Standards Institute. It is a standardized method for extracting and compressing MFCC vectors for telecommunications networks. One shortcoming, however, is its rather lackluster VQ compression of MFCC parameters. The standard, by default, yields a bit-rate of 4.8kb/sec, almost on the order of the parameters required for speech synthesis itself.

For this thesis, the ETSI front end was extended to perform a more aggressive VQ step, reducing the distributed ASR stream bit-rate to 3.3 kb/sec. The trade-off for transmitting this more compact representation of the MFCC vectors is a drop in recognition performance. The next section will describe several ways the UO methodology can be applied to improve recognition performance, gaining back a significant amount of the performance lost due to aggressive MFCC compression.
5.1.2 Two Proposed Solutions

Compensation of MFCC vector quantization is a rather ideal application of UO decoding. The goal of a VQ system is to reduce the possible feature space down to a small set of \( I \) discrete points. The criteria used is to take a large training set, and find a set of \( I \) clusters, as depicted in Figure 30(a). During compression, an input sample is classified by identifying the nearest of these clusters (Figure 30(b)). Transmission is now of this cluster's index \( i \), rather than the MFCC vector. The MFCC vector is reconstructed at the receiver by using the mean of the cluster as in Figure 30(c), as this is known to the receiver a priori. These values comprise a codebook.

Vector Quantization can be extended, however, when its output is destined for use in a statistical classifier that allow for feature uncertainty. During VQ training, complete statistics about each cluster are known, but normally discarded with only the cluster centroids being retained. The full statistics can, of course, be retained, and embedded into the VQ decoder at the time of its design. Upon receiving a VQ codebook index, the receiver can now output more than just a single point. It can output a full PDF representing the cluster as found in the training data, as depicted in Figure 30(d). Most uses of VQ have no need for this extra information, however it can be used as a compression-robust input to the UO decoder developed in Chapter 3 to improve recognition.

Using this method in UO decoding does have the drawback that these extended cluster statistics must be generated during the VQ codebook design stage. When working with an existing VQ system, however, access to this data will not be available. In this case, an alternate method is to use a large database of samples, observed both before and after compression, and note the codebook index of each. Statistics can then be gathered for each index. A flowchart depicting this procedure is shown in Figure 31. Whether the statistics are gathered at codebook design time, or after the fact using example data, access to the internals of the VQ system is required because the codebook indices must be known to generate the PDF information.

The resulting system is shown in Figure 32 for a codebook with single mixture Gaussian outputs. Notice from this system that since the variance information is found during the
VQ Training: A large set of training samples are grouped into some number of clusters (three in this case, labeled 'x', 'y', and 'z').

VQ Classification: Input sample $x$ is classified by finding the closest cluster, in this case using weighted Euclidean distances.

Standard VQ Output: The output of standard VQ is a single point representative of the cluster to which $x$ was assigned ($\mu_+$ in this case).

VQ Output for UO: VQ output is now a full PDF describing the likelihood of $x$ being any point in space, conditioned on $x$'s assigned cluster (in this case, represented by two dimensional mean vector $\mu_+$ and covariance matrix $\Sigma_+$).

Figure 30: Visualization of VQ training, VQ classification, standard VQ output, and VQ-UO output. Training and classification (steps (a) and (b)) are the same for both standard VQ output (shown in (c)) and VQ-UO output (shown in (d)).
Figure 31: Training I/O parameters for VQ-VO-Internal systems. The set of \( T \) MFCC vectors \( X = \{x_1, \ldots, x_T\} \) in a speech database are quantized, and statistics gathered for all vectors belonging to each codebook index \( i \), resulting in the set of variances \( \Sigma_1, \ldots, \Sigma_T \) for the VO decoder.

Training of the VQ system (just as the codebook entry cluster means), it is assumed known at the receiver, and need not be transmitted. Thus the network bandwidth required for this system is identical to that required for the standard VQ system alone. Further, observation PDFs are found doing nothing more than table lookup. The only cost for the new implementation is simply that required for implementing the VO decoding, determined earlier (see Section 3.6) to be around 67% processing overhead for the state output probability calculations, or roughly a 33% overhead overall for continuous speech recognition. This method will be referred to from here as the C3-Internal-VO algorithm.

Figure 32: Flowchart of the C3-Internal-VO system for robust recognition of C3 features. Each VQ codebook entry has its own variance information \( \Sigma_i \).

A second, simpler method can also be implemented, and will be referred to as the C3-External-VO algorithm. It can be performed as a post-\( Q^{-1} \) stage, and thus does not require any internal information from the quantization system. This method can be implemented
as a post-processing step even on proprietary distributed ASR systems. Rather than determining a separate PDF for every codebook entry, it can be assumed that the codebook generation process inherently gives each cluster similar statistics. This is a reasonable assumption, as larger clusters with higher variance will typically be the first to be split. Thus, every codebook entry can be assumed not only to be zero mean, but to also all share the same global diagonal covariance matrix. The variance information can then be found by treating the quantization system as a black box, and using a corpus of clean speech as training data. Denoting the unquantized MFCC vectors as \( x_i \)'s and quantizer output vectors as \( \hat{x}_i \)'s, the zero-mean assumption can be verified by showing \( E(\hat{x}_i - x_i) \approx 0 \), and the global variance information necessary for UO decoding can be found as \( \Sigma_y = E[(\hat{x}_i - x_i)^2] \).

Figure 34 shows a flow diagram for implementing the \( C_2 \)-External-UO algorithm.

---

**Figure 33:** Training UO parameters for \( C_2 \)-External-UO system. The set of \( T \) MFCC vectors \( X = \{ x_1, \ldots, x_T \} \) in a speech database are quantized, and statistics gathered for all vectors globally, resulting in the single covariance matrix \( \Sigma_y \). Note that \( \mu_y \) is not necessary.

**Figure 34:** Flowchart of the \( C_2 \)-External-UO system for robust recognition of \( C_2 \) features. All VQ codebook entries share the same covariance, \( \Sigma_r \).

For this second method, the cost is reduced even further. Again, as the variance information is kept at the receiver, it does not need to be transmitted, thus no extra network
bandwidth is required. Further, since the observation variance $\Sigma_y$ is constant for all codebook entries, the UO combined covariance matrix for mixture $k$ of state $j$, $\Sigma_k = \Sigma_{yj} + \Sigma_y$ is identical for every possible observed feature $x_t$. The $\Sigma_k$ inverses and determinants can all be calculated a priori to create $\hat{A}_Y$, in essence generating a model compensation system. This will be identical in both network bandwidth and computation as a standard ASR decoder, but has improved recognition performance.

5.1.3 Experiment and Results

In order to test the $C_2$-Internal-UO and $C_2$-External-UO algorithms, the Aurora2 digit framework was used. Since the focus of this technique is to overcome distortion due to vector quantization of MFCC vectors, and not distortion due to noise, only the clean speech portions of the test data were used. The recognizer used was the ISIP recognizer, altered to accept feature uncertainty, using the same model parameters and training techniques as the HTK system distributed with the Aurora2 database.

The vector quantization system used was a modified version of the ETSI feature extraction algorithms for distributed speech recognition, described in [18]. The baseline operation of this quantizer operates at 4.6kb/sec. Recognition using this bit-stream showed almost no degradation in recognition performance. In order to demonstrate UO robust recognition, it is thus necessary to decrease the bit-rate to a level that will introduce recognition errors. Rather than training a new VQ system from scratch in order to achieve a lower bit-rate, the source code for the ETSI coder was altered. The ETSI coder compresses pairs of MFCC and energy components in seven independent streams using between 5 and 8 bits per stream. For each of these pairs, three quarters of the codebook entries were chosen at random and removed. The original coder used 44 bits per frame, and the newer, more aggressive coder used 30 bits per frame, yielding a bit-rate of 3.3kb/sec. This lower system will be shown to create a significant increase in recognition errors. While this is not an optimal method for finding a new low bitrate VQ system, it was effective for illustrating the $C_2$-Internal-UO and $C_2$-External-UO algorithms.

For both the Internal and External implementations, single mixture, zero-mean, diagonal
covariance matrices were assumed to model the feature uncertainty. Since the VQ system was not retrained for the Internal system, the covariance matrices $\Sigma_i$ were calculated by using a training database, and by collecting statistics on the input feature and output features, and codebook indices. The database used was the TIMIT database, declated to 8kHz, in order to match the sampling rate required by the ETSI coder. The internal structure of the coder was known to be in seven independent streams, each relating directly to two dimensions of the MFCC vector. This greatly simplified the training process for the $\Sigma_i$'s. If this internal structure were not known, this type of training would be difficult due to the possible VQ codebook entries, $2^{25}$ in this case. To train the External form, the same training speech was used, but all codebook indices were ignored and only the global statistics were measured to find $\Sigma_e$.

To generate baseline performances, a system was first trained using uncompressed MFCCs from the Aurora2 training set, and testing was likewise performed on uncompressed MFCCs from the test set. A second system was trained using VQ-compressed MFCCs, and tested on VQ-compressed MFCCs. The results are shown in Figure 35, with uncompressed matched conditions giving a 2.7% error rate, typical for a digit system using only static cepstral parameters. The matched conditions using compressed speech show a significant drop in performance, with a 5.7% error rate. When the clean-trained system is tested on VQ-compressed data, the error rate drops to 3.6%. Note that for this case, training on the distorted data gives performance lower than testing in mismatched conditions. Two hypotheses for this behaviour are first, that the data required to jointly model both the VQ and speech is significantly larger than that required to model only the speech, and thus it is an issue of lack of training data. A second hypothesis is that the quantisation step yields a finite set of points for training, which conflicts with the choice of a continuous density HMM.

It is informative to examine the distortion caused by the VQ of MFCC vectors. Figure 36 shows a histogram for each dimension of the static MFCC components of the TIMIT data used to train the $C_3$-External covariance matrix $\Sigma_e$. For each dimension, the histograms have been scaled such that $\pm 1$ is the standard deviation over all of the training data. Each
Figure 35: Digit recognition experiments showing the performance of the C3-
Internal-UO and C3-External-UO versions of the VQ adaptation al-
gorithm on the clean-speech portions Aurora2 digit database.

histogram has been overlaid with the normal r.v. used to generate Σp. A first observation
is that the zero-mean assumption is accurate for MFCC vector quantization. A second
observation is that in relation to the original cepstral vectors, the compressed versions do
have a rather large variance along any particular dimension except log energy, thus it is no
surprise the increase in the error rate.

A first test of the UO application to MFCC vector VQ is to use "ideal" variances
during decoding. A stereo database of MFCC features was generated for pre- and post-VQ
compression, giving vector sets X and Y, respectively. For any single feature vector at time
t, the ideal variance was calculated as $\sigma^2_t = (x_t - \mu)^2$. Performing UO decoding in this
ideal manner reduced the digit error rate to 2.9%, showing a 47% overall reduction in the
ersors due to the VQ compression is possible using UO.

Testing of the C3-Internal-UO and C3-External-UO algorithms show that a significant
portion of the errors induced by the VQ compression can be removed. For the Internal
algorithm, the error rate drops to 2.9%. Given that the ideal matched performance is
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Figure 36: Histograms of MFCC VQ cepstral distortions for each of the static MFCC vector components, overlaid with the normal r.v. used for CQ-External/IO VQ decoding. The x-axes have been normalized to the overall variance of each component.
2.1%, this translates to a 47% reduction in error due to VQ compression of MFCC vectors. The performance of the External algorithm is slightly lower, giving an error rate of 2.1%, removing only 33% of the VQ compression errors.

An overview comparison of the algorithms is given in Table 10.

<table>
<thead>
<tr>
<th>Recognition System</th>
<th>Internal VQ Access Required?</th>
<th>Computational Overhead</th>
<th>WER Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>no</td>
<td>none</td>
<td>—</td>
</tr>
<tr>
<td>C3-Internal-UO</td>
<td>yes</td>
<td>33%</td>
<td>47%</td>
</tr>
<tr>
<td>C3-External-UO</td>
<td>no</td>
<td>none</td>
<td>33%</td>
</tr>
</tbody>
</table>

5.2 **Speech Coder Adaptation**

This section row describes using UO techniques to improve recognition performance when features are extracted from the synthesized decompressed waveform, the C4 location of Figure 29.

5.2.1 **Problem Description**

Robust recognition at C4 using UO is a more difficult problem than the C3 scenario described in the previous section. In the C3 section, the assumption that the observation PDFs were modeled by Gaussians was a relatively good one, because of the inherent design of vector quantization training. At C4, this is not quite as good an assumption. In particular, this is because the C3 parameters have been altered by the artificial synthesis stage, and features are now being extracted directly from a synthesized speech waveform. The C4 observation vectors thus contain an extra degree of distortion. Further, for this problem, it can be assumed that low-level access of internal state information of the VQ system is not available.

5.2.2 **Two Proposed Solutions**

Because information internal to the VQ system is not accessible, the Internal solution given in Section 5.1.2 is not applicable. The External method is, of course, still possible, and it
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is along these lines that a solution will be developed. First, the External method will be implemented exactly as in Section 5.1.2. Second, a multiple-state version, based upon input feature energy, will be implemented. Finally, it will be shown how more general multiple-state methods could be implemented to approximate the Internal solution.

The basic C4-External method is implemented exactly as for the C4-External method. A set of training data is passed through the coder, and MFCCs are extracted from the waveforms both before and after the compression step. The mean of the feature vector differences should be verified to be near zero, and then the global covariance matrix \( \Sigma_g \) can be found. One difference from the previous implementation is that here, the speech compression almost certainly induces some amount of delay in the signal. This delay should be accounted for, in order to compare input and output features, or else the variances will be artificially large.

While this method, referred to from here as the C4-External-Global, does not have the codebook-specific covariance matrices as in the Internal solution, it does have the benefit that the feature extraction comes directly from a time domain waveform. Thus, the system is not dependent upon the feature set, frame size, or frame rate used in the VQ system.

It is now interesting to look at how well a global variance does at describing feature uncertainty. An easy method for doing this is to consider the original and MELP-compressed waveforms shown in parts (a) and (b), respectively, of Figure 37. Static MFCC features were extracted from both waveforms, after correction for code-induced delay, and the Euclidean spectral distance between frames of the two sets is shown in part (c). Comparing this to the plot of frame log energy plot in part (d), a roughly inverse relationship can be noted. The MFCC distortion is somewhat higher for the lower energy portions of the speech signal. While one example is not enough for conclusion, this trend continues across the entire compressed speech database.

This leads to a second technique, the C4-External-2-State method, that segments frames based upon their relative energy levels, and uses different covariance matrices for the respective feature vector reliabilities. A two-state system was implemented with frames being assigned to be either high-energy or low-energy. This was first done during the training
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Figure 37: Motivation for the C4-External-2-State algorithm. MFCCs extracted from the original and MELP waveforms show that distortion is related to signal energy. This motivates the use of the C4-External-2-State energy-dependent distortion model.
phase, with log energy within 15dB of the maximum frame energy of the signal being classified as "high-energy." The remainder were then put in a "low-energy" cluster. Covariance matrices were found for each cluster, yielding Σ_{high} and Σ_{low}, respectively.

Each of these covariances were then stored in the receiver, allowing it to choose the appropriate matrix at runtime, based upon the frame energy (which is quite accurately known, since these tests are on clean, albeit compressed speech). This method can be efficiently implemented in much the same way as the Global method. In the Global case, since the same observation covariance matrix is used for every observation vector, the entire model can be updated a priori just as for standard model compensation. This same idea can be used here to generate two updated models, with the correct model chosen at run time based upon frame energy. Computation overhead is thus negligible, at the expense of memory.

Of course, extensions beyond the two state methods implemented in this thesis are certainly possible. For example, another possibility is to perform a Viterbi recognition pass to align states to frames, and have new covariances for each phoneme, or even each state of each phoneme. Other clustering methods are also certainly possible. A multi-state External method such as this with a large number of states is in essence an approximation to the Internal solution that could not be directly implemented.

5.2.3 Experiment and Results

The two C_{iv} External algorithms described above were tested in a manner similar to that used for the C_{i} tests of the previous section. The clean training and testing data from the Aurora2 database was again used for training speech models and running recognition experiments, and one hour of randomly selected speech data downsampled to 8kHz from the TIMIT database was used for training the observation variances. The recognition system was again the ISIP recognizer extended for UO input, and the HMM parameters chosen were identical to those specified by the Aurora2 baseline system. In order to isolate the effects of the distortion, only static cepstral features are considered throughout this set of experiments.
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The speech compression algorithm tested was the MELP coder. This compression algorithm was chosen because first, it is known to mildly degrade speech recognition, plus it is a common coder, being the U.S. federal standard for 2400 bit/sec communications.

The baseline performance for training and testing on the uncompressed speech shows a word error rate of 2.1%, typical for an application using only static cepstral features. The mediocre performance is, again, due to the lack of derivative features. In order to illustrate the use of UO to C4 speech recognition, however, this system is sufficient.

To test the matched condition case for compressed speech, all of the training and testing data was processed by MELP prior to feature extraction, and a new HMM set trained for this condition. This case shows a drop in performance, down to 3.3%. The most significant drop comes from training on uncompressed speech, but testing on MELP speech. For this case, the error rate rises to 4.8%. Thus the goal of the UO experiments is to bring the 4.8% error rate closer to 2.1% under mismatched testing conditions.

In order to train the C4-External-Global variance $\Sigma_p$, it was first necessary to process the decimated TIMIT data using MELP, to generate a stereo training database. The roughly two frame delay induced by the MELP coder was accounted for prior to feature extraction, so that the distortion due to the coding process was measurable by simply taking a difference in the cepstral domain.

The first step is to verify that the mean of the feature distortion is zero. Figure 38 shows histograms of the distortion of each dimension of cepstral features found in the training database. Superimposed on these plots are normal PDFs fitted to each histogram. A conclusion from this diagram is that the distortion is relatively well modeled by a zero mean Gaussian with diagonal covariance matrix.

UO decoding using the diagonal global covariance matrix $\Sigma_p$, as represented by the individual normal r.v.s in Figure 38, shows a drop in the word error rate from 4.8% to 4.0%, as shown in the graph in Figure 39, removing 29.6% of the errors induced by the compression algorithm.

The second method analyzed was the C4-External-2-State algorithm, as described previously. All frames with an energy within 15 dB of the maximum for the phrase were clustered
Figure 58: Histogram of MELP coder cepstral distortions for each of the static MFCC vector components, overlaid with the normal r.v. used for I/O decoding. The x-axis has been normalised to the overall variance of each component.
into one group, and the low energy frames were clustered in a second group.

Using the statistical F-Test, hypothesis testing can be done to determine if the variances of these two groups of speech are indeed different. For this test, each dimension of the cepstral feature was assumed independent, and all frames were considered independent trials. Under these conditions, there is a much greater than 99% likelihood that the variances of the two sets should be modeled differently. This held true for all dimensions.

Decoding with the C4-External-2-State algorithm caused the error rates to drop again slightly to 3.7%, removing 40.7% of the errors induced by compression. All results are given in Figure 39, where it can be seen that while an improvement is certainly possible for compressed speech, the improvements are not as dramatic as for the C3 MFCC VQ system for distributed speech recognition shown in the previous section.

An interesting question now is how much more can be gained by moving to a phoneme specific, or other high-cluster method to approximate an internal solution. To answer this question, the Ideal Variance method was used. In this technique, the actual variance for each sample (i.e., $\Sigma_{L} = \text{diag}((x_{k} - x_{L})^2)$) is used during decoding, giving an optimal performance for the UO algorithm. This test found that the word error rate dropped to 3.6%, removing 44.4% of the errors caused by compression. This improved recognition rate is nearly identical to the C4-External-2-State method. Thus, while a phoneme-specific (or other multi-state) system certainly could be implemented, it is unlikely to see any significant performance gain over the 2-State system when weighed against the added complexity cost.

The same experimental framework was also used to test phoneme recognition using the TIMIT database, in order to give a data point that is on something more than just digit recognition. The results, shown in the graph in Figure 40, show a similar pattern. Again, the ideal variance form shows that UO decoding has the capability of reducing compression errors by almost half (a 56.2% reduction), an amount which is almost met by by the C4-External-2State method (40.4%). Using only a single global diagonal covariance matrix still shows a drop in errors (27.0%). An overview comparison of the C4-External algorithms presented in this section, as applied to CELP-coded speech, is given in Table 10. Analyzing these results shows that while a single global variance update does not reach the
full capabilities of UO decoding, the two-state form comes relatively close.

### Table 11: Comparison of recognition methods for MELP-coded speech, with one mixture diagonal Gaussian observation covariances for UO.

<table>
<thead>
<tr>
<th>Recognition System</th>
<th>Computational Overhead</th>
<th>Memory Overhead</th>
<th>Digit Error Reduction</th>
<th>Phoneme Error Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>none</td>
<td>none</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>C4-External-Global</td>
<td>none</td>
<td>none</td>
<td>29.6%</td>
<td>27.0%</td>
</tr>
<tr>
<td>C4-External-2State</td>
<td>none</td>
<td>double</td>
<td>40.7%</td>
<td>40.4%</td>
</tr>
<tr>
<td>Ideal Variance UO</td>
<td>—</td>
<td>—</td>
<td>44.4%</td>
<td>56.2%</td>
</tr>
</tbody>
</table>

Another interesting question not covered in this thesis is the application of the variance information of one coder to that of another, for example training $\Sigma_r$ using GSM, but performing recognition on G.729-compressed speech. This is of particular interest when the exact compression algorithm is not known at decoding time. For example, suppose a call center is recording incoming calls for audio data mining. Even if it is a simple matter to identify those calls that are from cellular phones, there are many different cellular standards. Since many of these, however, are based upon some type of smoothed spectrum vector
quantization, so long as the same feature extraction algorithm is used on the $C_4$ waveform, it would seem possible that $\Sigma$'s trained with one coder might improve the recognition performance of speech that was actually compressed with a different coder. This topic is left for future work.

5.3 Handling Packet-Lossy Channels

This section now describes using UO decoding to improve speech recognition during short bursts of missing speech frames, common in distributed recognition.

5.3.1 Problem Description

Many forms of digital communication systems currently in use face the problem of dropped packets. The more standard analog slow degradation of a signal due to fading, etc., is not necessarily a problem because of error correcting codes. But if a packet is corrupted, or not received, all of the information is likely lost, leaving a burst of one or more areas with no information interspersed in an otherwise perfect digital signal.

Packet drops can occur due to interference on wireless systems, overall network traffic through a router, or other reasons. Normal internet data traffic handles this situation by
allowing retransmission requests for packets that are not received, or have been corrupted during transmission. For real-time communication systems, however, retransmission requests are not practical. Instead, a maximum allowable latency is chosen, and any packets not received by this time are considered permanently lost, and the communication system must continue without the missing information. Cellular telephones, Voice over IP, and other packet-based communication systems used in DSR must therefore be designed to expect, and be robust to, dropped packets.

The speech coders used in packet based communication systems, for example MELP, G.729, and others, use extrapolation and frame repetition to handle missing frames. This has been an adequate solution for human to human communication, as with proper design, it can sound somewhat natural, and when intelligibility becomes difficult, retransmission requests can easily be handled by the communication system users (i.e., cell phone users waiting for a positive response to “Can you hear me now?”). Attempting speech recognition on data that has missing frames, however, gives extremely poor results, as shown in [62,63]. While re-prompting is a possibility for interactive dialog systems, it is preferable to avoid this if possible. But interactive solutions are not possible at all for many applications, such as broadcast dictation, call monitoring, and database mining, and recognition must proceed with whatever data is available. For these cases, in packet lossy environments, UO techniques are well suited, allowing the recogniser to focus on the portions of the speech that are well known, ignoring what is not known. This is very similar to the special case scenario of completely unknown features discussed in Section 8.5.2.

A model often used for the transmission characteristics of a packet lossy system is the Gilbert model shown in Figure 41 [27]. This two-state Markov model is designed to mimic burst-loss scenarios often seen in real world systems. During most operation, the system is in State 1, with a low likelihood of losing a packet. But occasionally the system will transition to State 2, which has a high probability of losing a packet. Once in State 2, it will stay there for several frames before transitioning back to State 1. This models the common situation where if one packet is lost, more than likely there will be a succession of several lost packets in a burst fashion.
As an example of handling burst packet loss, the common cellular G.729 coding standard uses a variety of techniques to maintain listener acceptability. Since latency is a critical issue for real-time communication, interpolation from both sides of the burst is not an available option. Instead, G.729 extrapolates smoothed spectral information from previous frames in order to retain causality. Further, as it is known that these frames are becoming further and further from the spectrum of the true speech, the gain is reduced. This has been found empirically to be more pleasing to the listener, even though it is artificially moving the output waveform even further from the true speech than is absolutely necessary. Immediately upon receipt of a valid packet, signifying the end of the burst, the coder returns to full gain with the received spectral and pitch information. Again, while this is good for the listener, it gives faulty information for the derivative components of the next several frames.

This analysis of G.729 shows clearly why speech recognition on this channel would be difficult. Even for short bursts, gain and derivative coefficients are being distorted due to the progressive gain reduction through the burst. For longer bursts, although the underlying speech phonetic content will be changing, the coder will artificially extend the segment and continue whatever phoneme was present when the burst began. Similar schemes are embedded in all modern speech coding algorithms.

5.3.2 Application of UO to Lossy Channels

A technique that can improve speech recognition in packet lossy systems is the application of the UO Decoding method as derived in Chapter 3. The assumption for this chapter is made
that the speech signal itself is otherwise clean and undistorted, except for dropped packets. Thus, the majority of speech vectors would be represented as Dirac delta PDFs since they contain no distortion. During a burst of lost packets, however, the feature vectors will no longer be completely well-known. As a burst lengthens, the feature vectors extrapolated for missing frames will become more and more unreliable. By representing these frames by PDFs, and using a UO decoder, speech recognition can be performed in a manner that performs a statistically optimal weighting of the language model and reliable feature information with the unreliable feature information. The result is a speech recognition system that will be better suited to correct recognition across bursts of missing feature frames.

To implement this version of occasional UO decoding, the computational cost is proportional to the number of dropped frames. If no frames are ever missing, there is no need for anything other than standard decoding. For missing frames only, feature vector PDFs $f_i(x)$ must be generated, and the UO decoding equation for state output probability needs to be evaluated. The next section describes methods for determining PDFs.

5.3.3 PDF Feature Extraction

A first cut approach for generating PDF features for missing frames is direct use of the special case of Section 3.5.2, that is, assuming that absolutely nothing is known about the missing frames of speech. Enhanced speech feature means are thus irrelevant, and enhanced speech feature variances are set to infinity. This will be referred to as the Completely Unknown Packet method.

The Completely Unknown Packet method results in all acoustic information during the burst being complete ignored, and all decoding during the burst would be based on the language model.

A second, and more accurate, method is to use features extrapolated from prior frames, as is done for speech coding systems, and to estimate the variance of these extrapolated features. Using the analysis given above of how G.729 handles lost packets, a reasonable
Table 12: The set of Gilbert Model state transition and frame loss probabilities used for experiments in this section.

<table>
<thead>
<tr>
<th>Packet Loss Rate</th>
<th>90% of Bursts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>$P_2$</td>
</tr>
<tr>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.01</td>
<td>0.90</td>
</tr>
<tr>
<td>0.01</td>
<td>0.90</td>
</tr>
</tbody>
</table>

clean speech PDF generator for such a scenario would use the smoothed spectral representation during a burst for the Gaussian mean, but ignore the energy, as this is artificially lowered for listener acceptability. Note that this just represents repeating the last known good feature vector throughout the burst.

To generate variances, a large stereo database of artificially created burst losses was created. The assumption was made that vowels are longer than other parts of speech, and thus frame repetition during a vowel segment is likely to lead to smaller expected error than low energy speech, which will change more rapidly. This led to a three state frame-type classifier to treat nonspeech, low energy speech, and vowel frames separately. Thus, the burst losses in the stereo database were segmented into three groups, according to the frame-type of the last received frame.

For each group, then, the variance was found as a function of depth into the burst. The resulting implementation for UO decoding repeats the last received frame throughout the burst, using this as the mean of a Gaussian PDF. The variance is determined by using the frame-type classification for the last received frame, and based upon how many frames into the burst, the proper diagonal observation covariance matrix from the burst training data is chosen.

5.3.4 Experiments and Results

In order to test the packet lossy PDF feature extraction from Section 5.3.3, a lossy channel was simulated using the channel model shown in Figure 41. In order to give a range of burst lengths and frequencies, several scenarios were tested. The $P_1$, $P_2$, $P_3$, and $P_4$ values chosen are listed in Table 12, along with the overall packet loss rate and mean burst length.
Each of the loss scenarios were tested using phoneme recognition on the TIMIT database. Since the basic unit of this test is the phoneme, it does not take a long burst to obscure an entire phoneme. On the other hand, since the duration of a phoneme is short, the burst has little effect beyond the phonemes directly obscured. In a system using a full language model instead of a phoneme loop grammar, errors would be allowed to propagate, and thus bursts could easily affect wider areas than just the few phonemes they span. But a language model also would help, by allowing misrecognized single phonemes to be correctly reassigned due to context. The end conclusion is that the phoneme recognition results presented may or may not apply to large vocabulary systems, and thus any extrapolation of the results of this section to LVCSR should be avoided until further recognition results are run.

Training for the system used clean, burst-free speech. If all frames are received, the baseline performance of this system is a 38.7% phoneme error rate. The drop in recognition for the various burst cases was not very significant, with error rates of 40.1% and 41.3%, respectively, for 10% and 20% dropped frames. The application of UO decoding did improve the results, but not significantly, giving error rates of 39.6% and 40.9%, as shown in Table 13. For both loss rates, UO decoding was able to handle less than 20% of the errors introduced by the missing frames of speech. The application of UO decoding to the last packet scenario is thus only a moderate success.

5.4 Summary and Discussion

This chapter has discussed the application of Uncertain Observation decoding techniques to robust recognition in distributed speech recognition environments. The mismatch scenarios
examined were compression, and transmission across packet-lossy networks.

Two types of compression systems covered in this chapter: those that observe speech parameters prior to the compression algorithm's waveform synthesis state, and those that only have access to the final output waveform. These are referred to as systems performing feature extraction at the C3 and C4 locations, respectively. For pre-waveform synthesis systems (C3 systems), a further breakdown was made into two subtypes: ones that have internal access into the VQ stage, and ones that do not. These were referred to as C3-Internal and C3-External, respectively.

For C3-Internal systems, a solution was proposed that each codebook entry i have its own cluster mean $\mu_i$, and covariance matrix $\Sigma_i$. The means are obviously calculated at the time of the codebook training, and the variances can be either calculated at the same time, or as was done for the experiments for this chapter, calculated later, by using a database of training speech. The speech is run through the coder, and by noting which codebook index is used for each frame, variance information can be tallied for each i. This information is given a priori to the VQ receiver, thus network bandwidth remains identical to the standard case: only the codebook index need be transmitted. But at the receiver, the feature is represented as a PDF, rather than as a single point in space.

The solution proposed for C3-External systems was much simpler. Access inside the VQ step was not allowed, thus while feature vectors could be observed both pre- and post-compression, they could not be associated with individual codebook indices. Thus, a system was design which created only a global covariance matrix, shared by all VQ clusters. The disadvantage of this system is slightly reduced performance, but the advantage is that UO decoding now translates into standard model adaptation. The original speech model set $\Lambda_X$ can be converted a priori to $\hat{\Lambda}_X$, and no extra network bandwidth or CPU cycles are required for robust recognition.

Both methods were also proposed for the C4 scenario. It was assumed that if the recognizer input is at this location, access to compression algorithm internals is not possible. Hence, the first solution was to follow exactly that as done for the C3-External scenario. Given that the synthesized waveform has an extra level of distortion not seen at the C3
location, the performance of this technique was slightly lower. Thus a second method was
developed that cut a balance between the Internal and External solutions. A set of training
data was again used, but separated according to signal energy. This multi-state algorithm
showed an improvement compared to the C4-External solution. Thus while the C2-Internal
algorithm cannot be directly applied, it can be approximated.

The proposed compression-robust methods were tested on two different styles of data.
First, testing was performed on the clean portions of the Aurora2 digits database. Second,
each method was tested for phoneme recognition on the clean TIMIT database. For C3
tests, a modified form of the ETSI distributed ASR front end was used, while for C4 tests
the MELP coder was used.

This chapter has also described a novel technique for using the Uncertain Observation
Decoding algorithm, coupled with a PDF feature extractor for bursts of lost frames, to
improve automatic speech recognition on wireless and other delay-constrained networks.
The technique is based upon knowing that further into a burst, the less reliable the frame
estimates will be. Using the common G.729 speech coder, which has an algorithm to han-
dle burst losses, it was shown the recognition degrades in packet-lossy environments. By
augmenting the basic speech features with variance information during bursts, the UO
method described was shown to improve recognition performance. The level of improve-
ment, however, was not significant, and further work is required to generate a practical
implementation.

It is worth mentioning that the application of UO decoding to compression methods,
lost packets, and additive background could be combined to handle general “DSR of noisy
speech”. By creating a PDF estimator that is dependent on each of these distortions, their
handling could be done in a single UO framework. This is in particular interesting because
it has been noted in the literature [46] that while the 4.8kbps ETSI DSR compression
has little effect on recognition of clean speech, it lowers significantly the accuracy of noisy
speech. Thus, additive noise and DSR compression are not independent, and observation
PDF estimation should be done in a joint manner.

An interesting side effect of this research is the concept of storing not only VQ cluster
means in a VQ receiver, but also the information about the cluster variance. This information is certainly known at the time the VQ system is trained, or as was shown can also be generated later by using example data for an existing system. Thus, upon receiving a codebook index, the receiver actually knows more than just the mean of the corresponding cluster, it knows information about how reliable this mean is, and can output a full PDF describing the cluster instead of just a single point in space. Few applications in the past have had need for this extra information, and hence it was discarded. But the UO decoding framework, which expects feature PDFs as input, can be directly fed codebook PDFs by such a receiver.

The final conclusion of this chapter is that in a system that compresses either speech or speech recognition feature vectors, recognition can be degraded due to aggressive coding. This degradation can be lessened by one third to one half by using feature vector variance information and the UO decoding algorithm. No extra network bandwidth is required for transmitting this variance information, as it can be determined a priori and stored in the receiver. Depending on the level of internal coder access (or improvement desired) the computational burden is either that of the standard UO algorithm for Internal solutions, or no extra computations for External solutions. Similarly, bursts of lost packets can be modelled by repeating the last known good frame, but increasing the variance through the burst. This implementation described showed modest recognition improvement for this scenario.
CHAPTER VI

UO TECHNIQUES APPLIED TO HMM TRAINING

6.1 Motivation

A problem often not addressed in speech recognition is the consequence of training on noisy data. Either the assumption is made that enough clean data can be collected to adequately train the speech HMMs, or else it is assumed that the noisy data is representative of the eventual testing environment, and thus multistyle training is performed. There are a few instances, however, where this is not a reasonable assumption. First, data collection is a time consuming and expensive task, as it requires both careful recording procedures and hand transcription. For some scenarios, the data collection process could be simplified if noisy data were allowed, even if testing is expected on clean data. Second, and more relevant, are cases where the amount of data is necessarily limited by the task. For example, in speaker adaptation, the goal is to observe a short segment of speech from a particular person and generate a transform such that the speech models better fit the specific talker [54]. If the few seconds observed contain background noise, then the adaptation will be joint on both the talker and the environment. If, however, the adaptation results are to be used again in the future in a new noise environment, it is desirable to separate the information about the speaker from that of the noise.

Thus the goal of the research in this chapter is to improve HMM parameter estimation or adaptation when using noisy training data. A basic method to accomplish this is to use standard feature transformation techniques to attempt to remove the noise from the training data. It is shown in this research that these results can be improved further by augmenting feature transformation with the uncertain observation principles described in Chapter 3. First, the standard Baum-Welch (BW) parameter reestimation method for training HMMs will be reviewed. This method will then be extended to allow uncertain observations. This new training algorithm, referred to as BW-UQ, will then be demonstrated by training
HMMs using noisy data, and testing on clean speech. Experimental results of standard training, training with feature transformed data, and training using the new algorithm will be compared, showing that recognition accuracy can be increased by incorporating feature reliability information into the training process.

While this chapter focuses on Baum-Welch, implementation of UO techniques in other training or adaptation methods can be performed in a manner similar to that presented in this chapter.

6.2 Review of Baum-Welch Training

HMM parameters can be trained in a variety of ways, with the most common method being Baum-Welch reestimation. This section will briefly review the procedure (following the derivation given in [51]) allowing comparison to the BW-UO derivation presented in the next section.

The overall goal of Baum-Welch reestimation is to find HMM model parameters $\lambda$ that maximize $\Pr(O|\lambda)$, the probability of observing the given set of training data, $O$. This is accomplished by beginning with an initial estimate for $\lambda$, and finding a new set $\lambda'$ that increases the probability, such that $\Pr(O|\lambda') > \Pr(O|\lambda)$. The procedure is then iterated to find new model sets until a maximum is reached and it is no longer possible to increase the likelihood further. For this review section, the training data $O$ is given as

$$O = (x_1, x_2, \ldots, x_T).$$  \hspace{1cm} (81)

a sequence of $T$ observation vectors extracted from the transcribed training audio, i.e., audio with a known corresponding sequence of states, but unknown exact locations of the state transitions.

Each iteration begins with the initial model parameter estimate, $\lambda$, and Baum’s auxiliary function $Q(\lambda', \lambda)$ which is defined as

$$Q(\lambda', \lambda) = \sum_{\forall \mathbf{q}} \Pr(O, \mathbf{q}|\lambda') \log \Pr(O, \mathbf{q}|\lambda').$$  \hspace{1cm} (82)

Maximizing this function with respect to $\lambda$ is guaranteed by the EM algorithm [10] to find the desired $\lambda'$ with either $\Pr(O|\lambda') > \Pr(O|\lambda)$, or $\lambda' = \lambda$. The probability terms in
Equation 82 can be written in terms of the HMM parameters,

$$P_r(O, q|\lambda) = \prod_{t=1}^{T} a_{q_{t-1}, q_t} b_q(x_t), \text{ and}$$  

$$\log P_r(O, q|\lambda) = \log \gamma_n + \sum_{t=1}^{T} \log a_{q_{t-1}, q_t} + \sum_{t=1}^{T} \log b_q(x_t).$$ 

Separating $Q$ into $2N + 1$ independent parts,

$$Q(\lambda', \lambda) = Q_\alpha(\lambda', \pi) + \sum_{i=1}^{N} Q_\alpha(\lambda', a_i) + \sum_{i=1}^{N} Q_\beta(\lambda', b_i)$$

where

$$\pi = [\pi_1, \pi_2, \ldots, \pi_N], \quad a_i = [a_{i1}, a_{i2}, \ldots, a_{iN}], \quad b_i = [b_{i1}, b_{i2}],$$

and

$$Q_\alpha(\lambda', \pi) = \sum_{i=1}^{N} P_r(O, q_0 = i|\lambda') \log \pi_i$$

$$Q_\alpha(\lambda', a_i) = \sum_{j=1}^{T} \sum_{t=1}^{T} P_r(O, q_{t-1} = i, q_t = j|\lambda') \log \alpha_{ij}$$

$$Q_\beta(\lambda', b_i) = \sum_{t=1}^{T} P_r(O, q_t = i|\lambda') \log b_i(x_t).$$

Each term of the auxiliary function can thus be maximized separately over $\lambda$, subject to the following constrains:

$$\sum_{j=1}^{N} \pi_j = 1, \quad \pi_j \geq 0$$

$$\sum_{j=1}^{N} \alpha_{i,j} = 1, \quad \alpha_{i,j} \geq 0, \quad \forall i$$

$$\int_{-\infty}^{\infty} b'_i(x) dx = 1, \quad b'_i(x) \geq 0, \quad \forall j, x$$

The global maximum of each of these three constrained functions can be found using Lagrange multipliers (see [88], for example, for details), giving the following updated parameter
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estimates for the case of a single mixture Gaussian $b_j(x)$:

$$\sigma_i' = \frac{\Pr[C, q_i = i|\lambda]}{\Pr[C|\lambda]}$$  \hspace{1cm} (90)

$$\sigma_j' = \frac{\sum_{i=1}^{T} \Pr[C, q_{i-1} = i, q_i = j|\lambda]}{\sum_{i=1}^{T} \Pr[C, q_{i-1} = i|\lambda]}$$  \hspace{1cm} (91)

$$\mu_j' = \frac{\sum_{i=1}^{T} \Pr[C, q_i = i|\lambda] x_i}{\sum_{i=1}^{T} \Pr[C, q_i = i|\lambda]}$$ \hspace{1cm} (92)

$$\Sigma_j' = \frac{\sum_{i=1}^{T} \Pr[C, q_i = i|\lambda] (x_i - \mu_j')(x_i - \mu_j')^T}{\sum_{i=1}^{T} \Pr[C, q_i = i|\lambda]}$$ \hspace{1cm} (93)

Together, these terms make up the desired new set of model parameters $\lambda'$.

Each of the probabilities in the update equations above can be related to the parameters of the HMM by using the alpha forward variable and beta backward variable. These are defined as

$$\alpha(i) = \Pr[x_1, x_2, \ldots, x_T, q_i = i|\lambda]$$ \hspace{1cm} (94)

and

$$\beta(i) = \Pr[x_{T+1}, \ldots, x_T, q_i = i|\lambda].$$ \hspace{1cm} (95)

The probabilities necessary for reestimation can be written in terms of $\alpha$ and $\beta$:

$$\Pr[C, q_i = i|\lambda] = \alpha(i) \beta(i)$$ \hspace{1cm} (96)

$$\Pr[C|\lambda] = \sum_{i=1}^{N} \alpha(i) \beta(i) = \sum_{i=1}^{N} \alpha_T(i)$$ \hspace{1cm} (97)

$$\Pr[C, q_{i-1} = i, q_i = j|\lambda] = \alpha_{i-1}(i) \sum_{i=1}^{N} \alpha_j x_i \beta(j)$$ \hspace{1cm} (98)

Direct calculation of $\alpha(i)$ and $\beta(j)$ is effectively intractable, but a very efficient method exists by using the lattice structure inherent in state transitions. For the $\alpha(i)$, this is solved using the following procedure:
1. Initialization

\[ a_1(j) = \pi_j b_j(x_1), \]

(99)

2. Induction

\[ a_{t+1}(j) = \sum_{\lambda \in \mathcal{A}} a_t(\lambda) a_j b_j(x_{t+1}). \]

(100)

Similarly, for the backward variable \( \beta \),

1. Initialization

\[ \beta_T(t) = 1. \]

(101)

2. Induction

\[ \beta_t(i) = \sum_{j \in \mathcal{A}} a_j b_j(x_{t+1}) \beta_{t+1}(j). \]

(102)

The end result is a reestimation method that is iterative in nature, built on top of the forward and backward variables. The procedure described is both efficient, and can be shown to be non-decreasing, producing a \( \Pr(\mathcal{O}|\lambda) \) at the end of every iteration that is at least as good as the previous iteration. Convergence is only guaranteed to be to a local maximum, but stability issues of gradient search methods, which do not provide monotonic improvement of \( \Pr(\mathcal{O}|\lambda) \), are avoided.

6.3 Baum-Welch Reestimation with Observation Uncertainty

For the case of noisy training data, it is desired in this research to incorporate the Uncertain Observation techniques described in Chapter 3 into the HMM parameter reestimation method described above. The resulting novel training method, which will be referred to as the BW-UO training algorithm, is derived in the remainder of this section.

The BW-UO algorithm begins by replacing the training data observation sequence \( \mathcal{O} \) of Equation 81 with \( \mathcal{O}^* \), a new sequence that is specified as PDFs:

\[ \mathcal{O}^* = (f_1(x), f_2(x), \ldots, f_T(x)), \]

(103)

just as was given during the initial UO formulation in Equation 14. Without loss of generality, this section will continue assuming single-mixture Gaussian PDFs for observations.
$f(t)$, thus each observation will be described by its own mean and variance, $\mu_t$ and $\Sigma_t$, respectively.

The auxiliary function for the PDF observation sequence is

$$Q(\lambda', \lambda) = \sum_{all q} P_t[\bar{O}, q | \lambda] \log P_t[\bar{O}, q | \lambda'],$$

(104)

with the probability terms being

$$P_t[\bar{O}, q | \lambda] = \pi_0 \prod_{t=1}^{T} a_{q_{t-1}q_t} \int_{-\infty}^{\infty} f_t(\theta) b_{t}^{\lambda}(\theta) \, d\theta,$$  

(105)

$$\log P_t[\bar{O}, q | \lambda] = \log \pi_0 + \sum_{t=1}^{T} \log a_{q_{t-1}q_t} + \sum_{t=1}^{T} \int_{-\infty}^{\infty} f_t(\theta) b_{t}^{\lambda}(\theta) \, d\theta.$$  

(106)

Using Equation 53 from the UO decoding chapter, we can rewrite these directly in terms of HMM and observation parameters:

$$P_t[\bar{O}, q | \lambda] = \pi_0 \prod_{t=1}^{T} a_{q_{t-1}q_t} \frac{1}{\sqrt{2\pi\sigma_t^2}} \exp \left\{ -\frac{1}{2\sigma_t^2} (\mu_t - \mu_{q_t})^2 \right\}$$

(107)

$$\log P_t[\bar{O}, q | \lambda] = \log \pi_0 + \sum_{t=1}^{T} \log a_{q_{t-1}q_t}$$

$$+ \sum_{t=1}^{T} \left[ \log \left( \frac{1}{\sqrt{2\pi\sigma_t^2}} \right) - \frac{1}{2\sigma_t^2} (\mu_t - \mu_{q_t})^2 \right].$$

(108)

where the $\sigma_t = \sigma_t + \sigma_0$ terms are the variances along the diagonal of $\Sigma_t = \Sigma_t + \Sigma_0$.

The auxiliary function can again be split into independent parts, giving the terms

$$Q_{\lambda}(\lambda', \lambda) = \sum_{i=1}^{N} P_t[\bar{O}, q_0 = i | \lambda] \log \pi_i^t.$$  

(109)

$$Q_{\mu}(\lambda', \mu) = \sum_{j=1}^{N} \sum_{j=1}^{T} P_t[\bar{O}, q_{t-1} = i, q_t = j | \lambda] \log a_{ij}^t.$$  

(110)

$$Q_{\sigma}(\lambda', \sigma) = \sum_{k=1}^{T} P_t[\bar{O}, q_t = j | \lambda] \left[ \int_{-\infty}^{\infty} f_t(\theta) b_t^j(\theta) \, d\theta \right].$$  

(111)

that can be maximized independently, subject to the same constraints as for standard BW reestimation. The maximization results in the following parameter estimates for the case
of a HMM states modeled by a single Gaussian mixture \( h_i(x) \):

\[
\begin{align*}
\pi_i^t &= \frac{\Pr[\tilde{\mathcal{O}}, q_t = i | \lambda]}{\Pr[\tilde{\mathcal{O}} | \lambda]} \\
\alpha_{ij}^t &= \frac{\sum_{i=1}^T \Pr[\tilde{\mathcal{O}}, q_{t-1} = i, q_t = j | \lambda]}{\sum_{i=1}^T \Pr[\tilde{\mathcal{O}}, q_{t-1} = i | \lambda]} \\
\nu_i^t &= \frac{\sum_{i=1}^T \Pr[\tilde{\mathcal{O}}, q_t = i | \lambda] x_t}{\sum_{i=1}^T \Pr[\tilde{\mathcal{O}}, q_t = i | \lambda]} \\
\Sigma_{ij}^t &= \frac{\sum_{i=1}^T \Pr[\tilde{\mathcal{O}}, q_t = i | \lambda] (x_t - \mu_j)(x_t - \mu_j)^T}{\sum_{i=1}^T \Pr[\tilde{\mathcal{O}}, q_t = i | \lambda]}
\end{align*}
\]

Calculating the probabilities for the parameter estimates can be done in a manner similar to that using the \( \alpha \) and \( \beta \) variables used for standard BW training. For BW-UI, we define \( \bar{\alpha} \) and \( \bar{\beta} \) as

\[
\begin{align*}
\bar{\alpha}_i(j) &= \Pr[f_1(x), \ldots, f_t(x), q_t = j | \lambda] \\
\bar{\beta}_i(j) &= \Pr[f_{t+1}(x), f_{t+2}(x), \ldots, f_T(x) | q_T = j, \lambda]
\end{align*}
\]

which are calculated using UI information:

1. Initialization

\[
\bar{\alpha}_1(j) = \int_{-\infty}^{0} f_1(\theta) b_1(\theta) \, d\theta
\]

2. Induction

\[
\bar{\alpha}_{t+1}(j) = \left[ \sum_{i=1}^N \bar{\alpha}_i(j) \alpha_{ij} \right] \int_{-\infty}^{0} f_{t+1}(\theta) b_j(\theta) \, d\theta
\]

and the backward variable \( \bar{\beta}_i \):

1. Initialization

\[
\bar{\beta}_T(j) = 1
\]
2. Induction

$$\tilde{b}_t(j) = \sum_{k=1}^{N} c_{jk} \tilde{b}_{t+1}(k) \int_{-\infty}^{\infty} f_{k+1}(\theta) b_j(\theta) \, d\theta.$$  

(121)

All of the probabilities necessary for the parameter reestimates can be written in terms of $\tilde{\alpha}$ and $\tilde{b}$:

$$\Pr[O_t, q_t = i | \lambda] = \tilde{\alpha}_t(i) \tilde{b}_t(i)$$  

(122)

$$\Pr[O_t | \lambda] = \sum_{i=1}^{N} \tilde{\alpha}_t(i) \tilde{b}_t(i) = \sum_{i=1}^{N} \tilde{\alpha}_t(i)$$  

(123)

$$\Pr[O, q_{t-1} = i, q_t = j | \lambda] = \tilde{\alpha}_{t-1}(i) \sum_{i=1}^{N} c_{ij} b_j(x_t) \tilde{b}_t(j)$$  

(124)

The BW-UO reestimation scheme for HMM parameters described above has the same properties as standard BW training. Most importantly, for every iteration it is guaranteed that $\Pr[O | \lambda] \geq \Pr[O | \lambda]$, ensuring stable convergence to a local maximum. Further, this training algorithm includes information about feature reliability directly into a strong probabilistic framework, allowing parameter training to noisy features to proceed in an optimal manner.

6.4 Analysis

The simplest method of visualizing the effect of this new UO-based training algorithm is to consider training with the Viterbi algorithm. Viterbi training is a simplification of Baum-Welch training where HMM forced alignment is first run, giving an optimal state sequence $q$:

$$q = (q_1, q_2, \ldots, q_T).$$  

(125)

Using this sequence, $\Pr[O = j | \lambda]$ is now either 0 or 1, depending on whether or not the optimal state sequence goes through state $j$ at time $t$, i.e., $q_t = j$. The standard BW
reestimation equations given in Equations 90-95 can be rewritten as simple counting:

\[
\pi'_j = \frac{\delta(q_0 - j)}{F} = \frac{M_0}{F} \\
\alpha'_{ij} = \frac{\sum_{t=1}^{T} \delta(q_{t-1} - i) \cdot \delta(q_t - j)}{\sum_{t=1}^{T} \delta(q_{t-1} - i)} \tag{126}
\]

\[
\beta'_{j} = \frac{M_1}{M_2} \sum_{t=1}^{T} \delta(q_t - j)x_t \\
\mu'_j = \frac{\sum_{i=1}^{F} \delta(q_t - j) x_i}{\sum_{i=1}^{F} \delta(q_t - j)} \tag{127}
\]

\[
\Sigma'_j = \frac{\sum_{i=1}^{F} \delta(q_t - j)(x_i - \mu_j)(x_i - \mu_j)^T}{\sum_{i=1}^{F} \delta(q_t - j)} \tag{128}
\]

\[
= \frac{1}{M_0} \sum_{m=1}^{M_0} \sum_{i=1}^{F} \delta(q_t - j)(x_{im} - \mu_j)(x_{im} - \mu_j)^T 
\]

where

- \( M_0 \) is the number of times \( q_0 \) equals \( j \),
- \( M_1 \) is the number of times the state transition from \( i \) to \( j \) is observed in \( q \),
- \( M_2 \) is the number of times state \( i \) occurs in \( q \), and
- \( \{k_1, \ldots, k_{M_0}\} \) are the \( M_0 \) time indices that state \( j \) is in the optimal state sequence \( q \).

When converting the BW-UG algorithm to Viterbi style, as was done above for standard BW training, the most obvious change is that the optimal state sequence \( \hat{q} \) is calculated using a UO decoder. By accounting for background noise, this UO state sequence is improved over \( q \) that would have been found with either a standard decoder, or with a decoder using
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noise-removed features. This new state sequence is then used in the Viterbi reestimation equations

\[
\begin{align*}
\pi'_j &= \frac{\tilde{\pi}_0}{T} \\
\alpha'_{ij} &= \frac{\tilde{\alpha}_j}{\tilde{\pi}_j} \\
\mu'_i &= \frac{1}{\tilde{\pi}_i} \sum_{m=1}^{\tilde{\alpha}_i} \mu_{km} \\
\Sigma'_i &= \frac{1}{\tilde{\pi}_i} \sum_{m=1}^{\tilde{\alpha}_i} (\mu_{km} - \mu_i)(\mu_{km} - \mu_i)^T
\end{align*}
\]  

(130) (131) (132) (133)

where

- $\tilde{\pi}_0, \tilde{\pi}_1, \tilde{\pi}_2, \text{ and } \tilde{\pi}_3$ have the same meaning as for the standard Viterbi case, except the UO alignment $\bar{q}$ is used, and
- $\mu_i$ has been replaced by $\mu_i$, the mean of time $t$’s feature PDF.

Thus the effect of using observation uncertainty in the case of Viterbi training is to:

- first, better identify the underlying state sequence during the initial forced alignment pass, and then
- generate parameter reestimates using $\mu_i$’s, which effectively are noise-transformed features.

As an example, consider the Viterbi alignments shown in Figure 42. Shown are the alignments at the end of the final stage of training of one of the training phrases (“two three seven”) that is used in the experiments described in the next section. The top alignment is shown for reference only, as it is the output the result of training with clean speech. The second alignment, shown in 42(b), is for the same segment of speech, but is from a training run that uses only noisy speech. It is obvious that the noise has significantly affected the ability of training to correctly align states to the words.

The third alignment in 42(c) is the result of training on noise-removed features. Here, training is obviously able to align much better to the underlying speech. Finally, 42(d)
shows the alignment resulting from a UO training run. There is little difference visual between these two methods, but as will be shown in the experiments section below, training with UO does give a small further improvement in recognition performance.

An obvious special case is training with clean speech. For this case, observation variance is zero, and \( \mu_4 = x_t, y_t \). As was shown in Chapter 3, for this scenario, recognition (and thus forced state alignment) will be identical to standard recognition. Thus, the update equations 130-133 are identical to standard Viterbi update equations 126-129, as expected.

6.5 Evaluation on the Aurora2 Database

The BW-UO HMM parameter reestimation algorithm derived in this chapter has been implemented by altering the ISIP speech recognition system. Training was extended to use feature PDFs as input, and implement reestimation equations 112-115.

The BW-UO training method was tested by running experiments that train using noisy data, but perform recognition on clean data. The datasets used for the experiments were extracted from the Aurora2 dataset. The training set comprised 4,004 digit strings that had an SNR of 5 dB from Aurora2 "testa" subset. Because the Aurora2 experiment uses artificial additive noise, stereo versions of all of these files without noise were also available. The test set chosen was the 1,688 clean files normally used for training in the Aurora2 experiment setup.

For all experiments, the standard Aurora2 feature extraction method (thirteen MFCCs, plus first and second derivatives) was followed. Digits were modelled using the same left-to-right whole word models used for Aurora2.

The training methodologies that were tested were:

- standard Baum-Welch training using noisy data,
- standard BW that used noise-removed feature data,
- a BW-UO system estimating variances from the noisy data, and
- a BW-UO system that used "ideal" variances, similar to the oracle experiments of Chapter 3, extracting variances from the stereo version of the training data.
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Figure 42: Comparison of Viterbi alignments used in UO training. Part (a) shows the ideal Viterbi state alignment at the end of the final iteration of standard training, using clean speech. Part (b) shows the alignment, when standard training uses noisy speech. Part (c) is similar, but training has used noise-removed features. Finally, part (d) uses full PDF features for UO training.
The two BW-UO experiments required full PDFs for features. Single mixture Gaussians with diagonal covariance matrices $f_t(x) \sim \mathcal{N}(x; \mu_t, \Sigma_t)$ were chosen for modeling these observation PDFs. For the realistic system, which estimated feature variances only using the noisy data, this was accomplished using the MCMC-AR method described in Chapter 4.2.1. The "oracle" system used the means of the MCMC-AR system, but used the true variance, calculated as $\tilde{\Sigma}_t = \text{diag}(y_t - x_t)^2$, giving $f_t(x; \mu_t, \tilde{\Sigma}_t)$. Obviously, this requires both the clean and noisy versions of the training data.

For the standard BW system that used noise-removed feature data, the mean $\mu_t$ of $f_t(x) \sim \mathcal{N}(x; \mu_t, \Sigma_t)$ was used for $x_t$. The variance information in $\Sigma_t$ was discarded.

The first two experiments show the matched performance cases of first training and testing on clean speech, and second, training and testing on noisy speech. The clean-on-clean scenario shows an error rate of 2.1%, and the baseline performance for matched noisy conditions gives a 22.8% word error rate.

Two baseline experiments were run to show the effect of training/testing mismatch. First, training with clean data and testing noisy speech showed a drop in performance, with a resulting word error rate of 75.8%. More severe, however, were the effects of training on noisy speech and trying to recognize clean speech. Here the word error rate goes to 80.9%, showing that this type of mismatch has consequences as severe as the clean-train, noisy-test scenario.

When the MCMC-AR method is used to generate noisy-removed features, and variance information is disregarded, a significant improvement in performance is seen over the baseline mismatched condition, as the word error rate drops to 30.4%.

When the full BW-UO training algorithm is implemented using both the mean and variance information obtained from the MCMC-AR feature extraction method, a further improvement is seen, with the error rate dropping to 29.1%. This shows that for this feature extraction method, by far the majority of the improvement is gained by handling only the feature transformation.

The oracle experiment showed that more significant jump in performance, dropping the error rate to 28.3%. This again shows the need for better algorithms for estimating feature
variance, although another possibility is that the diagonal variance model is insufficient in the MFCC domain, and full covariance observation models are required. Work on this area is left for future research.

The results of the training experiments are summarized in the chart in Figure 43.

![Figure 43: Digit experiments showing the results of training. “Mismatched” refers to training with noisy speech, and testing with clean speech.](image)

6.6 Summary and Discussion

This chapter has presented a technique for incorporating information about observation uncertainty into the training of speech parameters. The specific implementation chosen was to extend Baum-Welch HMM parameter reestimation into the new BW-UO training algorithm. This new algorithm has the desirable properties of efficient implementation, monotonically non-decreasing probability of observing the training data, and a solid framework for incorporating observation uncertainty. While BW was chosen for this chapter, the same principles can of course be applied to other training methods.

Experiments using this new training algorithm were tested by training on noisy data and testing on clean speech. The new BW-UO algorithm was compared against training with just standard Baum-Welch, and also Baum-Welch that used feature vectors that have
had noise removal performed. This last form is effectively BW-UO with all variances set to zero, and training with just the PDF means. While feature transformed data significantly improved results, the full UO form showed even further improvement.

The usefulness of this technique is most applicable to training scenarios where available data is limited, and potentially noisy. In particular, a likely scenario that would benefit from UO training is when performing speaker adaptation. The data collected could certainly be noisy, and if the adapted models are to be used in the future when the noise is not present, it is desired to have the adaptation focus only on the speaker dependent information, and not the environment dependent information. Application of UO techniques to adaptive training are left for future work.
CHAPTER VII

CONCLUSIONS

In this work, a novel framework for adapting an HMM speech recognition system during mismatched conditions using observation uncertainty is presented. The technique leverages the knowledge that speech enhancement can be performed with varying degrees of accuracy at varying points in time and frequency, due to the nonstationary characteristics of both speech, and the type of distortion. To this end, speech features during noise or other distortion are represented as $d$-dimensional PDFs instead of simple points in $d$-dimensional space. A new HMM decoding algorithm, Uncertain Observation Decoding, is presented, which extends the standard technique to handle PDF features as input.

This method is not restricted to any particular feature representation, requiring only the ability to accurately model speech enhancement output by a PDF. This method was shown to have similar performance to model compensation techniques, yet retains the frame-to-frame adaptability of feature enhancement to time varying distortions.

Successful application of this technique to speech containing severe background noise was shown, as was successful application to speech coding and compression artifacts. Application to lossy channel transmission systems did show statistically significant, though overall moderate, improvement. Further, application of observation uncertainty during HMM training was shown to aid situations where the training data is distorted.

7.1 Contributions

Uncertain Observation Theory:

- A new speech recognition algorithm, Uncertain Observation Decoding, was derived. It uses feature PDFs instead of single points in feature space as input.

- The new algorithm was shown to allow adaptation to time-varying mismatches between training and testing environments, even when the mismatch varies for every
frame of speech.

- It was shown that the general form of the UO decoder solves for the expected value of the state output probability given the current model of the distortion.

- Using Gaussian PDFs for speech features, a simplified UO decoder was derived that could be efficiently implemented, requiring only a 33% processing overhead.

- A new technique for extending any filterbank domain-based speech feature enhancement algorithm to give single mixture, diagonal covariance Gaussian feature PDFs was developed using time-frequency local expected-SNR.

- A second technique for computing feature PDFs was developed by extending the Markov Chain Monte Carlo speech enhancement technique to yield arbitrary observation PDFs.

- The Uncertain Observation Decoding algorithm was used to adaptively compensate for time varying additive noise in experiments on Aurora2 digit data and TIMIT data. It was determined that recognition could in all cases be improved using UO decoding.

- An extension to vector quantization was proposed that stores full cluster PDF information in the VQ decoder, which can then be used in a UO decoder.

- The UO decoding algorithm was used to improve recognition performance of packet-lossy data in conjunction with the G.729 coder, although improvements were modest.

- HMM training was extended to also use observation PDFs. This technique allows training robust speech models given noisy or distorted training data.

### 7.2 Observations

During the course of this research, several interesting observations were made regarding uncertain observation techniques. Foremost among these was that a high degree of improvement was available when good modeling of feature PDFs is possible, as shown by
the Oracle and Ideal Variance analysis techniques. The task of robust speech recognition was shown to be almost equivalent to the task of modeling feature variance. Throughout this thesis, several examples of observation PDF estimation were shown for several types of distortions, but especially for additive noise, the recognition improvement seen was only a fraction of that available if better PDFs were available. Thus, observation PDF estimation is an excellent field for future research. While this is still a difficult problem in and of itself, it provides future researchers with a new direction towards improving speech recognition accuracy.

A second observation was that during noisy environments, speech features could be modeled by a single Gaussian in the filterbank domain, and with only a small loss in accuracy, have the variance converted to a single mixture, diagonal covariance matrix in the cepstral domain. Better performance was shown using either full covariance feature PDFs, but the computation tradeoff does not justify their use. This is an important finding if UO decoding is to be useful in future real-world systems.

Another observation is that any feature transformation technique designed for robust recognition can be extended to the UO framework. Letting the transformed features represent the means of a multidimensional Gaussian, and estimating variances of each, will give simple Gaussian observation PDFs. So long as the variance estimation step is reasonably accurate, this system will show better performance than feature transformation alone.

A final observation is that the three robustness applications evaluated in this thesis (additive noise, packet-lossy channels, and compression artifacts) could be considered in a single framework, with observation PDFs modelling all three effects in a seamless framework.

7.3 Future Work

There are many directions in which this research can be continued. One is to explore efficient implementations for real-time systems. There are several possible processing shortcuts discussed, but a more thorough analysis of these is recommended. In particular, precalculation or estimation of the combined covariance matrix (rather than explicit calculation) would be helpful, as would a method for more quickly estimating the combined covariance.
Another direction for further work is to explore non-Gaussian or truncated Gaussian feature PDFs. Diagonal covariance Gaussians are not necessarily the best model for all types of distortion, and improvements could be made if this area is explored.

Finally, the most promising direction for future work is to find better methods for estimating Gaussian feature variances. It was shown by Ideal Variance and Oracle analysis techniques that knowing the correct feature variance is second only to knowing the clean features themselves. Improvement upon the PDF estimation techniques presented in this thesis is certainly possible especially by recursive recognition/estimation. Further, other domains of distortion could also be considered, such as the effect of convolutional distortions.

A difficult problem not addressed in this thesis was how to estimate variances of first and second feature derivatives. If derivative feature variances can be accurately calculated, including this in recognition will only further improve recognition performance.
# APPENDIX A

## PHONEME SET

Table A.1: Phoneme set used for the phoneme loop grammar recognition experiments performed throughout this thesis.

<table>
<thead>
<tr>
<th>Phoneme Name</th>
<th>Example Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>aa</td>
<td>box</td>
</tr>
<tr>
<td>ae</td>
<td>agt</td>
</tr>
<tr>
<td>ah</td>
<td>bgt</td>
</tr>
<tr>
<td>ao</td>
<td>bought</td>
</tr>
<tr>
<td>eh</td>
<td>bgt</td>
</tr>
<tr>
<td>er</td>
<td>bird</td>
</tr>
<tr>
<td>i`</td>
<td>bit</td>
</tr>
<tr>
<td>iy</td>
<td>beat</td>
</tr>
<tr>
<td>ow</td>
<td>boat</td>
</tr>
<tr>
<td>uw</td>
<td>boot</td>
</tr>
<tr>
<td>uh</td>
<td>logik</td>
</tr>
<tr>
<td>aw</td>
<td>doger</td>
</tr>
<tr>
<td>sy</td>
<td>buy</td>
</tr>
<tr>
<td>ey</td>
<td>bgt</td>
</tr>
<tr>
<td>oy</td>
<td>boy</td>
</tr>
<tr>
<td>l`</td>
<td>jet</td>
</tr>
<tr>
<td>w</td>
<td>get</td>
</tr>
<tr>
<td>r</td>
<td>gent</td>
</tr>
<tr>
<td>y</td>
<td>ye</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phoneme Name</th>
<th>Example Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>met</td>
</tr>
<tr>
<td>ng</td>
<td>sing</td>
</tr>
<tr>
<td>b</td>
<td>bet</td>
</tr>
<tr>
<td>d</td>
<td>debt</td>
</tr>
<tr>
<td>g</td>
<td>get</td>
</tr>
<tr>
<td>dh</td>
<td>that</td>
</tr>
<tr>
<td>v</td>
<td>yat</td>
</tr>
<tr>
<td>z</td>
<td>zoo</td>
</tr>
<tr>
<td>zh</td>
<td>azure</td>
</tr>
<tr>
<td>k</td>
<td>ga</td>
</tr>
<tr>
<td>p</td>
<td>pet</td>
</tr>
<tr>
<td>t</td>
<td>ten</td>
</tr>
<tr>
<td>f</td>
<td>fat</td>
</tr>
<tr>
<td>s</td>
<td>sing</td>
</tr>
<tr>
<td>sh</td>
<td>shot</td>
</tr>
<tr>
<td>th</td>
<td>ting</td>
</tr>
<tr>
<td>hh</td>
<td>hat</td>
</tr>
<tr>
<td>ch</td>
<td>church</td>
</tr>
<tr>
<td>jh</td>
<td>judge</td>
</tr>
</tbody>
</table>
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