
SPECTRAL-EFFICIENT DESIGN IN MODERN

WIRELESS COMMUNICATIONS NETWORKS

A Dissertation
Presented to

The Academic Faculty

By

LU LU

In Partial Fulfillment
of the Requirements for the Degree

Doctor of Philosophy
in

Electrical and Computer Engineering

School of Electrical and Computer Engineering
Georgia Institute of Technology

August 2015

Copyright© 2015 by LU LU



SPECTRAL-EFFICIENT DESIGN IN MODERN

WIRELESS COMMUNICATIONS NETWORKS

Approved by:

Dr. Geoffrey Ye Li, Advisor
Professor, School of Electrical and Computer
Engineering
Georgia Institute of Technology

Dr. Gordon L. Stüber
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SUMMARY

With the tremendously increasing demand on high-speed wireless communications, more

and more spectrum resources are required. Since the spectrum bands we can use are limit-

ed, the spectral efficiency needs to be improved. However, static allocation and exclusive

access in current spectrum assignment policy caused a lot of licensed bands to be under-

utilized. To address this problem, cognitive radio (CR) technology has been developed.

With the help of the CR technology, unlicensed users, also called secondary users (SUs)

are allowed to use the licensed spectrum bands as long as they do not generate unacceptable

interference to the licensed users, also called primary users (PUs). Through this way, the

spectral efficiency can be improved.

There are two essential procedures to fulfil the goals, including spectrum sensing and

spectrum access. During the spectrum sensing period, SUs continuously monitor the activ-

ities of the PUs to determine the spectrum bands that can be used. One traditional spectrum

sensing procedure is to determine the absence or presence of the PU signal. Techniques,

such as matched filtering detector, energy detector, and feature detector, are commonly

used. Besides determining the status of the PU signal, more detailed information, such as

the channel state information (CSI) of the interference channel from the SU to the PU, is

beneficial for the followed transmission design, which can be obtained through feedback

or learning. Based on the sensing results, spectrum access schemes are carefully designed

for the SUs to transmit and to protect the transmission of the PUs. According to the access

strategies of the SUs, the spectrum access models can be categorized into spectrum overlay

and spectrum underlay. In the spectrum overlay system, SUs can transmit only when PUs

are not transmitting or SUs create no interference to the PUs by using advanced techniques.

In the spectrum underlay system, SUs are allowed to transmit while the PUs are transmit-

ting if the SUs generate only tolerable interference to the PUs. To obtain the benefits of CR

networks, efficient spectrum sensing and access schemes are necessary to be developed.

xi



Our research aims at improving spectral efficiency of wireless communications net-

works by studying both spectrum sensing and spectrum access techniques for CR networks.

We start with the spectrum sensing design. Firstly, we investigate a spectrum sensing

strategy by using a variable number of samples for making decisions based on sequential

detection. We design a sequential detection to maximize the throughput of the SUs for

a given detection probability of the PUs. Then, we investigate the design by taking the

status change of the PU signal into account. We develop a joint sensing block length and

detection threshold optimization scheme to maximize the throughput of the CR network

under an interference constraint and required detection and false-alarm probabilities. The

optimal solution for the studied problem is derived.

We then design spectrum overlay transmission schemes. To improve spectral efficiency

of the secondary links while protecting primary links, we propose signal alignment based

precoding schemes for the SUs to use the leftover spaces of the PUs in both spatial and

frequency domains with and without cooperation among the SUs and the PUs. To consider

a general interference environment, we then investigate a multiple-cell secondary network

where inter- and intra-cell interference within the secondary network will be considered

jointly with the interference to the PUs. To support more symbols to be transmitted by each

user without being interfered by other users in the secondary network, we develop another

signal alignment precoding method, where the dimension at the secondary base station for

the intended signals is increased by reducing that of the interference signals from other

cells through alignment. Since the dimension of solution space for alignment may not be

equal to that of the used signal space, we propose several chordal-distance-based subspace-

choosing algorithms to determine the signal space. The proposed schemes improve the

spectral efficiency compared to traditional time-division multiple access (TDMA).

At last, we focus on the design for the spectrum underlay systems. Firstly, we study a

secondary network with both direct- and relay-aided transmissions. For the studied system,

we formulate a power allocation problem to maximize the overall data rate of the secondary

xii



network under an interference constraint to the primary network. To take the fairness be-

tween SUs into consideration, we then formulate another power allocation problem with

an additional sum power constraint. Secondly, we study the resource allocation scheme

by taking preferences of all users, including the SUs and the PUs, into account. A stable

resource allocation based on the Gale-Shapley algorithm is proposed. The proposed stable

resource allocation considers fairness, but is not robust to the system condition variations.

To improve robustness, we then propose several edge-cutting algorithms.

In summary, we aims at improving the spectral efficiency of wireless communications

networks by focusing on studying the CR networks. Several schemes are proposed for

different scenarios. Besides the CR networks, the proposed schemes have potential to be

utilized in various application scenarios, such as device-to-device (D2D) communications,

spectrum trading, and heterogeneous networks (HetNets). With these schemes, the spectral

efficiency of wireless communications networks can be significantly enhanced.

xiii



CHAPTER 1

INTRODUCTION

1.1 Motivation

Due to the rapid growth of wireless communications, more and more spectrum resources

are needed. Within the current spectrum framework, most of the spectrum bands are ex-

clusively allocated to specific licensed services. However, a lot of licensed bands, such

as those for TV broadcasting, are underutilized, resulting in spectrum wastage [1]. This

has promoted Federal Communications Commission (FCC) to open the licensed bands to

unlicensed users through the use of cognitive radio (CR) technology [2, 3, 4, 5, 6, 7]. The

IEEE 802.22 working group [8] has been formed to develop the air interference for oppor-

tunistic secondary access to TV bands. In recent years, the idea of CR has been studied in

more general application scenarios. With CR technology, the spectral efficiency of wireless

communications networks can be improved.

In practice, the unlicensed users, also called secondary users (SUs), need to continu-

ously monitor the activities of the licensed users, also called primary users (PUs), to find

the spectrum holes (SHs), which is defined as the spectrum bands that can be used by the

SUs without generating intolerable interference with the PUs. There are different types of

SHs, namely temporal, spatial, and frequency SHs [9], respectively. A temporal SH ap-

pears when there is no PU transmission during a certain time period and the SUs can use

the spectrum for transmission. A spatial SH appears when the PU transmission is within an

area and the SUs can use the spectrum outside that area or SUs can design the transmission

to generate orthogonal transmission to the PUs. A frequency SH defines the opportunity

on the frequency domain, which is similar as the temporal and spatial SHs.

The procedure of determining SHs is called spectrum sensing [7, 9, 10]. The traditional

spectrum sensing procedure only determines the presence or absence of the PU transmis-

sion. There are different types of traditional spectrum sensing techniques, such as matched

1



filtering detection, energy detection, and feature detection [11]. To better utilize the spec-

trum bands, more detailed information is beneficial, such as the channel state information

(CSI) of the interference channel from the SU to the PU. The CSI can be obtained by using

feedback channels [12] or learning mechanisms [13, 14]. A certain level of cooperation

between PUs and SUs helps as well.

Based on the sensing results, SUs obtain information about the channels that they can

access. As the PUs have priorities to use the spectrum when the SUs coexist with them,

the transmission of the PUs needs to be protected. According to the interference generated

by the SUs to the PUs, the spectrum access models of the SUs can be categorized into

spectrum overlay and spectrum underlay [6]. In the spectrum overlay system, the SUs can

transmit only when the PUs are not transmitting or the SUs create no interference to the

PUs by using advanced techniques. For the spectrum overlay, the performance of the PUs

keeps the same as there is no transmission of the SUs. In the spectrum underlay system,

the SUs are allowed to transmit while the PUs are transmitting if the SUs generate only

tolerable interference to the PUs. Efficient spectrum access schemes are necessary to be

developed for different types of CR networks [6, 15, 16, 17].

The goal of our research is to improve the spectral efficiency of wireless networks by

exploiting efficient spectrum sensing and spectrum access strategies. We start with study-

ing spectrum sensing techniques with more general assumptions, including using a variable

number of samples for making sensing decision and taking the status change of the PUs into

account. We then emphasize designing transmission schemes of the SUs for both spectrum

overlay and spectrum underlay application scenarios, including precoding design of the

SUs for multiple-input multiple-output (MIMO) orthogonal frequency-division multiplex-

ing (OFDM) systems, power control for relay-aided secondary systems, and graph-based

robust resource allocation design.
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1.2 Literature Review

In this section, we review state-of-the-art techniques for spectrum sensing and spectrum

access design of CR networks, respectively.

1.2.1 Spectrum Sensing Design

In practice, the CR users, also called the SUs, need to continuously monitor the activities of

the licensed users, also called the PUs, to find the SHs, which are the spectrum bands that

can be used by the SUs without interfering with the PUs. This procedure is called spectrum

sensing [10].

The traditional spectrum sensing techniques, such as matched filtering detection, en-

ergy detection, and feature detection [11], are used to determine the presence or absence

of the PU signal. If the SUs know information about the PU signal, the optimal detection

method is matched filtering [11], which correlates the known primary signal with the re-

ceived signal to detect the presence of the PU signal and thus maximizes the signal-to-noise

ratio (SNR). The matched filtering detector requires short sensing time to achieve good de-

tection performance. However, it needs knowledge of the transmit signal by the PU that

may not be known at the SUs. Thus, the matched filtering technique is not applicable when

transmit signals by the PUs are unknown to the SUs. Energy detector (ED) [11] is the

most common spectrum sensing method. The decision statistics of the ED are defined as

the average energy of the observed samples. The ED is easy to implement and requires no

prior information about the PU signal. However, the uncertainty of noise power imposes

fundamental limitations on the performance of the ED [18, 19, 20]. Feature detector, such

as cyclostationary detector [21, 22], can distinguish noise from the PU signals and can be

used for detecting weak signals at a very low SNR region, where the energy detection and

matched filtering detection are not applicable.

Our study mainly focuses on ED. The statistical characteristics of the licensed channel

occupancy have been utilized to optimize the SU frame structure in [23, 24, 25, 26], where

they all assume the PUs appear at the beginning of a sensing block, which is not a practical
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assumption. To make it more practical, the case that the PUs appear during a sensing

period has been investigated in [27]. However, a more general scenario considering other

possibilities of PUs’ status should be investigated.

Traditional EDs normally use a fixed number of samples for sensing. Alternatively,

sequential detection (SD) has been proposed as a new candidate for spectrum sensing. In

the literature, there are two types of SDs. The basic idea of the first type is to divide the

whole spectrum into multiple sub-channels and sense them successively [28, 29, 30]. The

second type is based on the sequential tests introduced by Wald [31], which is to sense one

channel to make decision with variable number of samples [32, 33, 34, 35, 36, 37, 38]. We

will focus on the second type of SD for CR systems [32, 33, 34, 35, 36, 37, 38]. It has been

shown that this SD is useful in several fields, such as signal detection with low SNR or with

few samples. Different modifications have been made based on the algorithm introduced

by Wald in [31]. In [34], the SD with time-varying threshold has been employed in low

SNR regimes. The sensitivity of SD to PU signal variance estimation has been addressed

in [32]. A simple sequential spectrum sensing scheme, namely the sequential shifted chi-

square test, has been proposed in [35] to get several desirable features for CR networks.

To efficiently and accurately evaluate detection performance, the exact expression for the

false-alarm probability has also been derived. In [33], the impact of sample correlation on

the performance of SD has been investigated. SD has also been used for the cooperative

spectrum sensing in [37] and [36]. Distributed algorithms have been proposed to improve

the spectrum sensing performance. Moreover, SD can be used for the quick detection of

the PU signal [38].

Besides the presence or absence of PUs, more detailed information is beneficial, such as

the CSI of the interference channel from the SU to the PU. The CSI can be obtained by us-

ing feedback channels [12] or learning mechanisms [13, 14]. A certain level of cooperation

between PUs and SUs helps as well.
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1.2.2 Spectrum Access Design

After obtaining the information of the spectrum bands through spectrum sensing, how to

design the access strategies of SUs on the available spectrum bands without generating

untolerable interference to the PUs is essential. Here, existing strategies for two main spec-

trum access modes, called as spectrum overlay and spectrum underlay, will be reviewed.

1.2.2.1 Opportunistic transmission for spectrum overlay systems

Spectrum overlay, also called as opportunistic transmission, is one important spectrum

access mode, where the transmission of the SUs are designed to be orthogonal to the PU’s

transmission and no interference will be generated [39]. In this case, the PU’s performance

is the same as there is no transmission of the SUs. Opportunistic transmission of the SUs

can be generated in both spatial and frequency domains.

Opportunistic transmission in spatial domain:

MIMO techniques have been widely used in wireless networks nowadays. Single-input

multiple-output (SIMO) and multiple-input single-output (MISO) are two special cases of

MIMO. Transmission schemes based on MIMO utilize the resources in the spatial domain

and have been shown to be effective to improve system capacity, coverage, and spectral ef-

ficiency. In this section, we will summarize opportunistic transmission schemes for MIMO

systems.

Considering the case with multiple antennas at both the primary and the secondary links

first, to generate interference-free transmission to the primary link, one simple way for the

secondary transmitter is to project the signal into the nullspace of the interference chan-

nel to the primary receiver. Once the interference channel is known, its nullspace can be

determined. In general, the dimension of the nullspace is the difference of the numbers

of antennas at the secondary transmitter and at the primary receiver. The power allocation

information of the primary link can be used by the secondary link to improve its perfor-

mance, which is called as opportunistic interference alignment (OIA) [39]. It aligns the

interference from the secondary transmitter to the unused subspaces at the primary receiver
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to avoid interference. Comparing OIA and ZF, more spaces are utilized by OIA, leading

to higher throughput in general. The performance gap depends on the power allocation

scheme of the primary link.

Besides nulling the interference to the primary link, the idea of ZF and OIA can be

used to mitigate interference among multiple secondary links. A scheme based on ZF has

been discussed in [40]. When the channels of two links are orthogonal, no interference

will be generated between them, since the transmit signal on one channel will be in the

nullspace of the other. The OIA-based scheme can be used to mitigate interference among

secondary links and to the primary link as well. To achieve interference-free transmission,

an iterative method has been proposed in [41]. Since the procedure is similar to the classic

interference alignment scheme with additional constraint on the primary links, it has been

called as constrained interference alignment.

In general, with multiple antennas at each nodes, more opportunities can be explored to

improve system performance while guaranteeing interference constraints.

Opportunistic transmission in frequency domain:

OFDM has been extensively studied in the past couple decades and has been widely

used in wireless networks and standards, such as 802.11a/g, Worldwide Interoperability for

Microwave Access (WiMAX), and the Third Generation Partnership Project (3GPP) Long

Term Evolution (LTE). It is able to deal with frequency selectivity of wireless channels

successfully. OFDM divides a broadband wireless channel into many orthogonal narrow-

band subchannels and inserts cyclic prefix (CP) in time domain to combat inter-symbol-

interference (ISI). The length of CP must be at least the delay spread of the channel to

completely avoid ISI.

When the PU link is based on the OFDM, CP is removed first at the PU receiver.

The effective time-domain channel matrix from the transmitter to the receiver after the

CP remover is a Sylvester matrix, which has more columns than rows. That means, the

effective time-domain channel matrix has nullspace with the dimension equal to the length
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of CP. Vandermonde precoder [42], also called Vandermonde-subspace frequency division

multiplexing (VFDM), has been proposed for the SU link to utilize the nullspace generated

by CP. Figure 1.1 shows the system structure. Note that the ZF precoder uses nullspace in

the spatial domain while the VFDM precoder uses nullspace in the frequency domain.

CP Insertion

VFDM precoder

PU OFDM Transmitter PU OFDM Receiver

SU VFDM Transmitter SU OFDM Receiver

Null interference

IFFT CP Remover FFT

CP Remover FFT

OFDM modulation OFDM demodulation

OFDM demodulation

Effective channel has nullspaces 
due to CP remover

PU Link

SU Link

Figure 1.1. Basic concept of the VFDM.

The idea for VFDM can be easily extended to the case where the primary link is based

on OFDMA [43]. Due to the orthogonality among users based on OFDMA, the effective

interference channel from the secondary transmitter to all primary receivers has similar

structure as the case with only one primary receiver. The dimension of the nullspace of the

effective interference channel still equals the length of the CP. However, the Vandermonde

structure is not applicable. Instead, the standard singular value decomposition (SVD) can

be used to find out the precoder. Moreover, it can be also used for the single-carrier primary

systems with frequency-domain equalization where CP is also used.

Considering a system where multiple secondary links want to transmit simultaneously

with the primary one, each secondary transmitter can still have its own precoder to project

its signal into the nullspace created by removing CP at the primary receivers as before. The

detail has been discussed in [43], which is called cognitive interference alignment (CIA).

The precoder design for this system is more complicated since the precoder should also
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consider mitigating interference to other secondary links besides the primary link. The

spectral efficiency of the system increases with the number of secondary links even though

the performance of each secondary link decreases due to the increase of interference among

them.

In brief, the CP in OFDM transmission creates opportunity for the secondary links to

transmit without generating interference to the primary ones, leading to spectral efficiency

improvement.

1.2.2.2 Interference-constrained transmission for spectrum underlay systems

Spectrum underlay is another spectrum access mode for CR networks. For the spectrum

underlay mode, SUs can transmit as long as the interference to the PUs are tolerable. It is

suitable for the scenarios that PUs can tolerate a certain level of performance degradation.

Different resource allocation and transmission schemes have been studied for the underlay

mode.

General resource allocation design:

Given CSI of interference channels from SUs to PUs, interference power at PUs can

be guaranteed under a given threshold [44, 45, 46, 47, 48]. In [44], transmit covariance

matrices of SUs are designed to maximize their own throughput. To take the fairness of

SUs into account, an signal-to-interference-ratio (SINR) balancing issue has been studied

in [45]. When only the statistics of interference CSI are known or the CSI has error, SUs

can be designed to control average interference to the PUs [46] or to guarantee PUs’ average

[47] or outage performance [48].

To improve the coverage, the rate, and the energy efficiency of wireless networks, co-

operative transmissions and relay strategies have been proposed [49]. They have been also

widely used in CR networks [50, 51]. Due to practical constraints, full duplex operation is

very challenging at the relay [52]. Thus, half-duplex relay is considered, where it cannot

transmit and receive simultaneously. In [50], transmit power allocation schemes among

relays have been studied, where overall transmit power is minimized under interference
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constraints as well as the SINR requirement of the targeting SU receiver. Besides power

control, a joint power and channel allocation scheme has been studied for a three-node CR

network to optimize end-to-end throughput in [51]. With multiple relays, a simplified relay

selection and power allocation has been studied in [53].

Besides the design for the direct link or the relay-aided link, hybrid systems with both

direct and relay-aided links worth studying as well. Without coexisting PU network, a

network with both direct and relay-aided transmissions has been studied in [54, 55, 56]. To

manage the interference, a particular overhearing-based scheme has been proposed in [54].

In their studied network, the relay-aided user has priority and another direct user only can

transmit without impairing it. Based on the overhearing scheme, coordinated transmissions

with an amplify-and-forward relay have been considered in [55]. In [56], the rate regions

for both uplink and downlink schemes have been studied based on decode-and-forward

(DF) relay. Based on the findings in the existing work, designing the direct and relay-aided

links jointly can improve the system performance. The extension to the CR network is an

interesting direction.

Graph-based resource allocation:

Graph theory is one of the fastest growing areas of mathematics [57]. It is closely

connected with such disciplines as communications, computer sciences, and industrial op-

timization. As a useful and convenient tool, graph theory based schemes have been studied

for the resource allocation design in wireless communications networks.

To optimize the sum/average utility of SUs, the maximal weighted matching based

on the Hungarian algorithm is commonly used for resource allocation [58]. The basic

procedure is as follows. With necessary information, such as CSI, each SU can determine

its utility, such as the spectrum efficiency and the energy efficiency, on available resources.

This step normally incorporates power allocation and other operations to determine the

optimal utility. Then, the Hungarian algorithm can be used to get a one-to-one SU-to-

resource mapping to maximize the sum/average utility.
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Besides the maximal weighted matching, the stable matching [57], which takes both

PUs’ and SUs’ preferences into account, can be used for resource allocation as well. There

are several advantages to use the stable matching. First, it incorporates fairness issues. Sec-

ond, efficient algorithms, such as the Gale-Shapley (GS) algorithm, can be used to find a

solution with polynomial complexity. Stable matching based resource allocation has been

studied in [59, 60, 61, 62]. In [59], a one-to-many stable matching and its optimality prop-

erties have been studied. In [60], stable matching based on queue- and channel-aware lists

for cross-layer scheduling has been investigated. In [61], tight lower and upper bounds for

stable allocation performance have been derived. Moreover, stable matching with auction

has been studied in [62]. Existing schemes on stable matching mainly focus on the de-

sign based on a fixed system condition while the robustness to the variation of the system

condition is seldom investigated.

1.3 Our Approaches and Thesis Outline

The major goal of this research is to investigate spectrum sensing and spectrum access

techniques to improve the spectral efficiency of wireless communications networks. The

proposed schemes will be utilized in various application scenarios, such as CR networks,

device-to-device (D2D) communications, spectrum trading, and heterogeneous networks

(HetNets). With these schemes, the spectral efficiency of wireless communications net-

works will be significantly enhanced.

We will first investigate spectrum sensing techniques by taking more general assump-

tions into account. We start with designing spectrum sensing with a variable number of

sensing samples based on sequential detection in Chapter 3 to maximize the throughput

of SUs for a given detection probability of the PUs. We then study the scenario that the

status of the PU can change at any time within one sensing/transmission frame in Chapter

3. We develop a joint sensing block length and detection threshold optimization scheme

to maximize the throughput of the CR network under interference constraint and required
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detection and false-alarm probabilities. We optimize sensing block length under a gener-

al scenario where the status of the PU may change at any time during a frame, either the

sensing block or the transmission/silent block.

Then, we focus on spectrum access strategies design, including both spectrum overlay

in Chapters 4 and 5 and spectrum underlay scenarios in Chapters 6 and 7.

For spectrum overlay design in Chapters 4 and 5, we focus on a MIMO-OFDM primary

link, which captures the features of both MIMO and OFDM. To improve the performance

of the secondary link, we consider a scenario of cooperation among the primary and the

secondary links in Chapter 4, where the MIMO-OFDM primary link can reallocate its pow-

er and release some freedom to the secondary link when its own quality-of-service (QoS)

requirement can be satisfied. Since the performance of the secondary link is related to the

nullspace generated by the primary link, we formulate a throughput maximization problem

to find out the optimal nullspace that can be released from the primary link without violating

its own QoS requirement. Three nullspace releasing algorithms, called as exhaustive-search

algorithm (ESA), small-eigenvalue algorithm (SEA), and best-throughput algorithm (BTA)

are proposed.

We then extend our study to a multi-cell secondary system in Chapter 5, where the inter-

and intra-cell interference mitigation within the secondary system needs to be considered

together with the interference to the primary system. Based on a two-cell secondary up-

link setting, we propose a signal alignment transmission scheme and analyze the number

of interference-free symbols can be transmitted by each SU by mitigating both inter- and

intra-cell interference within the secondary system together with mitigating interference to

the primary system. Due to the system limitation, alignment may not be achieved perfect-

ly. Results for both perfectly- and partially-aligned transmissions are discussed. We then

propose precoding matrix for both perfectly- and partially-aligned transmission cases. Two

chordal-distance based schemes, called as exhaustive search and heuristic algorithms, are

developed for each case.
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After discussing the spectrum overlay systems, we continue on studying the spectrum

underlay systems. A secondary system with both direct- and relay-aided links is studied

first in Chapter 6. We first formulate a power allocation problem to maximize the overall

data rate of the CR network under an interference constraint to the primary network. To

take the fairness between CR users into consideration, we then formulate another power

allocation problem with an additional sum power constraint. In Chapter 7, we study the

resource allocation design by taking all users’ preferences into account. A stable resource

allocation based on graph theory is proposed as a solution. We then focus on improv-

ing robustness of the stable resource allocation. A truncated scheme generating almost

stable matchings is first investigated. Based on the properties of the truncated scheme, t-

wo types of edge-cutting algorithms, called direct edge-cutting (DEC) and Gale-Shapley

based edge-cutting (GSEC), are developed to improve resource allocation robustness to the

CSI variation. To mitigate the problem that certain SUs may not be able to find suitable

resources after edge-cutting, multi-stage (MS) algorithms are then proposed.
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CHAPTER 2

OPTIMAL SEQUENTIAL DETECTION IN COGNITIVE RADIO
NETWORKS

CR can successfully deal with the growing demand and the scarcity of the wireless spec-

trum. To increase the spectrum usage, CR technology allows SUs to access licensed spec-

trum bands. Since licensed users, also called as PUs, have priorities to use the bands,

the SUs need to continuously monitor the activities of the PUs to avoid interference and

collisions.

In this chapter, we will focus on the sequential detection (SD) design to maximize the

throughput of the SU system for a given detection probability. Since the thresholds of SD

are determined by the required detection and false-alarm probabilities, we design the false-

alarm probability instead of considering the thresholds of SD directly. Moreover, we limit

the interference from SUs to PUs. Theoretical analysis is presented to solve the problem

and a unique optimal solution is found.

The rest of this chapter is organized as follows. In Section 2.1, we present the system

model and introduce the idea of SD. In Section 2.2, we formulate the throughput opti-

mization problem for SD. In Section 2.3, we theoretically analyze the problem and find a

unique optimal solution. Then, we provide asymptotic analysis in Section 2.4 and present

numerical results in Section 2.5. Finally, we conclude this chapter in Section 2.6.

2.1 System Model

The CR network is assumed to operate on a frame-by-frame basis. We consider the frame

structure with a fixed frame length, which consists of T samples. The frame consists of

a sensing block of the few samples and a data transmission or a silent block of the rest

samples depending on the sensing result, as shown in Fig. 2.1.

Spectrum sensing in CR is to detect the status (presence or absence) of PU signals. The
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Sensing block Transmission/ silent block

T samples

Figure 2.1. Frame structure for CR networks.

i-th received sample at a SU, ri, can be expressed as

ri =


ni, H0

si + ni, H1

, (2.1)

where si and ni denote the received PU signal sample and white noise sample, respectively.

In (2.1), H0 and H1 denote the hypotheses corresponding to the absence and presence of

the PU signal, respectively. We assume si’s are independent and identically distributed

(i.i.d) complex Gaussian random variables with zero mean and variance γ as in [27]. Such

a Gaussian PU signal assumption is reasonable when there is no line-of-sight (LOS) path

between the SU and the PU, where the received signal is a combination of several non-

line-of-sight (NLOS) signals and can be approximated as a Gaussian signal based on the

central limit theorem. We also assume ni’s are i.i.d complex Gaussian random variables

with zero mean and unit variance. As a result, gamma is the singal-to-noise ratio. Then,

the probability density functions (pdf) for ri under hypothesesH1 andH0 can be expressed

as

p(ri|H1) =
1

π(1 + γ)
e−

|ri |
2

1+γ , p(ri|H0) =
1
π

e−|ri |
2
, (2.2)

respectively.

Moreover, it is assumed that the statistics of the PU traffic, P(H0) and P(H1), are known

as a priori through long-term channel measurements and the status of the PU signal will

not change within one frame.

SD requires a variable number of samples to make decisions. To implement SD, we

need to calculate the log-likelihood ratios (LLRs) of the samples. The LLR for the i-th
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sample is

LLRi = log
p(ri|H1)
p(ri|H0)

= log
1

π(1+γ)e
−
|ri |

2

1+γ

1
π
e−|ri |2

= − log(1 + γ) +
γ

1 + γ
|ri|

2. (2.3)

Since ri’s are i.i.d random variables, the cumulative LLR after N samples can be written as

LN = log
p(r1, r2, ..., rN |H1)
p(r1, r2, ..., rN |H0)

= log
∏N

i=1 p(ri|H1)∏N
i=1 p(ri|H0)

=

N∑
i=1

log
p(ri|H1)
p(ri|H0)

=

N∑
i=1

LLRi

= −N log(1 + γ) +
γ

1 + γ

N∑
i=1

|ri|
2, (2.4)

which is the test statistic of SD. Using SD, the SU makes decisions according to the follow-

ing rule: H1, if LN ≥ aL;H0, if LN ≤ bL; more samples are needed if bL < LN < aL. Instead

of using one threshold as the conventional energy detection [11], SD has two thresholds to

make decisions.

From [31], the thresholds of the SD are designed as

aL = log
Pd

P f
, bL = log

1 − Pd

1 − P f
, (2.5)

where Pd and P f are the required detection probability and false-alarm probability, respec-

tively.

2.2 Problem Formulation

In order to improve the performance of SD, we need to carefully design aL and bL. In this

section, we will focus on this issue.

Here, we assume the number of samples, T , is large enough to meet the spectrum

sensing requirement. Then, for a given Pd and P f , the average number of samples required
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for spectrum sensing underH0 andH1 can be expressed as [31]

EH0[N] =
L(H0)bL + (1 − L(H0))aL

EH0(LLRi)
,

EH1[N] =
L(H1)bL + (1 − L(H1))aL

EH1(LLRi)
, (2.6)

where

L(H0) =
eaL − 1

eaL − ebL
, L(H1) =

e−aL − 1
e−aL − e−bL

,

EH0(LLRi) = − log(1 + γ) +
γ

1 + γ
,

EH1(LLRi) = − log(1 + γ) + γ. (2.7)

Substitute (2.5) into (2.6), we can get

EH0[N] =
(1 − P f ) log 1−Pd

1−P f
+ P f log Pd

P f

EH0(LLRi)
, (2.8)

EH1[N] =
(1 − Pd) log 1−Pd

1−P f
+ Pd log Pd

P f

EH1(LLRi)
. (2.9)

Then, the average number of samples for data transmission is,

nT =


T − EH0[N], H0

T − EH1[N], H1

. (2.10)

The transmitted data samples after the sensing procedure will be considered lost if mis-

detection occurs. Therefore, the number of data samples transmitted effectively can be

written as

n̄T = P(H0)(1 − P f )(T − EH0[N]), (2.11)

where P(H0) is the probability that hypothesisH0 occurs.

Normally, the SU system has a target detection probability, Pd, enforced by the PU

system to protect the PU transmission. On the other hand, the false-alarm probability, P f ,
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can be designed by the SU system to optimize its own performance. Here, we use the

throughput of the SU system as a performance metric. Maximizing the throughput of the

SU is equivalent to maximizing the number of data samples transmitted effectively, which

is n̄T . Meanwhile, we need to limit the interference generated to the PU system. If mis-

detection occurs, the average number of samples that are interfered by the SU, n̄I , is,

n̄I = P(H1)(1 − Pd)(T − EH1[N]). (2.12)

Thus, our problem turns out finding an optimal false-alarm probability, P f , with a given

target detection probability, Pd, to maximize the number of data samples transmitted effec-

tively of the SU with limited interference introduced to PU. This problem can be mathe-

matically formulated as

max
P f

n̄T (2.13)

subject to

n̄I ≤ I, (2.14)

where I denotes the threshold for the interference level that the PU can tolerate.

Note that the thresholds, aL and bL, for SD are determined by Pd and P f as shown

in (2.5). Thus, we can design the thresholds, aL and bL, for SD by the target Pd and the

optimal P f that is from the formulated problem.

2.3 Theoretical Analysis

In this section, we prove that there exists a unique optimal false-alarm probability, P f , for

our problem.

From (2.12), we have the following Property 2.1, which is proved in Appendix A.1.

Property 2.1 The average number of samples that are interfered by the SU, n̄I , is a mono-

tonically increasing function of the false-alarm probability, P f .
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From Property 2.1, we can easily find the range of the false-alarm probability satisfying

(2.14). We denote the false-alarm probability that makes n̄I = I as Pu
f . Since the average

number of samples interfered by the SU is a monotonically increasing function of the false-

alarm probability, we can find a unique point Pu
f . In practice, P f ≤ 0.5. Thus, P f ∈ (0, Pu

f ]

when Pu
f < 0.5; otherwise, P f ∈ (0, 0.5] under practical consideration.

The property of the objective function (2.10) is summarized in Property 2.2, which is

proved in Appendix A.2.

Property 2.2 The number of data samples transmitted effectively, n̄T , is a concave function

of the false-alarm probability, P f .

From Property 2.2, there exists a unique globally maximal throughput.

Next, we analyze the property of the optimal false-alarm probability, P∗f . Without con-

sidering the constraint, the point maximizing n̄T satisfies

dn̄T

dP f
= 0. (2.15)

Since the number of data samples transmitted efficiently is a concave function of the false-

alarm probability, we can find one optimizing unique point. We denote the point satisfying

(2.15) as Pc
f . Thus, we can conclude that

P∗f =


Pc

f , if Pc
f ≤ min{Pu

f , 0.5}

Pu
f , if Pu

f ≤ min{Pc
f , 0.5}

0.5, otherwise

, (2.16)

where Pu
f and Pc

f are from

n̄I |P f =Pu
f

= I,
dn̄T

dP f
|P f =Pc

f
= 0. (2.17)

Then, the optimal throughput is

n̄∗T = P(H0)(1 − P∗f )(T − EH0[N]). (2.18)

Again, after P∗f is derived, the thresholds, aL and bL, for SD are straightforwardly de-

termined by (2.5).
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2.4 Asymptotic Analysis

In this section, we consider SD performance under two extreme cases: (1) the PU signal is

strong, i.e, γ → +∞; (2) the PU signal is weak, i.e. γ → 0.

2.4.1 Large SNR

Consider the constraint function, we have

lim
γ→+∞

EH1(LLRi) = lim
γ→+∞

(− log(1 + γ) + γ) = +∞. (2.19)

Then,

lim
γ→+∞

EH1[N] = 0. (2.20)

That means, the number of samples needed to achieve small P f is small. Thus, we can

choose P f → 0. Then, we have

lim
γ→+∞

n̄I = P(H1)(1 − Pd)T. (2.21)

Similarly, we can get

lim
γ→+∞

EH0[N] = 0. (2.22)

Then,

lim
γ→+∞

n̄T = P(H0)T. (2.23)

In this case, aL can be chosen as a very large number to guarantee good performance of

the detection while bL is only related to Pd, i.e. bL = log(1 − Pd).

2.4.2 Small SNR

When γ → 0, we have

lim
γ→0

EH1(LLRi) = 0. (2.24)
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That means,

lim
γ→0

EH1[N] = +∞. (2.25)

Unless I → +∞, the constraint cannot be fulfilled. In practice, this cannot be achieved.

Thus, the whole block will be used for sensing without transmission to protect the PU

when γ is small.

2.5 Numerical Results

In this section, we present numerical results to demonstrate the properties of the aforemen-

tioned problem. It is assumed that P(H0) = 0.35 and P(H1) = 0.65, which are consistent

with the PUs under voice over Internet Protocol (VoIP) service [26] .

The evaluation of the objective and the constraint functions for different γ and P f values

are illustrated in Fig. 2.2(a) and Fig. 2.2(b), respectively. From Fig. 2.2(a), the concavity

of the objective function with the false-alarm probability, P f . The optimal throughput

increases with γ. On the other hand, Pc
f , the optimal P f providing maximal value of the

objective function, decreases with γ. For large γ, small P f can be achieved by small EH1[N]

and EH0[N]. When P f and EH1[N] approach zeros, n̄T/T ≈ P(H0) = 0.65, which equals

the upper bound obtained by (2.23). As shown in the figure, γ = 1 and γ = 2 can lead to the

upper bound. Figure 2.2(b) evaluates the constraint function. The figure confirms that the

constraint function is monotonically increasing with P f . For a given P f , the interference

increases with γ. The reason is that the number of samples needed to meet P f decreases

with γ, and thus more samples will be used for transmission, which results in higher levels

of interference. To solve this problem, a larger detection probability, Pd, can be chosen for

the system with large γ.

The impact of Pd on the system performance is shown in Fig. 2.3. Here, we investigate

the system with γ = 1. The maximal interference generated by the SU system is plotted in

the upper subfigure for P f ∈ (0, 0.5). In the lower subfigure, the maximal throughput for

different Pd is given. We can see that the interference decreases with Pd while the maximal
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(a) Evaluation of the objective function.
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(b) Evaluation of the constraint function, where Pd = 0.9.

Figure 2.2. Performance evaluation of the objective and constraint functions, where Pd = 0.9.

throughput remains almost the same. Moreover, when γ is large, interference is dominated

by Pd and the maximal throughput can only be achieved with small P f as shown by the

curves for γ = 1 and γ = 2 in Fig. 2.2(b). Thus, we can conclude that when γ is large,

the target Pd can be increased to protect the PU system and to enhance the throughput of
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Figure 2.3. The impact of Pd, where γ = 1.

the SU system. Moreover, the asymptotic results for γ → +∞ are also plotted in Fig. 2.3.

The asymptotic curves in the upper and the lower subfigures are from (2.21) and (2.23),

respectively. From the figure, the asymptotic curves and the numerical curves match well.

As shown in Section 2.3, the optimal value P∗f depends not only on the optimal value Pc
f

maximizing the objective function, but also on Pu
f . In Figs. 2.4(a) and 2.4(b), the optimal

throughput and P∗f are shown for the system with γ = 0.04, respectively. From Fig. 2.4(a),

the throughput increases with the interference threshold, I, when it is small. When I is

large enough, i.e., γ ≥ 0.022, the optimal throughput remains same. From Fig. 2.4(b),

similar behavior of P∗f with I can be observed. We can conclude that when I is small, the

corresponding Pu
f is small. Thus, when Pu

f < Pc
f , P∗f is determined by Pu

f while Pu
f increases

with I. When Pc
f < Pu

f , P∗f is determined by Pc
f , which will not change with I. Similarly,

when I is small, the maximal throughput is determined by Pu
f , which increases with I. And

when Pc
f > Pu

f , the maximal throughput is determined by Pc
f , which will not change with

I. That is why the curves are flat when γ ≥ 0.022 in both figures. The optimal false-alarm

probability, P f , in the flat region is obtained when (2.17) holds. And the corresponding

maximal throughput is derived by (2.18).
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(a) Optimal throughput versus interference threshold, where γ = 0.04 and
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Figure 2.4. Performance evaluation for different interference thresholds.

2.6 Conclusions

In this chapter, we have investigated the optimal design of SD for CR networks. Our de-

sign is formulated as a throughput optimization problem of the SU system given the target

detection probability and interference constraint to the PU system. Theoretical analysis

is provided to show that the objective function is concave and the constraint function is
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monotonically increasing with the false-alarm probability. Based on these properties, a u-

nique optimal false-alarm probability is found and thus the throughput of the SU system

is accordingly maximized. Numerical results have been presented to verify the analysis.

The results show that when the interference constraint is strict, the optimal throughput is

dominated by the interference constraint while it is determined by the objective function

itself when the interference constraint is loose.
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CHAPTER 3

OPTIMUM PERIODIC SPECTRUM SENSING FOR COGNITIVE
RADIO NETWORKS

In this chapter, we continue our study on spectrum sensing. We focus on the scenario that

the PU can change its status at any time within one frame. We develop a joint sensing

block length and detection threshold optimization scheme to maximize the throughput of

the CR network under interference constraint and required detection and false-alarm prob-

abilities. We optimize the sensing block length under the general scenario where the status

of the PU may change at any time during a frame, either the sensing block or the trans-

mission/silent block. Numerical results are provided to demonstrate the impact of different

system parameters on the system performance.

The rest of this chapter is organized as follows. In Section 3.1, we introduce the sys-

tem model. In Section 3.2, we analyze the performance of the system. In Section 3.3, a

joint sensing block length and detection threshold optimization problem is formulated to

maximize the throughput of the CR network. The solution to the problem is addressed in

Section 3.3. Numerical results are provided in Section 3.4. Finally, Section 3.5 concludes

the chapter.

3.1 System Model

As in Chapter 2, the SU is assumed to operate on a frame-by-frame basis. One frame

has a fixed length with T samples, consisting of a sensing block of M samples and a data

transmission or a silent block of the rest L samples depending on the sensing result. Again,

the received primary signal power to noise ratio at the SU is denoted as γ.

We use ED for spectrum sensing, which is easy to implement and also commonly used

[10]. Based on ED, the test statistics will be Γ =
∑M

i=1 |ri|
2.

The behavior of the PU is modeled as an alternating renewal source between busy and
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idle states [63], where busy and idle denote the present or absent of the PU on the spectrum

band. We assume the busy and idle periods are exponentially distritbuted random variables

with probability density functions (PDFs) fB (t) = αe−αt and fI (t) = βe−βt, where α and β

denote the transition rate from busy to idle and from idle to busy, respectively. Accordingly,

the stationary probabilities for the present and absent of the PU are PB =
β

α+β
and PI = α

α+β
.

Since α and β can be estimated with statistical methods, we assume they are known at the

SU. We consider the scenario that the status of the PU can change at anytime within one

frame. However, it is intractable and unnecessary to consider all possibilities. As shown in

Fig. 3.1, the probability of changing at most once during one frame for practical cases is

large. To make the analysis tractable as well as catch the main feature of the problem, we

make an assumption to limit changes to at most once, which is reasonable for the practical

case when Tτ � min
{

1
α
, 1
β

}
, where τ is the sampling rate.
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change at most once

Figure 3.1. Probability of changing at most once where α = 0.3 sec−1 and β = 0.5 sec−1.

3.2 Throughput and Interference Analysis

In this section, we will analyze the behavior of the system. According to the status of the

PU, we consider the following four cases.

Case I: The PU is absent at the beginning of the frame and changes the status during

the sensing block.

Case II: The PU keeps absent during the sensing block while may change during the

transmission/silent block.

Case III: The PU is present at the beginning of the frame and changes the status during

the sensing block.
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Case IV: The PU is present during the whole sensing block, while may change during

the transmission/silent block.

We assume that if SU and PU are transmitting simultaneously, they will both lose the

packets. The throughput of the SU is measured by the number of samples transmitting

successfully while the interference to the PU is measured as the number of its lost samples.

3.2.1 Case I

If the licensed band is idle at the beginning of the frame, the conditional probability that it

is still idle at the l-th sample while busy at the (l + 1)-th sample is

P1,l = e−βlτ
(
1 − e−βτ

)
. (3.1)

The probability that Case I occurs is

P1 = PI

M∑
l=1

P1,l =
α

α + β

(
1 − e−βMτ

)
. (3.2)

The observed energy during the sensing period is Γ1,l =
∑l

i=1 |ni|
2 +

∑M
i=l+1 |si + ni|

2. From

the Appendix B.1, Γ1,l follows a Gaussian distribution, i.e.,

Γ1,l ∼ N
(
2M (γ + 1) − 2lγ, 4l + 4 (M − l) (γ + 1)2

)
. (3.3)

Given the condition that the band is still idle at the l-th sample while busy at the (l+1)-th

sample, the detection probability can be expressed as

D1,l = Pr
{

1
M

Γ1,l > λ

}
= Q

 λ −
2M(γ+1)−2lγ

M√
4l+4(M−l)(γ+1)2

M2

 , (3.4)

where λ is the detection threshold, and Q(·) is the Q-function of the standard Gaussian, i.e.,

Q(x) = 1/
√

2π
∫ ∞

x
exp

(
−t2/2

)
dt.

Given the condition that the band is idle at the beginning of the frame and busy at the

end of the sensing period, the detection probability is D1 =
∑M

l=1 D1,lP1,l.

In this case, the SU will transmit if mis-detection occurs and all the transmitting samples

will cause interference to the PU. Thus, the throughput of the SU in this case is 0, while all
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the L packets from the PU will be interfered as well. If the SU detects the presence of the

PU, it keeps silent. The throughput of the SU is 0 while no interference happens. Thus, the

average throughput and interference in this case are

R1 = 0 and I1 = PI[(1 − e−βMτ) − D1]L,

respectively.

3.2.2 Case II

The probability that the band is idle for the whole sensing block is

P2 =
α

α + β
e−βMτ. (3.5)

In this case, the observed energy during the sensing period is Γ2 =
∑M

i=1 |ni|
2. Similarly

to Case I, Γ2 follows a Gaussian distribution, i.e., Γ2 ∼ N (2M, 4M). The false-alarm

probability is

F2 = Pr
{

1
M

Γ2 ≥ λ

}
= Q

 √M(λ − 2)
2

 . (3.6)

In this case, the SU keeps silent if false-alarm occurs, where the SU’s throughput is

0 and the interference to the PU is 0 as well. On the other hand, the SU will transmit if

it detects the absence of the PU. However, it is possible that the PU will appear during

the transmission period, leading to the packet loss of both users. Given the PU is absent

at the beginning of the transmission period, the probability that it appears at the (l + 1)-th

transmission sample is

Pa,l,2 = e−βlτ
(
1 − e−βτ

)
. (3.7)

The corresponding throughput of the SU and interference to the PU are R2,l = l and

I2,l = L − l, respectively.

If Case II happens, the average throughput and interference will be

R2,a =

L∑
l=1

R2,lPa,l,2 =
1 − e−Lβτ

1 − e−βτ
− Le−(L+1)βτ (3.8)
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and

I2,a =

L∑
l=1

I2,lPa,l,2 = L
(
1 − e−βLτ

)
− R2,a. (3.9)

The average throughput and interference for this case are

R2 = P2(1 − F2)R2,a and I2 = P2(1 − F2)I2,a, (3.10)

respectively.

3.2.3 Case III

If the band is busy at the beginning of the frame, the conditional probability that it is still

busy at the l-th sample while becoming idle at the (l + 1)-th sample is

P3,l = e−αlτ (1 − e−ατ
)
. (3.11)

The probability of Case III happens is P3 =
∑M

l=1 P3,l. During the sensing period, the ob-

served energy is Γ3,l =
∑l

i=1 |si +ni|
2 +

∑M
i=l+1 |ni|

2. Then, Γ3,l follows a Gaussian distribution,

i.e., Γ3,l ∼ N
(
2lγ + 2M, 4l (1 + γ)2 + 4 (M − l)

)
.

Given the condition that the band is busy at the l-th sample while idle at the (l + 1)-th

sample, the false-alarm probability is

F3,l = Pr
{

1
M

Γ3,l ≥ λ

}
= Q

 λ − 2lγ+2M
M√

4l(1+γ)2+4(M−l)
M2

 . (3.12)

Then, the false-alarm probability of this case is F3 =
∑M

l=1 F3,lP3,l.

If the SU decides the absence of the PU, it will transmit. The throughput of the SU is

L and no interference will occur. On the other hand, if false-alarm occurs, the SU keeps

silent. The corresponding throughput of the SU is 0 while no interference occurs as well.

Then, the average throughput and interference for this case are

R3 = PB(1 − F3)L and I3 = 0, (3.13)

respectively.

29



3.2.4 Case IV

The probability that the band is busy for the whole sensing block is

P4 =
β

α + β
e−αMτ. (3.14)

The observed energy during the sensing period is Γ4 =
∑M

i=1 |ri|
2 =

∑M
i=1 |si + ni|

2. Similarly,

Γ4 follows a Gaussian distribution, i.e., Γ4 ∼ N
(
2M (γ + 1) , 4M (γ + 1)2

)
.

Based on it, the detection probability is

D4 = Pr
{

1
M

Γ4 ≥ λ

}
= Q

(
λ − 2 (γ + 1)

2 (γ + 1)

√
M

)
, (3.15)

and the mis-detection probability is M4 = 1 − D4.

In this case, the SU keeps silent if it detects the presence of the PU, where its throughput

and the interference are both 0. When mis-detection occurs, the SU will transmit. Since

the PU may leave the band during the transmission, we need to take this probability into

account. If the PU is present at the beginning of the transmission period, the probability

that it disappears at the (l + 1)-th transmission sample will be

Pd,l,4 = e−αlτ (1 − e−ατ
)
. (3.16)

In this situation, the throughput of the SU and the interference to the PU are R4,l = L− l

and I4,l = l, respectively.

If Case IV occurs, the average throughput will be

R4,d =

L∑
l=1

R4,lPd,l,4 = L
(
1 − e−αLτ

)
− I4,d, (3.17)

where I4,d is the average interference in case of mis-detection for Case IV, which can be

expressed as

I4,d =
1 − e−Lατ

1 − e−ατ
− Le−(L+1)ατ. (3.18)

The average throughput and interference for this case are

R4 = P4M4R4,d and I4 = P4M4I4,d, (3.19)
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respectively.

Based on the results for all four cases, the average overall throughput and interference

are

R (λ,M) =

4∑
i=1

Ri and I (λ,M) =

4∑
i=1

Ii, (3.20)

respectively. The detection and false-alarm probabilities are

Pd (λ,M) =
D1 + D4

P1 + P4
and P f (λ,M) =

F2 + F3

P2 + P3
, (3.21)

respectively.

3.3 Throughput Optimization

From the previous discussion, the sensing block length and the detection threshold deter-

mine the system performance. To protect the PU, there are required detection and false-

alarm probabilities, denoted as Pt
d and Pt

f . Moreover, the average interference generated

by the SU cannot exceed a given interference threshold, Ith. Under these constraints, the

throughput of the CR network is considered to be maximized by designing the sensing

block length and the detection threshold. The problem is formulated as follows,

max
M,λ

R (λ,M) , (3.22)

s.t. I (λ,M) ≤ Ith, Pd (λ,M) ≥ Pt
d, P f (λ,M) ≤ Pt

f .

For a given sensing block length, M, it is easy to show that R (λ,M) and I (λ,M) are

monotonically increasing functions of λ while Pd (λ,M) and P f (λ,M) are monotonically

decreasing functions of it.

Thus, if min{P−1
d (Pt

d), I−1(Ith)} < P−1
f (Pt

f ), the optimal threshold, λ(M), for a given M,

is

λ(M) = min{P−1
d (Pt

d), I−1(Ith)}. (3.23)

Otherwise, no solution exists for fulfilling all constraints.
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Substituting (3.23) into (3.22), the problem is equivalent to

max
M

R (λ (M) ,M) , (3.24)

which is an optimization problem without constraint.

R (λ (M) ,M) is a complicated expression of M, which is hard to solve. However, since

M has finite values, we can use exhaustive search to find out the optimal sensing block

length, denoted as M∗. The worst case computational complexity is around O(T 2/2). Since

the calculation is done based on the statistical system parameters, which will not change

frequently, the computational complexity is not a burden to the system.

3.4 Numerical Results

In this section, we provide numerical results to demonstrate the system performance. We

set the length of one frame to be 200 ms, and sampling interval to be 0.01 ms. Thus, the

length of one frame is T = 20, 000 samples. We set α = 0.3sec−1, β = 0.5sec−1, Pt
d = 0.9,

and Pt
f = 0.1. For comparison, the optimum solutions based on the assumption that the

status of the PU keeps same within one frame will be given.

The optimum solutions on the number of samples used for spectrum sensing with dif-

ferent interference thresholds are shown in Fig. 3.2. From the figure, the optimal sensing

length decreases with the increase of SNR for each case. For a specific SNR, the sensing

length decreases with the increase of interference thresholds. Based on the assumption that

the PU status keeps same during the whole frame, the optimal sensing length decreases

with the increase of the SNR while the impact of different interference thresholds is neg-

ligible. Compared to the proposed algorithm, the optimum sensing length is larger than

the corresponding results without considering PU status change. That means that much

samples are needed for decision by introducing uncertainty about the PU status.

The corresponding maximal throughput is shown in Fig. 3.3. From the figure, higher

average throughput can be obtained by considering the PU status change than the case with-

out considering it. With the increase of SNR, better throughput can be obtained. Moreover,
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Figure 3.2. Optimum sensing block length for different γ.

the impact of the interference threshold is negligible for the proposed algorithm while the

increase of interference threshold leads to better throughput for the case without consider-

ing PU status change.

3.5 Conclusions

In this chapter, we have investigated the optimal spectrum sensing length design for a gen-

eral PU on-off model. We consider four scenarios where the status of the PU can change

during the sensing block or the transmission/silent block. Then, we formulate a throughput

optimization problem of the CR network given the target interference constraint to the PU

system, the detection and false-alarm probabilities. Based on the properties of the objec-

tive and constraint functions, the original problem has been simplified to a one-parameter

optimization problem without constraint. Exhaustive search is used to find out the optimal

sensing block length. Numerical results show that higher throughput can be obtained by

considering the PU status change compared to the case without considering it.
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Figure 3.3. Maximum throughput for different γ.
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CHAPTER 4

NULLSPACE RELEASING FOR SPATIAL-FREQUENCY
OPPORTUNISTIC TRANSMISSION

From this chapter, we begin to summarize our findings on spectrum access strategies. We

start with the spectrum overlay systems. In this chapter, we investigate spatial-frequency

opportunistic transmission in MIMO-OFDM systems, whereby a secondary link uses a

nullspace of the primary link to opportunistically transmit its own data without generat-

ing interference to the primary link. To further improve the performance of the secondary

link, we consider a scenario of cooperation among the primary and the secondary links,

where the primary link is based on MIMO-OFDM and can reallocate its power and release

some freedom to the secondary link when its own QoS requirement can be satisfied. Three

nullspace releasing algorithms are proposed, called as exhaustive-search (ESA), small-

eigenvalue (SEA), and best-throughput (BTA) algorithms. From the numerical results, the

BTA has lower computational complexity than the ESA and provides higher throughput

than the SEA, thus offering a good compromise between implementation complexity and

achievable throughput.

The rest of this chapter is organized as follows. In Section 4.1, we introduce the basic

system setup. In Section 4.2, we present the nullspace releasing design. Numerical results

are provided in Section 4.3. Finally, Section 4.4 concludes this chapter.

4.1 Basic System

As in Fig. 4.1, we consider a scenario that an N(1)
t input and N(1)

r output secondary link

coexists with a N(0)
t input and N(0)

r output primary link, where the primary and secondary

transmitters/receivers are denoted as transmit/receive nodes 0 and 1, respectively. The

primary link transmission is based on OFDM with K subcarriers and L points of CP. The

proposed algorithms in the following sections are also suitable for the primary link with
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Figure 4.1. System model for spatial-frequency opportunistic transmission.

multiple primary pairs based on orthogonal frequency division multiple access (OFDMA).

Here, we focus on a single primary pair for simplicity. The secondary link will generate

interference-free transmission to the primary one. Channel between any link of transmit

and receive antenna is assumed to be frequency-selective and with at most L + 1 taps.

Denote Γ(k,n)
i, j as a circulant time-domain channel matrix from the k-th transmit antenna of

the i-th transmit node to the n-th receive antenna of the j-th receive node, which is,

Γ
(k,n)
i, j =



h(k,n)
i, j [0] 0 · · · · · · · · · · · · h(k,n)

i, j [1]
...

. . .
. . .

. . .
. . .

. . .
...

h(k,n)
i, j [L] . . . . . . . . .

. . .
. . .

...

0 . . .
. . . h(k,n)

i, j [0] . . . . . .
...

...
. . .

. . .
...

. . .
. . .

...

0 · · · · · · · · · · · ·· · · h(k,n)
i, j [0]



(4.1)

where h(k,n)
i, j [l] is the l-th tap channel impulse response from the k-th transmit antenna of

the i-th transmit node to the n-th receive antenna of the j-th receive node. All channel

coefficients are assumed to be i.i.d. following Rayleigh distribution.
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4.1.1 Primary System

At the primary receiver, the signal after OFDM demodulation can be expressed as

y0 = H00x0 + H10x1 + n0, (4.2)

where H00 ∈ C
N(0)

r K×N(0)
t K and H10 ∈ C

N(0)
r K×N(1)

t (K+L) are the effective channel matrices from

the primary and secondary transmitters to the primary receiver, respectively. x0 ∈ C
N(0)

t K×1

and x1 ∈ C
N(1)

t (K+L)×1 are the transmit vectors from the primary and the secondary trans-

mitters, respectively. n0 ∼ CN(0, σ2IK) is an additive white Gaussian noise vector. The

effective channel matrices in (4.2) can be expressed as

H00 =


FBΓ(1,1)

0,0 AFH · · · FBΓ(N(0)
t ,1)

0,0 AFH

...
. . .

...

FBΓ(1,N(0)
r )

0,0 AFH · · · FBΓ(N(0)
t ,N(0)

r )
0,0 AFH

 , (4.3)

and

H10 =


FBΓ(1,1)

1,0 · · · FBΓ(N(1)
t ,1)

1,0

...
. . .

...

FBΓ(1,N(1)
r )

1,0 · · · FBΓ(N(1)
t ,N(1)

r )
1,0

 , (4.4)

where A ∈ C(K+L)×K and B ∈ CK×(K+L) are the CP insertion and removal matrices, respec-

tively, F = 1
√

K

(
e− j2π nk

K

)K−1

k,n=0
is a normalized DFT matrix.

For the primary link, the precoding and postcoding are conducted on each subcarrier

as there is no secondary link [64]. Based on the property of OFDM, the system on the

k-th subcarrier is an equivalent MIMO system with channel matrix H00[k] ∈ CN(0)
r ×N(0)

t . To

maximize the achievable rate, the precoding matrix, C0[k] ∈ CN(0)
t ×d0 , and the postcoding

matrix, D0[k] ∈ Cd0×N(0)
r , on the k-th subcarrier are designed based on the singular-value

decomposition (SVD) of H00[k], where d0 ≤ min{N(0)
t ,N(0)

r } is the number of symbols

transmitted on each subcarrier of the primary link. The m-th singular values of H00[k] is

denoted as λ0
m[k]. The operation is based on standard SVD method.

To make the representation compact, the transmit signal vector for the primary link can
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be expressed as

x0 = TtC0s0, (4.5)

where C0 = diag (C0[0], ...,C0[K−1]) and s0 =
(
(s0[0])T, · · · , (s0[K − 1])T

)T
with s0[k] ∈

Cd0×1 being the source signal vector on the k-th subcarrier, and Tt ∈ C
N(0)

t K×N(0)
t K is to rear-

range symbols on each subcarrier to a transmit stream one each antenna, with its (i, j) entry

as

Tt[i, j] =


1, j = b i−1

K c + ((i − 1)modK)N(0)
t +1,

0, else.
(4.6)

The post-processed signal vector at the primary receiver can be expressed as

ŷ00 = D0Try00, (4.7)

where D0 = diag (D0[0], ...,D0[K − 1]) and Tr is to rearrange the receive signal stream on

each antenna to symbols on each subcarrier with its (i, j)-entry as

Tr[i, j] =


1, j = b i−1

N(0)
r
c + ((i − 1)modN(0)

r
)K+1,

0, else.
(4.8)

If power allocation is used at the primary transmitter, the power allocation matrix of the

source signal from the primary transmitter, P0=E{s0(s0)H}, is a diagonal matrix with diag-

onal elements (P0
1[0], ..., P0

d0
[0], ..., P0

1[K − 1], ..., P0
d0

[K − 1]), where P0
m[k]=

(
µ − σ2

(λ0
m[k])2

)+
,

where (x)+=max{0, x} and µ is chosen to satisfy the total power constraint
∑K−1

k=0
∑min{N(0)

t ,N(0)
r }

m=1 P0
m[k] =

P(0)
th , P(0)

th is the total power constraint at the primary transmitter.

4.1.2 Secondary System

Similar to the primary link, the received signal vector at the secondary receiver, y1 ∈

CN(1)
r K×1, can be expressed as

y1 = H11x1 + H01x0 + n1, (4.9)

where H11 ∈ C
N(1)

r K×N(1)
t (K+L) and H01 ∈ C

N(1)
r K×N(0)

t K are effective channel matrices from the

secondary and the primary transmitters to the secondary receiver, respectively, and can be
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defined as in (5.3) and (5.2), respectively. n1 ∈ C
N(1)

r K×1 is the additive noise. The transmit

signal vector x1 can be expressed as x1 = C1s1, where C1 and s1 are the precoding matrix

and the source information vector at the secondary transmitter, respectively. To completely

eliminate the interference to the primary link, the precoding matrix is designed as in [65],

C1 = null
(
H̃10

)
, (4.10)

where H̃10 contains the rows of D0TrH10 with P0
m[k] , 0. The required channel information

can be obtained through different ways, such as using channel reciprocity, feedback or

learning mechanisms [39]. For some application scenarios, it is also possible for a central

node who has all required information to coordinate the process.

To minimize the impact of the interference from the primary link, a postcoding matrix

D1 is designed as in [65] as D1 = Q− 1
2 , where Q = E

{
(H01x0 + n1) (H01x0 + n1)H

}
is the

covariance matrix of the interference signal and the noise. The power allocation matrix of

the secondary link P1 = E{s1(s1)H} can be designed to maximize the overall data transmis-

sion rate. As in [66, 65], the optimal power allocation matrix of the SU can be expressed

as

P1 =
(
(C1)HC1

)− 1
2 VP̂∗1VH

(
(C1)HC1

)− 1
2
, (4.11)

where P̂∗1(n, n) =
(
ρ − 1

λ2
n

)+
, λi are the singular values of Q̃ = Q− 1

2 H11C1

(
(C1)HC1

)− 1
2 ,

whose SVD is denoted as Q̃ = UΛVH, and ρ is determined to satisfy total power constraint

P(1)
th .

4.2 NullSpace Releasing

To generalize the analysis in the previous section and further improve the performance

of the secondary link, we consider the scenario that the primary link can release more

nullspace for the secondary link as long as its QoS requirement is maintained if there is

some cooperation between the primary and the secondary links.

The objective here is to maximize the data rate of the secondary link while guaranteeing

that of the primary one. As before, we still design interference-free transmission from the
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secondary transmitter to the primary receiver. To fulfill the goal, the primary link should

assign no power to those channels with very bad conditions and assign more power for the

ones with good conditions. Then, the rank of the nullspace is increased and the secondary

link can transmit more symbols.

Denote R(0)
th as the minimum rate requirement of the primary link. Mathematically, the

problem can be formulated as

max
P0

m[k],C1,P1

R1 =
1

K + L
log2 |I + D1H11C1P1(C1)H(H11)HD1|, (4.12a)

subject to

R0 =
1

K + L

K−1∑
k=0

min{N(0)
t ,N(0)

r }∑
m=1

log2

(
1 +

P0
m[k](λ0

m[k])2

σ2

)
≥ R(0)

th , (4.12b)

K−1∑
k=0

min{N(0)
t ,N(0)

r }∑
m=1

P0
m[k] ≤ P(0)

th ,Trace
{
C1P1(C1)H

}
≤ P(1)

th . (4.12c)

The first constraint is the rate requirement of the primary link, represents its QoS require-

ment. Eq. (4.12c) is the total power constraint at the primary and the secondary link,

respectively.

The problem can be solved in two steps. First, we determine the power allocation of

the primary link, i.e., P0
m[k]. After the power allocation of the primary link is determined,

the nullspace for the secondary link is determined. Then, the precoding and postcoding

operations for the secondary link are the same as we have provided in the Section 4.1.

Therefore, we will focus on the first step and develop three algorithms to release nullspace.

4.2.1 Exhaustive-Search Algorithm (ESA)

The optimal nullspace releasing can be found through exhaustive search. Denote

Ω = {(1, 0), ..., (1,K − 1), ...(min{N(0)
t ,N(0)

r },K − 1)}
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to be the set to represent all positions of source symbols of the primary link. For a subset

of Ω thatZg ⊂ Ω, let

P0
m[k] =


0, (m, k) ∈ Zg,(
µ − σ2/(λ0

m[k])2
)+
, else,

(4.13)

where µ is chosen to satisfy the total power constraint. Based on the power allocation

result, if the rate requirement of the primary link is satisfied, it is called one candidate. We

then calculate the rate of the secondary link for all candidates. The optimal solution will be

the one providing largest rate for the secondary link. Note that, the above problem belongs

to integer programming and is NP-hard. There is no efficient algorithm for the optimal

solution in general, but we can conduct the search smartly to reduce the complexity.

With the increase of the number of subcarriers, K, and the number of antennas of the

primary link, the complexity will increase dramatically. To reduce the computational com-

plexity while maintaining reasonable performance, we will develop two suboptimal algo-

rithms.

4.2.2 Small-Eigenvalue Algorithm (SEA)

Intuitively, a simple idea is to ask the primary link to release the subspaces with small

eigenvalues to the secondary link. The idea is similar as in [67, 68], but the procedure for

power allocation is different. In [68], the power on one direction is set to be zero without

recalculation if the power allocated on it is less than a threshold based on the traditional

power allocation results. In our algorithm, power allocation matrix will be recalculated

after subspace releasing. The detailed procedure is as follows.

4.2.2.1 Initialization

P0
m[k] is calculated as if without the secondary link. If the QoS requirement of the primary

link can not be satisfied, the operation at the secondary link is the same as without releasing.

Otherwise, the primary link can release additional subspaces. This is the first iteration.
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4.2.2.2 Updating

For the n-th iteration, rearrange λ0
m[k] in an increasing order. Find the smallest eigenvalue,

λ0
j[l], that has P0

j[l] , 0. Recalculate the power allocation as

P0
m[k] =


0, λ0

m[k] ≤ λ0
j[l],(

µ − σ2/(λ0
m[k])2

)+
, else,

(4.14)

The QoS of the primary link can be guaranteed and the procedure is simple. However,

we only consider the QoS of the primary link during the nullspace releasing procedure. It is

expected to be improved by taking the secondary link’s rate into account, which motivates

the BTA, next.

4.2.3 Best-Throughput Algorithm (BTA)

We take both the QoS requirement of the primary link and the rate of the secondary link

into account. Again, the primary link releases one-dimensional subspace in one iteration as

the SEA. Instead of using the subspace with smallest eigenvalue, it releases the subspace

that can provide the most rate improvement of the secondary link. The procedure is as

follows.

4.2.3.1 Initialization

Same as the SEA in Section 4.2.2.

4.2.3.2 Updating

Find all the subspaces that P0
m[k] , 0 and letZb = {(m, k)|P0

m[k] , 0}. For each component

inZb, calculate

P0
m[k] =


(
µ − σ2/(λ0

m[k])2
)+
, (m, k) ∈ Zb,

0, else,
(4.15)

where µ is chosen to satisfy the total power constraint. The resulting power allocation is

denoted as P0[m, k] for each component and then, calculate the corresponding rate of the

primary link, denoted as R0[m, k]. Find out all the possibilities that the QoS of the primary

link can be satisfied and let Z̃b = {(m̃, k̃)|R0[m̃, k̃] ≥ R(0)
th }.
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If Z̃b = ∅, stop updating. Otherwise, we calculate the rate of the secondary link for each

component in Z̃b based on its corresponding power allocation result P0[m̃, k̃], denoted as

R1[m̃, k̃]. Let (m∗, k∗) = arg max R1[m̃, k̃]. Set P0
m∗[k

∗] = 0 and repeat updating.

4.2.4 Complexity

Here, we analyze the complexity of all three algorithms. The dominated computational

complexity is the SVD operation. The rough complexities for the ESA, the SEA, and the

BTA are O(K × K3), O(K3), and O(K × K3), respectively. For example, when the number

of subcarriers is K = 4 and the length of CP is L = 1, the rough complexities for the E-

SA, the SEA, and the BTA are O(1536), O(64), and O(256). However, when K = 64 and

L = 16, the rough complexities for the ESA, the SEA, and the BTA become O(3.3 × 1094),

O(2.6× 105), and O(2.6× 107). It is obvious that the computational complexity of the three

algorithms from high to low is the ESA, the BTA, and the SEA. For the ESA, the com-

plexity increases dramatically with the number of subcarriers, which makes it impractical

for the system with a large number of subcarriers. However, the ESA is still useful for

theoretical analysis and comparison.

4.3 Numerical Results

In this section, numerical results will be provided to demonstrate the performance of the

proposed algorithms. To limit the number of variables, we set the SNRs from the sec-

ondary(primary) transmitter to the primary(secondary) receiver to be −15 dB and we as-

sume the SNRs of the primary and the secondary links are same. Without loss of generality,

we assume R(0)
th = 3 bps/Hz.

Fig. 4.2 shows the data rate of the secondary link with different algorithms for N(0)
t =

N(0)
r = 2 and N(1)

t = N(1)
r = M. Since the computational complexity is high for the ESA

with large subcarrier number, we only show ESA’s results with K = 4 subcarriers and

L = 1 point CP. When SNR is small, the QoS requirement of the primary link can not

be satisfied, and thus, it will not release additional subspaces to the secondary link. The
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Figure 4.2. Data rate of the secondary link for K = 4, L = 1.

results for the algorithms with and without nullspace releasing are the same. After the QoS

requirement of the primary link can be satisfied, the secondary link has higher data rate

based on the algorithms with nullspace releasing. Comparing the three nullspace releasing

algorithms, the ESA has the best performance and the SEA has the worst performance.

With the increase of SNR, the performance of the BTA converges to the ESA and there

exists a small gap between the performance of the SEA and the ESA. Thus, the BTA is a

good tradeoff since it has lower computational complexity than the ESA while providing

better performance than the SEA.

Fig. 4.3 shows the results for a system with K = 64 and L = 16, which is similar to the

case with K = 4 and L = 1.
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Figure 4.3. Data rate of the secondary link for K = 64 and L = 16.
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4.4 Conclusions

In this article, we discuss a scenario allowing the primary link to release some of its own

freedom to the secondary link without violating its own QoS requirement to improve the

performance of the secondary link. A throughput maximization problem is formulated to

find out optimal subspace that can be released by the primary link to the secondary link.

Three novel subspace releasing algorithms, the ESA, the SEA, and, the BTA, are proposed.

The nullspace releasing algorithms improve the performance of the secondary link when

the primary link is good enough to satisfy its own QoS requirement. From our numerical

results, the BTA is a good tradeoff between computational complexity and performance.

The proposed algorithms can be extended to a more general scenario, which will be our

future topic.
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CHAPTER 5

SPATIAL-FREQUENCY SIGNAL ALIGNMENT FOR
OPPORTUNISTIC TRANSMISSION

In this chapter, we extend our study of the opportunistic transmission design for MIMO-

OFDM systems to a scenario with multiple secondary cells. Besides the interference to the

PUs, the inter- and intra-interference among the SUs are considered as well. The number

of symbols that can be transmitted by each SU satisfying all interference-free constraints

is obtained. Precoding matrix design will be discussed for perfectly- and partially-aligned

transmission. Two chordal-distance based schemes, called as exhaustive search algorith-

m and heuristic algorithm, will be developed for each case. Compared to the traditional

time-division multiple access (TDMA) scheme, the proposed scheme can support more

interference-free symbols to be transmitted by SUs simultaneously.

The rest of this chapter is organized as follows. After introducing the basic system

model in Section 5.1, we propose a signal alignment scheme in Section 5.2. In Section

5.3, precoding matrix design for perfectly- and partially-aligned transmission is discussed.

Numerical results are presented in Section 5.4. Some related issues and potential extensions

will be discussed in Section 5.5. Finally, Section 5.6 concludes the chapter.

5.1 Basic System

Figure 5.1 shows a scenario that a two-cell secondary uplink system coexists with a primary

system. We will investigate transmission schemes for the secondary system to generate

interference-free transmission to the primary system. One primary link uses Nt input and

Nr output OFDM system with K subcarriers and L points of CP. For the secondary system,

each cell consists of one SBS with Mr antennas and M SUs, each with Mt antennas. We

denote the primary transmitter as node 0, the i-th SU in cell 1 as node i (i = 1, 2, ...,M) and

the j-th SU in cell 2 as node j + M ( j = 1, 2, ...,M). The primary receiver is denoted as
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Figure 5.1. System model of a two-cell secondary network where solid lines and dashed lines denote the
intended signals and interference signals, respectively.

node 0 while the i-th SBS is denoted as node i (i = 1, 2).

Channel between any link of transmit and receive antenna is assumed to be frequency-

selective and with no more than L+1 taps. Denote Γ(k,n)
i, j as a circulant time-domain channel

matrix from the k-th transmit antenna of the i-th transmit node to the n-th receive antenna

of the j-th receive node, which is defined the same as (4.1) in Chapter 4.
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5.1.1 Primary System

The received signal vector at the primary receiver after OFDM demodulation can be repre-

sented as

y0 = H0,0x0 +

2M∑
i=1

Hi,0xi + FBn0, (5.1)

where H0,0 ∈ C
NrK×NtK is the effective channel matrix from the primary transmitter, Hi,0 ∈

CNrK×Mt(K+L) is the effective channel matrix from the i-th SU, x0 ∈ C
NtK×1 is the transmit

vector from the primary transmitter, xi ∈ C
Mt(K+L)×1 is the transmit signal vector from the

i-th SU, and n0 ∼ CN(0, σ2IK) is an additive white Gaussian noise vector. The effective

channel matrices in (5.1) can be expressed as

H0,0=



FBΓ(1,1)
0,0 AFH · · · · · · FBΓ(Nt ,1)

0,0 AFH

FBΓ(1,2)
0,0 AFH · · · · · · FBΓ(Nt ,2)

0,0 AFH

...
...

. . .
...

FBΓ(1,Nr)
0,0 AFH · · · · · · FBΓ(Nt ,Nr)

0,0 AFH


, (5.2)

and

Hi,0 =



FBΓ(1,1)
i,0 FBΓ(2,1)

i,0 · · · FBΓ(Mt ,1)
i,0

FBΓ(1,2)
i,0

. . .
. . . FBΓ(Mt ,2)

i,0

...
. . .

. . .
...

FBΓ(1,Mr)
i,0 · · · · · · FBΓ(Mt ,Mr)

i,0


, (5.3)

where A ∈ C(K+L)×K and B ∈ CK×(K+L) are the CP insertion and removal matrices, respec-

tively, F = 1
√

K

(
e− j2π nk

K

)K−1

k,n=0
is a normalized DFT matrix, and ⊗ is the Kronecker product.

For the primary link, the operation is the same as the scenario that the secondary link

does not exist and the precoding and postcoding are conducted on each subcarrier [64].

Denote s0[k] ∈ Cd0×1 and C0[k] ∈ CNt×d0 as the source signal and the precoding matrix at

the primary transmitter on the k-th subcarrier, respectively, where d0 ≤ min{Nt,Nr} is the

number of symbols transmitted on each subcarrier of the primary link. Then, the transmit

signal vector at the primary transmitter on the k-th subcarrier, x0[k] ∈ CNt×1, after precoding
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can be expressed as

x0[k] = C0[k]s0[k]. (5.4)

Denote H0,0[k] ∈ CNr×Nt as the equivalent MIMO channel of the primary link on the

k-th subcarrier, which can be expressed as

H0,0[k] =



H(1,1)
0,0 [k] · · · · · · H(Nt ,1)

0,0 [k]

H(1,2)
0,0 [k] · · · · · · H(Nt ,2)

0,0 [k]
...

...
. . .

...

H(1,Nt)
0,0 [k] · · · · · · H(Nt ,Nr)

0,0 [k]


, (5.5)

where H(i, j)
0,0 [k] is the channel frequency response on the k-th subcarrier from the i-th trans-

mit antenna to the j-th receive antenna of the primary link. Based on the property of OFDM

transmission, H(i, j)
0,0 [k] =

∑L
l=0 h(i, j)

0,0 [l]e
−i2πkl

K . Denote SVD of H0,0[k] as

H0,0[k] = U0,0[k]Λ0,0[k](V0,0[k])H, (5.6)

where U0,0[k] ∈ CNr×Nr and V0,0[k] ∈ CNt×Nt are unitary matrices, and Λ0,0[k] ∈ CNr×Nt is a

diagonal matrix with diagonal elements (λ0,0,(1)[k], · · · , λ0,0,(min{Nt ,Nr})[k]) such that |λ0,0,(1)[k]|2 ≥

· · · ≥ |λ0,0,(min{Nt ,Nr})[k]|2, where λ0,0,(h)[k] is the h-th singular values of H0,0[k].

To maximize the data rate of the primary link, the precoding and postcoding matrices

on the k-th subcarrier are used and can be expressed as

C0[k] = V0,0[k], (5.7)

and

D0[k] = (U0,0[k])H, (5.8)

respectively.

The precoding at the primary transmitter is done on each subcarrier while the transmit

signal, x0 in (5.1), is constructed by the signal vectors on each transmit antenna. Denote

Tt ∈ C
NtK×NtK as a matrix to rearrange symbols on each subcarrier to a transmit stream one
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each antenna, where its (i, j) entry is

ti, j =


1 j = b i−1

K c + ((i − 1)modK)Nt + 1

0 others
. (5.9)

Then, we have

x0 = Tt


x0[0]
...

x0[K − 1]

 . (5.10)

Define the effective precoding matrix C0 ∈ C
NtK×Kd0 and the overall source symbol

vector s0 ∈ C
Kd0×1 at the primary transmitter as

C0 =



C0[0] 0 0 0

0 C0[1] · · · 0
...

...
. . .

...

0 · · · · · · C0[K − 1]


, (5.11)

and s0 =

(
(s0[0])T (s0[1])T · · · (s0[K − 1])T

)T
. Then, we have the transmit vector

from the primary transmitter in (5.1) as

x0 = TtC0s0. (5.12)

At the primary receiver, the received signal y0 in (5.1) is first mapped from signal

stream on each antenna to symbols on each subcarrier. The mapping matrix is denoted

as Tr ∈ C
NrK×NrK , where its (i, j) entry is

ri, j =


1 j = b i−1

Nr
c + ((i − 1)modNr )K + 1

0 others
. (5.13)

Then, the post-processed signal vector ŷ0 ∈ C
Kd0×1, can be expressed as

ŷ0 = D0Try0

= D0Tr

H0,0x0 +

2M∑
i=1

Hi,0xi + FBn0

 , (5.14)
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where

D0 =


D0[0] 0 0
...

. . .
...

0 · · · D0[K − 1]

 . (5.15)

Moreover, if water-filling power allocation is used at the primary transmitter, the power

allocation matrix of the source signal from the primary transmitter, P0 = E{s0(s0)H}, is a

diagonal matrix with diagonal elements (P0,(1)[0], ..., P0,(d0)[0], ..., P0,(1)[K−1], ..., P0,(d0)[K−

1]), where

P0,(h)[k] =

(
µ −

σ2

(λ0,0,(h)[k])2

)+

, (5.16)

where (x)+ = max{0, x} and µ is chosen to satisfy the total power constraint
∑K−1

k=0
∑min{Nt ,Nr}

h=1 P0,(h)[k] =

P0,th, P0,th is the total power constraint at the primary transmitter.

5.1.2 Secondary System

As in Fig. 5.1, the transmit signal vector from the i-th SU is

xi = Cisi, (5.17)

where si ∈ C
di×1 is the information vector, Ci ∈ C

Mt(K+L)×di is the precoding matrix and di is

the number of symbols transmitted by the i-th SU to be determined later.

Like the primary receiver, SBSs discard L points and perform DFT. Then, the received

signals after DFT at the SBS 1 and SBS 2 are

y1 =

M∑
i=1

Hi,1xi +

2M∑
i=M+1

Hi,1xi + H0,1x0 + (FB) ⊗ n1, (5.18)

and

y2 =

2M∑
i=M+1

Hi,2xi +

M∑
i=1

Hi,2xi + H0,2x0 + (FB) ⊗ n2, (5.19)

respectively. Hi, j ∈ C
MrK×Mt(K+L), for i = 1, ..., 2M, j = 1, 2, is the channel matrix from the

i-th SU to the j-th SBS, which has the similar form as Hi,0 in (5.3). The channel matrix

from the primary transmitter, H0, j ∈ C
MrK×NtK , has similar form as H0,0 in (5.2). In (5.18)

and (5.19), the first term is the summation of the desired signals for the SBS, the second
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term is the summation of the interference signals from the other cell, the third term is the

interference from the PU, and the last term is the noise vector.

At each SBS, a receive beamforming matrix Wi ∈ C
MrK×di is conducted to decode the

desired signals for the i-th SU. Then, the decoded signal vector for the i-th SU, ri ∈ C
di×1,

can be expressed as

ri = WH
i

 2M∑
i=1

Hi,1xi + H0,1x0 + (FB) ⊗ n1

 , (5.20)

for i = 1, ...,M, and

ri = WH
i

 2M∑
i=1

Hi,2xi + H0,2x0 + (FB) ⊗ n2

 , (5.21)

for i = M + 1, ..., 2M.

We assume each SBS has accurate CSI about its own cell, interference channels to

the other cell, interference channels to the primary receiver and primary power allocation

results. As stated in [39], the required CSI can be obtained by using feedback channels

[12] or learning mechanisms [13, 14]. Note that the PU power allocation results are not

necessary here. Without it, our proposed algorithms still work, but the freedom available to

the secondary system will decrease. Based on the CSI, SBSs determine precoding matrices

for its served SUs. Once precoding matrices are determined, each SBS sends the effective

interference channel information from its served SUs to the other SBS, to the other SBS.

At last, SBSs determine receive beamforming and power allocation matrix for its served

SUs. Each SU will get information about its own precoding and power allocation matrices

from its SBS. In our study, we assume that each SBS requires no CSI for the channels in

the other SU cell to reduce the amount of information exchange between two SBSs.

5.2 Signal Alignment

In this section, we will discuss the dimensions for SUs to generate interference-free trans-

mission to the PU and to mitigate inter- and intra-cell interference within the secondary
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system. Then, we will develop signal alignment schemes for the perfectly- and partially-

aligned transmissions.

5.2.1 Dimension of Interference-Free Symbols

We will design the precoding matrices of the SUs to generate interference-free transmission

to the PU. Based on the operations at the primary link, the interference signal at the primary

receiver after the post-processing from the secondary transmitters from (5.1) and (5.17) will

be

Î = D0Tr

2M∑
i=1

Hi,0xi = D0Tr

2M∑
i=1

Hi,0Cisi. (5.22)

To guarantee interference-free transmission to the primary link for any information

vector, si, the transmitted signal of the i-th SU uses the nullspace of the the primary link as

in [69]. The precoding matrix Ci should satisfy

H̃i,0Ci = 0, (5.23)

where H̃i,0 contains the rows of D0TrHi,0 with P0,(h)[k] , 0 as in [39]. The dimension of

the nullspace of H̃i,0 is

dim
[
null(H̃i,0)

]
= Mt(K + L) − d̄0, (5.24)

where

d̄0 =

K−1∑
k=0

min{Nt ,Nr}∑
h=1

1P0,(h)[k], (5.25)

and

1{P0,(h)[k],0} =


1 P0,(h)[k] , 0

0 else
. (5.26)

Thus, we can always find a precoding matrix, Ci ∈ C
Mt(K+L)×di , to fulfill the interference-free

constraint in (5.23) if the number of transmitted symbols from the i-th SU satisfies

di ≤ Mt(K + L) − d̄0. (5.27)
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When the primary link has only one transmit and one receive antenna, and the SU

has only one transmit antenna, i.e., Nt = Nr = Mt = 1, the number of symbols can be

transmitted by each SU is di = L, which is the same as in [70].

Based on (5.23), the interference at the PU is eliminated after post-processing instead of

eliminating interference directly in the received signal. To realize it, secondary link needs

the information of the PU power allocation [39]. If the PU power allocation information

is not accessible at the secondary link, interference-free transmission can only be achieved

by satisfying

Hi,0Ci = 0, (5.28)

where the dimension of the nullspace of Hi,0 is Mt(K + L) − MrK, which is smaller than

the dimension in (5.24). Correspondingly, the nullspace for secondary link transmission

is smaller. In the rest of this chapter, we focus on the scenario that the power allocation

information of the PU is known at the secondary system. Similar procedure can be extended

to the scenario when the PU power allocation information is unknown.

Besides interference to the PU, there exists interference within the secondary system.

Next, we aim at mitigating interference within the secondary system while satisfying the

interference-free constraint to the PU.

We start with the decoding capability of each SBS. From (5.3), the receive dimension

of the channel matrix to SBSs is MrK. Then, at each SBS, there are MrK-dimensional

subspace for signals from all SUs, including the desired and interference signals, as the

traditional MIMO case [71]. Then, the total number of symbols can be decoded at each

SBS is

dr = MrK, (5.29)

which is called as the decoding capability of each SBS. To maximize the number of transmit

symbols within the secondary system, inter-cell interference signals are aligned into lower

dimensions, and thus, more dimensions are allowed for the desired signals [72]. Denote d j
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as the dimension of the inter-cell interference signals at the j-th SBS. Then, the j-th SBS

leaves (MrK − d j)-dimensional space for the signals of SUs.

Due to interference-free constraint to the primary system and dimension constraints at

all SUs and SBSs, interference signals can be perfectly- or partially-aligned or cannot be

aligned at all.

5.2.1.1 Feasibility Condition

For the i-th SU, its precoding matrix, Ci ∈ C
Mt(K+L)×di , are divided into two submatrices:

Ĉi ∈ C
Mt(K+L)×d̂i for aligned signals and Č ∈ CMt(K+L)×ďi for unaligned signals, where ďi+d̂i =

di. Then, the precoding matrix can be expressed as

Ci =
(
Ĉi, Či

)
. (5.30)

The interference signals at SBS 1 are from SUs in cell 2. From [73], to align these

interference signals from cell 2, we must have

span(HM+1,1ĈM+1) = ... = span(H2M,1Ĉ2M), (5.31)

where span(·) denotes the space spanned by the column vectors of a matrix. Denote H̄1

as a aligned interference matrix at SBS 1, which implies the space spanned by the column

vectors of H̄1 is the aligned interference subspace at SBS 1. Therefore,

span(H̄1) = span(Hi,1Ĉi), i = M + 1, ..., 2M. (5.32)

Based on Lemma 1 in [73], the aligned interference matrix satisfying (5.32) can be found

through solving 

−I H(M+1),1 0 · · · 0

−I 0 H(M+2),1 · · · 0
...

...
. . .

. . .
...

−I 0 · · · · · · H(2M),1





H̄1

C̃M+1

...

C̃2M


= 0, (5.33)
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where the space spanned by the column vectors of C̃i is the same as the space spanned by

the corresponding aligned precoding submatrix, Ĉi.

Besides the alignment requirement, the interference-free constraint in (5.23) should be

also satisfied. Then, the aligned interference matrix satisfying both the interference-free

constraint in (5.23) and the alignment requirement in (5.32) can be found by

−I H(M+1),1 0 · · · 0

−I 0 H(M+2),1 · · · 0
...

...
. . .

. . .
...

−I 0 · · · · · · H(2M),1

0 H̃(M+1),0 0 · · · 0

0 0 H̃(M+2),0 · · · 0
...

. . .
. . .

. . .
...

0 · · · · · · · · · H̃(2M),0





H̄1

C̃M+1

C̃M+2

...

C̃2M


= 0, (5.34)

or M1T1 = 0, where

M1 =



−I H(M+1),1 0 · · · 0

−I 0 H(M+2),1 · · · 0
...

...
. . .

. . .
...

−I 0 · · · · · · H(2M),1

0 H̃(M+1),0 0 · · · 0

0 0 H̃(M+2),0 · · · 0
...

. . .
. . .

. . .
...

0 · · · · · · · · · H̃(2M),0



(5.35)
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and

T1 =



H̄1

C̃M+1

C̃M+2

...

C̃2M


. (5.36)

Then, the aligned precoding submatrices, Ĉi (i = M + 1, ..., 2M), can be determined

based on C̃i. The detail will be provided in the precoding matrix design part. In (5.35), M1

is a (MMrK + Md̄0) × (MMt(K + L) + MrK) matrix. For (5.34) to have solution, we must

have MMrK + Md̄0 < (MMt(K + L) + MrK) or

m = MMt(K + L) + MrK(1 − M) − Md̄0 > 0, (5.37)

which is called as the feasibility condition for SUs in cell 2. It is also the feasibility condi-

tion for SUs in cell 1, where H̄2, C̃i (i = 1, ...,M) are similarly defined and their constraints

can be found similar to (5.34).

When the feasibility condition in (5.37) is satisfied, perfect- and partially-aligned trans-

missions will be discussed separately. Otherwise, it is unaligned transmission.

5.2.1.2 Unaligned Transmission (m = MMt(K + L) + MrK(1 − M) − Md̄0 ≤ 0)

If the feasibility condition in (5.37) is violated, signal alignment cannot be achieved, which

corresponds to the unaligned transmission. If the transmitted signals from each SU are

all spatially independent, the dimension of the interference signals at SBS 1 will be d̄1 =∑2M
i=M+1 di. The dimension of the desired and interference signals at SBS 1 is

∑2M
i=1 di. Sim-

ilarly, the dimension of the interference signals at SBS 2 will be d̄2 =
∑M

i=1 di and the total

dimension of the desired and interference signals is
∑2M

i=1 di. Then, based on the decoding

capacity of each SBS in (5.29), the total dimension of the desired and interference signals

at each SBS should have
2M∑
i=1

di ≤ MrK. (5.38)
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When the numbers of symbols transmitted by SUs are the same, i.e., d = di, we have

d ≤
MrK
2M

. (5.39)

If the interference-free constraint in (5.27), i.e., di ≤ Mt(K + L) − d̄0, is also consid-

ered, the maximal number of symbols can be transmitted by each SU for the unaligned

transmission will be

d =

(
min

{MrK
2M

,Mt(K + L) − d̄0

})+

. (5.40)

Without loss of generality, we will focus on the scenario that the number of symbols

transmitted by each SUs is the same, i.e., d1 = d2 = d3 = d4 = d, in the rest of the chapter.

5.2.1.3 Perfectly-Aligned Transmission (m = MMt(K + L) + MrK(1−M)−Md̄0 ≥ d > 0)

If the number of symbols transmitted by each SU, d, is less than the dimension of the

nullspace of M1 in (5.35), m, i.e., d ≤ m we can find a d-dimensional solution for the

aligned precoding submatrix, Ĉi, satisfying both interference-free constraint in (5.23) and

the alignment requirement in (5.32) through solving (5.34) and set the precoding matrix for

the i-th SU as

Ci = Ĉi (5.41)

to minimize the dimension of the interference subspace at each SBS. In this case, if the

transmitted signals from SUs are all spatially independent, there will be d-dimensional

interference signals and 2d-dimensional desired signals at each SBS. Based on the decoding

capability at each SBS in (5.29), the total dimension of the desired and interference signals

should have

(M + 1)d ≤ MrK. (5.42)

Thus, maximal number of symbols can be transmitted by each SU is

d =
MrK

M + 1
. (5.43)
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Since the condition for this perfectly-aligned transmission is the number of symbols trans-

mitted by each SU, d, is less than the dimension of the nullspace of Mi, m, we should

have

d =
MrK

M + 1
≤ m = MMt(K + L) + MrK(1 − M) − Md̄0, (5.44)

which is equivalent to

KMMr + (1 + M)d̄0 ≤ (M + 1)(K + L)Mt, (5.45)

5.2.1.4 Partially-Aligned Transmission (0 < m = MMt(K + L) + MrK(1−M)−Md̄0 < d)

By the interference-free constraint and the alignment constraint, it is possible that the num-

ber of symbols transmitted by each SU, d, is larger than the dimension of the nullspace of

Mi in (5.35), m, i.e., d > m. In this case, the precoding matrix for each SU is constructed

by a m-dimensional aligned submatrix Ĉi and a (d − m)-dimensional unaligned submatrix,

Či. In this case, there will be [Md − (M − 1)m]-dimensional interference signals at each

SBSs, which contains m-dimensional aligned interference signals from the other cell and

(d − m)-dimensional unaligned interference signals from each SU in the other cell. More-

over, there are Md-dimensional desired signals from SUs of its own cell. Then, based on

the decoding capability of each SBS in (5.29), we should have

2Md − (M − 1)m ≤ MrK. (5.46)

Substitute (5.37) into (5.46), the maximal number of symbols that can be transmitted will

be

d =
(M − 1)(K + L)Mt + K(2 − M)Mr − (M − 1)d̄0

2
. (5.47)

Since the condition that this partially-aligned transmission occurs is the number of symbols

transmitted by each SU, d, is larger than the dimension of the nullspace of Mi in (5.35), m,

we should have

KMMr + (1 + M)d̄0 > (M + 1)(K + L)Mt, (5.48)
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d =


min

{
MrK
2M ,Mt(K + L) − d̄0

}
, if MMt(K + L) + MrK(1 − M) − Md̄0 < 0

MrK
M+1 , if KMMr + (1 + M)d̄0 ≤ (M + 1)(K + L)Mt
(M−1)(K+L)Mt+K(2−M)Mr−(M−1)d̄0

2 , otherwise
,

(5.49)

which is the opposite condition of (5.45).

In brief, the maximal number of interference-free symbols can be transmitted by each

SU is in (5.49) at the top of next page, where the first, the second, and the third lines corre-

spond to the unaligned, the perfectly- and the partially-aligned transmission, respectively.

Till now, we have discussed the number of interference-free symbols that can be trans-

mitted by each SU. Before we discuss the precoding matrix design in detail in Section IV,

the receive beamforming matrix design will be briefly discussed here.

5.2.2 Signal Detection at SBSs

At SBSs, the receive beamforming matrix for SU i, Wi ∈ C
MrK×d, is used to decode the

desired signals from the i-th SU while eliminating interference signals from other SUs,

including intra- and inter-cell interference signals. We use zero-forcing (ZF) receive beam-

forming for simplicity even through the other types of beamforming, such as minimum

mean-square error (MMSE) one can be similarly designed. From (5.20), for the ZF beam-

forming for SU i in cell 1, we require

WH
i

2M∑
j=1, j,i

H j,1C jx j = 0. (5.50)

Denote Îi and Ǐi as the intra- and inter-cell interference matrices, defined as

Îi=
(
Hi,1C1,...,Hi−1,1Ci−1,Hi+1,1Ci+1, ...,HM,1CM

)
, (5.51)

and

Ǐi =
(
HM+1,1CM+1, ...,H2M,1C2M

)
, (5.52)
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respectively. Then, we require

Wi ⊆ null
(
ÎH

i , Ǐ
H
i

)
. (5.53)

For the perfectly-aligned transmission, the precoding matrix is Ci = Ĉi from (5.41) and

it satisfies the alignment requirement span(H̄1) = span(H j,1Ĉ j) ( j = M + 1, ..., 2M) from

(5.32). Then, we have

Wi ⊆ null
(
ÎH

i , Ǐ
H
i

)
= null

(
(H1,1, ...,Hi−1,1,Hi+1,1, ...,HM,1, H̄1)H

)
. (5.54)

The size of the combined intra- and inter-cell interference matrix (HM+1,1, ...,H2M,1, H̄1) is

MrK × Md. Based on (5.49), we can always find a d-dimensional solution for Wi.

For the partially-aligned transmission, we have

Wi ⊆ null
(
ÎH

i , Ǐ
H
i

)
= null

(
(H1,1, ...,Hi−1,1,Hi+1,1, ...,HM,1,

HM+1,1ČM+1, ...,H2M,1Č2M, H̄1)H
)
, (5.55)

where (5.32) is used for the second equality. The sizes of the intra-cell interference matrix,

(H1,1, ...,Hi−1,1,Hi+1,1, ...,HM,1), the unaligned inter-cell interference matrices,

(HM+1,1ČM+1, ...,H2M,1Č2M), and the aligned inter-cell interference matrix, H̄1, are MrK ×

(M − 1)d, MrK × M(d − m), and MrK × m, respectively. Based on (5.49), we can always

find a d-dimensional solution for Wi.

Thus, the receive beamforming matrix, Wi for SU i, can be designed for both perfectly-

and partially-aligned transmissions. Similarly, we can determine the receive beamforming

matrices for other SUs. Moreover, similar design can be used for the unaligned transmis-

sion and we skip the detail here.

5.3 Precoding Matrix Design

In this section, we will first focus on the precoding matrix design for the perfectly- and

partially-aligned transmission, respectively, and then briefly discuss power allocation.
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5.3.1 Perfectly-Aligned Transmission

For the perfectly-aligned transmission, the precoding matrix is constructed by the aligned

submatrix only, i.e., Ci = Ĉi from (5.41). To determine the precoding matrix Ci, we denote

SVD of Mi from (5.35) as Mi = UiDiVH
i , where Ui and Vi are unitary matrices, Di is a

diagonal matrix with Mi’s singular values as its diagonal elements as
(
λ(i)

1 , ..., λ
(i)
MMrK+Md̄0

)
such that (|λ(i)

1 |)
2 ≥ ... ≥ (|λ(i)

MMrK+Md̄0
|)2. Then, the nullspace of Mi from (5.35) can be

expressed as

Ni =

(
v(i)

MMrK+Md̄0+1
... v(i)

MMt(K+L)+MrK

)
, (5.56)

where v(i)
k is the k-th column of Vi.

Next, we discuss the precoding matrix design for two cases: (1) the number of symbols

transmitted by each SU equals to the dimension of the nullspace of Mi in (5.35), i.e., d = m;

(2) the number of symbols transmitted by each SU is fewer than to the dimension of the

nullspace of Mi, i.e., d < m.

5.3.1.1 m = d

When the dimension of the nullspace of Mi from (5.35) equals to the number of symbols

that transmitted by each SU, i.e., d = m, all the columns of Ni from (5.56) will be used to

construct precoding matrices.

Let the solution for (5.34) be

C̃i =


n(1)

MrK+(i−M−1)Mt(K+L)+1

...

n(1)
MrK+(i−M)Mt(K+L)

 , (5.57)

where n(i)
k ∈ C

1×d is the k-th row of Ni. Then, the precoding matrices for SUs i (i =

M + 1, ..., 2M) can be set as

Ci = orth(C̃i), (5.58)

where orth(X) denotes the orthonomal subspace of X. Similarly, we can find Ci (i =

1, ...,M) based on N2.
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5.3.1.2 m > d

When the dimension of the nullspace of Mi from (5.35) is larger than the number of sym-

bols transmitted by each SU, i.e., m > d, we need to choose d-dimensional subspace from

m-dimensional subspace spanned by the column vectors of Ni from (5.56) to construct pre-

coding matrices. Since Ni is constructed by uncorrelated unitary vectors v(i)
k , we can decide

the subspace by choosing d vectors from all column vectors of Ni.

Based on the assumption in Section 5.1 that the information about the inter-cell inter-

ference signals is unknown at the precoding matrix design stage, we choose the vectors

that can minimize intra-cell interference among SUs in the same cell. Intra-cell and inter-

cell interference can be considered jointly to determine precoding matrices, which requires

global CSI at SBSs or iterative operations as in [74] and is beyond the scope of this chapter.

For the i-th SU, since the ZF beamforming is used at the receiver, maximizing the

distance of the signal subspace spanned by the column vector of signal matrices from other

SUs in the same cell is beneficial for minimizing the intra-cell interference based on the

similar idea in [75, 74]. Here, chordal distance is used as a metric to measure the distance

between two subspaces spanned by the corresponding signal matrices. The chordal distance

between matrices A and B is defined as [75]

dc(A,B) = ‖orth(A)orth(A)H − orth(B)orth(B)H‖F . (5.59)

Based on the chordal distance, we can determine a d-dimensional subspace that maximizes

the distance of the signal subspaces from different SUs at the intended SBS, where the

subspace is spanned by the column vectors of the corresponding signal matrix.

Exhaustive Search Algorithm: One way to determine a d-dimensional subspace that

maximizes the distance of the signal subspaces from different SUs at the intended SBS is

exhaustive search. The detailed procedure is as follows. We take the precoding matrix

design for SUs in cell 1 as example. Each time, we choose d vectors from m column

vectors of N2 from (5.56). There are N =
(

d
m

)
combinations. Denote a length d vector pk as

the positions of column vectors from N2 for the k-th combination. Denote Ñk,2 as a matrix
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constructed by the column vectors of N2 defined by pk. For instance, if d = 2, m = 3, then

N =
(

2
3

)
= 3, and p1 = (1, 2), p2 = (1, 3) and p3 = (2, 3), Ñ1,2, Ñ2,2, and Ñ3,2 consist of the

first and second columns, the first and third columns, and the second and third columns of

N2, respectively.

Then, using Ñk,2 instead of N2, we define Ci,k following (5.57) for the case with m = d.

Then, the corresponding distance between the signal matrices corresponding to SU i and j

in cell 1 is

dg
1(k, i, j) = dc

(
He,i(k),He, j(k)

)
, (5.60)

where He,i(k) and He, j(k) are effective channel matrices for SUs i and j, respectively, defined

as

He,i(k) = Hi,1Ci,k, (5.61)

for i = 1, ...,M.

Then, the distance between the signal matrices corresponding to SUs in cell 1 is the

minimal chordal distance among any two SUs in cell 1, which can be expressed as

dg
1(k) = min

i, j
dg

1(k, i, j). (5.62)

To maximize the distance between signal matrices, we choose the k∗1-th combination

for cell 1 as

k∗1 = arg max
k

dg
1(k). (5.63)

Then, the precoding matrices for SUs in cell 1 are determined as

Ci = Ci,k∗1
. (5.64)

The complexity of the exhaustive search algorithm will increase quickly with the num-

ber of antennas at SUs and SBS, the number of subcarriers, K, and the length of CP, L. To

decrease the computational complexity, we develop a heuristic algorithm.
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Heuristic Algorithm: Instead of considering all possible combinations of columns

of Ni from (5.56) as for the exhaustive search algorithm, the heuristic algorithm considers

one column of Ni each time. For each column of Ni, one-dimensional precoding vector

is determined. Then, the distance between the effective signal vectors at the intended SBS

from SUs in the same cell is calculated. At last, we choose d vectors that provide the largest

d distance values.

The detailed procedure is summarized in Table 5.1 and the main calculation is as fol-

lows. From (5.56), the k-th column vector of N2 is v(2)
MMrK+Md̄0+k

. Using v(2)
MMrK+Md̄0+k

instead

of N2, we define ci,k ∈ C
Mt(K+L)×1 following (5.57) for the case with m = d. Then, the

distance of the effective signal vectors at SBS 1 is the minimal distance between any two

SUs as

dh
1(k) = min

i, j
(dh

1(k, i, j)), k = 1, ...,m. (5.65)

where

dh
1(k, i, j) = dc(Hi,1ci,k,H j,1c j,k). (5.66)

At last, we choose d positions that provide the largest d values of dh
1(k).

For the exhaustive search algorithm, we need to calculate all
(

2
M

)(
d
m

)
distance values

while only
(

2
M

)
m distance values are calculated for the heuristic algorithm. The computa-

tional complexity decreases dramatically.

5.3.2 Partially-Aligned Transmission

For the partially-aligned transmission, we have d > m from Section 5.2.1.4. Then, the

precoding matrix, Ci, will be constructed by two submatrices, the aligned submatrix, Ĉi,

and the unaligned submatrix, Či, as defined in (5.30). The design for the aligned submatrix,

Ĉi, is the same as the case with m = d in the perfectly-aligned transmission. We will focus

on the unaligned submatrix design here.

The unaligned submatrix, Či, should satisfies two constraints: the interference-free con-

straint in (5.23), H̃i,0Či = 0, and orthogonal to the aligned submatrix Ĉi. From [76], the
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Table 5.1. Heuristic Algorithm for the Perfectly-Aligned Transmission
1: Find the null space of M1, denoted as N1 = null (M1).
2: for k = 1 : m do
3: for i = 1 : M − 1 do
4: for j = i + 1 : M do
5: Calculate

dh
1(k, i, j) = dc(Hi,1ci,k,H j,1c j,k),

where ci,k and c j,k are defined by the k-th column of N1.
6: end for
7: end for
8: Define the distance of the k-th column, dh

1(k), is the minimal value of dh
1(k, i, j),

expressed as
dh

1(k) = min
i, j

(dh
1(k, i, j))

9: end for
10: Find d largest values of dh

1(k), record the corresponding column positions in K .
11: Use the columns of N1 defined in K to construct precoding matrices.

orthogonal complement subspace of the subspace spanned by the column vectors of the

aligned precoding submatrix, Ĉi, in the nullspace of the interference channel from the i-th

SU to the primary receiver, H̃i,0, satisfies both constraints. Denote the orthonomal bases of

the nullspace of H̃i,0 as Ai = orth(null(H̃i,0)). Since the subspace spanned by the column

vectors of the aligned precoding submatrix, Ĉi, is a subspace of Ai, the former one can

be expressed as the linear combination of the latter one, expressed as Ĉi = AiU1, where

U1 is the linear transformation matrix from Ai to Ĉi. Then, U1 = AH
i Ĉi. The orthogonal

complement of the aligned precoding submatrix, Ĉi, in Ai can be found as

Ĉ⊥i = AiU⊥1 , (5.67)

where U⊥1 spans the orthogonal complement subspace of U1, found as U⊥1 = null(UT
1 ).

By the construction, the size of the orthogonal complement subspace of the aligned

precoding submatrix, Ĉ⊥i , is Mt(K + L) ×
(
Mt(K + L) − d̄0 − m

)
and its column vectors are

linearly independent [76]. It is obvious that d − m < Mt(K + L) − d̄0 − m from (5.27), and

thus, we need to choose (d − m)-dimensional subspace from the subspace spanned by the

column vectors of Ĉ⊥i to construct precoding matrices as similar as the perfectly-aligned
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transmission. We still choose the subspace that maximizes the chordal distance between

signals from SUs in the same cell at the intended SBS. Similar to perfectly-aligned case,

we can have an exhaustive search and a heuristic algorithm.

5.3.2.1 Exhaustive Search Algorithm

Again, the first method is exhaustive search. For the partially-aligned transmission, the

orthogonal complement subspace of the aligned precoding submatrix, Ĉ⊥i , are independent

for each SU since the nullspace of the interference channel from the i-th SU to the primary

receiver, Ai, are independent [73]. This is different from the case for determining Ĉi,

where Ĉi are under alignment constraints. Since Ĉ⊥i for different SUs are independent, the

i-th SU can choose (d − m) columns from Ĉ⊥i independently. For the i-th SU, there are

Ni =
(

d−m
Mt(K+L)−d̄0−m

)
combinations. Since there are M SUs, we need to compare N = NM

i

distance values. Similar to the perfectly-aligned transmission, denote pk,i and pk, j to be the

position vectors for the i-th and j-th SU in the k-th combination, respectively. Then, the

distance for the k-th combination, dg
1, is defined as in (5.62), where the precoding matrix

for SU i for the k-th combination are expressed as Ci = (Ĉi, Ĉ⊥i,k), where Ĉ⊥i,k is constructed

by the column vectors of Ĉ⊥i defined by pk,i. At last, the k∗-th combination with the largest

chordal distance will be chosen and the precoding matrices are defined accordingly.

5.3.2.2 Heuristic Algorithm

The heuristic algorithm for the perfectly-aligned transmission can be also extended here.

For this algorithm, each SU will determine its precoding matrix independently by choosing

(d − m)-dimensional subspace that has maximal minimum distance to the others. Denote

the k-th column of Ĉ⊥i as ĉ⊥i,k. For the k-th column, the distance of the i-th SU is defined as

the minimal distance from the i-th SU’s signal space to other SU’s signal spaces in the same

cell. At last, we choose (d − m) columns that provide (d − m) largest values of distance.

The detailed procedure of the heuristic algorithm is shown in Table 5.2.
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Table 5.2. Heuristic Algorithm for the Partially-Aligned Transmission
1: Calculate Ĉi for each SU based on the null space of M1.
2: Determine the orthogonal complement subspaces of Ĉi in the nullspace of H̃i,0, denoted

as Ĉ⊥i .
3: for i = 1 : M do
4: for k = 1 : Mt(K + L) − d̄0 − m do
5: for j , i do
6: for t = 1 : Mt(K + L) − K − m do
7: Calculate the distance between the signal from the i-th SU and the j-th SU

based on the k-th column of Ĉ⊥i and the t-th column of Ĉ⊥j , expressed as

dh
1(i, k, j, t) = dc(Hi,1ĉ⊥i,k,H j,1ĉ⊥j,t) (5.68)

8: end for
9: end for

10: Define the distance of the i-th SU to other SUs based on the k-th column of Ĉ⊥i as
the minimal distance from the i-th SU to other SUs, expressed as

dh
1(i, k) = min

j,t
dh

1(i, k, j, t). (5.69)

11: end for
12: Find (d − m) largest values of dh

1(i, k), record the corresponding column positions in
Ki.

13: Use the columns of Ĉ⊥i defined in Ki and Ĉi to construct precoding matrices.
14: end for
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5.3.3 Power Allocation

In this part, we will discuss the power allocation for each SU. For the i-th SU, the power

allocation matrix is expressed as

Pi = E[sisH
i ]. (5.70)

We focus on cell 1 here for simplicity. Based on the ZF receive beamforming in (5.50),

the intra- and inter-cell interference within the secondary system will be eliminated, the

decoded signal vector in (5.20) can be expressed as

ri = WH
i
(
Hi,1xi + H0,1x0 + (FB) ⊗ n1

)
. (5.71)

That means, after receive beamforming, the transmission is equivalent to a point-to-point

transmission from the i-th SU to the SBS with interference from the primary transmitter

and additive noise. The interference-plus-noise at the i-th SU as

Ii = WH
i (H0,1x0 + (FB) ⊗ n1). (5.72)

Denote Di as the post-processing matrix for the i-th SU after receive beamforming. To

maximize the transmission rate, a whitening post-processing matrix is used [39], expressed

as Di = Q−
1
2

i , where Qi is the covariance matrix of the interference-plus-noise signal, ex-

pressed as Qi = E
[
IiIH

i

]
. Then, the achievable transmission rate for the i-th SU given

power allocation matrix Pi will be

Ri(Pi)

=
1

K+L
log2|I+Q−

1
2

i WH
i Hi,1CiPi

(
DiWH

i Hi,1Ci

)H
Q−

1
2

i |. (5.73)

Note that, to get the rate in (5.73), another post-processing matrix based on the SVD of

the effective channel matrix Q−
1
2

i WH
i Hi,1Ci is needed followed by the whitening matrix Di.

Next, we discuss two different power allocation schemes.
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max
Pi

Ri(Pi) =
1

K + L
log2 |I + Q−

1
2

i WH
i Hi,1CiPi

(
DiWH

i Hi,1Ci

)H
Q−

1
2

i | (5.75a)

s.t. Trace
{
CiPi(Ci)H

}
≤ (K + L)pmax. (5.75b)

5.3.3.1 Equal Power Allocation

When equal power allocation scheme is used, the SUs uniformly allocate its total power on

each transmit symbols. Then, the power allocation matrix Pi can be expressed as

Pi =
pmax(K + L)

Trace
(
CiCH

i

)I =
pmax(K + L)

d
I, (5.74)

where pmax is the peak power constraint for each SU.

5.3.3.2 Optimal Power Allocation

The optimal power allocation scheme for the i-th SU is designed to maximize its transmis-

sion rate given the total power constraint. Then, the problem can be formulated as in (5.75)

at the top of the next page. Followed by the power allocation scheme in [66], the optimal

power allocation matrix Pi is

Pi =
(
(Ci)HCi

)− 1
2 VQ̃i

P̂∗i VH
Q̃i

(
(Ci)HCi

)− 1
2
, (5.76)

where

P̂∗i (n, n) =

ρ − 1
λ2

n,Q̃i


+

, (5.77)

where Q̃i = Q−
1
2

i WH
i Hi,1Ci

(
(Ci)HCi

)− 1
2 and its SVD of is Q̃i = UQ̃i

ΛQ̃i
VH

Q̃i
with UQ̃i

and

VH
Q̃i

being unitary matrices and ΛQ̃i
being a diagonal matrix with the singular values of Q̃i,

λn,Q̃i
, as the diagonal elements, and ρ is determined to satisfy

∑
P̂∗i (n, n) = (K + L)pmax.

5.4 Numerical Results

In this section, we will demonstrate the performance of the proposed schemes through nu-

merical results. For comparison, we also provide results based on a scheme that chooses
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column positions randomly, called as the random algorithm. Moreover, we also include

the results based on traditional TDMA as a benchmark. When TDMA is used, only one

SBS is assumed to be active to avoid interference. Without loss of generality, we assume

the number of symbols that transmitted by each SU as d = d1 = d2 = ... = d2M. To show

the effects of main system parameters on the system performance and limit the number of

changing parameters, we set the SNRs of the received interference signals between the sec-

ondary system to the primary system, including signals from the SU to the PU receiver and

from the PU transmitter to SBSs, to be −15dB. The change of the SNR value will change

the rate value, but the performance trend we will show will be similar. Moreover, we set

the numbers of transmit and receive antennas of the PU link to be 1 and 2, respectively. For

this setting, the dimension can be used by the secondary system based on signal alignment

is different from the value based on traditional ZF techniques and our results will include

the benefits of exploiting it.

5.4.1 Impact of Channel Condition

To start with, we present the results for the two-SU cell and each SU and SBS is equiped

with two antennas, i.e., Mt = Mr = 2. The results for perfectly- and partially-aligned trans-

missions are in Fig. 5.2 and Fig. 5.3, respectively. We assume the number of subcarriers,

K = 16, here since the computational complexity is high for the exhaustive search algorith-

m with a large K. Based on the extended mode and the normal mode from LTE, the ratio of

the length of the CP, L, and the number of subcarriers, K, is set as L
K = 25% and L

K = 7%,

respectively. The extended mode corresponds to the perfectly-aligned transmission while

the normal mode corresponds to the partially-aligned transmission.

From Fig. 5.2, the exhaustive search algorithm performs best and the random algorith-

m is the worst. The performance gap from the chordal-distance based algorithms to the

random algorithm is larger under equal power allocation than the optimal power allocation.

That means, the performance loss coming from choosing signal directions can be compen-

sated through power allocation. This is reasonable since more power will be allocated to
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the direction that has larger distance to other SUs’ signals to increase the throughput perfor-

mance. Moreover, for any of the algorithms, the performance gain due to power allocation

decreases with SNR.

Comparing the performance of the signal alignment schemes and TDMA, we can see

the performance gap increases with SNR. When SNR is small, i.e, less than −3dB with

equal power allocation, it is even possible that the transmission based on TDMA can pro-

vide better throughput performance. This is due to the fact that less symbols are transmitted

based on TDMA, which also causes less interference. The performance gain comes from

transmitting more symbols is less than the performance loss by introducing more interfer-

ence when SNR is small. With the increase of SNR, the system performance is dominated

by the number of transmitted symbols, and thus, the proposed schemes perform better than

TDMA. Note that, even the throughput based on TDMA is larger than the signal alignmen-

t schemes, the number of interference-free symbols transmitted simultaneously based on

TDMA is smaller than the latter schemes.

Fig. 5.3 demonstrates the results for the partially-aligned transmission. From the figure,

the exhaustive search algorithm performs best and the random algorithm is the worst, simi-

lar to the perfectly-aligned transmission. For the partially-aligned transmission, the perfor-

mance gap between the exhaustive search algorithm and the heuristic algorithm is negligi-

ble since the dominated unaligned signals are independent for different SUs. Comparing

the signal alignment schemes with TDMA, similar results are obtained as the perfectly-

aligned transmission.

Figs. 5.4 show the results for the case with the number of subcarriers K = 64. Again,

the perfectly-aligned transmission corresponds to the setting based on the ratio for extend-

ed mode of LTE and the partially-aligned transmission corresponds to the normal mode.

Results show similar trends as the case with K = 16.
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Figure 5.2. Sum rate of two cells for the perfectly-aligned transmission with K = 16, L = 4, M = 2 and
Mt = Mr = 2.
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Figure 5.3. Sum rate of two cells for the partially-aligned transmission with K = 16, L = 2, M = 2 and
Mt = Mr = 2.
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Figure 5.4. Sum rate of two cells for the perfectly- and partially-aligned transmission with K = 64,
M = 2 and Mt = Mr = 2.
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5.4.2 Impact of SU Numbers

Next, we show the impact of the number of SUs in each cell, M, on the system performance.

We focus on the case that signal alignment is feasible, the numbers of transmit and receive

antennas are four, Mt = Mr = 4, and SNR = 15dB.

The results based on the extended mode in LTE are shown in Fig. 5.5. Significant

performance gain can be obtained by using signal alignment schemes over TDMA. For the

signal alignment schemes, the throughput increases with the number of SUs in each cell,

M, first and then decreases with M. With the increase of M, more SUs are transmitting

and thus, more interference signals occur. When M is small, the throughput improvement

by introducing more SUs is larger than the performance loss due to interference. Thus, the

system throughput increases with M first. With further increase of M, freedom loss due

to mitigating interference becomes larger than the performance gain by introducing more

SUs. Thus, the system throughput declines.
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Figure 5.5. Sum rate of two cells for different number of SUs in each cell, M, with K = 64 and L = 16.

The results based on the normal mode are shown in Fig. 5.6. When the number of
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SUs in each cell is smaller than 3, i.e., M ≤ 3, the performance increases with M, which

has the same trend as the extended case. However, when M > 3, the performance drops

quickly here since the length of CP, L, is small for this case. To achieve signal alignment

within the secondary system and interference-free constraint to the primary system, we

put constraint on the precoding matrices of the SUs. With small L, the constraint is tight

and thus, the throughput performance is sacrificed by allowing transmitting more symbols

simultaneously. With a large L, the constraint is loose, and thus, we can get good system

performance with large number of simultaneous transmitted symbols. Our scheme can

always support more symbols to transmit than TDMA and the performance gain is larger

in a higher SNR region.
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Figure 5.6. Sum rate of two cells for different number of SUs in each cell, M, with K = 64 and L = 5.
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5.5 Discussions

In this section, we will discuss issues about potential extensions of our schemes to multi-

cell systems, cooperation between primary and secondary systems, and line-of-sight chan-

nels.

5.5.1 Multi-Cell Extension

The extension to a multicell setting is not trivial. Finding a linear precoding method maxi-

mizing DOF of the secondary system in general setting is NP-hard [77]. Moreover, as other

IA algorithms for the case with multiple user pairs [72, 78, 79, 80, 81, 82, 83, 41], iterative

operations may need to fulfill the goal, which may increase information exchange overhead

and computational complexity. The extension will be our future work. However, the idea

of choosing directions can be used in other systems if perfect IA cannot be achieved due

to system limitation. Moreover, our two-cell setting can be treated as a basic block for

multi-cell systems where the proposed scheme can be used by two cells that use the same

resource while using orthogonal resource allocation, such as TDMA, FDMA, among other

cells.

5.5.2 Cooperation between Primary and Secondary Systems

Practically, it is possible that the primary system can assist or even release some of its

transmission space to the secondary system as long as its own QoS can be satisfied, e.g.,

in the spectrum trading system [84]. As proposed in [68], a primary system can set its

transmit power on some directions to zero when the assigned power on that direction goes

below a given threshold. Through this way, the null space for the secondary system expands

while the interference-free transmission can still be guaranteed. In general, the null space

releasing can be decided based on the requirement of the primary system only, as in [68],

or the requirement of the secondary system can also be considered. After the null space can

be used by the secondary system is decided, our proposed design can be used by replacing

H̃i,0 in (5.23) by the matrix capturing the subspace used by the primary system.
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5.5.3 Line-of-Sight Channels

In our analysis, all channel coefficients are assumed to be i.i.d and followed Rayleigh dis-

tribution as assumed in most existing work. In reality, Line-of-Sight (LoS) may exist and

the channel coefficients may be correlated [85]. The ill-conditioned channel may provide

opportunities for SUs [86]. If there exists LoS between the PU link, transmit power tends

to be allocated more onto it, it is possible to leave more space for the secondary system.

In general, if there exists LoS or correlation between SU to the PU link or the SU links,

the design may depend on the model and is involving, including both DOF calculation or

precoding design [87, 88]. The general design by taking correlation into account is beyond

our scope.

5.6 Conclusions

In this chapter, we propose a signal alignment scheme for a two-cell multiple-antenna sec-

ondary uplink system by exploiting the nullspace provided by the CP and multiple antennas.

The proposed scheme can achieve interference-free transmission to the primary system and

within the secondary system. The number of interference-free symbols that can be trans-

mitted by each SU has been derived, which increases with the antennas equipped at the

SU and the SBS and the length of CP. Two chordal-distance based precoding matrix de-

sign algorithms have been proposed. The proposed scheme can transmit more symbols for

each SU simultaneously than TDMA. The proposed ideas can be potentially extended to a

secondary system with more than two cells.
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CHAPTER 6

OPTIMAL POWER ALLOCATION FOR COGNITIVE RADIO
NETWORKS WITH DIRECT AND RELAY-AIDED

TRANSMISSIONS

In this chapter, we start our study on spectrum underlay CR systems. We investigate power

allocation schemes for CR networks with both direct and relay-aided transmissions. We

first formulate an overall rate optimization problem with interference constraints to the PU

and peak power constraints at each node and obtain solutions by theoretical analysis. To

take the fairness among CR users into consideration, we further investigate the overall rate

optimization problem with an additional sum power constraint and achieve fairness be-

tween two CR users by adjusting the sum power threshold. Numerical results are provided

to show the impact of the relay node and the PU locations on power allocation solutions.

The rest of this chapter is organized as follows. In Section 6.1, we introduce the system

model. In Section 6.2, we formulate a power allocation problem and discuss the solution.

To take the fairness between CR users into consideration, a power allocation problem with

an additional sum power constraint will be discussed in Section 6.3. Numerical results are

provided in Section 6.4 to show the impact of different system parameters on the system

performance. Finally, Section 6.5 concludes the chapter.

6.1 System Description

We consider an underlay system that a CR network coexists with a PU network, as shown

in Fig. 6.1. In the CR network, one CR BS transmits data to two CR users, respectively. CR

2 is served directly by the BS. Due to large path loss, CR 1 receives only a negligible signal

power from BS. Thus, we assume the transmission to CR 1 is aided by a relay node. Due to

practical constraints, full duplex operation at the relay is very challenging [52]. Therefore,

a half-duplex decode-and-forward (DF) relay is considered, where it can not transmit and

receive simultaneously. Thus, data transmission from the BS to CR 1 will be conducted in
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Figure 6.1. The structure of a CR network with direct and relay-aided transmissions.

two phases: the BS first transmits data to the relay and the relay then forwards the data to

CR 1.

All channels are modeled as Rayleigh block fading channels, where the channel gains

remain constant during two phases. Let hBR, hB2, and hBP denote the channel coefficients

between the CR BS to the relay node, to CR 2, and to the PU, respectively. hR1, hR2, and

hRP denote the channel coefficients between the relay node to CR 1, to CR 2, and to the PU,

respectively. The path gains are with Rayleigh distribution and depend on the distances

between the transmitter and the receiver, which can be expressed as

|h| =
√
βφ, (6.1)

where φ is a unit-variance Raleigh distributed random variable and β is the pathloss, which

is inversely proportional to the power of the distance with a path loss exponent, δ, i.e,

β = d−δ. δ can be obtained to approximate either an analytical or empirical model and is

an integer over [2, 4]. We assume the system is centralized and the BS has all the channel

state information. Transmit power at the relay node is controlled by the BS through control

signal.
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To improve system performance, the transmission scheme we use in the CR network in

Fig. 6.1 is based on a two-phase transmission scheme:

• During phase 1, BS transmits data x1 for CR 1 to the relay. Meanwhile, CR 2 also

receives it.

• During phase 2, the relay node forwards data x1 to CR 1 while the BS transmits data

x2 for CR 2. CR 2 can use the information obtained in phase 1 about x1 to cancel the

interfering signal from the relay in phase 2, which leads to throughput improvement.

Since the CR network is transparent to the PU network, the interference signal from

the PU network can not be controlled and normally be treated as noise. For clarity, we

neglect it in the following analysis. The results can be easily extended to the case with PU

interference.

During phase 1, the received signals at the relay and CR 2 are

yR[1] =
√

P1hBRx1 + nR[1] (6.2)

and

y2[1] =
√

P1hB2x1 + n2[1], (6.3)

respectively. P1 is the signal power used by the CR BS during phase 1, nR[1] and n2[1] are

the complex white Gaussian noises at the relay and CR 2 in the first time slot, following

the complex white Gaussian distribution, CN
(
0, σ2

)
.

During phase 2, the received signals at CR 1 and CR 2 are

y1[2] =
√

P2hR1x1 + n1[2], (6.4)

and

y2[2] =
√

P3hB2x2 +
√

P2hR2x1 + n2[2], (6.5)
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respectively, where P2 and P3 are the signal powers used by the relay node and the CR BS

during phase 2, n1[2] and n2[2] are the complex white Gaussian noise variables, following

the distribution, CN
(
0, σ2

)
, at CR 1 and CR 2, respectively.

According to the cut-set bound theory [89], the rate of transmitting x1 is

R1 (P1, P2) = min
{

1
2

log2 (1 + γR) ,
1
2

log2 (1 + γ1)
}
, (6.6)

where

γR =
P1|hBR|

2

σ2 , (6.7)

and

γ1 =
P2|hR1|

2

σ2 . (6.8)

γR is the signal-to-noise ratio (SNR) of yR[1] at the relay node during phase 1 and is cal-

culated from (6.2). γ1 is the SNR at CR 1 during phase 2 and is obtained from (6.4). Note

that R1(P1, P2) depends only on P1 and P2 and is independent of P3.

There are two cases for CR 2. If the BS-to-CR-2 link is better than the BS-to-relay link,

i.e., |hB2| ≥ |hBR|, we call it case I. For this case, CR 2 can decode x1 successfully if the

relay node does. During the second phase, CR 2 can subtract interference signal about x1

from the relay and then, the SNR for x2 is expressed as

γ2 =
P3|hB2|

2

σ2 . (6.9)

If the BS-to-CR-2 link is worse than the BS-to-relay link, i.e., |hB2| < |hBR|, we call it

case II. For this case, the received signals from phases 1 and 2 can form a virtual multiple-

input-multiple-output (MIMO) system [56] and can be expressed as

 y2 [1]

y2 [2]

 =


√

P1hB2

√
P2hR2

 x1 +

 0
√

P3hB2

 x2 +

 n2 [1]

n2 [2]

 . (6.10)
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If the minimum-mean-square-error (MMSE) receiver is used, the SNR at CR 2 can be

expressed as [71]

γ2 =

(
P1|hB2|

2 + σ2
)

P3|hB2|
2

σ2 (
P1|hB2|

2 + P2|hR2|
2) + σ4

=
P3|hB2|

2

σ2 + σ2P2 |hR2 |2

P1 |hB2 |2+σ2

. (6.11)

Since case I is much simpler than case II, and the analysis for case II can be used for

solving case I, we focus on case II in the following part. Numerical results including both

cases will be shown.

Based on (6.11), the rate of transmitting x2 is

R2 (P1, P2, P3) =
1
2

log2 (1 + γ2) , (6.12)

which depends on the powers used at the CR BS during phases 1 and 2, P1 and P3, and the

power used at the relay node during phase 2, P2.

The overall data rate of the CR network is the sum rate of both CR users, which depends

on the powers used at the CR BS during phases 1 and 2, P1 and P3, and the power used at

the relay node during phase 2, P2. It can be expressed as

Ra(P1, P2, P3) = R1(P1, P2) + R2(P1, P2, P3). (6.13)

Next, we will investigate the power allocation scheme to optimize the overall data rate

of the studied system.

6.2 Overall Rate Optimization

In the studied underlay system, the CR network is allowed to transmit simultaneously with

the PU. However, the PU has a priority to use the licensed bands and must be protected.

CR transmissions are not allowed to generate unacceptable interference to the PU. Thus,

power control in the CR network is important.

To maximize the overall data rate of the CR network while limiting the interference to

the PU, we formulate a transmit power control problem by jointly optimizing the transmit
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powers at the CR BS during phases 1 and 2, and the transmit power at the relay node during

phase 2 under some practical constraints.

By considering the constraints on each node, the optimization problem is formulated as

follows

max
P1,P2,P3

Ra (P1, P2, P3) , (6.14a)

s.t. P1|hBP|
2 ≤ I, (6.14b)

P3|hBP|
2 + P2|hRP|

2 ≤ I, (6.14c)

P1 ≤ PBS , (6.14d)

P2 ≤ PR, (6.14e)

P3 ≤ PBS . (6.14f)

Equations (6.14b) and (6.14c) are the interference constraints for phases 1 and 2 to

prevent CR network from causing severe interference to the PU, where I is the interference

threshold that the PU network can tolerate. Equations (6.14d), (6.14e), and (6.14f) are the

peak transmit power constraints at each node due to the equipment capacity.

We consider the signal power of the CR BS during phase 1, P1, first. From (6.7), the

SNR at the relay node, γR, is a monotonically increasing function of P1 while the SNR at

CR 1, γ1, is independent of P1. Thus, both R1(P1, P2) and R2(P1, P2, P3) are monotonically

increasing functions of P1. Thus, P1 should be as large as possible as long as constraints

(6.14b) and (6.14d) are satisfied. As a result, the optimal value of P1 is

P∗1 = min
{

PBS ,
I
|hBP|

2

}
. (6.15)

The power used at the CR BS in phase 2, P3, does not impact R1(P1, P2). From (6.11),

R2(P1, P2, P3) is a monotonically increasing function of P3 and so is the objective function,

which is the sum of R1(P1, P2) and R2(P1, P2, P3). Thus, the optimal P3 is

P∗3 = min
{

PBS ,
I − P2|hRP|

2

|hBP|
2

}
, (6.16)
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if the power of the relay node, P2, is given. Since (6.16) is true for all feasible P2, the

optimal solution pair should satisfy it. Thus, only the pairs which satisfy (6.16) will be

considered in the rest of the chapter.

Since the rate of transmitting x1 is determined by both phases, we divide the original

problem in two cases.

1) Phase 1 Dominated Case

If P2 ≥
P∗1 |hBR |

2

|hR1 |2
, the SNR at the relay node can not be larger than the SNR at CR 1, i.e.,

γR ≤ γ1. From (6.6), we have

R1
(
P∗1, P2

)
=

1
2

log2 (1 + γR)

=
1
2

log2

(
1 +

P∗1|hBR|
2

σ2

)
, (6.17)

which is determined by the first phase. We call it phase 1 dominated case.

From (6.17), R1(P∗1, P2) is independent of P2. Meanwhile, R2(P∗1, P2, P∗3) is a decreasing

function of P2. Thus, the overall data rate Ra(P∗1, P2, P∗3) is determined by the second phase

and it is a decreasing function of P2. As a result, P2 should be as small as possible as long

as it satisfies all constraints. In this case, we have

P2 ≥
P∗1|hBR|

2

|hR1|
2 . (6.18)

Thus, the optimal power at the relay node, P2, is

P∗2,1 =
|hBR|

2P∗1
|hR1|

2

=
|hBR|

2 ·min
{
PBS ,

I
|hBP |2

}
|hR1|

2 . (6.19)

2) Phase 2 Dominated Case

If P2 ≤
P∗1 |hBR |

2

|hR1 |2
, the SNR at the relay node can not be smaller than the SNR at CR 1, i.e.,

γR ≥ γ1. According to (6.6), we have

R1
(
P∗1, P2

)
=

1
2

log2 (1 + γ1)

=
1
2

log2

(
1 +

P2|hBR|
2

σ2

)
, (6.20)
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which is determined by the second phase. Correspondingly, it is called phase 2 dominated

case.

From (6.20), both R1

(
P∗1, P2, P∗3

)
and R2

(
P∗1, P2

)
depend on P2, which is more compli-

cated than the phase 1 dominated case. According to the signal power at the CR BS during

phase 2, P3, we investigate the problem in two cases.

Case A: When P2 ≤
I−PBS |hBP |

2

|hRP |2
, we have

P∗3 = PBS . (6.21)

From Appendix C.1, the optimal power at the relay node, P2, for this case is

P∗2,2 = min
{

P∗1|hBR|
2

|hR1|
2 ,

I − PBS |hBP|
2

|hRP|
2 , PR

}
, (6.22)

when ad − eac < ec2, where a = PBS |hB2|
2, c = σ2, d = σ2 |hR2 |

2

P∗1 |hB2 |2+σ2 , and e = |hBR |
2

σ2 .

Otherwise,

P∗2,2 = arg max
P2∈P

Ra
(
P∗1, P2, P∗3

)
, (6.23)

whereP =

{
0,min{P

∗
1 |hBR |

2

|hR1 |2
, I−PBS |hBP |

2

|hRP |2
, PR}

}
. Note that if P2 = 0 is the optimal solution,

it is better to set P1 = 0 to save energy. This is the extreme case that the channel

condition for CR 1 is severe. In the studied overhearing-based transmission scheme,

this case seldom occurs.

Case B: When P2 ≥
I−PBS |hBP |

2

|hRP |2
, we have

P∗3 =
I − P∗2|hRP|

2

|hBP|
2 . (6.24)

From Appendix C.2, the optimal power at the relay node, P2, for this case, denoted as

P∗2,3, can be found following Algorithms C.1 and C.2 for k > i and k < i, respectively,

where h = I
|hBP |2

, i = |hRP |
2

|hBP |2
, j = σ2, k = σ2 |hR2 |

2

P∗1 |hB2 |2+σ2 , and t = |hBR |
2

σ2 .

87



In brief, the global optimal transmit power at the CR BS during phase 1 is

P∗1 = min
{

PBS ,
I
|hBP|

2

}
. (6.25)

The optimal transmit power at the relay node during phase 2, P2, is

P∗2 = arg max
P∗2,i

Ra(P∗1, P
∗
2,i, P

∗
3,i), i = 1, 2, 3, (6.26)

where

P∗3,i = min

PBS ,
I − P∗2,i|hRP|

2

|hBP|
2

. (6.27)

Then, the optimal transmit power for the CR BS during phase 2, P3, can be obtained by

substituting P∗2 into (6.16), which is

P∗3 = min
{

PBS ,
I − P∗2|hRP|

2

|hBP|
2

}
. (6.28)

Note that even though the problem is not convex, the power allocation solution is global

optimal since all feasible regions have been taken into consideration.

6.3 Optimization With Total Power Constraint

In the previous section, we consider the power allocation on the CR BS and the relay node.

The solution satisfies the interference constraints to the PU network and the peak power

constraints on both nodes. However, we ignore the fairness between two CR users. Since

the interference constraint considers the sum of the powers from the relay and the BS node

during phase 2 while it only considers the power from the BS during phase 1, sum power

used for transmitting x1 is always larger than the power used for transmitting x2, which

is unfair for CR 2. Since the sum power used by CR 2 is constrained by the peak power

constraint at the CR BS, we consider restricting the sum power used by CR 1 to solve the

problem. Next, we will analyze the power allocation scheme with the sum power constraint.

By considering the fairness of the two CR users, the sum power for transmitting to CR
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1 will be limited. Then, the problem is re-formulated as

max
P1,P2,P3

Ra (P1, P2, P3) , (6.29a)

s.t. P1|hBP|
2 ≤ I, (6.29b)

P3|hBP|
2 + P2|hRP|

2 ≤ I, (6.29c)

P1 ≤ PBS , (6.29d)

P2 ≤ PR, (6.29e)

P1 + P2 ≤ Pt, (6.29f)

P3 ≤ PBS . (6.29g)

Equations (6.29b), (6.29c), (6.29d), (6.29e), and (6.29g) are the same as the previous prob-

lem without sum power constraint. The sum power constraint for CR 1 is in (6.29f), where

Pt is the sum power threshold.

For the system with total power constraint, the objective function keeps the same, which

is a monotonically increasing function of the powers at the CR BS during phase 1, P1, and

phase 2, P3. Thus, if the power of the relay node, P2, is given, the optimal P1 and P3 can

be expressed as a function of it, which are

P∗1 = min
{

Pt − P2, PBS ,
I
|hBP|

2

}
(6.30)

and

P∗3 = min
{

PBS ,
I − P2|hRP|

2

|hBP|
2

}
, (6.31)

respectively.

We discuss the problem at two cases: phase 1 and phase 2 dominated cases, respective-

ly.

1) Phase 1 Dominated Case

If P2 ≥
P∗1 |hBR |

2

|hR1 |2
, the SNR at the relay node can not be larger than the SNR at CR 1, i.e.,
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P∗2,1 = min
{{[[

max{(Pt − z),
z|hBR|

2

|hR1|
2 }

]+

, PR

]
∪

[[
Pt|hBR|

2

|hR1|
2 + |hBR|

2

]+

,min{(Pt − z), PR}

]}
∩

{[[
I − PBS |hBP|

2

|hRP|
2

]+

, PR

]
∪

[
0,min{PR,

I − PBS |hBP|
2

|hRP|
2 }

]}}
. (6.33)

γR ≤ γ1. Then,

R1
(
P∗1, P2

)
=

1
2

log2 (1 + γR)

=
1
2

log2

(
1 +

P∗1|hBR|
2

σ2

)
, (6.32)

which is determined by the first phase, thus we call it phase 1 dominated case. From (6.30),

P∗1 is non-increasing with P2. Since log(·) is an increasing function, R1

(
P∗1, P2

)
is a non-

increasing function of P2. From (6.31), P∗3 is a non-increasing function of P2. Then, from

(6.12), R2

(
P∗1, P2, P∗3

)
is non-increasing with P2 as well.

Both R1

(
P∗1, P2

)
and R2

(
P∗1, P2, P∗3

)
are non-increasing functions of P2, and so is the

overall rate function, Ra

(
P∗1, P2, P∗3

)
. Thus, the optimal P2 is the minimal value satisfying

all the constraints, which can be expressed as in (6.33), where z = min{PBS ,
I

|hBP |2
} and

[x]+ = max{0, x}.

2) Phase 2 Dominated Case

If P2 ≤
P∗1 |hBR |

2

|hR1 |2
, the SNR at the relay node can not be smaller than the SNR at CR 1, i.e.,

γR ≥ γ1. Then,

R1
(
P∗1, P2

)
=

1
2

log2 (1 + γ1)

=
1
2

log2

(
1 +

P2|hBR|
2

σ2

)
, (6.34)

which is dominated by phase 2 and we call it phase 2 dominated case. We then investigate

the problem in different regions for P2.

Case A: When P2 ≤ Pt − z, the optimal power used at the CR BS during phase 1, P∗1

is

P∗1 = z, (6.35)
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where z = min{PBS ,
I

|hBP |2
}. In this case, P∗1 is not restricted by the sum power con-

straint. The calculation follows the case without total power constraint. Note that

the region of P2 is different here. The optimal value found for this case is denoted as

P∗2,2.

Case B: When P2 ≥ Pt − z, P∗1 is dominated by the sum rate constraint, which can be

expressed as

P∗1 = Pt − P2. (6.36)

From Appendix C.3, we can find out optimal P2 for P2 ≤
I−PBS |hBP |

2

|hRP |2
and P2 ≥

I−PBS |hBP |
2

|hRP |2
, denoted as P∗2,3 and P∗2,4, respectively.

Consequently, we can find the global optimal solution for P2 as

P∗2 = arg max
P∗2,i

Ra(P∗1,i, P
∗
2,i, P

∗
3,i), i = 1, 2, 3, 4 (6.37)

where

P∗1,i = min
{

Pt − P∗2,i, PBS ,
I
|hBP|

2

}
, (6.38)

and

P∗3,i = min

PBS ,
I − P∗2,i|hRP|

2

|hBP|
2

. (6.39)

Then, the optimal solutions for P1 and P3 are

P∗1 = min
{

Pt − P∗2, PBS ,
I
|hBP|

2

}
, (6.40)

and

P∗3 = min
{

PBS ,
I − P∗2|hRP|

2

|hBP|
2

}
, (6.41)

respectively.

Again, the problem is not convex, but the solution is global optimal since all feasible

regions have been taken into account.
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We have discussed the power allocation scheme with sum power constraint. To limit

the sum power used for transmitting x1, we can adjust the power used for transmitting x1

and x2 on a same level, and thus, a fair power usage scheme for both users can be obtained.

We can also use this scheme to adjust the rate of both users on a same level, leading to

rate fairness between them. This is reasonable since the rate is controlled by the transmis-

sion power, which is also demonstrated by numerical results in the next section. Moreover,

the problem can be extended to a weighted sum rate case, where the objective function is

Ra(P1, P2, P3) = w1R1(P1, P2) + w2R2(P1, P2, P3), where w1 and w2 are the weights for the

rate for CR 1 and CR 2, respectively. The weight can potentially provide certain level of

priority and/or fairness between two UEs. A similar way as in this chapter can be used to

derive the power allocation results for the weighted sum rate problem.

6.4 Numerical Results

In this part, we evaluate the performance of the optimal power allocation. All results take

both cases for CR 2 into consideration, where interference cancelation is used when hB2 ≥

hBR and MMSE receiver is used when hB2 < hBR. Besides using MMSE, we also provide

the results for zero-forcing (ZF) receiver. When ZF is used, the SNR at CR 2 [71] is

γ2 =
P1P3|hB2|

4

(P2|hR2|
2 + P1|hB2|

2)σ2 . (6.42)

Then, the optimal power allocation solution can be obtained through a similar way as the

MMSE receiver. We omit the detail here. The results are provided numerically in the

following figures. Since this is no related work on power allocation for the studied network,

we only compare the results with a simple equal power allocation (EPA) scheme satisfying

all the interference constraints, where

P1 = P2 = P3 = min
{

PBS , PR,
Pt

2
,

I
|hBP|

2 + |hRP|
2

}
, (6.43)

where Pt = +∞ for the case without the sum power constraint.
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Figure 6.2. The location illustration.

To limit the number of parameters, as in Fig. 6.2, we assume the locations of the CR

BS, CR 1 and CR 2 are fixed, which are (0, 0), (2, 0) and (1,−1). The relay node is placed

on the line of the CR BS and CR 1 with location (r, 0). The location of the PU is (x, y). All

curves in figures are averaged over 50,000 trials. Without loss of generality, we set the peak

power constraints as PBS = PR = 15 dB and the noise power on each channel is σ2 = 1.

The path loss exponent is δ = 4.

6.4.1 Power Allocation Without Sum Power Constraint

In this part, we provide the results for the case without sum power constraint. We will show

the impact of the relay and the PU locations on the system performance.

6.4.1.1 The impact of the relay location

Fig. 6.3 shows the impact of the relay location on the power allocation results where the

PU location is (1, 2). With the increase of r, the relay node moves from the CR BS to CR

1. The distance between the relay node and the PU decreases when r increases from 0 to

1, and increases from 1 to 2. Since the optimal power at the CR BS for phase 1, P∗1, is

only related to the CR-BS-to-PU link and the peak power constraint, it keeps constant for

different relay locations for both receivers. Moreover, we can conclude that the behavior
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Figure 6.3. Optimized power solution for different relay locations.

of the optimal power used by the relay, P∗2, and the optimal power used by the BS at the

second phase, P∗3, are dominated by the rate of CR 1 when the relay is close to the BS

(when r is small) while it is dominated by the rate of CR 2 when the relay is close to CR 1

(when r is large). The rate of CR 1, R1(P1, P2) is only related to P1 and P2. Since P1 keeps

the same for the whole region, R1(P1, P2) is dominated by P2. When r is small, the BS-

to-relay link is always better than the relay-to-CR-1 link and thus, the system is in phase 2

dominated case. For phase 2 dominated case, the rate of CR 1 increases with the increase

of P2. Even though the increase of P2 will decrease the rate of CR 2, optimal P2 increases

with r. Thus, the behavior of the objective function is dominated by CR 1 when r is small.

With the increase of r and P2, the system will change to phase 1 dominated case. For this

case, the increase of P2 will not lead to the rate increase of CR 1, but it will decrease the

rate of CR 2. Thus, optimal P2 decreases. CR 2 dominates the behavior of the objective

function when r is large.

Comparing two different receivers, the optimal power solution at the CR BS, P∗1, with

the MMSE receiver for phase 1 is almost the same as the case with the ZF receiver. During
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phase 2, the power at the CR BS, P∗3, with the MMSE receiver is slightly lower than the

case with the ZF receiver while the power at the relay node, P∗2, with the MMSE receiver

is higher than the case with the ZF receiver. Based on the results, the impact of the relay

node location on both receivers are the same. Note that, for our simulated case, the impact

of σ2 on the SNR of CR 2 is not significant, and thus, the differences between the absolute

optimal transmit powers based on these two receivers are small. For other case, i.e., the

transmit power is low, the difference between these two receivers may become large. Since

the comparisons between these two receivers are not our focus, we omit the results for other

cases here.

Fig. 6.4 shows the overall rates for different relay locations. The overall data rate first

increases with r and then decreases. This behavior is the same as the rate of CR 1 while

the rate of CR 2 has opposite behavior. Thus, the behavior of the overall data rate is mainly

dominated by CR 1. The proposed scheme with the MMSE receiver performs better than

with the ZF receiver, however, the difference is pretty small. The reasons for this non-

significant performance difference are the follows. First, the impact of σ2 on our simulated

case is not significant. Second, the results are optimized based on each of them. If we use

same power allocation results for both of them, the performance difference will become

larger. No matter which receiver is used, our proposed schemes have significant perfor-

mance gains over EPA. The performance gain is as large as 40% under certain situations.

Note that maximal sum rate occurs when the relay node is in the middle of the BS and CR

1, i.e., r = 1, when EPA is used while it occurs when the relay is slightly closer to CR

1 when the optimal power allocation scheme is used. When the relay is slightly closer to

CR 1, lower power can be used by the relay node and higher power can be used by the BS

during phase 2 to increase the rate of CR 2. Even though the rate of CR 1 will decrease

under this situation, the rate increase of CR 2 is much more than the rate decrease of CR 1.

Optimal power allocation scheme can gain from this condition while EPA can not. When

the relay moves towards to CR 1, rate degradation of CR 1 is severe and thus, the sum rate
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Figure 6.4. Optimized sum rate for different relay locations.

decreases for both schemes.

6.4.1.2 The impact of the PU location

Fig. 6.5 shows the impact of the PU’s location on the power allocation results based on

the MMSE receiver. Similar results can be obtained for the ZF receiver, which are omitted

here. To limit the number of parameters, we move the PU on the x-axis for a given y.

We put the relay node at the middle of the CR BS and CR 1, i.e., at the location (1, 0).

The location of the PU node impacts the power allocation solutions through interference

constraints. The distances between the PU to the CR BS and the relay node are not large

enough when y = 2 for different x ∈ [−3, 3]. In this scenario, the interference constraints

are active. All three optimal power values first decrease and then increase with x, where PU

first moves towards the CR BS and the relay node first and then further away from them.

The PU is far from the CR BS and the relay node when y = 5. The optimal powers at the

relay node and the CR BS for phase 2 increase compared to the values for y = 2. Moreover,

the optimal powers used by each node depend only on the structure of the CR network, and

thus, they all keep same for different x.
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Figure 6.5. Optimized power solution for different PU locations.

The comparisons between the sum rates under optimized power allocation and EPA are

shown in Fig. 6.6. Due to the impact of interference constraints, both curves decrease

first and then increase with x when y = 2. When y = 5, the interference constraints are

inactive, and thus, both of the curves keep same for different x. Compared to EPA, much

more performance gains can be obtained when PU is close to the CR network.

6.4.2 Power Allocation With Sum Power Constraint

Fig. 6.7 shows the sum power results for both CR users for different sum power thresholds:

15 dB and 12 dB, and without total power constraint, i.e., Pt = +∞. The results are based

on the MMSE receiver with r = 1, y = 2. When Pt is large, it is equivalent to the results

without sum power constraint. With the decrease of the sum power threshold, Pt, the sum

power used by CR 1 decreases while the sum power used by CR 2 increases. Thus, we can

adjust the sum power threshold according to the locations of the nodes to make the powers

used by both CR users on the same level, leading to fair power allocation results.

Fig. 6.8 shows the optimized power results for different sum power constraints. To

show the impact, we put the PU far from the CR network to inactivate the interference
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constraint. Moreover, the results are based on the MMSE receiver with r = 1. From the

figure, we can see that the impact of the sum power constraint is negligible for CR 2, P∗3,

since P3 is independent of the sum power constraint when the interference constraint is

inactive. With active interference constraint, the power used for transmitting data to CR

2, P∗3, will slightly decrease due to the increase of power used by the relay node during

phase 2. For CR 1, powers used during both phases 1 and 2 increase with Pt. The results

will converge to the case without sum rate constraint. To show the impact of sum power

constraint on the rate for both user, we provide the results in Fig. 6.9. The rate of CR 1

increases with Pt while the rate of CR 2 decreases. Besides adjusting the sum power used

by both users, our scheme with sum power constraint can also be used to adjust the rate for

both users.

6.5 Conclusions

In this chapter, we investigate an underlay CR network with direct and relay-aided trans-

missions. We first investigate power allocation to maximize the overall rate performance
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Figure 6.7. Sum power comparison between two CR users for different Pt.

of the CR network while keeping the interference to the PU under a tolerable level. Theo-

retical analysis has been provided for the optimum results. By taking the fairness between

two CR users into consideration, we then address power allocation with an additional sum

power constraint. It is shown by numerical results that the locations of different nodes have

severe impact on the solution. Without sum power constraint, the relay node can be put

slightly closer to the aided user than to the BS to get best system performance. With sum

power constraint, fair power allocation between two CR users can be achieved by adjusting

sum power threshold. Moreover, rate fairness can be also obtained through adjusting sum

power threshold. In a system with multiple relays, our proposed power allocation scheme

can be used to choose the best relay. Moreover, the studied network can be treated as a

basic block for multi-user systems where we can pair up users first and then allocate power

within them.
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CHAPTER 7

GRAPH-BASED ROBUST RESOURCE ALLOCATION FOR
COGNITIVE RADIO NETWORKS

In this chapter, stable resource allocation based on graph theory is investigated, which takes

all users’ preferences into account. Here, we focus on improving robustness of the stable

resource allocation. A truncated scheme generating almost stable matchings is first inves-

tigated. Based on the properties of the truncated scheme, two types of edge-cutting algo-

rithms, called direct edge-cutting (DEC) and Gale-Shapley based edge-cutting (GSEC), are

developed to improve resource allocation robustness to the channel state information vari-

ation. To mitigate the problem that certain SUs may not be able to find suitable resources

after edge-cutting, multi-stage (MS) algorithms are then proposed. Numerical results show

that the proposed algorithms are robust to the channel state information variation.

The rest of this chapter is organized as follows. In Section 7.1, we introduce the system

model. In Section 7.2, resource allocation based on stable matching is discussed. In Sec-

tion 7.3, a truncated algorithm guaranteeing almost stable matching is investigated. Two

types of edge-cutting algorithms are proposed in Section 7.4. In Section 7.5, multi-stage al-

gorithms are developed. Numerical results are provided in Section 7.6 to show the impact

of different system parameters on the performance of the developed algorithms. Finally,

Section 7.7 concludes the chapter.

7.1 System Model

We consider an underlay CR network with multiple channels/bands, where PUs have prior-

ities to use N spectrum channels/bands while M SU pairs want to transmit simultaneously.

All channels are modeled as Rayleigh block fading channels. Without loss of generality,

we assume the j-th PU uses the j-th spectrum band. As shown in Fig. 7.1, the channel

between the i-th SU pair on the j-th spectrum band and the interference channel from the
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i-th SU transmitter to the j-th PU receiver are denoted as hi, j and gi, j, respectively. The

transmit power of the i-th SU transmitter on the j-th spectrum band is Pi, j. The noise pow-

er on all spectrum bands is assumed to be the same, denoted as σ2. A centralized system

is assumed, where the control center with CSI allocates resources. Furthermore, the con-

trol center will only assign a frequency band to a SU pair when the corresponding CSI is

available, including both CSI between the SU pairs and of the interference channel from

the SU transmitter to the PU receiver. Correspondingly, the number of spectrum bands

available for the i-th SU pair is denoted as ∆s,i and the number of SU pairs available for

the j-th spectrum band is denoted as ∆p, j. We consider the scenario that only one SU pair

is allowed on each spectrum band and each SU pair can only access at most one spectrum

band.

PU link

SU link on the        band

PU transmitter

PU receiver

SU transmitter

SU receiver

interference channel gain

interference power

SU link channel gain

Figure 7.1. Spectrum underlay system model.

To protect the PUs, the interference power generated by the SU pairs on the j-th spec-

trum band should be below a given threshold, that is,

Ii, j = Pi, j|gi, j|
2 ≤ Ith, ∀i, j, (7.1)

where Ith is the interference threshold1. Moreover, due to the amplifier capacity limit, each

1Without loss of generality, we assume, for simplicity, that the interference threshold is the same on all
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SU transmitter has a peak transmit power constraint, P, that is,

Pi, j ≤ P, ∀i. (7.2)

If the i-th SU pair is assigned to the j-th spectrum band, its throughput can be expressed

as

Ri, j = log2

1 +
|hi, j|

2Pi, j

σ2 + I p
j,i

 , (7.3)

where I p
j,i denotes the interference from the j-th PU transmitter to the i-th SU receiver.

We assume that the interference powers, I p
j,i, are known since the PUs’ transmit powers

remain the same with or without SU pairs’ transmission and, hence, I p
j,i can be estimated in

advance.

When performing resource allocation to the SU pairs, we also consider benefits to PUs

by incorporating the concept of spectrum trading into the utility function design [84]. PUs

will charge more from the SU pairs for providing better service. On the other hand, the

performance of PUs will degrade if SU pairs generate strong interference. Therefore, while

SU pairs improve their own performance by increasing their transmit powers, they should

also get penalties for generating stronger interference. As in [90] and [91], to capture such

features of both PUs and SU pairs, if the i-th SU pair uses the j-th spectrum band, the utility

can be defined as a linear combination of the throughput of the i-th SU pair, Ri, j, and the

interference generated to the j-th PU, Ii, j, expressed as

wi, j(Pi, j) = csRi, j − cpIi, j, (7.4)

cs and cp are weight factors.

The transmit power, Pi, j, can be optimized to maximize the utility function in (7.4)

subject to constraints (7.1) and (7.2). Since the utility function in (7.4) is a concave function

of Pi, j, the optimal transmit power, P∗i, j, is

P∗i, j =

min

 cs

cp|gi, j|
2 −

σ2 + I p
j,i

|hi, j|
2 , P,

Ith

|gi, j|
2


+

, (7.5)

the spectrum bands . The results can be directly extended to the system with different interference thresholds
on different spectrum bands.
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where (x)+ = max{0, x}. Then, if the i-th SU pair is allocated on the j-th spectrum band to

transmit, the utility value of the i-th SU pair and the j-th PU can be expressed as wi, j(P∗i, j).

Even though (7.4) is used for resource allocation in this chapter, the approaches devel-

oped here can easily be adapted for other utility functions.

7.2 Resource Allocation Based on Stable Matching

As indicated before, we will focus on resource allocation based on graph theory by taking

preferences of both PUs and SU pairs into account. We first describe our resource allocation

scheme based on stable matching [92] and then discuss its properties.

Stable matching based resource allocation can be described with the help of a bipartite

graph, say G, with bipartition, V1,V2. See Fig. 7.2, where nodes in V1 represent SU pairs

and nodes in V2 represent spectrum bands/PUs. As in Section 7.1, the sizes of V1,V2 are

denoted as M,N, respectively. An edge is put between the i-th SU pair in V1 and the j-th

PU in V2 if the CSI of the i-th SU pair on the j-th spectrum band is known at the control

center. Then, the common utility value of the i-th SU pair and the j-th PU, wi, j(P∗i, j), is

assigned to the corresponding edge.

1 2 3 4 5

1 2 3 4 5 6

SUs (    )

PUs (    )

Figure 7.2. Bipartite graph illustration with M = 5 and N = 6.

To define the preference lists for all SU pairs and PUs, we can regard G as a complete

bipartite graph, i.e., every node in V1 is connected to every node in V2, by setting wi, j(P∗i, j) =

−∞ if the CSI of the i-th SU pair on the j-th spectrum band is not available. Furthermore,

we assume that the numbers of spectrum bands/PUs and SU pairs are equal, i.e., M = N.

If the number of SU pairs exceeds the number of spectrum bands, i.e., M > N, we can add

(M − N) virtual spectrum bands/PUs and edges between all these virtual PUs and all the
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SU pairs, and set the weights on these new edges to −∞. Similar operation can be done

when the number of spectrum bands exceeds the number of SU pairs.

The preference list for the i-th SU pair is defined as

Ls
i = [ j1, ..., jN], (7.6)

where j1, ..., jN is a permutation of 1, ...,N satisfying

wi, j1(P
∗
i, j1) ≤ ... ≤ wi, jN (P∗i, jN ). (7.7)

Similarly, the preference list for the j-th PU is defined as

L
p
j = [i1, ..., iM], (7.8)

where i1, ..., iM is a permutation of 1, ...,M satisfying

wi1, j(P
∗
i1, j) ≤ ... ≤ wiM , j(P

∗
iM , j). (7.9)

Our resource allocation procedure will depend on the preference lists of both SU pairs

and PUs. To exploit stable matching from graph theory for resource allocation, more defi-

nitions are needed. A matching in a bipartite graph is a set of pairwise non-adjacent edges.

Given a matching in a bipartite graph with partition sets V1 and V2, with V1 (respectively,

V2) consisting of nodes represent SU pairs (respectively, PUs), if an SU pair is matched

with a band/PU, we may allocate that band/PU to that SU pair. Hence, a matching in such

a bipartite graph naturally gives a resource allocation in which each spectrum band has at

most one SU pair and each SU pair accesses at most one spectrum band. We call a matching

in a graph perfect if all the nodes in the graph are matched.

An edge in the bipartite graph, G, between the i-th SU pair and the j-th PU, denoted as

(si, p j), where si and p j denote the i-th SU pair and the j-th PU, respectively, is said to be

unstable relative to a matchingM in G, if

1. (si, p j) <M,
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Table 7.1. The Gale-Shapley Preference-based Channel Allocation Algorithm
1: Initialize all the SU pairs and PUs to be free.
2: Each PU asks its most preferred SU pair which has not rejected it yet.
3: if Each SU pair receives exactly one request from the PUs. then
4: Stop and output the results as the channel allocation result.
5: else
6: Every SU pair receiving more than one requests chooses the PU that is highest on its

preference list and rejects the other PUs.
7: end if
8: if All PUs have proposed to all SU pairs. then
9: Stop and output the results as the channel allocation result.

10: else
11: Goto Step 2.
12: end if

2. si is unmatched byM, or prefers p j over its current match inM, and

3. p j is unmatched byM, or prefers si over its current match inM.

If there is no unstable edges relative to the matching,M, then it is called stable.

Based on the above definition, it is desirable to find a resource allocation that corre-

sponds to a stable matching. This can be done by using the GS algorithm [57]. In Table

7.1, we give a version of the GS algorithm in which PUs propose to SU pairs (see Step 2).

However, the roles of PUs and SU pairs can be exchanged. So the GS algorithm can be

presented in which SU pairs propose to PUs. Here, we focus on the PU-proposing version

of the GS algorithm as shown in Table 7.1.

By applying the PU-proposing version of the GS algorithm in Table 7.1, we have the

following result (see [57]).

Lemma 7.1 For the complete bipartite graph in which the number of SU nodes equals the

number of PU nodes, the PU-proposing version of the GS algorithm generates a perfect

stable matching. Moreover, for this matching, each PU is matched to the best possibility

among all stable matchings, and each SU pair is matched to the worst possibility among

all stable matchings.
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According to Lemma 7.1, we know that, if we apply the version of the GS algorithm in

Table 7.1, each PU will be matched to the best possibility among all stable matchings. That

means, the weight in the resulting stable matching for each PU is maximum among all the

stable matchings. Thus, the sum or average weight of the matching must be the maximum

among all the stable matchings [57].

Theorem 7.1 Let G be a complete bipartite graph with partition sets V1,V2 such that V1

(respectively, V2) consists of SU (respectively, PU) nodes. Define the weight on edges ac-

cording to (7.4) and (7.5), and define preference lists of nodes according to (7.6) – (7.9).

Then, the GS algorithm in Table 7.1 produces a stable resource allocation that has maxi-

mum sum or average weight among all possible stable resource allocations.

As we pointed out before, there are two versions of GS algorithms, the PU- and the

SU-proposing ones. In general, the PU- and SU-proposing versions may provide different

matching results. Next, we show that, for our studied scenario, the stable matching pro-

duced by the version in Table 7.1 is unique, regardless of PU- or SU-proposing algorithm is

used. By Lemma 7.1, SU pairs are matched to the worst possibility among all stable match-

ings after applying the PU-proposing version of the GS algorithm. On the other hand, if

we apply the SU-proposing version of the GS algorithm, SU pairs will be matched to the

best possibility among all stable matchings [57]. Since the weights on the edges are the

same for both SU-proposing and PU-proposing versions, the maximum sum weight among

all possible stable matchings is uniquely determined no matter which version of the GS

algorithm we use. Hence, the best possibility and the worst possibility for each SU pair

among all stable matchings are the same. Thus, we have

Theorem 7.2 The stable matching produced in the Theorem 7.1 is unique.

The conclusion on uniqueness in Theorem 7.2 is the same as in [93]; but the procedure

used there is different from the above. Note that, for our scenario, this uniqueness conclu-

sion implies that the same allocation results are obtained regardless of which version of GS
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algorithm is applied.

Note that Theorem 7.2 holds if (7.4) is replaced by a different utility function, as long

as the preference lists of SU pairs and PUs are calculated from the weight function on the

edges.

7.3 Almost Stable Resource Allocation

In the previous section, we proposed a stable resource allocation scheme based on the GS

algorithm and discussed some of its properties. However, the stable matching results need

not be robust to CSI variation. In fact, CSI variation of one channel may lead to a totally

different stable matching result, which is not desirable in practice, especially when the

number of nodes in the system is large. To measure the system robustness, we use the

amount of variation of the resource allocation after CSI variation as a metric. Based on our

definition, with CSI variation, the larger the resource allocation variation is, the less robust

the system is to the CSI variation and vice versa.

To improve the robustness of the resource allocation scheme with respect to CSI varia-

tion, we consider a truncated GS algorithm. Instead of executing the GS algorithm fully to

get a stable resource allocation, the truncated GS algorithm outputs a resource allocation

result after executing a fixed number of rounds in the GS algorithm. Note that the GS al-

gorithm, as in Table 7.1, consists of a number of asking-accepting/rejecting rounds; during

each round the PUs propose to the SU pairs and the SU pairs answer the proposals. Denote

by T the number of rounds we execute the algorithm. From [94], based on the truncated

GS algorithm, a change of CSI of one node will only affect the part of resource allocation

within distance 2T from the node of the change. Comparing to the stable resource allo-

cation, where a change of CSI of one node may affect all nodes in the system, allocation

based on the truncated GS algorithm should be much more robust to the CSI variation.

The resulting resource allocation from the truncated GS algorithm may be unstable. To

measure the stability of such resource allocation, we introduce the concept of ε-stable (or
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almost stable) matching. Let ε > 0 be given. The matching,M, in the graph, G, is said to

be ε-stable if the number of unstable edges in G is at most ε |M|, where |M| is size ofM.

Let ∆ be the maximum degree of nodes (i.e., ∆ = max{∆s,i,∆p, j}, ∀i, j, where ∆s,i,∆p, j are

the numbers of edges at the i-th SU pair and the j-th PU, respectively). For the ε-stable

matching, we have the following theorem from [94]:

Theorem 7.3 By executing at most 2 + ∆2/ε rounds of the GS algorithm, we can find an

ε-stable resource allocation.

The detailed proof for Theorem 7.3 can be found in [94]. Based on the procedure in [94],

we can further bound the number of execution rounds by using ∆s = max{∆s,i}, the maxi-

mum degree among the nodes representing SU pairs only.

Theorem 7.4 By executing at most 2 + ∆2
s/ε rounds of the GS algorithm, we can find an

ε-stable resource allocation.

Our proof of Theorem 7.4 follows the same procedure as that of Theorem 7.3 by using

the maximum degree among nodes for SU paris, ∆s, instead of the maximum degree of all

nodes, ∆. It is clear that ∆s ≤ ∆. Hence, in practical scenarios, the bound in Theorem 7.4

is tighter than the bound in Theorem 7.3 from [94].

Besides the stability property, we also concern about the utility of resource allocation.

Given one resource allocation,M, its utility, denoted as wM, is defined as the sum utilities

of PUs/SU pairs in M. Let S denote the stable resource allocation produced by the GS

algorithm, with wS as the corresponding utility. A resource allocation, M, is a (1 + ε)-

approximation of the maximum-weight stable matching if its utility, wM, satisfies (1 +

ε)wM ≥ wS. For the truncated GS algorithm, we have the following conclusion regarding

its utility and the detailed proof is in the Appendix D.1.

Theorem 7.5 By executing at most 2 + ∆s/ε rounds of the GS algorithm, we can find a

(1 + ε)-approximation of the maximum-weight stable resource allocation.
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In [94], the result based on the truncated GS algorithm is compared with the maximum-

weight resource allocation (instead of stable resource allocation). For the scenario studied

by us, it is more reasonable to compare the result from truncation with other stable resource

allocation.

The robustness of the resource allocation from the truncated GS algorithm is affected

by T , the number of rounds the GS algorithm is executed. A change in the bipartite graph

only affects the result in the radius-2T neighbourhood of the changing point, instead of the

whole resource allocation result [94]. Theorems 7.4 and 7.5 provide upper bounds on T

to achieve ε-stability and (1 + ε)-approximation of the maximum-weight stable resource

allocation, respectively. Both bounds depend only on ε and ∆s. Given ε, decreasing ∆s

is expected to help decrease the required number of executing rounds, T . From these

observations, several algorithms for decreasing ∆s are developed in the next section in

order to achieve robust designs.

7.4 Edge-Cutting for Robust Design

Based on our discussion in the previous section, the robustness of resource allocation ob-

tained from the truncated GS algorithm depends on the number of rounds, say T , of the GS

algorithm that we execute. Smaller T leads to higher robustness. Since the smallest T to

achieve ε-stability or (1 + ε)-approximation depends on the instantaneous CSI, we instead

focus on reducing the upper bounds on T .

From Theorems 7.4 and 7.5, the upper bounds on T to achieve ε-stability or (1 + ε)-

approximation are related to ∆s, the maximum number of available bands of any SU pair.

Both bounds can be decreased by decreasing ∆s. Thus, to improve robustness of resource

allocation, a small ∆s is preferable. It is possible that SU pairs only access CSI of a small

number of PU bands, and ∆s is small naturally. However, PUs, in order to improve their

own utilities, may be willing to share their information to attract more SU pairs, as in the

spectrum trading scenario [84]. In this case, the maximum number of bands available at
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SU pairs, ∆s, may be large. Note that, the number of available bands for the i-th SU pair is

the number of edges connected to it in the constructed bipartite graph.

For robust design, we propose edge-cutting algorithms to decrease the maximum num-

ber of edges connected to SU pairs, ∆s. In other words, if the number of available bands at

the i-th SU pair, ∆s,i, is larger than a given threshold, denoted as ∆max
c , it will be asked to

give up some bands before performing resource allocation. In the following, two different

types of edge-cutting algorithms will be developed: direct edge-cutting (DEC) that cuts

edges based on the preference lists, and GS-Based Edge-Cutting (GSEC) that cuts edges

based on the GS algorithm.

7.4.1 Direct Edge-Cutting (DEC)

In this part, we propose ways to delete edges according to the preference lists of SU pairs

and/or PUs. We will first describe a general approach that depends on a parameter p ∈

[0, 1], and we get two special approaches by letting p = 0 or 1.

For the edge, (si, p j), between the i-th SU pair si and the j-th PU p j, let tp
i, j = k if si is the

k-th element on p j’s preference list, and ts
i, j = l if p j is the l-th element in si’s preference list.

We set a preference value on the edge (si, p j) as a convex combination of tp
i, j and ts

i, j, which

can be expressed as ti, j = pts
i, j + (1− p)tp

i, j, where 0 ≤ p ≤ 1. We let each SU pair keep ∆max
c

(a fixed constant) edges that have the highest preference values. So in the resulting graph,

each SU pair is incident with precisely ∆max
c edges. We call this process SP-preferred DEC

(SP-DEC) algorithm, as it can be based on the preference lists of both SUs and PUs. The

weight factors can be adjusted according to the priorities in the preference lists of SU pairs

and PUs. We consider two extreme cases: p = 1 and 0.

When p = 1, then SP-DEC keeps ∆max
c edges at each SU pair that is at the top of its

preference list; this approach is called SU-preferred DEC (S-DEC) as it only takes SU’s

preference lists into consideration.

When p = 0, then SP-DEC keeps ∆max
c edges at each SU pair with the highest preference

values (we can randomly choose the edges that have same preference value), and those
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edges occur at the top of PUs’ preference lists; this approach is called PU-preferred DEC

(P-DEC) as it takes PUs’ preference lists into consideration.

7.4.2 GS-based Edge-Cutting (GSEC)

The DEC procedures described above reduce the maximum number of edges connected

to the SU pairs, and are easy to implement. However, they do not take the original GS

matching process into account. Hence, the resource allocation results obtained from the

GS algorithm after the DEC procedures may be quite different from the result obtained by

applying the GS algorithm on the original graph. Moreover, it is possible that certain SU

pairs with similar preference lists will compete with each other, so there is a chance that

some of them are not allocated any resource.

For instance, consider a system with two PUs, p1 and p2, and two SU pairs, s1 and s2,

where both p1 and p2 prefer s1 to s2, and both s1 and s2 prefer p1 to p2. Applying the GS

algorithm in Table 7.1, s1 is assigned to p1, and s2 is assigned to p2. However, the result

can be different if we apply the GS algorithm after a DEC procedure. Set ∆max
c = 1, so that

the maximum number of edges connected to each SU pair is one. Applying S-DEC, we

obtain a graph in which both s1 and s2 are connected to p1, but not to p2. Then applying the

GS algorithm to the new graph, s1 is allocated to the channel of p1, but s2 cannot transmit.

In order to use DEC to obtain a resource allocation result closer to the result obtained

by applying the GS algorithm, we propose an edge-cutting algorithm based on the GS

algorithm (GSEC algorithm). In general, the edges involved in the first few rounds of the

GS algorithm will be kept. However, minor changes are made to satisfy the requirement on

the maximum number of edges connected to each node representing an SU pair. In order

to make sure the maximum number of edges connected to each SU pair is ∆max
c , each SU

pair can reject at most ∆max
c − 1 edges during the GS process. We now describe the GSEC

algorithm. See Table 7.2.

First, a vector d ∈ NM is used in which the ith coordinate, di, records the number of

edges rejected by the ith SU pair, si. Initially di = 0 for all i, and all SU pairs are involved.
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During each round of the GS algorithm in Table 7.1, each PU asks its most preferred SU

pair. At the end of a round, increase di by the number of edges/PUs rejected by si during this

round, and update Pi, the set of the indices of the PUs who have asked si during this round.

There are three cases after executing a particular round of the GS algorithm: di < ∆max
c − 1,

di = ∆max
c − 1, and di > ∆max

c − 1.

If di < ∆max
c − 1, then the number of PUs rejected by si has not reached the limit; in

this case, keep all edges between si and the PUs with indices in Pi, and si remains in the

process for the next round.

If di = ∆max
c − 1 then the number of PUs rejected by si reaches the limit; keep all edges

between si and the PUs with indices in Pi, but si is removed from the process.

Now assume di > ∆max
c −1. Then the number of PUs rejected by si exceeds the limit. So

si will be removed from the process. To meet the requirement that di ≤ ∆s − 1, we remove

di − (∆max
c −1) PUs with indices in Pi. There are different ways to remove PUs with indices

in Pi. A natural way is to remove those di − (∆max
c − 1) PUs with the lowest ranks in the

preference list of si. Thus, the process keeps the PUs on the top of si’s preference list, and

it is independent of other PUs and SU pairs.

The GSEC process stops when all SU pairs are removed from the process or when

the GS algorithm stops. It is possible that the GS algorithm stops before all SU pairs are

removed. In this case, all PUs and SU pairs are matched. If this case occurs, ∆max
c − 1 − di

edges can be added for each si that is still in the process.

Therefore, when the GSEC process stops, each SU pair will have ∆max
c edges. The

detailed algorithm is given in Table 7.2. Note that, during the process of the GSEC, a

matching will be generated as well. This matching will be the same as the one if we

execute the GS algorithm on the bipartite graph from the GSEC. Thus, we can use the

matching generated from the GSEC directly for resource allocation without running the

GS algorithm again.

To illustrate the difference between GSEC and DEC, we apply GSEC algorithm to the
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Table 7.2. Gale Shapley based Edge-Cutting Algorithm
1: Initialize all SUs and PUs to be free. Define a vector d ∈ NM as an indicator with the

i-th coordinate di recording the number of PUs rejected by si, the i-th SU pair. Set
di = 0 for i = 1, ...,M. Define a vector m ∈ NM with the i-th element m(si) recording
the indices of the PUs connected to si. Initialize m(si) = 0 for i = 1, ...,M. Let A
denote the indices of SU pairs which are available and initializeA = {1, ...,M}. Define
E ∈ NM×N to record the edges that remain after edge-cutting. Set ei, j = 1 if the edge
between si and the j-th PU is kept. Initialize E to be a zero matrix.

2: Each PU asks its most preferred SU with indices inA that has not rejected it.
3: for i ∈ A do
4: Let Pi denote the set of the indices of those PUs which have proposed to si during

this round.
5: if si is not proposed, Pi = ∅ then
6: Do nothing.
7: else if si is only proposed by one PU, say the j-th PU and m(si) = 0 then
8: Accept the j-the PU and set ei, j = 1.
9: else

10: if m(si) , 0 then
11: Pi = Pi ∪ m(si)
12: end if
13: Accept the PU in Pi that is highest on si’s preference list.

m(si) = arg max
j∈Pi

wi, j(P∗i, j).

Increase di by the number of PUs rejected by si during this round, that is di =

di + |Pi| − 1, where |Pi| denotes the number of elements in Pi.
14: if di ≥ ∆max

c − 1 then
15: A = A− {i}
16: if di = ∆max

c − 1 then
17: ei, j = 1, for j ∈ Pi.
18: else
19: Delete di − (∆max

c − 1) elements from Pi that are lowest on si’s preference list.
Then, set ei, j = 1, for j ∈ Pi.

20: end if
21: end if
22: end if
23: end for
24: if A = ∅ then
25: Stop.
26: else if All PUs are matched or they have already proposed to all SUs inA then
27: For i ∈ A, add ∆max

c − 1 − di edges between si and those PUs at the top of si’s
preference list and then stop.

28: else
29: Go to step 3.
30: end if
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example at the beginning of this subsection. Both PUs, p1 and p2, ask the first SU pair,

s1, during the first round. Since the s1 can only keep ∆max
c = 1 edge and it prefers p1

over p2, it keeps only the edge (s1, p1), and s1 leaves the process. In the second round,

the second PU, p2, asks the second SU, s2, and keeps the edge (s2, p2). The GS algorithm

stops. (Since both s1 and s2 have ∆max
c = 1 edges, no extra edges need to be added.) Based

on the graph after GSEC, s1 will be allocated to the channel of p1 while s2 will be on the

channel of p2. This resource allocation result is the same as the original GS algorithm

while the maximum number of edges connected to each SU pair is one after the GSEC.

Therefore, resource allocation based on the GSEC process might give a result that is closer

to the original GS algorithm while reducing the maximum number of edges connected to

individual SU pairs.

Remark 1 Essentially, both DEC and GSEC shorten the preference lists of SU pairs and

PUs. Any change on the deleted edges has no impact on the resource allocation result-

s. This also explains why the edge-cutting algorithms improve robustness of the resource

allocation.

Remark 2 After edge-cutting, some of SU pairs may not be able to find suitable channels.

Consider the example at the beginning of Section 7.4.2, only the first SU pair can transmit

after DEC while both of them can transmit without edge-cutting. In the next section, a

multi-stage edge-cutting algorithm will be proposed to mitigate this problem.

Remark 3 In addition to improving the robustness of resource allocation, edge-cutting

also reduces the computational complexity.

7.5 Multi-Stage Edge-Cutting

In the previous section, we proposed two different types of edge-cutting algorithms (DEC

and GSEC) to reduce the maximum number of channels available at individual SU pairs

after edge-cutting, ∆max
c , to improve the robustness of resource allocation with respect to
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the CSI variation. We expect that resource allocation results are more robust when ∆max
c is

made smaller. However, if ∆max
c is too small (so the number of channels available at each

SU pair is small), some SU pairs may not be able to find suitable channels to transmit. To

mitigate this problem, we propose a multi-stage (MS) edge-cutting algorithm.

The basic idea of the MS algorithm is to operate the GS algorithm after DEC or GSEC

algorithms several times and to adjust the edge-cutting result during the procedure to in-

crease the number of SU pairs that are allocated channels to transmit. The procedure is

called MS algorithm, briefly described as follows. First, the DEC or the GSEC algorithm

is operated on the original graph and then the GS algorithm. (This is the same as the proce-

dure in Section 7.4.) We then output the corresponding edge-cutting result only for the SU

pairs who have been assigned channels. Remove the matched SU pairs, the corresponding

matched PU nodes, and the edges among them from the procedure. Denote the sets of re-

maining SU pairs and PUs as Sr and Pr, respectively. Note that no SU pair in Sr was asked

by any PUs in the previous stage since if one SU pair was asked, it was assigned a channel

and would not be in Sr. Thus, the nodes in Sr has no impact on the previous stage. Then,

we can ignore all previous procedures related to nodes in Sr and conduct the edge-cutting

and the resource allocation again based on the subgraph of the original graph constituting

of all nodes in Sr
⋃
Pr, and corresponding edges. Through this way, the maximum number

of edges connected to each SU pair involving in the MS algorithm is still ∆max
c . Repeat the

procedure until all nodes are removed. The detailed procedure is given in Table 7.3.

Moreover, like the GSEC algorithm, the MS algorithm will generate a matching during

the process. This matching will be the same as the one if we execute the GS algorithm on

the output bipartite graph from the MS algorithm and thus, can be used directly for resource

allocation.

In general, by using the MS algorithm, the number of SU pairs which can transmit

increases while the maximum number of edges connected to each SU pair kept in the graph

is still ∆max
c .
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Table 7.3. Multi-stage Edge-Cutting Algorithm
1: Initialize the input graph (V i

1,V
i
2, E

i) as V i
1 ← V1, V i

2 ← V2 and Ei ← E, where V1,
V2, and E denote all SU pairs, PUs, and all edges among them, respectively, from the
original graph. Initialize the output graph (Vo

1 ,V
o
2 , E

o) to be empty.
2: The DEC or GSEC algorithm is conducted on (V i

1,V
i
2, E

i) to reduce the number of
edges connected to individual SU pairs. The resulting graph is denoted as (Ve

1 ,V
e
2 , E

e),
where Ve

1 , Ve
2 , and Ee denote the SU pairs, PUs and the remaining edges among SU

pairs and PUs after edge-cutting on (V i
1,V

i
2, E

i), respectively.
3: The GS algorithm is operated on (Ve

1 ,V
e
2 , E

e).
4: if Each SU pair is allocated a channel for transmission, then
5: Stop the algorithm and set the output graph (Vo

1 ,V
o
2 , E

o) as Vo
1 ← Vo

1 ∪ Ve
1 , Vo

2 ←

Vo
2 ∪ Ve

2 , and Eo ← Eo ∪ Ee

6: else
7: Let Sr denote the set of indices of those SU pairs which are not yet assigned a

channel, and Pr denote the set of indices of those PUs which have no matched SU
pair. Update Vo

1 ← Vo
1 ∪ (Ve

1 − Sr), Vo
2 ← Vo

2 ∪ (Ve
2 − Pr), and add edges among

Ve
1 − Sr and Ve

2 − Pr in Ee to Eo.
8: Update V i

1 ← Sr, V i
2 ← Pr, and Ei as the edges among Sr and Pr based on the

original graph (V1,V2, E). The preference list of each member of V i
1∪V i

2 will simply
be the restriction of the original preference list to V i

1 ∪ V i
2.

9: if All nodes have empty preference list, then
10: Stop the algorithm.
11: else
12: Go to item 2.
13: end if
14: end if
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7.6 Numerical Results

In this section, numerical results are presented to show the performance of the proposed

algorithms in the application scenario where the number of users is large and the number

of channels with CSI variation is small. Here, we consider the case with 200 SU pairs and

200 PUs, i.e., M = N = 200 and assume all CSI is known. Results are averaged after

20,000 trials. For each trial, algorithms are executed once based on the original CSI and

then, conducted second time by changing CSI of 5 SU pairs. The utility gap shown in Figs.

7.3(b), 7.4(b), and 7.5(b) is defined as (wS − w)/wS, where wS is the sum utility based on

the GS algorithm and w is the utility based on the proposed algorithm. The SU allocation

variation is defined as the number of SU pairs with different allocation results after CSI

change. The SU allocation variation saving in Figs. 7.3(a), 7.4(a), and 7.5(a) is the relative

value compared to the GS algorithm. We also show the allocation difference between each

proposed algorithm and the GS algorithm, which is defined as the number of SU pairs

with different allocation results between a proposed algorithm and the GS algorithm. For a

resource allocation scheme, smaller resource allocation variation means higher robustness

to the CSI variation. For all results, we set the signal-to-noise ratios (SNRs) between any

SU pair and any interference channel from SU transmitter to the PU receiver as 0dB and

−10dB, respectively. Interference threshold is −10dB and the maximum transmit power is

10dB.

7.6.1 Single-Stage Truncation or Edge-Cutting

Figs. 7.3(a) and 7.3(b) show the impact of the maximum number of available bands for

each SU pair, ∆max
c , on allocation variation saving and utility, where ε = 0.1. Fig. 7.3(a)

shows that the reduction in ∆max
c increases the robustness of resource allocation for all

edge-cutting algorithms. Even though smaller ∆max
c leads to a larger utility gap from the

GS algorithm as shown in Fig. 7.3(b), the saving on SU allocation variation is significant

compared to that of the utility gap.
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Next, let us compare the performance of the truncated GS algorithm and the edge-

cutting algorithms. Fig. 7.3(a) shows that when ∆max
c is small, the edge-cutting algorithms

may provide higher resource allocation robustness than the truncated GS algorithm. When

∆max
c is large, the truncated GS algorithm can provide more robust results. For the utility

gap in Fig. 7.3(b), except for the GSEC before CSI change, it is larger for edge-cutting

algorithms than for the truncated GS algorithm when ∆max
c is small, and the other way

around when ∆max
c is large. Executing the GSEC algorithm before CSI change can provide

a negligible performance gap from the GS algorithm. This is due to the fact the edges kept

by the GSEC algorithm are based on the GS algorithm, and almost all edges involved in

the GS algorithm are kept. The advantage cannot be maintained after CSI changes. But,

the GSEC algorithm still provides smaller utility gap than DEC algorithms. Different DEC

algorithms have similar performance.

As we discussed in Section 7.4.2, it is expected that resource allocation results from

GSEC are closer to those from the GS algorithm than those from DEC, which is illustrated

in Fig. 7.3(c). GSEC provides the same resource allocation result as the GS algorithm

even when the maximum available channels allowed at each SU pair is only 10% of all

channels, i.e., ∆max
c = 20. However, the DEC algorithms always provide resource allocation

results that are different from those from the GS algorithm. This advantage of GSEC is

only significant for the case before CSI change. After CSI change, the performance gap

becomes smaller since GSEC is operated based on the CSI before change. Comparing

the results in Fig. 7.3(a), GSEC loses certain level of robustness in order to get resource

allocation results closer to those from the GS algorithm. This is the case because the more

the algorithm depends on the original graph, the more sensitive it is to change on the graph

(i.e., the CSI variations).

7.6.2 Single-Stage Truncation and Edge-Cutting

Besides operating truncation or edge-cutting separately, these operations can be combined.

For example, we can fist apply edge-cutting algorithms on the original graph. We then run
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Figure 7.3. Performance for algorithms with truncated or edge-cutting.
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the GS algorithm on the new graph, and stop when we obtain a resource allocation that

is ε-stable or is an (1 + ε)-approximation compared with the results on the original graph.

Figs. 7.4(a) and 7.4(b) show the SU allocation variation saving and utility performance,

respectively. The results based on truncation only are also provided for comparison reason.

Moreover, all three DEC algorithms have similar performance, and only results based on

S-DEC are provided here. As ∆max
c increases, the performance curves of algorithms with

edge-cutting and truncation converge to that of the truncated only algorithm, instead of to

that of the original GS algorithm. Compared with the results in Figs. 7.3(a) and 7.3(b),

utilizing both edge-cutting and truncation can result in higher SU allocation variation sav-

ing accompanied a larger utility gap. The resource allocation difference is shown in Fig.

7.4(c). For all edge-cutting algorithms with truncation, the number of different resource

allocations is larger compared to that from the edge-cutting only case and the performance

curve converges to the truncation only case as ∆max
c increases.

7.6.3 Multi-Stage Truncation and Edge-Cutting

In this part, the performance of the MS algorithm is presented. Figs. 7.5(a) and 7.5(b)

show the utility gap and SU allocation variation saving, respectively. With the help of the

MS algorithm, the utility gap between the MS algorithm and the original GS algorithm

is significantly reduced compared with the single-stage algorithm. The gap based on the

CSI before the change is negligible while there is a small gap, less than 0.5%, after the

CSI change. However, the SU allocation variation saving is smaller compared with the

corresponding single-stage algorithms. Comparing results based on different edge-cutting

algorithms, the utility gap for MS GSEC is slightly larger than the MS DEC algorithms

while it can have higher SU allocation variation saving. This is different from the single-

stage case. For MS GSEC, it can allocate more SU pairs in the first stage and the impact of

the latter stages is smaller compared to the other DEC algorithms. Thus, it can keep higher

SU allocation variation saving than the single-stage algorithm while the utility gap is larger

as well.
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Figure 7.4. Performance for algorithms with truncation and edge-cutting.
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Moreover, Fig. 7.5(c) shows the allocation difference between the MS algorithm and

the original GS algorithm. Comparing with the results in Fig. 7.4(c), the number of allo-

cation difference based on the MS algorithms is smaller than the one from the single-stage

algorithm.

7.7 Conclusions

In this chapter, we have studied robust resource allocation for CR networks. First, we

develop a resource allocation scheme based on stable matching, which takes both SU pairs’

and PUs’ preferences into account. We then discuss the properties of almost stable resource

allocation, which is robust to the CSI variation compared with stable resource allocation.

Based on the properties of almost stable resource allocation, we propose the DEC and

GSEC algorithms to further improve the robustness of the resource allocation scheme. The

MS algorithms are then discussed to compensate for possible losses from the DEC and

GSEC algorithms. Numerical results show that our proposed schemes are robust to the CSI

variations.
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Figure 7.5. Performance for different multi-stage algorithms.
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CHAPTER 8

CONCLUSIONS

In this dissertation, we focus on improving spectral efficiency of wireless communications

networks by studying efficient spectrum sensing and spectrum access strategies. The main

contributions are summarized as follows.

We have first studied spectrum sensing techniques. We have investigated the optimal

design of SD for CR networks. We have formulated a throughput optimization problem

of the SU system given the target detection probability and the interference constraint to

the PU system. A unique optimal false-alarm probability has been found for the studied

problem. Then, we have investigated the optimal spectrum sensing length design for a

general PU on-off model. We have formulated a throughput optimization problem of the

CR network given the target interference constraint to the PU system, the detection and the

false-alarm probabilities. Exhaustive search has been used to find out the optimal sensing

block length after simplifying the problem as a one-parameter problem.

We then studied the transmission design for the spectrum overlay systems. We have

focused on a MIMO-OFDM primary system. We have discussed a scenario allowing the

primary link to release some of its own freedom to the secondary link without violating

its own QoS requirement to improve the performance of the secondary link. A throughput

maximization problem is formulated to find out the optimal subspace that can be released

by the primary link to the secondary link. We then have extended our study to a multi-

cell multiple-antenna secondary uplink system. The number of interference-free symbols

that can be transmitted by each SU has been derived, which increases with the antennas

equipped at the SU and the SBS and the length of CP. Two chordal-distance based precod-

ing matrix design algorithms have been proposed. The proposed scheme can transmit more

symbols for each SU simultaneously than TDMA.

125



We have also studied the design for the spectrum underlay systems. We have inves-

tigated an underlay CR network with direct and relay-aided transmissions. We have first

investigated power allocation to maximize the overall rate performance of the CR network

while keeping the interference to the PU under a tolerable level. By taking the fairness

between two CR users into consideration, we then have addressed power allocation with

an additional sum power constraint. We also have developed a resource allocation scheme

based on stable matching, which takes both SU pairs’ and PUs’ preferences into account.

We have discussed the properties of almost stable resource allocation, which is robust to the

CSI variation compared with stable resource allocation. Based on the properties of almost

stable resource allocation, we have proposed the DEC and GSEC algorithms to further im-

prove the robustness of the resource allocation scheme. The MS algorithms have then been

discussed to compensate for possible losses from the DEC and GSEC algorithms.
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APPENDIX A

PROOF FOR CHAPTER 2

A.1 Proof of Property 2.1

Take the derivative of n̄I with P f , we have

dn̄I

dP f
= −(1 − Pd)

dEH1[N]
dP f

= −
1 − Pd

EH1(LLRi)
(
1 − Pd

1 − P f
−

Pd

P f
). (A.1)

From (2.7), we have

EH1(LLRi) = − log(1 + γ) + γ > 0 (A.2)

In CR networks, we normally have Pd > 0.5 and P f < 0.5. Thus,

1 − Pd

1 − P f
−

Pd

P f
< 0. (A.3)

Then,
dn̄I

dP f
> 0. (A.4)

Therefore, the average number of samples that are interfered by the SU, n̄I , is a monotoni-

cally increasing function of the false-alarm probability, P f .

A.2 Proof of Property 2.2

To show the concavity of the function, we derive the second derivative of n̄T with P f .

We have

d2n̄T

dP2
f

=
P(H0)

EH0(LLRi)

(
2 log

Pd

1 − Pd
+ 2 log

1 − P f

P f
+

1
P f

)
. (A.5)

From (2.7), we have

EH0(LLRi) = − log(1 + γ) +
γ

1 + γ
< 0. (A.6)
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Moreover, when P f < 0.5 and Pd > 0.5, we have

2 log
Pd

1 − Pd
> 0, 2 log

1 − P f

P f
> 0,

1
P f

> 0. (A.7)

Thus, we have

d2n̄T

dP2
f

< 0. (A.8)

Therefore, the number of data samples transmitted effectively, n̄T , is a concave function of

the false-alarm probability, P f . And we can find out a unique optimal solution to (2.13).
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APPENDIX B

PROOF FOR CHAPTER 3

B.1 Distribution analysis

Here, we analyze the distributions of the statistics for all four cases. We use the notation B

to denote the statistic, i.e., B =
∑M

i=1 |ri|
2. There are only two hypotheses for ri where both si

and ni follow Gaussian distributions. Thus, B follows a generalized chi-square distribution.

B can be expressed as the linear combination of two chi-square random variables, i.e.,

B =
∑2

m=1 σ
2
mBm, where σ2

1 = σ2
n, B1 ∼ χ

2 (2k) and σ2
2 = σ2

s + σ2
n, B2 ∼ χ

2 (2 (M − k)), in

which k equals to the number of samples that ri = ni. To simplify the expression, we use

central limit theorem to approximate B. Then, B is approximated as

B ∼ N
(
µ, σ2

)
, (B.1)

where µ = [2M(γ + 1) − 2kγ]σ2
n and σ2 =[4k+4(M−k)(γ + 1)2]σ4

n.
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APPENDIX C

PROOF FOR CHAPTER 6

C.1 Optimal relay power for case A

According to P∗3, we investigate the problem in two cases. When P2 ≤
I−PBS |hBP |

2

|hRP |2
, we have

PBS ≤
I−P2 |hRP |

2

|hBP |2
. Thus,

P∗3 = PBS . (C.1)

Differentiate the objective function, (6.14a), with respective to P2, we have

f (P2) =
∂Ra

(
P∗1, P2, P∗3

)
∂P2

=
∂R1

(
P∗1, P2, P∗3

)
∂P2

+
∂R2

(
P∗1, P2, P∗3

)
∂P2

=
ed2

(
(P2 + c

d )2 + eac−ad
ed2

)
2(1 + eP2)((c + dP2)2 + a(c + dP2))

, (C.2)

where a = PBS |hB2|
2, c = σ2, d = σ2 |hR2 |

2

P∗1 |hB2 |2+σ2 , and e = |hBR |
2

σ2 . It is obvious that the denominator

is positive, i.e., 2(1 + eP2)((c + dP2)2 + a(c + dP2)) > 0. For the numerator, we have

(P2 + c
d )2 + eac−ad

ed2 > ec2+eac−ad
ed2 . Thus, f (P2) > 0 when ad − eac < ec2. For this case, the

overall rate monotonically increasing with P2. Thus, the optimal P2 for this case is

P∗2,2 = min
{

P∗1|hBR|
2

|hR1|
2 ,

I − PBS |hBP|
2

|hRP|
2 , PR

}
. (C.3)

When ad − eac > ec2, we have

f (P2)


< 0, P2 <

√
ad−eac

ed2 −
c
d ,

> 0, P2 >
√

ad−eac
ed2 −

c
d .

(C.4)

Correspondingly, the overall rate decreases when

P2 ∈

0, √ad − eac
ed2 −

c
d

 (C.5)

and increases when

P2 ∈

√ad − eac
ed2 −

c
d
,min{

P∗1|hBR|
2

|hR1|
2 ,

I − PBS |hBP|
2

|hRP|
2 , PR}

 . (C.6)
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f (P2) =
∂Ra

(
P∗1, P2, P∗3

)
∂P2

=
∂R1

(
P∗1, P2, P∗3

)
∂P2

+
∂R2

(
P∗1, P2, P∗3

)
∂P2

=
tk(k − i)(P2 +

j
k )2 + (t j2 + th j − i j − kh) − t j2(k−i)2

k

2(1 + tP2)
[
k(k − i)

(
P2 +

2 jk−i j+hk
2k(k−i)

)2
+ j2 + h j − (2 jk−i j+hk)2

4k(k−i)

] , (C.9)

Thus,

P∗2,2 = arg max
P2∈P

Ra
(
P∗1, P2, P∗3

)
, (C.7)

where P =

{
0,min{P

∗
1 |hBR |

2

|hR1 |2
, I−PBS |hBP |

2

|hRP |2
, PR}

}
.

C.2 Optimal relay power for case B

When P2 ≥
I−PBS |hBP |

2

|hRP |2
, we have PBS ≥

I−P2 |hRP |
2

|hBP |2
. Thus,

P∗3 =
I − P∗2|hRP|

2

|hBP|
2 . (C.8)

For this case, we take the first derivative of the objective function, and get (C.9), where

h = I
|hBP |2

, i = |hRP |
2

|hBP |2
, j = σ2, k = σ2 |hR2 |

2

P∗1 |hB2 |2+σ2 , and t = |hBR |
2

σ2 .

Let PL = I−PBS |hBP |
2

|hRP |2
and PU = min

{
P∗1 |hBR |

2

|hR1 |2
, PR,

I
|hRP |2

}
. From (C.9), we define the numer-

ator and denominator functions N(P2) and D(P2) as

N(P2) = tk(k − i)(P2 +
j
k

)2 + (t j2 + th j − i j − kh) −
t j2(k − i)2

k
, (C.10)

and

D(P2) = k(k − i)
(
P2 +

2 jk − i j + hk
2k(k − i)

)2

+ j2 + h j −
(2 jk − i j + hk)2

4k(k − i)
, (C.11)

respectively, where h = I
|hBP |2

, i = |hRP |
2

|hBP |2
, j = σ2, k = σ2 |hR2 |

2

P∗1 |hB2 |2+σ2 , and t = |hBR |
2

σ2 . To simplify the

notations, we set b′ =
2 jk−i j+hk

2k(k−i) , c′ = (t j2 +th j−i j−kh)− t j2(k−i)2

k , and d′ = j2 +h j− (2 jk−i j+hk)2

4k(k−i) .

We investigate the property of the functions for different cases.

Case 1: k > i

We investigate the numerator first. If tk(k − i)(PL +
j
k )2 + c′ > 0, we have N(P2) > 0 for all

P2 ∈ [PL, PU]. If tk(k − i)(PL +
j
k )2 + c′ < 0, N(P2) < 0 when P2 ∈

[
PL,

√
−c′

tk(k−i) −
j
k

]
and

N(P2) > 0 when P2 ∈

[√
−c′

tk(k−i) −
j
k , PU

]
.
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For the denominator, we consider the cases when PL ≥ −b′ or PL < −b′, respectively.

When PL ≥ −b′, D(P2) > 0 if k(k − i)(PL + b′)2 + d′ > 0. If k(k − i)(PL + b′)2 + d′ < 0,

D(P2) < 0 when P2 ∈

[
PL,

√
−d′

k(k−i) − b′
]

and D(P2) > 0 when P2 ∈

[√
−d′

k(k−i) − b′, PU

]
.

When PL < −b′, we have D(P2) > 0 for P2 ∈ [PL, PU]if d′ > 0. If d′ < 0, D(P2) <

0 for P2 ∈

[
−

√
−d′

k(k−i) − b′,
√
−d′

k(k−i) − b′
]

and D(P2) > 0 for P2 ∈

[
PL,−

√
−d′

k(k−i) − b′
]
∪[√

−d′
k(k−i) − b′, PU

]
.

Case 2: k < i

For the numerator, N(P2) < 0 for P2 ∈ [PL, PU] when tk(k − i)(PL +
j
k )2 + c′ < 0. When

tk(k − i)(PL +
j
k )2 + c′ > 0, N(P2) > 0 when P2 ∈

[
PL,

√
−c′

tk(k−i) −
j
k

]
and N(P2) < 0 when

P2 ∈

[√
−c′

tk(k−i) −
j
k , PU

]
.

For the denominator, we still consider two cases, i.e., PL > −b′ and PL < −b′. When

PL > −b′, D(P2) < 0 for P2 ∈ [PL, PU] if k(k−i)(PL +b′)2 +d′ < 0. If k(k−i)(PL +b′)2 +d′ >

0, D(P2) > 0 when P2 ∈

[
PL,

√
−d′

k(k−i) − b′
]

and D(P2) < 0 when P2 ∈

[√
−d′

k(k−i) − b′, PU

]
.

When PL < −b′ D(P2) < 0 for P2 ∈ [PL, PU] when d′ < 0. If d′ > 0, D(P2) > 0

for P2 ∈

[
−

√
−d′

k(k−i) − b′,
√
−d′

k(k−i) − b′
]

and D(P2) < 0 for P2 ∈

[
PL,−

√
−d′

k(k−i) − b′
]
∪[√

−d′
k(k−i) − b′, PU

]
.

Thus, we can find out the positive and negative regions of f (P2). If f (P2) > 0, the

objective function is a monotonically increasing function in that specific region. If f (P2) <

0, the corresponding objective function is a monotonically decreasing function. Then, the

optimal P2, denoted as P∗2,3, can be found following Algorithm C.1 and C.2 for k > i and

k < i, respectively.

C.3 Optimal relay power for case A: with total power constraint

We discuss the case when P2 > Pt − z. According to the value of P∗3, we further divide the

region into two parts.
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f (P2) =
a3P3

2 + a2P2
2 + a1P2 + a0

(1 + eP2)( j(t − P2) + k)( j(t − P2) + k + (i − P2)(t − P2))
, (C.15)

When P2 ≤
I−PBS |hBP |

2

|hRP |2
, we have

P∗3 = PBS . (C.12)

Calculate the first derivative of the objective function with respective to P2, we have

f (P2) =
∂R1

(
P∗1, P2, P∗3

)
∂P2

+
∂R2

(
P∗1, P2, P∗3

)
∂P2

=
ea2P2

2 − (2a2be + 2ac + d − dce)P2 + e(ab + c)2 − dc

2(1 + eP2)
[
a2P2

2 − (2a2b + 2ac + d)P2 + (ab + c)2
] (C.13)

where a = σ2 −
σ2 |hR2 |

2

|hB2 |2
, b = Pt + σ2

|hB2 |2
, c =

σ2 |hR2 |
2(Pt |hB2 |

2+σ2)
|hB2 |4

and e = |hR1 |
2

σ2 .

From (C.13), the numerator and denominator functions have the same structure as the

corresponding functions in (C.9), respectively. Thus, we can find out the positive and

negative regions of f (P2) and then the optimal P2 for this case will be obtained, denoted as

P∗2,3.

When P2 ≥
I−PBS |hBP |

2

|hRP |2
, we have

P∗3 =
I − P∗2|hRP|

2

|hBP|
2 . (C.14)

Then, differentiate the objective function with respective to P2, we can get (C.15), where

i = I
|hRP |2

, j =
σ2(|hB2 |

2−|hR2 |
2)|hBP |

2

|hRP |2 |hB2 |2
, k =

σ2 |hR2 |
2 |hBP |

2(Pt |hB2 |
2+σ2)

|hRP |2 |hB2 |4
, t = Pt+

σ2

|hB2 |2
and e = |hR1 |

2

σ2 . And a3 =

−2e j, a2 = − j+3( jt+k)e+e j( j+i+t), a1 = ( jt+k)(2−e( j+i+t))−e( jt2+kt+ki+ j2t+ jk+ jit),

and a0 = − jt2 − kt − ki + e( jt + k)( jt + k + it).

We can see that both the numerator and denominator functions are still polynomial

functions. Based on the properties of the polynomial functions, same as other cases, we

can find out the positive and negative regions of f (P2). Then, the optimal P2 for this case

can be obtained, denoted as P∗2,4. Due the space limit, we omit the detail here. The results

will be shown numerically.
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Table C.1. For the case when k > i
if k > i then

if tk(k − i)(PL +
j
k )2 + c′ > 0 then

if PL ≥ −b′ then
if k(k − i)(PL + b′)2 + d′ > 0 then

P∗2,3 = PU

else
P∗2,3 = arg max

P2∈{PL,PU }
Ra(P∗1, P2, P∗3)

end if
else

if d′ > 0 then
P∗2,3 = PU

else
P∗2,3 = arg max

P2∈{−

√
−d′

k(k−i)−b′,PU }

Ra(P∗1, P2, P∗3)

end if
end if

else
if PL ≥ −b′ then

if k(k − i)(PL + b′)2 + d′ > 0 then
P∗2,3 = arg max

P2∈{PL,PU }
Ra(P∗1, P2, P∗3)

else
P∗2,3 = arg max

P2∈P
Ra(P∗1, P2, P∗3), where P=

{
min{

√
−d′

k(k−i)−b′,
√

−c′
tk(k−i)−

j
k }, PU

}
end if

else
if d′ > 0 then

P∗2,3 = arg max
P2∈{PL,PU }

Ra(P∗1, P2, P∗3)

else
P∗2,3 = arg max

P2∈P
Ra(P∗1, P2, P∗3), where P =

{
PL,min

{
cm,

√
−d′

k(k−i) − b′
}
, PU

}
,

where cm = max
{√

−c′
tk(k−i) −

j
k ,−

√
−d′

k(k−i) − b′
}
.

end if
end if

end if
end if
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Table C.2. For the case when k < i
if k < i then

if tk(k − i)(PL +
j
k )2 + c′ > 0 then

if PL ≥ −b′ then
if k(k − i)(PL + b′)2 + d′ > 0 then

P∗2,3 = arg max
P2∈P

Ra(P∗1, P2, P∗3), where P=

{
min{

√
−d′

k(k−i)−b′,
√

−c′
tk(k−i)−

j
k }, PU

}
else

P∗2,3 = arg max
P2∈{PL,PU }

Ra(P∗1, P2, P∗3)

end if
else

if d′ > 0 then
P∗2,3 = arg max

P2∈P
Ra(P∗1, P2, P∗3), where P =

{
PL,min

{
cm,

√
−d′

k(k−i) − b′
}
, PU

}
,

where cm = max
{√

−c′
tk(k−i) −

j
k ,−

√
−d′

k(k−i) − b′
}
.

else
P∗2,3 = arg max

P2∈{PL,PU }
Ra(P∗1, P2, P∗3)

end if
end if

else
if PL ≥ −b′ then

if k(k − i)(PL + b′)2 + d′ > 0 then
P∗2,3 = arg max

P2∈{PL,PU }
Ra(P∗1, P2, P∗3)

else
P∗2,3 = PU

end if
else

if d′ > 0 then
P∗2,3 = arg max

P2∈{−

√
−d′

k(k−i)−b′,PU }

Ra(P∗1, P2, P∗3)

else
P∗2,3 = PU

end if
end if

end if
end if
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APPENDIX D

PROOF FOR CHAPTER 7

D.1 Proof of Theorem 7.5

The proof of Theorem 7.5 follows an argument in [94]. Let T denote the number of rounds

we execute the GS algorithm. For 0 ≤ n ≤ T , let Mn denote the matching at the end of

n-th round. The i-th SU pair is denoted as si, and the j-th PU is denoted by p j. Define w

as a weight function on edge. So wsi,p j(P
∗
i, j) is the weight of edge between si and p j. If si

is matched at the end of the n-th round, we use mn(si) to denote the PU matched to si. Let

Cn(p j) denote the set of those SU pairs which have not rejected p j at the end of n-th round

(which is called the candidate set of p j).

During any round, each PU removes at most one SU node from its candidate set, since

each PU proposes to at most one SU pair during any round. The edge (si, p j) is called lost if

si is removed from the candidate set of p j. We use Ln to denote the set of the lost edges by

the end of the n-th round. ForMn, the matching at the end of the n-th round, we define the

weight of si as wn(si) = wsi,mn(si) (if si is matched inMn) and wn(si) = 0 (if si is unmatched

inMn), where wsi,mn(si) := wsi,mn(si)(P
∗
si,mn(si)

), see (7.4) and (7.5). Then, the total weight of

the matchingMn can be expressed as

wMn =
∑
si∈V1

wn(si), (D.1)

where V1 denotes the set of SU nodes. Moreover, the total weight of the edges in Ln,

denoted as wLn , is defined as the sum of weights of the edges in Ln.

We define the potential of p j, denoted as fn(p j), as follows. If p j is matched inMn or

Cn(p j) = ∅ then set fn(p j) = 0. Otherwise, set

fn(p j) = max
si∈Cn(p j)

wsi,p j , (D.2)

which is the maximum weight of edges connecting p j to the SU pairs in Cn(p j). The total

potential of the matching Mn at the end of n-th round is the sum of the potentials of all
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PUs, that is,

fMn =
∑
p j∈V2

fn(p j), (D.3)

where V2 denotes the set of PU nodes.

Lemma D.1 For n ≥ 2, fMn ≤ wLn − wLn−1 .

Proof: Let p j denote the j-th PU node. If fn(p j) > 0 then p j is not matched byMn and

Cn(p j) , ∅. Thus, during the n-th round, p j is rejected by some SU pair, say sk (the k-th

SU node), and the edge (sk, p j) is lost. So (sk, p j) ∈ Ln − Ln−1. Note that p j prefers sk over

other SU pairs in Cn(p j), which means, fn(p j) ≤ wsk ,p j . Hence,

fMn =
∑
p j∈V2

fn(p j) ≤
∑
p j∈V2

wsk ,p j ≤ wLn − wLn−1 , (D.4)

and the lemma is proved.

Lemma D.2 For n ≥ 2, fMn ≤ fMn−1 .

Proof: Since fMn =
∑

p j∈V2
fn(p j) and fMn−1 =

∑
p j∈V2

fn−1(p j), we compare fn(p j) and

fn−1(p j) for each p j ∈ V2.

If p j is matched in bothMn−1 andMn, then by definition, fn(p j) = fn−1(p j) = 0.

If p j is matched inMn, but not inMn−1, then by definition, fn(p j) ≤ fn−1(p j).

Now assume that p j is matched to some si ∈ V1 inMn−1 but p j is not matched inMn.

Then fn−1(p j) = 0 and fn(p j) = wsk ,p j , where sk is such that wsk ,p j = maxst∈Cn(p j) wst ,p j .

Moreover, since in the n-th round, si must reject p j and accept another PU, say p j′ with

j , j′, we have fn−1(p j′) = wsi,p j′ and fn(p j′) = 0. Thus,

fn(p j) − fn−1(p j) = wsk ,p j ≤ wsi,p j ≤ wsi,p j′ = fn−1(p j′) − fn(p j′), (D.5)

which is equivalent to

fn(p j) + fn(p j′) ≤ fn−1(p j) + fn−1(p j′). (D.6)

By summing up over all PUs, we have fMn ≤ fMn−1 .
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Lemma D.3 For n ≥ 2, wLn ≥ (n − 1) fMn .

Proof: By Lemmas D.1 and D.2, wLn =
n∑

t=2
(wLt − wLt−1) ≥

n∑
t=2

fMt ≥ (n − 1) fMn .

Lemma D.4 For all n ≥ 2, wLn ≤ (∆s − 1)wMn .

Proof: Let si denote the i-th SU pair and p j denote the j-th PU. If (si, p j) ∈ Ln (i.e., lost

by the end of the n-th round), then si is matched to a better choice, mn(si), by the end of the

n-th round. That is, wsi,p j < wsi,mn(si). Since si can lose at most ∆s−1 edges, the total weight

of all lost edges adjacent to si is at most (∆s − 1) ·wsi,mn(si). Hence, by summing over all SU

pairs, we obtain wLn ≤ (∆s − 1)wMn .

By Lemmas D.3 and D.4, we have

Lemma D.5 For any real γ > 0 and integer n ≥ 1 + (∆s − 1)/γ, fMn ≤ γwMn .

Next, we present the proof of Theorem 7.5.

Proof: Let S be the unique stable matching produced by the GS algorithm. We use si

to denote the i-th SU pair and p j to denote the j-th PU. Suppose (si, p j) ∈ S.

Note that when p j is matched to sk inMn for some k (possibly k = i), p j prefers sk over

si and wsi,p j ≤ wsk ,p j = wn(p j). Also note that when p j is not matched inMn, then p j has

not asked si, si ∈ Cn(p j), and wsi,p j ≤ fn(p j).

Hence,

wsi,p j ≤ fn(p j) + wn(p j) (D.7)

and therefore

wS =
∑

(si,p j)∈S

wsi,p j (D.8)

≤
∑
p j∈V2

( fn(p j) + wn(p j)) (D.9)

= fMn + wMn . (D.10)
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From Lemma D.5, we conclude that

wS ≤ (1 + ε)wMn (D.11)

whenever n ≥ 1 + (∆s − 1)/ε.

Thus, Theorem 7.5 follows by choosing T = b2 + ∆s/εc.
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