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2.2 Schematic of an edge dislocation in a cubic crystal. (a) Perfect crystal: the reference Burgers circuit delineated in blue starts at position $S$ and ends at the same position $F = S$. (b) Edge dislocation: when drawing the same circuit in the dislocated crystal, an extra vector $\vec{FS} = \vec{b}$ is required to close the circuit. Vector $\vec{b}$ is the Burgers vector that defines the direction and the magnitude of the displacement induced by the dislocation. The dislocation line located with a $\perp$ symbol is orthogonal to the paper (along the $\vec{z}$ direction). (c) Superposition of the atomic positions of the perfect (green) and dislocated (red) crystals highlighting the atom displacements induced by the presence of the dislocation. The extra plane of atoms characteristic of the edge dislocation is shown in blue. .......................................................... 20
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2.4 Schematic of a dislocation line $L$ found in a cubic crystal. The line continuously evolves from edge to screw characters. When the Burgers vector $\vec{b}$ is neither perpendicular nor parallel to the line direction, the dislocation line is of mixed character.
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2.6 Non-zero components of the stress field produced by an infinitely long straight edge dislocation along the $z$-axis. The Burgers vector $\vec{b}$ of magnitude $b = \|\vec{b}\| = 1$ is parallel to the positive $x$ direction and the medium is isotropic elastic with material parameters $\mu = 0.6$ and $\nu = 0.2$.

2.7 Non-zero components of the stress field produced by an infinitely long straight screw dislocation along the $z$-axis. The Burgers vector $\vec{b}$ of magnitude $b = \|\vec{b}\| = 1$ is parallel to the $z$ direction and the medium is isotropic elastic with material parameters $\mu = 0.6$ and $\nu = 0.2$. 

xiii
2.8 Schematic of the glide of an edge dislocation. The snapshots from left to right illustrate the glide of a dislocation line under an applied shear stress $\tau$. The bonds between atoms successively break and reconnect as the dislocation propagates through the crystal. The slip plane on which gliding occurs is defined by the Burgers vector $\vec{b}$ and the line direction $\vec{t}$ (orthogonal to the paper in this case) of the dislocation such that its unit normal is given by $\vec{n} = \frac{\vec{b} \times \vec{t}}{\|\vec{b} \times \vec{t}\|}$. At the end of the deformation, the dislocation has entirely sheared the crystal such that the part of the crystal above the slip plane has slipped by one lattice distance with respect to the bottom part.

2.9 Schematic of nodal dislocation line discretization. The dislocation network is discretized into nodes connected to one another by parametric segments. Physical nodes correspond to nodes that have three or more connections, while nodes with two connections are referred to as discretization nodes. Nodes that possess only one connection correspond to end nodes associated with the artificial end of the defect within the crystalline structure.

2.10 Schematic of a dislocation group and its properties. To each nodal connection is associated a Burgers vector and the normal of the glide plane(s) of dislocation segments. To maintain the Burgers continuity, each dislocation node $i$ that is not an end node must respect $\sum_j \vec{b}_{ij} = 0$, where the sum is performed on every connection $j$ and $\vec{b}_{ij}$ is the Burgers vector of oriented segment $ij$.

2.11 Schematic of 2D PBC in the $(x,y)$ directions. The primary volume delimited in red is repeated in 8 times in all directions of the plane. The corresponding primary and image dislocations are drawn with solid and dashed lines, respectively. Dislocations that pass through one face of the primary volume are reintroduced on the opposite face by periodicity.

2.12 Decomposition of the boundary value problem as suggested in [232]. By considering the volume as linear elastic so as to make use of the superposition principle, the initial problem (a) defined through equations (2.37) to (2.40) can be decomposed as the superposition of two sub-problems: (b) a problem in which the dislocations are inserted into an infinite elastic medium under no load, and (c) a correction problem in which displacements and stresses induced by the dislocations are removed from the initial applied boundary conditions.
2.13 Schematic of dislocation-dislocation reaction: (a) when the distance between two dislocation segments moving towards one another is smaller than a critical capture radius $d_{\text{crit}}$, (b) a junction node is inserted at the intersection of the slip planes of both dislocations. (c) The repetition of process (a) to (b) between the arms of the junction node leads to the formation of a junction segment. The passage from steps (b) to (c) corresponds to the zipping process.

2.14 2D schematic of the Box Method. The primary volume is partitioned into a predefined number of boxes. (a) Neighbor boxes of red box $\alpha$ are delineated by the green region $U_{\alpha}$. For any red dislocation lying in box $\alpha$, the elastic interactions induced by green dislocation segments in neighbor boxes will be accurately computed while that of long-range black dislocation segments will be approximated at the center of the box $\vec{x}_{\alpha}$. (b) In this case, box $\alpha$ lies at an edge of the primary volume such that neighbor boxes are determined using periodic boundary conditions.

3.1 Sheared area $dA_{ij}$ produced by the glide of a dislocation segment $ij$ during time $dt$. The dislocation segment is defined by its end nodes $i$ and $j$ moving from their initial positions $\vec{x}_i$ and $\vec{x}_j$ at velocities $\vec{v}_i$ and $\vec{v}_j$, respectively. Schematic of (a) an elementary sheared area $dS$ swept by the glide of a portion of a dislocation segment, and (b) the resulting elementary homogeneous plastic shear $d\gamma$ associated with an elementary spherical volume $d\phi$ of radius $h/2$ centered on the sheared area.

3.2 Numerical regularization procedure of the plastic shear produced by the glide of a dislocation segment when using the DCM as implemented in [234]. The surface integration in (3.5) is numerical calculated as follows. By successively discretizing the sheared area $dA_{ij}$ into elementary swept areas $dS(\vec{x})$, the increment of plastic shear $d\gamma_{ij}$ at integration point $\vec{p}$ is: a) null when $\vec{p}$ does not lie within the elementary sphere $d\phi(\vec{x})$ centred in $\vec{x}$, or b) equal to the shear associated with $dS$ when $\vec{p}$ lies in $d\phi(\vec{x})$.

3.3 Schematic of portions of neighbor segments that must be accounted for as supplementary local interactions. Red sub-segment $kl$ corresponds to the portion of neighbor segment $mn$ whose distance to segment $ij$ is closer than $h/2$. End points $\vec{x}_k$ and $\vec{x}_l$ can be analytically determined by computing the intersections between segment $mn$ and (1) the finite cylinder of radius $h/2$ and of axis $\vec{t}_{ij}$ bounded by normal planes at $\vec{x}_i$ and $\vec{x}_j$, and (2) the two half spheres of radius $h/2$ centered in $\vec{x}_i$ and $\vec{x}_j$.106
3.4 Set up used for evaluating the stress field of a prismatic loop using the DDD-FFT approach. Only the primary volume of the periodic simulation is shown here. (a) The prismatic dislocation loop is composed of four edge segments of length $l_0 = 1000b$ with Burgers vector $\vec{b} = [010]$ and lying on the (010) plane. The loop is initially positioned at the center of the simulation box of side length $L = 0.5 \mu m$. (b) The prismatic loop is introduced in the simulation following the Volterra-like process: two initial vertical edge segments with same Burgers vector $\vec{b} = [010]$ but opposite line directions are introduced at position $x = 0$. One of the segments is then held at its original position while the second segment is moved apart at a distance $l_0$ on the (010) plane thereby creating the closed prismatic loop. The blue arrows indicate the line direction of each segment.

3.5 \( \sigma_{23} \) shear component of the stress field of a prismatic loop along a (100) slice taken at position $x = L/2$ (see figure 3.4(a)) obtained: (a) using the analytical solution, (b) using the DDD-FFT approach with a grid of $64 \times 64 \times 64$ voxels. Numerical oscillations pertaining to the Gibbs phenomenon are occurring, and (c) using the DDD-FFT approach with a grid of $64 \times 64 \times 64$ voxels and by spreading the regularized plastic strain over $3 \times 3 \times 3$ voxels. Numerical oscillations are removed and the dislocation core spreads as a result.

3.6 Evolution of the \( \sigma_{23} \) shear component of the stress field of a prismatic loop along the green line showed in the inset. In this frame, the origin of the $y$-axis is aligned with the position of the dislocation core. (a) Comparison between the analytical solution and the DDD-FFT approach with and without numerical spreading for a grid of $64 \times 64 \times 64$ voxels. (b) Comparison between the analytical solution and the result obtained with the DDD-FFT approach including the numerical spreading for different grid sizes.

3.7 (a) Schematic of the positioning of the two prismatic dislocation loops of opposite Burgers vectors $\vec{b} = [010]$ forming a dislocation dipole. (b) Comparison of the evolution of the \( \sigma_{23} \) shear component of the stress field of a prismatic dipole along the green line showed in the inset between the analytical solution and the result obtained with the DDD-FFT approach for a resolution of $128 \times 128 \times 128$ voxels. In this frame, the origin of the $y$-axis is taken at the middle of the two dislocation loops.
3.8 $\sigma_{23}$ shear component of the stress field of a prismatic loop along a (100) slice taken at position $x = L/2$ (see figure 3.4(a)) for different anisotropic ratios: (a) $A = 0.5$ (b) $A = 1$ (isotropic case) and (c) $A = 7.5$. (d) Evolution of the $\sigma_{23}$ component normalized with $\mu b/l_0$ as a function of the distance to the dislocation core. The results have been obtained for a Fourier grid made of $64 \times 64 \times 64$ voxels. Note that the computational cost associated with cases (a), (b) and (c) is identical when using the DDD-FFT approach.

3.9 Activation stresses $\tau_{act}$ of Frank Read sources of different length obtained with the regular DDD approach used in [22] and the DDD-FFT approach for different grid sizes. In the inset, the activation stresses $\tau_{act}$ are normalized with $\mu b/l_0$ and reported on a logarithmic scale.

3.10 (a) Example of the intersection between the area swept by a dislocation segment $ij$ gliding on plane with unit normal $\vec{n}$ and the elementary sphere $d\phi(\vec{p})$ of radius $h/2$ centered in grid point $\vec{p}$. The intersection between the sphere $d\phi(\vec{p})$ and the glide plane of the dislocation results in a circle of radius $r_{eff} = \sqrt{h^2/4-d^2}$ and of center $\vec{p}_n$ where $\vec{p}_n$ is the orthogonal projection of $\vec{p}$ onto the dislocation plane such that $\vec{p} - \vec{p}_n = d\vec{n}$. (b) The intersection area $dS_{ij}^p$ (shaded region) can be analytically calculated using Green’s theorem by following the oriented contour composed of the straight segments $12, 23$ and $34$, and the arc $\hat{41}$.

3.11 Slice in the ($yz$) plane of a dislocation segment $ij$ shearing the volume in the ($xz$) plane. The red dislocation segment is aligned with grid point $\vec{p}$ while the blue segment is away from a distance $d$. (a) For $h = L = L_{mesh}$ the union of all elementary spheres centered in grid points does not map the entire volume. As a result, the plastic shear induced by the blue dislocation segment $ij$ is not entirely transferred to the mesh, leading to inaccurate results. (b) For $h = \sqrt{3}L_{mesh}$ the union of all elementary spheres maps the entire volume, such that the entire plastic strain is transferred to the mesh. However, the overlapping between the elementary spheres results in a smearing out of the plastic strain that needs to be corrected for.
3.12 Schematic of two dislocation segments shearing the volume along the (xz) plane. The red dislocation segment is aligned with grid point \( \vec{p} \) while the blue segment is positioned at a distance \( d \) from grid point \( \vec{p} \), hence at distance \( L_{\text{mesh}} - d \) from the subsequent grid point \( \vec{q} \). (a) When the elementary volumes associated to each grid point are chosen to be square boxes of side \( a = L_{\text{mesh}} \), the simulation volume is entirely mapped and no overlapping is present. However both red and blue dislocation segments would induce the same plastic shear \( d_{\gamma_{ij}} = b / L_{\text{mesh}} \) (see equation (3.94)) at grid point \( \vec{p} \), such that the spatial positioning of the dislocation core is not properly accounted for. (b) A linear interpolation of the shear strain distribution with respect to the core position can be achieved by using diamond-shaped elementary volumes. However such shape is not directly extensible in three dimensions and would produce inaccurate results for tilted dislocations in the (yz) plane.

3.13 (a) Schematic of the different tested positions for the (010) prismatic dislocation loop with respect to the Fourier grid. Two consecutive grid points \( \vec{p} \) and \( \vec{q} \) are separated by the mesh size distance \( L_{\text{mesh}} \) and the red, blue and green dislocation segments introduced as depicted in figure 3.4 are positioned at distances \( d = \{0, L_{\text{mesh}}/4, L_{\text{mesh}}/2\} \) from grid point \( \vec{p} \), respectively. (b) Effect of the correction on shear component \( \sigma_{23} \) of the stress field of a prismatic loop along the green line showed in the inset as a function of the dislocation position with respect to the Fourier grid made of 64 \( \times \) 64 \( \times \) 64 voxels.

3.14 General algorithm describing the main stages composing one time step of the homogeneous DDD-FFT approach.

3.15 Algorithm to iteratively solve for the stress distribution \( \{\sigma(\vec{x}_d)\} \) when using the basic scheme (3.74) in the heterogeneous DDD-FFT approach. Indices 0, \( i \) and \( i + 1 \) refer to the values of the field quantities at iterations 0, \( i \) and \( i + 1 \), respectively.
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3.17 Algorithm to iteratively solve for the stress distribution \( \{\sigma(\vec{x}_d)\} \) when using the conjugate-gradient (CG) method (3.79) in the heterogeneous DDD-FFT approach. Indices 0, \( i \) and \( i + 1 \) refer to the values of the field quantities at iteration 0, \( i \) and \( i + 1 \), respectively.
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4.15 Evolution of the dislocation densities for each slip mode as a function of strain for tension in the rolling direction (RD) for the different cases. 

5.1 Schematic of the notations used for the $N$ and $M$ predictive criteria in equations (5.1) and (5.2), respectively. Reproduced from [222]. 

5.2 (a) Thompson’s tetrahedron [229] centered in the (111) plane. The crystallographic relative orientations between the four \{111\} slip planes is recovered when the three external sides of the tetrahedron are folded such that points $D$ at each corner meet in a single position. Perfect $\frac{1}{2}(\bar{1}10)$ and Schokley partial $\frac{1}{6}(\bar{2}11)$ dislocations are represented on each of their slip planes. The notation [101], for instance, instead of [101], is used to indicate the direction of the Burgers vector. (b) Double Thompson’s tetrahedron to represent parent–(111) twin orientation relationship. 

5.3 Bicrystal simulation setting: a type I twin with (111) twinning plane and volume fraction $f = t/(s + t)$ is introduced within a FCC Copper crystal. Initially, a straight dislocation source (green dashed line) with Burgers vector $\vec{b}_{inc} = \frac{1}{2}[110]_1$ is introduced on the (111)$_1$ plane of the parent phase (1). Upon transmission (see Section 5.1.4) the incoming dislocation dissociates into a red transmitted dislocation with $\vec{b}_{trans} = \frac{1}{2}[101]_2$ propagating on the (111)$_2$ plane of the twin and a residual twinning dislocation $\vec{b}_{res} = \frac{1}{6}[\bar{2}11]_2$ gliding on the (111) interface. 

5.4 Schematic of the numerical treatment of dislocation transmission across a coherent twin boundary (CTB). (a) When crossing the boundary, dislocation nodes in the incoming slip system $s_{inc}$ are first stopped at the interface. (b) If a favorable slip system $s_{trans}$ is found, a trial transmitted configuration is formed by moving interfacial nodes on the transmitted system (red nodes) while inserting residual nodes (blue nodes), if required. Then, forces on transmitted nodes are computed to ensure glide will take place in the transmitted grain. If not favorable, the configuration is set back to its initial setting in (a). 

5.5 Snapshots depicting the different steps of dislocation-CTB interactions. (a) The dislocation source first stops at the CTB until (b) the stress becomes sufficient for transmission to occur. (c) Transmission events further proceed (d) eventually generating a dense network of parallel interfacial dislocations.
5.6 Proceeding of the transmission of a single dislocation source across the CTB as a function of the applied stress $\sigma_{xy}$. In (a), the dislocation source spreads along the interface and transmission does not occur. In (b), transmission occurs after the interfacial dislocation line is pushed by a second source. In (c), the sole bowing-out of the initial source is sufficient for transmission to occur.

5.7 Evolution of the total (solid lines, in $m^{-2}$) and interfacial (dashed lines, in $m^{-1}$) dislocation densities with time as a function of the twin thickness for (a) $\sigma_{xy} = 270$ MPa and (b) $\sigma_{xy} = 380$ MPa. Results show that the presence of the twin (i.e. cases where $t > 0$) induces a greater increase of total dislocation densities than when no twin is present ($t = 0$) in (b), and that the multiplication of interfacial dislocation densities is proportional to the evolution of the total densities.

5.8 Evolution of the densities (in $m^{-2}$) of the different populations of dislocations with time as a function of the twin thickness for $\sigma_{xy} = 380$ MPa. For each population, the densities are calculated as the ratio of the total length of dislocation lines over the simulation volume $V$.

5.9 Evolution of the plastic shear rate $\dot{\gamma}$ (in $s^{-1}$) of the different populations of dislocations with time as a function of the twin thickness for $\sigma_{xy} = 380$ MPa.

5.10 Schematic of the generation of interfacial twinning dislocation dipoles upon dislocation transmission across CTB.

5.11 (a) Idealized network of parallel interfacial dipolar dislocations. (b) Average Von Mises stress distribution along the height of the bicrystal as a function of the twin thickness. Positions of the twin interfaces are plotted in dashed lines. It is observed that the average stress concentration is inversely proportional to the twin thickness $t$.

5.12 Settings used to investigate the heterogeneous elasto-plastic DDD-FFT framework. (a) A prismatic loop is introduced on the left side (1) of the bicrystal at a distance $d$ from the interface. The position of the dislocation core on the $(yz)$ plane is located with the $\perp$ symbols. (b) A prismatic loop and a spherical inclusion (2) are simultaneously introduced in matrix (1).

5.13 Results for the $\sigma_{23}$ stress component produced by a prismatic dislocation loop in an elastic bicrystal at a distance $d = L/4$ from the interface (see figure 5.12(a)) and for different contrast values $K$. The reported results are obtained with the backward (W) scheme for a resolution of $128^3$ voxels after convergence is reached for a precision $\epsilon_{tol} = 10^{-4}$ (see equation (3.81)).
5.14 Evolution of the $\sigma_{23}$ stress component produced by a prismatic dislocation loop in an elastic bi-crystal for different contrast values $K$ and for a resolution of $128^3$ voxels. The evolution is plotted along the red $y$-line shown in the insets when the dislocation is positioned at a distance (a) $d = L/4$ and (b) $d = L/32$ from the interface located at abscissa $y = L/2 = 0.5$.

5.15 Results for the $\sigma_{23}$ stress component produced by a prismatic dislocation loop in an elastic bicrystal at a distance $d = L/32$ from the interface (see figure 5.12(a)) and for different contrast values $K$. The reported results are obtained with the backward (W) scheme for a resolution of $128^3$ voxels after convergence is reached for a precision $\epsilon_{\text{tol}} = 10^{-4}$.

5.16 Results for the $\sigma_{23}$ stress component along a ($yz$) slice resulting from the interaction between a prismatic dislocation loop and a spherical inclusion of diameter $d = L/4$ for different contrasts $K$. The reported results are obtained with the backward (W) scheme for a resolution of $128^3$ voxels after convergence is reached for a precision $\epsilon_{\text{tol}} = 10^{-4}$.

5.17 Setting used to investigate the relaxation of a basal edge dislocation in the vicinity of a spherical particle in a HCP Mg crystal. (a) A prismatic dislocation loop with Burgers vector $\mathbf{b}_{(a)} = \frac{1}{3}[1210]$ and of length $L \times l_0$ is initially introduced on the ($xz$) plane at the middle of a simulation volume of size $V = L^3$. By periodicity, both dislocation segments parallel to the $z$-axis annihilate. (b) Top view in the (0001) basal plane of the top mobile dislocation. A spherical particle of diameter $d$ is introduced at a distance $e$ from the line pinned at the edges.

5.18 Snapshots of the (a) initial and (b) final states of the relaxation of an initially straight edge basal dislocation in HCP Mg in the vicinity of a porous inclusion with contrast $K = 10^{-1}$ for a resolution of $128^3$ voxels. Upon relaxation, the dislocation is attracted by the particle and the middle part of the line is dragged inside it to a minimum energy state. The driving $\sigma_{23}$ stress component resulting from the interaction between the dislocation and the inclusion is plotted on a ($yz$) slice at $x = L/2$. $\sigma_{23}$ stress fields on the (0001) slip plane of the dislocation are shown in (c) and (d).

5.19 Snapshots of the (a) initial and (b) final states of the relaxation of an initially straight edge basal dislocation in HCP Mg in the vicinity of a stiff particle with contrast $K = 10$ for a resolution of $128^3$ voxels. Upon relaxation, the dislocation is repelled by the particle and the line bows out until reaching equilibrium. The driving $\sigma_{23}$ stress component resulting from the interaction between the dislocation and the inclusion is plotted on a ($yz$) slice at $x = L/2$. $\sigma_{23}$ stress fields on the (0001) slip plane of the dislocation are shown in (c) and (d).
5.20 Examples of various shapes obtained for Al-Mn-(Mg) particles in AZ91 magnesium alloy: (a) irregular globule, (b) short rod, (c) long rod, (d) tear-drop, (e) rounded rectangle, (f) irregular hexagon. Reproduced from [268].

6.1 Dislocation decomposition and transformation mechanisms in the Hybrid Model.

6.2 Virtual dislocation loop discretization. The blue loop is the initial loop and the red loop is the loop after some deformation. Note that the loop remains closed but changes in shape.

6.3 Example of a junction formation map for the intersection of two prismatic dislocations in HCP Zr. The map is computed by DDD following the method used in reference [39]. Such a map depicts the nature of the intersection event (junction formation, crossed state, or repulsion) as a function of the orientation of the two interacting dislocations (where \( \phi_i \) denotes the angle between dislocation line \( i \) and its Burgers vector).

6.4 Flowchart of the coupling between DDD and FEM. Fundamental equation of non-linear FEM \( \mathbf{R}^n = \int_V \mathbf{B}^T \mathbf{\sigma}^n dV - \mathbf{F} = 0 \) directly follows from the principle of virtual work applied to a medium (V) subjected to displacement and stress boundary conditions (see Appendix E.4). Here \( \mathbf{B} \) denotes the spatial partial derivatives matrix of the element discretized nodes and \( \mathbf{\sigma}^n \) represents the stress at increment \( n \) given by equation (6.11). The use of an implicit iterative method (Newton-Raphson) to solve for the non-linear system \( \mathbf{R}^n = 0 \) requires the introduction of the tangent modulus (or material jacobian) \( \mathbf{L}^\text{tan} = \partial \mathbf{\sigma} / \partial \mathbf{\epsilon} \).

6.5 Schematic of the 1/8th cube element and its boundary conditions to simulate uniaxial tension on a single crystal Al.

6.6 Stress vs strain predictions for the four tested crystal orientations using the simplified version of the model versus experimental data.

6.7 Predicted densities of junctions populations for the four orientations.

6.8 Predicted densities of glissile and stored non-polar dislocations for the four orientations.

6.9 (a) Total densities of non-polar dislocations and (b) ratio of the glissile to the stored dislocation densities.

6.10 (A) [111] stress responses and (B) total dislocation densities where (a) self-storage and (b) self-hardening are only taken into account for the same material parameters \( k_1 \) and \( k_2 \).
6.11 Total glissile and stored dislocations densities in all slip systems for (a) self-storage only and (b) self-hardening only compared to that of the initial configuration for the [111]-oriented crystal. 302

6.12 Comparison between averaged DDD dislocation velocities $\mathbf{\bar{v}}^\alpha(\theta)$ and thermally activated velocities $\mathbf{\bar{V}}^\alpha(\theta)$ entering the model (see equation (6.26)). 303

A.1 Parametrization used to describe the straight dislocation segment defined between end points $\mathbf{x}_1$ and $\mathbf{x}_2$. Point $\mathbf{x}_0$ is the orthogonal projection of field point $\mathbf{x}$ on the dislocation line. With this representation, the unit tangent $\mathbf{t}$ and vector $\mathbf{d} = \mathbf{x} - \mathbf{x}_0$ form an orthogonal basis, such that coordinate $\mathbf{x}' = \mathbf{x}_0 + s\mathbf{t}$ spans segment 12 and the radius vector is defined by $\mathbf{R} = \mathbf{d} - s\mathbf{t}$ with $s \in [s_1, s_2]$. 316

D.1 Schematic of the split of a dislocation segment $ij$ defined between end nodes at positions $\mathbf{x}_i$ and $\mathbf{x}_j$ and with Burgers vector $\mathbf{b}_{ij}$. The original segment is split by inserting a new node $S$ at coordinate $\mathbf{x}_{ij}(s)$. In doing so, the properties of original segment $ij$ (Burgers vector, Miller indices, ...) are transferred to new segments $iS$ and $Sj$. 350

D.2 Schematic of the merge of two dislocation nodes $i$ and $j$. From stages (a) to (b), nodes $i$ and $j$ are merged into new node $i$ who lies into the intersection of the slip planes of the initial nodes. In case (c), nodes $i$ and $j$ are connected to a common node $k$, such that the outcome of the merging procedure leads either (d) to the formation of a junction or (e) to an annihilation. 350

D.3 Sequence of operations performed during the intersection procedure. (a) When two dislocation segments $ij$ and $kl$ are moving towards each other and are approaching at a distance lower than $d_{crit}$, the intersection procedure is as follows: (b) first, both segments are split via insertion of nodes $S$ and $T$. Then, (c) nodes $S$ and $T$ are merged into single node $S$ lying at the intersection of the glide planes of the initial segments. As a result, the initial dislocation segments become connected through a 4-connected junction node $S$. 353

G.1 (a) Classification of the different sets of voxels in an ensemble of 27 neighbors surrounding the center voxel. (b) Values of the weight $w$ for the different tested values of the spreading parameter $n$. Here $w = w_1$ refers to the weight of the center voxel. The weights of the other sets of voxels are calculated using the quantities given in equation (G.1). 383
G.2 Effect of the different discrete gradient schemes on the $\sigma_{23}$ stress component produced by a static prismatic dipole in an homogeneous isotropic elastic medium for a resolution of $64 \times 64$ pixels on the ($yz$) slice. (a) When using the continuous gradient operator, Gibbs oscillations are produced as a result of the delta function-like distribution of the plastic strain field. (b) With the centered scheme (C), the oscillations widely propagate through the whole domain. In (c) and (d), the oscillations are removed with schemes (W) and (R), but the description of the core is different for both schemes. 385

G.3 Evolution of the $\sigma_{23}$ stress component produced by a prismatic dislocation loop for a resolution of $128 \times 128$ pixels on the ($yz$) slice. The evolution is plotted along the red $y$-line passing through the core of the dislocation as shown in the inset. While the rotational scheme (R) produces a smooth and accurate profile in which all oscillations have been removed, the backward scheme (W) suffers from a slight loss of accuracy in the immediate vicinity of the core whose position has been slightly translated due to its unsymmetrical definition. 386

G.4 Effect of the different discrete gradient schemes on the $\sigma_{23}$ stress component produced by a static prismatic dipole in an homogeneous isotropic elastic medium for a resolution of $512 \times 512$ pixels on the ($yz$) slice. Conclusions are similar than that drawn for a resolution of $64 \times 64$ pixels, although the increase in resolution naturally induces an increase in accuracy and an attenuation of the Gibbs oscillations in (a). 387

G.5 Setting used for investigating the accuracy of local responses and the convergence rate associated with the different discrete gradient operations and iterative schemes. (a) A sharp white square inclusion (2) is embedded at the top-right corner of a gray matrix (1) of size $L \times L$. The red domain of size $\Omega = \frac{2}{25}L \times \frac{2}{25}L$ centered in the medium delineates the region on which an emphasis on the results will be placed. (b) Analytical solution for the $\sigma_{yz}$ stress component over the entire medium for a contrast $K = 10^3$. This solution is given as the consistent convergent solution obtained with the (W) and (R) gradient operators for a $512 \times 512$ resolution. 389
G.6 Effect of the different discrete gradient schemes on the \( \sigma_{yz} \) stress component produced by a square inclusion using isotropic elasticity for a contrast \( K = 10^3 \) and a resolution of 512 \( \times \) 512 pixels. The reported results are obtained after convergence is reached for each scheme (i.e. not after the same number of iterations) and for a precision \( \epsilon_{tol} = 10^{-4} \). The continuous gradient operator suffers from Gibbs oscillations while the centered scheme (C) exhibits a downgraded resolution. No oscillations are present when using discrete schemes (W) or (R). While the backward scheme (W) produces a sharp stress distribution at the corner, the latter is more diffuse with the rotational scheme (R).

G.7 Effect of the different iterative schemes on the convergence of the \( \sigma_{yz} \) stress component produced by a square inclusion using isotropic elasticity for a resolution of 512 \( \times \) 512 pixels. The results presented here are those obtained after 100 iterations when using the continuous gradient operator (3.89) with (a) the basic scheme (3.74) and (b) the accelerated scheme (3.77).

G.8 Setting used for investigating the solution of a porous inclusion \( K \leq 1 \). (a) A circular inclusion (2) of diameter \( d = L/4 \) is embedded at the center of a rectangular plate (1) of side \( L = 1 \). (b) Results for the \( \sigma_{yy} \) stress component when the infinite plate is subjected to a uniaxial tension \( E_{yy} = 0.5 \) and for a contrast \( K = 10^{-3} \). On the right, the \( \sigma_{yy} \) component is plotted along the vertical white \( z \)-line delineated on the left figure.

G.9 Schematic of the intersection between quadrilateral \( Q \) defined by the sheared area produced by the glide of a dislocation segment on a plane \( P \) and circle \( C \) of radius \( r_{eff} \) resulting from the intersection between the sphere \( d\phi(\vec{p}) \) and plane \( P \). (a) The intersection area \( dS_{ij} = area(Q \cap C) \) (shaded region) can be analytically calculated using Green’s theorem (G.7) by following the oriented contour composed of the straight segments \( \hat{I}_1 \vec{P}_2, \vec{P}_2 \vec{P}_3 \) and \( \vec{P}_3 \hat{I}_2 \) and the arc \( \hat{I}_2 \hat{I}_1 \) where \( \{ \vec{P}_j \}_{j=1,4} \) denotes the vertices of \( Q \) and \( \{ \hat{I}_k \}_{k=1,n} \) the \( n \) intersection between edges of \( Q \) and \( C \) (here \( n = 2 \)). (b) Arc \( \hat{I}_2 \hat{I}_1 \) can possibly be travelled along the positive (+) or the negative (−) direction. When \( n = 2 \), the direction along which it must be travelled can be determined as that whose middle point, respectively \( \vec{m}_+ \) and \( \vec{m}_- \), lies within quadrilateral \( Q \). In the present case, \( \vec{m}_+ \in Q \) and the arc should be travelled in the positive (+) direction.
This thesis focuses on the effects of slip-slip, slip-twin, and slip-precipitates interactions on strain hardening, with the intent of developing comprehensive modelling capabilities enabling to investigate unit processes and their collective effects up to the macroscopic response.

To this end, the modelling strategy adopted in this work relies on a two-way exchange of information between predictions obtained by discrete dislocation dynamics (DDD) simulations and crystal plasticity laws informed by DDD.

At the scale of lattice defects, a DDD tool enabling simulations on any crystalline structure is developed to model dislocation-dislocation, dislocation-twin and dislocation-particles interactions. The tool is first used to quantify the collective effect and strength of dislocation-dislocation interactions on latent-hardening, especially in the case of pure Mg. With regards to slip-twin interactions, an atomistically-informed transmission mechanism is implemented in the DDD framework so as to investigate the collective effects of dislocation transmission across a twin-boundary. With respect to slip-particles interactions, an efficient novel DDD approach based on a Fast Fourier Transform (FFT) technique is developed to include the field fluctuations related to elastic heterogeneities giving rise to image forces on dislocation lines. In addition, the DDD-FFT approach allows for the efficient treatment of anisotropic elasticity, thereby paving the way towards performing DDD simulations in low-symmetry polycrystals.

The information extracted from the collective dislocation interactions are then passed to a series of constitutive models, and later used to quantify their effects at the scale of the polycrystal. For such purpose, a constitutive framework capable
of receiving information from lower scales and establishing a direct connection with DDD simulations is notably developed.
CHAPTER I

INTRODUCTION

1.1 Motivation

Worldwide, the development of new material systems with advanced mechanical properties (yield strength, ductility, etc.) has become one of the top research priorities in response to environmental and economic challenges, as illustrated by the recent launch of the Materials Genome Initiative. In metals, present strategies to obtain materials with superior mechanical properties rely on taking action on several structural factors such as alloying elements, stacking-fault, grain sizes, etc. As a result, the complexity of new microstructures increases, which in turn leads to more complex behaviors, whereby multiple dissipative processes can be activated simultaneously. Dissipation is mediated by the different lattice defects present within the crystalline structure, such as point defects, line defects – also referred to as dislocations –, and interfaces such as grain boundaries.

Clearly, the mechanical behavior of metals (yield strength, strain hardening, strain-rate sensitivity, ...) directly depends on the activation of deformation mechanisms – whose selection is dictated by both intrinsic material properties such as crystallography and stacking-fault energies (SFE) [211, 105] and external conditions including strain rate and temperature [126, 127] – that induce microstructural changes resulting from nucleation, transport and interactions of defects. The latter for instance include the key mechanisms of dislocation-dislocation interactions, dislocation-interfaces interactions – of which dislocation-twin interactions are a particular case – and dislocation-precipitate interactions, for which TEM images are reported in figure 1.1, and whose role and effects on the mechanical behavior depend on the crystalline...
structure and deformation regime (e.g. dislocation-dislocation interactions are dominating in slip-driven plasticity).

The case of the mechanical behavior of HCP crystals illustrates well the intricacy of the deformation process in metals. In figure 1.2(a), the spectrum of stress-strain responses as a function of the loading orientation in plane-stress compression of single crystal magnesium [121] is striking. Specifically, the rate of strain-hardening observed in orientations E and F between 6% and 8% strain significantly differs from that obtained in all other orientations and results from the simultaneous activation of slip and twinning deformation modes. Thus, although twin boundaries have been identified as important obstacles to dislocation motion in this process [213, 160, 222], a comprehensive understanding of their role and effects is still to be obtained [159, 158, 160].

As yet another example, the introduction of second-phase particles within crystal lattices has a direct impact on the mechanical response of metals. As illustrated in figure 1.2(b), while the presence of precipitates induces larger strain-hardening rates, the latter further differ depending on the alloying composition. Thus, although precipitation hardening has been extensively studied and the interactions between dislocations and precipitates have been evidenced as responsible for the improved strengthening [92, 15, 183], current approaches are not yet fully suited to predict
the distinct effects induced by different particle compositions, whose assessment still largely relies on experiments [183, 185].

More generally, the increase in the complexity of the microstructures necessitates the use and development of complex modelling capabilities in order to interpret experimental data allowing to guide the development of new material systems.

1.2 Objectives and challenges

1.2.1 Multi-scale modelling approach

In the past decades, the development and refinement of constitutive laws to account for the increasing complexities of the microstructures has primarily relied on introducing sophistications in the internal state variables of the models. While such phenomenological approaches have in many cases demonstrated their ability to reproduce experimental results (e.g. [194, 33, 7, 162, 25, 123]), their predictive capabilities remain nonetheless limited, as attested by the persistent difficulties to predict mechanical responses in complex loading conditions [200, 122, 95]. Specifically, these
Figure 1.3: Diagram of the classical multiscale modelling approach in terms of time and length scales capabilities.
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In this context, the core idea to circumvent the above limitations is to resort to a high hierarchical multiscale modelling approach, such as illustrated in figure 1.3. This diagram does not aim at representing all existing methods, but provides an overview of the methods used in the context of this work. Thus, at the lowest scale, atomistic simulations in which individual atoms are considered are used to investigate mechanisms associated with unit processes. Among them, Molecular Dynamics (MD) allow for simulating the motion of atoms whose interactions are modelled according to inter-atomic potentials. However, although computational capacities grow at a nearly exponential rate, modelling the deformation of a macroscopic sample of metal...
with MD still remains an unrealistic objective at the present time. In other words, computational limitations impose restrictions on the domain of applicability of each approach in terms of time and length scales. Therefore, the modelling strategy consists in delineating homogenization techniques to establish a continuous connection between the different modelling scales as a way to exchange information. As a result, outcomes of atomistic simulations are typically used to inform dislocation dynamics simulations in which solely dislocation lines are represented. Following the same approach, discrete dislocations dynamics (DDD) simulation aiming at simulating the individual and/or collective behavior of dislocation lines provides a powerful tool to extract relevant microstructural parameters that can be incorporated into constitutive laws in which ensemble of dislocations are represented by means of densities. Delineating methods to achieve the exchange of information aforementioned is precisely the focus of this work.

Thus, crystal plasticity constitutive models informed by DDD have been developed at a higher scale [54, 7, 44, 161, 25]. A successful example of scale transitioning between DDD and constitutive models notably include the incorporation of the collective effect of dislocation-dislocation interactions by way of latent hardening coefficients $a^{ss'}$ that have been quantified using DDD for FCC [164, 165, 65] and BCC [198] materials. These latent hardening coefficients – related to the statistically representative effect of the strength of pairwise dislocations interactions between systems $s$ and $s'$ – have become a key ingredient of current dislocation density based constitutive models [112, 65, 132], and are typically accounted for in crystal plasticity frameworks to define the critical resolved shear stress (CRSS) $\tau_c^s$ on slip system $s$ via the use of the Franciosi and Zaoui slip-hardening law [90]:

$$\tau_c^s = \tau_0^s + \mu b \sqrt{\sum_{s'} a^{ss'} \rho^{s'}}$$  \hspace{1cm} (1.1)
where $\tau_s^0$ and $\rho$ denote the lattice friction and the total dislocation density on system $s$, and where $b$ and $\mu$ are the magnitude of the Burgers vector and the elastic shear modulus of the material, respectively. The use of these types of approaches has for instance allowed to refine orientation-dependent hardening rate predictions in single and polycrystals [7, 44, 25] and have permitted to account for complex slip mode selection processes [165, 64].

1.2.2 Challenges

In the context of this thesis, the hierarchical modelling approach needs to address the questions of dislocation-dislocation, dislocation-twin and dislocation-particles interactions. In the following, the shortcomings and challenges associated with current DDD approaches and with the information pass from DDD to constitutive laws to treat these defects interactions are presented.

Low-symmetry crystals: As a result of the anisotropic properties of dislocations in low-symmetry crystals (e.g. friction stress [37], mobilities [102]) arising from the presence of several slip modes, considerably less DDD studies have been dedicated to HCP metals compared to cubic crystals. Particularly, except for ice single crystal [62], hardening coefficients have not been calculated for hexagonal materials, for which generic latent parameters are currently used in constitutive laws.

In addition, most of current dislocation density based constitutive models rely upon two different slip hardening formulations, namely that proposed by Franciosi and Zaoui (FZ) whose expression is given in equation (1.1) [90], and that suggested by Lavrentev and Pokhil (LP) [142]. While the FZ law was specifically developed for FCC materials, the LP law appears to have been introduced for a broader variety of crystal structures. However, the validity of both these laws has never been assessed for HCP materials, and their accuracies have never been compared.
Anisotropic elasticity: Complementarily to the above limitation, current DDD simulations are generally limited to resort to elastic isotropic approximations when performing simulations on low-symmetry crystals, thereby not accounting for the anisotropic effects on dislocations stress fields [257, 14]. This limitation arises from the fact that, in contrast with isotropic elasticity, no closed-form solutions are available for the stress fields induced by dislocations in anisotropic media. Although substantial efforts have been undertaken in the past years to develop new numerical techniques allowing for savings in computation time [264, 12, 13], the cost of anisotropic calculations is typically one order of magnitude greater than that of isotropic calculations, and remains conditioned by the amount of anisotropy and the desired level of accuracy.

Heterogeneous elasticity: The study of dislocation-slip and dislocation-precipitates interactions requires to finely account for the effects of heterogeneous elasticity giving rise to image forces on dislocation lines. However, only a few DDD frameworks are capable of treating heterogeneous materials, such that only very few studies have been performed to investigate slip-particles interactions (e.g. [171, 218, 235, 199]), and these suffer from important limitations in terms of spatial and time resolutions. Particularly, the high computational burden associated with the finite element method (FEM) required in current approaches to enable inhomogeneous elasticity in DDD has precluded any fine investigations on such materials thus far.

Interfacial dislocation transmission: From a modelling standpoint, the transmission mechanisms of dislocations across twin-boundaries have mainly been investigated via atomistic simulations to examine unit processes (e.g. [119, 273, 265]). At the DDD scale, simulations have primarily relied on incorporating a line tension model to account for transmission events [56, 272], in place of incorporating dedicated local dissociation rules, thereby not accounting for important effects, especially
regarding interfacial plasticity.

**Constitutive modelling:** To account for the complexities associated with the presence of several deformation modes and address the remaining difficulties associated with complex loading conditions such as strain-path changes, sophisticated dislocation density-based constitutive models have emerged in the past years [195, 25, 196, 124, 189, 29, 122]. However, in addition to the limited predictive capabilities of phenomenological models, the incorporation of additional mechanisms often comes at the price of an increase in the number of fitting parameters, which may paradoxically lead to a disconnection from the physics of the dislocation. For instance, a given stress-strain response can be identically reproduced by the same model with two different sets of parameters, while predicted internal state variables evolve in drastically distinct manners [22]. Furthermore, it has been reported that predicted dislocation densities often do not concur with experimental observations, and are generally underestimated by one order of magnitude [49]. In addition, refinements of current models by ways of further decomposing the total density in a crystal into several distinct populations inevitably lead to additional complications. Specifically, their short-range interactions, physically taking the form of junctions or annihilations, are yet to be accounted for in constitutive laws. Doing so requires the development of novel approaches for their quantification.

Therefore, the development of comprehensive constitutive models with enhanced predictive capabilities still constitutes a challenging objective in material science. It follows that to finely capture intricate hardening mechanisms associated with low-symmetry crystals or complex loading conditions, constitutive models necessarily have to rely more closely on the physics of the dislocations. As a result, it is expected that constitutive models could greatly benefit from being informed by outcomes and parameters extracted at lower scales.
1.2.3 Objectives

The main objective of this work is to develop numerical tools to investigate defects interactions and quantify their collective effects on strain hardening in single crystals where deformation is primarily driven by slip. For such purpose, the philosophy adopted relies on a scale transitioning approach in which existing results extracted from atomistic simulations are used to inform and develop DDD simulation tools aiming at investigating unit processes associated with dislocation-dislocation, dislocation-twin, and dislocation-particles interactions. Further, massive DDD simulations are performed to assess their collective effects so as to validate, calibrate, and develop constitutive models accounting for defects interactions in a statistically representative fashion. Consequently, the strategy adopted in this work to contribute to the scale transition includes three aspects: 1) extracting parameters and laws from DDD simulations that would be incorporated in higher scales models, 2) developing a new efficient DDD approach that paves the way towards performing DDD simulations in heterogeneous / poly crystals, and 3) developing new constitutive laws establishing direct connections with lower scales modelling approaches.

In this thesis, the applications and studies are performed on various metals of different structures depending on the availability of critical data (e.g. atomistic results), for validation purposes, or to address specific needs of the material science community.

1.3 Scope of the thesis

In this thesis, the literature review is done within each chapter. In order to address the challenges presented in the previous sections, the manuscript is organized in the following manner:

Chapter 2 is dedicated to the development of a robust and efficient DDD simulation tool incorporating an explicit treatment of dislocation junctions and capable
of treating any kind of crystallography. For such purpose, the fundamental physical properties of dislocations are first reviewed and their continuum based representation is presented. Then, state-of-art numerical techniques are discussed and implemented. The code developed will then be used in Chapter 4 to compute latent hardening parameters in magnesium, and will serve as a framework for the novel FFT-based approach introduced in Chapter 3 and employed in Section 5.2, the transmission mechanism scheme implemented in Section 5.1, and the novel constitutive Hybrid Model developed in Chapter 6.

In Chapter 3, a novel formulation for DDD simulations based on an eigenstrain formalism and on fast Fourier transforms is developed for homogeneous and heterogeneous periodic microstructures. The objective of the DDD-FFT approach is to address current limitations of DDD simulations by enabling efficient and accurate calculations in anisotropic and heterogeneous elasticity, thereby paving the way towards performing DDD simulations in polycrystals.

Chapter 4 is dedicated to the quantification of dislocation-dislocation interactions parameters used in constitutive laws in the case of HCP magnesium, using the DDD simulation tool developed in Chapter 2. To this end, the crystallography of dislocation interactions in Mg is first analyzed. Then, latent hardening parameters are extracted and their effects on the macroscopic response predicted by polycrystalline models are investigated. Further, the validity of two widely used slip-hardening laws is assessed for HCP crystals.

Chapter 5 focuses on the investigation of dislocation interactions with different types of phases. Thus, the interaction between dislocations and coherent twin-boundaries is first examined by developing a transmission scheme to allow for the treatment of dislocation reactions upon intersection with coherent interfaces in DDD simulations. With this, the role of dislocation-twin interactions is investigated by focusing on dislocation multiplication and generation of internal strains. Then, the
heterogeneous DDD-FFT approach is employed to study dislocation-second phase particles in HCP Mg.

In Chapter 6, a novel strain hardening constitutive model for slip-driven plasticity is proposed. To address the limitations of current constitutive laws, the model distinguishes between glissile and stored dislocations, and establishes a direct connection with DDD simulations to quantify the evolution of dislocation densities due to glide and the transformation between the different populations by ways of interactions. The model is applied to FCC Al to demonstrate its capabilities.

Finally, conclusions and perspectives of this thesis are discussed in Chapter 7.

1.4 Notations

1.4.1 Mathematical notations

In this thesis, vectors are represented with an overhead arrow (e.g. $\vec{x}$) and tensorial quantities are represented using a bold symbol (e.g. $X$).

Both of these quantities can interchangeably be expressed in their Cartesian components form (e.g. $x_i$ for the $i$-th component of a vector, $X_{ij}$ for the component of a second-order tensor, $Y_{ijkl}$ for the component of a fourth-order tensor, etc...).

Spatial derivatives in the component form are denoted using a comma followed by the component index (e.g. $x_{i,j}$ for the spatial derivative of the $i$-th component of vector $\vec{x}$ with respect to the $j$-th direction).

Unless stated otherwise, Einstein summation convention is implicitly meant in the component form, so as to carry summations on repeated indices. For instance, one shall read the following equivalence:

$$A_{ij} = C_{ijkl}B_{kl} = A_{ij} \sum_k \sum_l C_{ijkl}B_{kl}$$  \hspace{1cm} (1.2)
1.4.2 General variables

In the following, the notation of the general variables is presented. These notations are also introduced at the location of their first appearance in the text.

$I_2, \delta_{ij}$ – Kronecker delta function

$\epsilon_{ijk}$ – Levi-Civita permutation symbol

$\vec{u}, u_i$ – Displacement vector

$\epsilon, \epsilon_{ij}$ – Total strain tensor

$\epsilon^e, \epsilon^e_{ij}$ – Elastic strain tensor

$\epsilon^p, \epsilon^p_{ij}$ – Plastic strain tensor

$\sigma, \sigma_{ij}$ – Cauchy stress tensor

$C, C_{ijkl}$ – 4th order stiffness tensor

$G, G_{ij}$ – Green’s function

$\Gamma, \Gamma_{ijkl}$ – Modified Green’s function

$\vec{x}, x_i$ – Coordinate in the real space

$\vec{\xi}, \xi_i$ – Coordinate in the Fourier space

$\rho^s$ – Dislocation density on system $s$

$\tau^s$ – Resolved shear stress on system $s$

$\tau^s_c$ – Critical resolved shear stress on system $s$

$\dot{\gamma}^s$ – Shear strain rate on system $s$

$V$ – Volume of a body

$\lambda, \mu$ – Lamé constants
CHAPTER II

DISCRETE DISLOCATION DYNAMICS

2.1 Introduction

At small scales, lattice defects and their interactions have long been determined as responsible for the plastic activity in metals [52, 136, 93]. Among these defects, linear defects – also referred to as dislocations – mediate the plastic slip through their motion and govern strain hardening through their interactions. The study of these defects and their role in the deformation process and in strain hardening behaviors has required over the years the development of dedicated numerical tools and techniques. These numerical tools have been particularly useful in providing insightful understandings of several mechanisms and, in specific cases, have allowed to go beyond what experimental capabilities can offer. Thus, to capture the physical mechanical behavior of slip-mediated plasticity, three-dimensional dislocation dynamics simulations, aiming at simulating the motion and interactions of dislocation lines, have emerged in the 1990s [134, 61, 67, 266, 30].

Several dislocation dynamics approaches have been developed, among which two classes of simulations can be distinguished. The first class is composed of front tracking methods in which dislocations are discretized into segments and tracked individually, while the second class regroups all alternative methods in which dislocations are not explicitly discretized. For instance, the second class includes the phase field approach in which dislocations are represented by density functions [246, 128, 116], and the level set method in which dislocation lines are represented by the intersection of higher order parametrized surfaces [262, 244]. In contrast, simulations in which dislocation lines are discretized are referred to as Discrete Dislocation Dynamics (DDD)
Simulations, and are the subject of this chapter.

Since its development, DDD has proven to be a powerful tool aiding at understanding the collective behavior of large ensembles of dislocations at the mesoscale [67, 266, 30, 97, 5], and have successfully been used to investigate plasticity and strain hardening behaviors and processes at the scale of the dislocation. Well known applications include the study of plasticity in thin films [191, 242, 252, 272, 84] and micropillars [212, 255, 271], the quantification of the strength and formation likelihood of dislocation junctions in materials with different crystal symmetries [164, 39, 260], the unravelling of the formation process of triple dislocation junctions [31], the quantification of latent-hardening effects in cubics and hexagonal systems [165, 65, 198, 62, 22], and the quantification of the effect on dislocation interaction with irradiation-induced damage on strength [8, 84, 221]. DDD has also been successful in quantifying dislocation mean-free paths [19, 63, 132], in understanding the role of cross-slip in dislocation patterning [167, 249], in relating slip activity to plastic anisotropy [250], in elucidating the role of non-Schmid effects in tension/compression asymmetry [247], in quantifying the importance of elastic anisotropy [101, 40] and inertial effects [248], and in studying the interactions between mobile dislocations and grain boundaries [163, 152].

However, an exhaustive survey on the literature reveals that most of DDD studies have been performed on cubic materials. This is because supplementary complexities arise when dealing with low-symmetry crystals. For instance, performing DDD simulations on low-symmetry crystals such as HCP Mg necessarily requires the proper treatment of the anisotropic properties of dislocations [16, 37, 176], including friction stresses, mobilities [102], and anisotropic stress fields [108, 40, 85], each associated with the different slip modes. Although open-source codes such as ParaDis [5] or microMegas [69] are available – and could theoretically be modified to perform simulations on low-symmetry crystals –, these are usually distributed as black-boxes – especially regarding numerical efficiency purposes –, and are therefore not readily
designed to be edited. As a result, the choice is made for this thesis to develop a complete DDD code, for which the use for specific applications and studies would be simplified. Specifically, the code developed should enable the treatment of any crystallography. To this end, current DDD codes are analyzed and state-of-the-art techniques are implemented into the DDD code presented in this chapter, so as to develop a robust, efficient and competitive numerical tool.

The chapter is organized as follows. First, the general procedure in DDD and the complete DDD cycle are presented in Sections 2.1.1 and 2.1.2. Then, a review on the theory of dislocations laying the ground for the physical model underlying DDD simulations is given in Section 2.2. Finally, the physical and numerical aspects of each component of the regular DDD simulation approach are fully presented through Sections 2.3 to 2.9.

2.1.1 General procedure in DDD

Conceptually, the general procedure in DDD simulations is to adopt a discretization scheme of the dislocation network and derive thermodynamically consistent sets of equations of motion for each segment in the dislocation ensemble. For instance, the first approaches proposed a segment-based discretization scheme in which the orientation of segments was constrained to fixed sets (e.g. pure edge and pure screw segments [67, 240], mixed characters [164, 68]). Later, the nodal approach was introduced such as to allow for a continuous description of line orientation, using linear [266] or spline approximations [96, 97]. Once dislocation lines are discretized, the DDD procedure includes two main aspects: (i) the quantification of dislocation motion and (ii) the treatment of intersections between dislocation segments. Due to the non-linear behavior of dislocation motion and the complex interaction processes, DDD simulations are performed through an iterative process in which a time discretization is introduced.
As a result, steps (i) and (ii) are performed at each time step of the simulation. Further, as will be described in coming sections, the determination of dislocation motion (i) requires the precise knowledge of the mechanical state (stress state) throughout the whole simulation volume, which needs to be evaluated at each time step, since it depends on the position (or on the motion) of dislocation lines. On the other hand, intersections between dislocation lines (ii) that pertain to core reactions are generally treated via topological local rules based on static or dissipative criteria. Once steps (i) and (ii) have been performed, a new dislocation configuration is determined and the simulation can advance to the next time step. However, DDD simulations are complex numerical simulations that require supplementary stages to be implemented at each time step. Therefore, the full numerical DDD cycle is presented below.

### 2.1.2 DDD cycle

Numerically, the development and implementation of a DDD simulation is a complex task that requires the development of several components. Each of the main stages composing the basic DDD cycle are presented in the diagram in figure 2.1, and will be fully detailed throughout the coming sections of the present chapter. Sequentially, the main tasks to be performed at each time increment of the DDD cycle are the following:

(a) As any discrete approach, the evaluation of dislocation motion requires the dislocation network to be discretized. This procedure must be dynamically performed at each time increment since the topology of the network evolves from step to step: as dislocations move, the length (and shape) of dislocation segments changes and the connectivity between segments is modified by ways of dislocation intersections. The dynamic discretization (a), also referred to as segment remeshing, is required to ensure that, at each time step, the length of each dislocation segment allows for a correct representation of dislocation
Figure 2.1: Diagram of the main stages composing the basic cycle performed at each time step in DDD simulations. (a) Dynamic discretization of dislocation lines: the topology of the dislocation network evolves at each time step requiring discretization to be performed dynamically. (b) Forces calculation: the stress driving dislocation motion is evaluated from the spatial configuration of the dislocation network. (c) Velocities calculation: once forces on dislocations have been computed, the motion of dislocation lines can be calculated through the mobility law. (d) Plastic strain calculation: the areas swept by dislocation motion allow for the determination of the plastic activity. (e) Interactions: collisions between dislocations during glide are treated via topological rules. The DDD cycle (a) to (e) is repeated until simulation is completed.

lines and curvatures, and prevents the appearance of numerical instabilities. More details on the dislocation discretization schemes are provided in Section 2.3 while the different remeshing strategies are presented in Section 2.7.

(b) Once the dislocation network is well discretized, forces on dislocation segments resulting from the interactions of dislocations with the other dislocations and the applied loading are computed. Such forces correspond to the well-known Peach-Koehler forces [111] and are the driving forces for dislocation motion. The definition and coupling between the different contributions to the driving
force are presented in Section 2.4, while the calculation and assembly of nodal forces are detailed in Sections 2.5 and Appendix C.

(c) After nodal forces have been evaluated, nodal velocities are obtained from the use of the mobility law describing the gliding behavior of dislocation lines. This stage is explained in Section 2.5. Dislocation positions are then updated from dislocation velocities by virtue of time integration, thereby yielding a new dislocation configuration. Such procedure is described in Appendix C.4.

(d) Following the calculation of dislocation motion, the plastic activity is calculated by determining the areas swept by each dislocation segment, i.e. the sheared portions of the simulation volume in which slip has occur. This stage is required for the determination of the mechanical response of the simulated material and is described in Section 2.8.

(e) The last stage of a DDD simulation step pertains to dislocation core interactions. This includes the detection and treatment of dislocation collisions, leading to junction formations or annihilations, and the dissociation procedure. These procedures are presented in Section 2.6, while their numerical implementation is detailed in Appendix D.1.

Note that the order in which stages are performed may differ according to the different implementations. Thus, the interactions procedures (e) can be performed before the calculation of the plastic strain (d), for instance.

2.2 Theory of dislocations

In this section, the physical properties of dislocations and their effects are presented. Specifically, the continuum theory to derive stress fields associated with dislocation lines – whose evaluation is the core component of DDD simulations – is reviewed.
2.2.1 Concept

The concept of dislocation was first introduced by Volterra in 1907 [241]. A dislocation corresponds to a line defect within a crystal structure, associated with a displacement jump, and is characterized by its Burgers vector, usually denoted $\vec{b}$, and its line direction $\vec{t}$. The relative orientation between these two vectors defines the character of the dislocation, of which three types exist: edge, screw and mixed. An edge dislocation corresponds to a dislocation for which the Burgers vector is perpendicular to the line direction, while a screw dislocation is defined by the collinearity between its Burgers vector and its line direction. Therefore, edge and screw dislocations correspond to particular cases, and dislocations found in crystals are generally mixed dislocations, i.e. dislocations for which the Burgers vector form an angle $0^\circ \leq \theta \leq 90^\circ$ with its line direction.

To illustrate the concept of dislocation, an edge dislocation inserted in an initially perfect cubic crystal is depicted in figure 2.2. As drawn, an edge dislocation corresponds to the presence of an extra half plane of atoms, whose bottom termination delineates the line direction of the dislocation, usually represented with a $\perp$ symbol. In this case, the line direction is orthogonal to the paper (along the $\vec{z}$ direction).

The definition of the Burgers vector associated with the dislocation depends on the sense of the line direction. Once a convention is adopted, the Burgers vector $\vec{b}$, defining the magnitude and the direction of the displacement induced by the presence of the dislocation, is usually determined using the Burgers circuit procedure as introduced by Frank [91]. The procedure is as follows: a reference circuit $C$ is delineated in the perfect crystal and is compared to the same circuit drawn in the dislocated crystal. The extra closure vector obtained in the case of the dislocated crystal is the Burgers vector. The existence of such closure vector arises from the elastic displacements of the atoms with respect to their perfect sites induced by the presence of the dislocation, as depicted in figure 2.2(c). Therefore, in an equivalent
Figure 2.2: Schematic of an edge dislocation in a cubic crystal. (a) Perfect crystal: the reference Burgers circuit delineated in blue starts at position $S$ and ends at the same position $F = S$. (b) Edge dislocation: when drawing the same circuit in the dislocated crystal, an extra vector $\vec{FS} = \vec{b}$ is required to close the circuit. Vector $\vec{b}$ is the Burgers vector that defines the direction and the magnitude of the displacement induced by the dislocation. The dislocation line located with a $\perp$ symbol is orthogonal to the paper (along the $\vec{z}$ direction). (c) Superposition of the atomic positions of the perfect (green) and dislocated (red) crystals highlighting the atom displacements induced by the presence of the dislocation. The extra plane of atoms characteristic of the edge dislocation is shown in blue.

manner, the Burgers vector is mathematically given as the line integral of the elastic displacements $\vec{u}$ along the Burgers circuit:

$$b_i = \oint_C du_i = \oint_C u_{i,j} dx_j$$  \hspace{1cm} (2.1)

The integral in (2.1) vanishes when the crystal structure is not altered, or yields the Burgers vector when circuit $C$ encircles a dislocation line. With this definition, it clearly appears that the presence of the extra plane, i.e. of the dislocation, induces a jump or a discontinuity in the displacement field, which cannot be well-defined everywhere in the crystal. Note that in order to obtain the true value of the Burgers vector, the circuit $C$ should be taken along atoms that are sufficiently away from the dislocation line. This is to avoid dealing with the singularity of the displacements near the dislocation line, i.e. in the dislocation core. The dislocation core is more generally defined as the region where the elastic displacements of atoms are so large that the elastic approach is likely not to apply. The size of this region depends on
the lattice structure, and there is still substantial ongoing research to obtain a better understanding and description of dislocation cores [111, 16].

In contrast to the edge dislocation, the visualization of a screw dislocation is more difficult. As depicted in figure 2.3, a screw dislocation can be imagined as to introduce a cut along a plane in a perfect crystal along which one half of the crystal would have slipped by one atomic distance with respect to the other half. In this case, the Burgers vector \( \vec{b} \) required to close the reference Burgers circuit is parallel to the dislocation line \( L \).

\[ \vec{b} \]

\[ \vec{b} \]

Figure 2.3: Schematic of a screw dislocation in a cubic crystal. (a) Perfect crystal: the reference Burgers circuit delineated in blue starts at position \( S \) and ends at the same position \( F = S \). (b) Screw dislocation: when drawing the same circuit in the dislocated crystal, the Burgers vector \( \vec{FS} = \vec{b} \) is required to close the circuit. In this case, \( \vec{b} \) is parallel to the dislocation line \( L \) shown in red. The surface in green delineates the plane of atoms on which slip has occurred.

As mentioned earlier, both edge and screw dislocations correspond to particular orientations. In general, the orientation of a dislocation found in a real material is not constant along its line, but typically continuously evolves from edge to screw characters, as illustrated in figure 2.4. When the Burgers vector \( \vec{b} \) is neither perpendicular
nor parallel to the line direction, the dislocation line is of mixed character.

Figure 2.4: Schematic of a dislocation line $L$ found in a cubic crystal. The line continuously evolves from edge to screw characters. When the Burgers vector $\vec{b}$ is neither perpendicular nor parallel to the line direction, the dislocation line is of mixed character.

From a more general perspective, a dislocation can be imagined as resulting from a cut introduced over a surface $\vec{S}$ within an otherwise continuous material. As illustrated in figure 2.5(a), let $\vec{S}$ be the surface defined by its normal $\vec{n}$ and bounded by line $L$ (here $\vec{S}$ denotes the ensemble of points $\vec{x}$ located on the surface). If the domain $S^+$ of the crystal located above the surface of the cut $\vec{S}$ is slipped by an amount $||\vec{b}||$ in the direction of $\vec{b}/||\vec{b}||$ with respect to the domain $S^-$ located below the cut, then a dislocation with Burgers $\vec{b}$ and line $L$ is introduced in the material. This is evidenced by the fact that taking the Burgers circuit $C$ anywhere around dislocation line $L$ will yield the Burgers vector $\vec{b}$ in this case. Therefore, a dislocation can be seen as the boundary of a surface in which slip has occurred by an amount $\vec{b}$, such that the jump in displacement $[\vec{u}]$ across surface $\vec{S}$, i.e. when going from $S^-$ to $S^+$, is given by $[\vec{u}] = \vec{b}$. In other words, there exists a discontinuity in the displacement on surface $\vec{S}$, such that the displacements are multi-valued on this surface. Further, the fact
Figure 2.5: (a) Schematic of a dislocation loop \( L \) defined as the boundary of a cut introduced over a surface \( \vec{S} \) within a continuous material. Here, \( S^+ \) denotes the region of the crystal above surface \( \vec{S} \) while \( S^- \) denotes the region below the surface. A dislocation with Burgers vector \( \vec{b} \) is introduced when the crystal in domain \( S^+ \) is slipped by an amount \( b = \| \vec{b} \| \) in the direction of \( \vec{b}/\| \vec{b} \| \) with respect to the crystal in domain \( S^- \). With that, the Burgers circuit taken anywhere along \( L \) yields the Burgers vector \( \vec{b} \) such that the discontinuity \( [\vec{u}] \) in the displacement field across surface \( \vec{S} \) when going from \( S^- \) to \( S^+ \) is given by \( [\vec{u}] = \vec{b} \). (b) In the eigenstrain theory, dislocations are considered as plate-like Eshelbian inclusions of thickness \( t \). Surface \( \vec{S} \) corresponding to the slip plane of the dislocation is defined by the plane formed by the Burgers vector \( \vec{b} \) and the line direction \( \vec{t} \) such that \( \vec{n} = \frac{\vec{b} \times \vec{t}}{\| \vec{b} \times \vec{t} \|} \). For a dislocation, \( t \) corresponds to the inter-atomic distance associated with its slip plane.

that a dislocation is solely defined by the boundary \( L \) of a surface induces two main consequences. First, it implies that a dislocation cannot end within a perfect crystal, but must be closed or terminate at the intersection with another defect, such as a dislocation, a disclination or a grain boundary. In other words, this implies that the Burgers vector must be conserved along the dislocation line. Second, it implies that the definition of the dislocation is independent of the shape of surface \( \vec{S} \) bounded by \( L \). In general, \( \vec{S} \) is the plane formed by the Burgers vector \( \vec{b} \) and the line direction \( \vec{t} \) of the dislocation that together define its glide plane (see Section 2.2.4). As shown in figure 2.5(b), this definition directly leads to the representation of dislocations in the eigenstrain theory, in which they are considered as plate-like inclusions.
2.2.2 Statics of dislocations

The presence of a dislocation in a crystal primarily gives rise to internal strain and stress fields associated with the elastic displacement field induced by the dislocation. Therefore, a brief review of the elasticity theory is given here.

In continuum mechanics, the state at each material point of an elastic medium is primarily described by two quantities: the stress and the strain. Both these quantities are second-order tensors and their continuous distribution at each point over the medium defines the strain and stress fields, respectively. The stress tensor is usually denoted $\sigma$, for which each component $\sigma_{ij}$ represents the force on the $i$-th direction acting on a surface whose unit normal is parallel to the positive $j$-th direction. In a three-dimensional setting, indices $i$ and $j$ range from values 1 to 3. When the Cauchy definition of the stress tensor is used, the latter is symmetric, i.e. $\sigma_{ij} = \sigma_{ji}$, such that the mechanical equilibrium of an elementary volume element at rest is respected. Further, the equilibrium equation writes:

$$\sigma_{ij,j}(\vec{x}) + f_i(\vec{x}) = 0 \quad (2.2)$$

where $f_i$ denotes the body force, and where the Einstein summation convention is used. In words, equation (2.2) states that the divergence of the stress must be balanced by the body forces at each material point $\vec{x}$ of the medium.

In contrast to the stress which relates to forces, the strain is related to the deformation, i.e. to the response to the force. The definition of the total strain tensor, usually denoted $\epsilon$, is given from the displacement $\vec{u}$ by the compatibility equation as:

$$\epsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}) \quad (2.3)$$

Note that definition of the strain in equation (2.3) is an approximation valid under the small strain hypothesis. The constitutive equation relating the stress to the strain
is given by Hooke’s law as:

\[
\sigma_{ij} = C_{ijkl} \epsilon_{kl}^e
\]  

(2.4)

where \(\epsilon_{kl}^e\) is the elastic strain and \(C_{ijkl}\) are the coefficients of the fourth-order stiffness tensor. From the symmetries of the strain and stress tensors, it follows that the stiffness matrix respects major and minor symmetries:

\[
C_{ijkl} = C_{jikl} = C_{ijlk} = C_{klij}
\]  

(2.5)

In the presence of a dislocation, a plastic strain distribution \(\epsilon_p\) is prescribed in order to account for the inelastic deformation induced by the displacement discontinuity introduced in Section 2.2.1. In the case of infinitesimal deformations, the total strain can be written as the sum of the elastic and plastic contributions, i.e. \(\epsilon = \epsilon^e + \epsilon^p\). With this, the elasto-plastic formulation of equation (2.4) rewrites:

\[
\sigma_{ij} = C_{ijkl} (\epsilon_{kl} - \epsilon_{kl}^p)
\]  

(2.6)

Similarly, the gradient of the displacement \(u_{i,j}\), also referred to as the total distortion \(\beta_{ji}\), is decomposed as the sum of the elastic distortion \(\beta_{ij}^e\) and the plastic distortion \(\beta_{ij}^p\), such that:

\[
u_{i,j} = \beta_{ji} = \beta_{ij}^e + \beta_{ij}^p\]  

(2.7)

and \(\epsilon_{ij}^p = \frac{1}{2} (\beta_{ij}^p + \beta_{ji}^p)\)  

(2.8)

In the absence of body forces, the equilibrium equation (2.2) applied to (2.6) yields the following expression that must hold at every point \(\vec{x}\) in the medium:

\[
C_{ijkl} u_{k,lj}(\vec{x}) = C_{ijkl} \epsilon_{kl}^p(\vec{x})
\]  

(2.9)
When the distribution of plastic strain $\varepsilon_{kl,j}^p(\vec{x})$ is known throughout the medium, expression (2.9) can be integrated to solve for the displacement field $\vec{u}(\vec{x})$ everywhere in the medium. Usually, such integration is performed via the introduction of the Green function $G_{ij}$, which defines the displacement in the $i$-th direction in response to a point force exerted in the $j$-th direction. More details on the Green function and a method to determine its expression are given in [72, 181] and in Section 2.2.3. Solving equation (2.9) leads to the expression of the displacement field as a function of the prescribed plastic strain as:

$$u_i(\vec{x}) = -\int_V C_{klmn} \varepsilon_{mn}^p(\vec{x}') G_{ik,l}(\vec{x} - \vec{x}') dV'$$

where the integration is performed over volume $V$ where the plastic strain $\varepsilon_{mn}^p(\vec{x}')$ does not vanish. Complete details for obtaining equation (2.10) from (2.9) will be given in Section 3.3. In the case of the presence of a dislocation line defined by its Burgers vector $\vec{b}$ and an arbitrary defect surface $\vec{S}$ with unit normal $\vec{n}$, the associated plastic distortion is given as [181]:

$$\beta_{ij}^p = -b_j n_i \delta(\vec{S} - \vec{x})$$

where $\delta(\vec{S} - \vec{x})$ denotes the three-dimensional Dirac delta function that is unbounded on surface $\vec{S}$ and 0 otherwise. Here, as depicted in figure 2.5, $\vec{S}$ is the cut surface bounded by the dislocation line $L$ and on which the displacements are multi-valued. Therefore, $\delta(\vec{S} - \vec{x})$ here accounts for the displacement discontinuity $[\vec{u}] = \vec{b}$ across $\vec{S}$. From expression (2.8), the plastic strain associated with (2.11) writes:

$$\varepsilon_{ij}^p = -\frac{1}{2} (b_i n_j + b_j n_i) \delta(\vec{S} - \vec{x})$$

Combining expressions (2.10) and (2.12) leads to the following surface integral to define the total displacement field induced by the dislocation:
\[ u_i(\vec{x}) = \int_S C_{klmn} G_{ik,l}(\vec{x} - \vec{x}') b_n n_m dS' \] (2.13)

Equation (2.13) is the original formula obtained by Volterra [241]. Differentiating this equation to obtain the total distortion \( u_{i,j} \) allows for an expression of the total strain using equation (2.3). The latter can be further converted to a line integral upon using Stokes’ theorem [181]. From there, the stress induced by the presence of a dislocation line is obtained from equation (2.6) as:

\[ \sigma_{ij}(\vec{x}) = C_{ijkl} \oint_L e_{lnh} C_{pqmn} G_{kp,q}(\vec{x} - \vec{x}') b_m dx'_{h} \] (2.14)

where the integration is performed along the dislocation line \( L \) defined as the boundary of surface \( \vec{S} \) and with elementary line direction \( d\vec{x}' \), and where \( e_{ijk} \) is the permutation tensor. Equation (2.14) appears to have been first obtained by Mura [180] and constitutes the basis for evaluating the stress field of discrete dislocation lines. Note here that the stress field is given as a closed line integral, i.e. for a closed dislocation loop. In practice however, since a dislocation loop can be decomposed into the sum of parametric segments connected to one another, the stress field produced by a dislocation segment can be evaluated using equation (2.14). Nevertheless, difficulties arise when evaluating the stress of terminating segments, since the solution cannot be uniquely determined in that case [80, 14].

2.2.3 Elastic stress field of a static dislocation

As detailed in Section 2.2.2 and in [72, 181], the stress field \( \sigma(\vec{x}) \) of a dislocation line \( L \) with Burgers vector \( \vec{b} \) is obtained at any field point \( \vec{x} \) from expression (2.14) as:

\[ \sigma_{ij}(\vec{x}) = C_{ijkl} \oint_L e_{lnh} C_{pqmn} G_{kp,q}(\vec{x} - \vec{x}') b_m dx'_{h} \] (2.14 repeated)

where \( C_{ijkl} \) is the fourth order elastic stiffness tensor, \( e_{ijk} \) is the permutation tensor,
\( \vec{x}' \) is the coordinate that spans the dislocation, \( G_{kp,q} = \partial G_{kp}/\partial x_q \) and \( G_{ij}(\vec{x} - \vec{x}') \) is the static Green function for an homogeneous elastic medium. \( G_{ij}(\vec{x} - \vec{x}') \) defines the displacement in the \( i \)-th direction at point \( \vec{x} \) due to an elementary force applied in the \( j \)-th direction at point \( \vec{x}' \). It can be shown that the Green function satisfies [99]:

\[
C_{ijkl} G_{km,lj}(\vec{x} - \vec{x}') + \delta_{im} \delta(\vec{x} - \vec{x}') = 0 \tag{2.15}
\]

where \( \delta_{im} \) denotes the Kronecker symbol and \( \delta(\vec{x} - \vec{x}') \) is the three-dimensional delta function that vanishes everywhere expect where \( \vec{x} = \vec{x}' \), i.e. on the dislocation line. In equation (2.14), the evaluation of the stress field of a dislocation requires an expression of the Green function which has not been given thus far. In the following, expressions for the Green function in the case of isotropic and anisotropic elasticity are provided.

### 2.2.3.1 Isotropic elasticity

There are several ways in which the Green function can be determined. Usually, such is done by solving for equation (2.15) in an infinite medium under the assumption that \( G_{ij}(\vec{x} - \vec{x}') \) vanishes at infinity, i.e. \( G_{ij}(\vec{x} - \vec{x}') \to 0 \) when \( \|\vec{x} - \vec{x}'\| \to \infty \). The use of Fourier transforms techniques is then probably the most straightforward and elegant approach to obtain an expression for \( G_{ij} \) [181]. In the case of an elastically isotropic medium, the need of solely two elastic constants to describe the elastic properties of the medium greatly simplifies its determination. Thus, for isotropic elasticity, the static Green’s function is analytically expressed as [99]:

\[
G_{kp}(\vec{R}) = \frac{1}{8\pi\mu} \left[ \delta_{kp} R_{qq} - \frac{1}{2(1-\nu)} R_{kp} \right] \tag{2.16}
\]

where \( \mu \) and \( \nu \) are the shear modulus and the Poisson’s ratio, \( \delta_{ij} \) is the Kronecker tensor and \( \vec{R} = \vec{x} - \vec{x}' \) is the radius vector of norm \( R = \|\vec{x} - \vec{x}'\| = \sqrt{\vec{R} \cdot \vec{R}} = \sqrt{R_i R_i} \).
Combining equations (2.14) and the first derivative of (2.16), the stress field of a dislocation line in an elastically isotropic infinite medium is expressed as [72]:

\[
\sigma_{ij}(\vec{x}) = \frac{\mu b_n}{8\pi} \int_{L} \left[ R_{mpp}(e_{jmn}dx_i' + e_{imn}dx_j') \right. \\
\left. + \frac{2}{1-\nu} e_{kmn}(R_{ijm} - \delta_{ij}R_{ppm}) dx_k' \right] 
\]

(2.17)

where the derivatives of the radius norm \( R \) in (2.16) and (2.17) are given by:

\[
R_i = \frac{R_i}{R} \\
R_{ij} = \left( \delta_{ij} - \frac{R_i R_j}{R^2} \right) / R \\
R_{ijk} = \left[ 3 \frac{R_i}{R} \frac{R_j}{R} \frac{R_k}{R} - \left( \delta_{ij} \frac{R_k}{R} + \delta_{jk} \frac{R_i}{R} + \delta_{ki} \frac{R_j}{R} \right) \right] / R^2 
\]

(2.18)

Full details on the derivation of relations (2.18) are provided in Appendix A.

Here, it is important to notice that \( R_{ijk} \) becomes unbounded as \( R \to 0 \). In other words, equation (2.17) provides a singular expression of the stress field when evaluated on the dislocation line, i.e. when \( \vec{x} = \vec{x}' \). As will be shown in the next paragraph, this results from the fact that the Green’s function is not defined for \( \vec{R} = \vec{0} \) in the case of general anisotropy, such that the general formulation (2.14) is similarly singular along the dislocation line \( L \). This indicates that with this continuum approach, the stress field becomes unbounded in the dislocation core, which obviously does not occur in real crystals. To address this discrepancy, Cai et al. recently proposed a non-singular formulation, in which the dislocation core is spread according to an isotropic distribution [35]. Besides removing the singularity along dislocation line, this formulation allows for obtaining an explicit analytical formulation of the stress field induced by straight segments in isotropic elasticity. More details on the non-singular formulation are given in Appendix A.2.

For an infinite straight edge dislocation align with the z-axis and with Burgers
Figure 2.6: Non-zero components of the stress field produced by an infinitely long straight edge dislocation along the $z$-axis. The Burgers vector $\vec{b}$ of magnitude $b = \|\vec{b}\| = 1$ is parallel to the positive $x$ direction and the medium is isotropic elastic with material parameters $\mu = 0.6$ and $\nu = 0.2$.

vector $\vec{b} = [b00]$ parallel to the $x$-axis, the stress field components given by the classical singular theory in equation (2.17) reduce to:
\[
\sigma_{xx} = -\frac{\mu b}{2\pi(1-\nu)} \frac{y(3x^2 + y^2)}{(x^2 + y^2)^2}
\]
\[
\sigma_{yy} = \frac{\mu b}{2\pi(1-\nu)} \frac{y(x^2 - y^2)}{(x^2 + y^2)^2}
\]
\[
\sigma_{xy} = \frac{\mu b}{2\pi(1-\nu)} \frac{x(x^2 - y^2)}{(x^2 + y^2)^2}
\]
\[
\sigma_{zz} = \nu(\sigma_{xx} + \sigma_{yy}) = -\frac{\mu b\nu}{\pi(1-\nu)} \frac{y}{x^2 + y^2}
\]
\[
\sigma_{xz} = \sigma_{yz} = 0
\]  

(2.19)

where component \(\sigma_{zz}\) is given for a plane strain situation \((\epsilon_{zz} = 0)\). A graphical representation of the non-zero components of the stress field in a plane perpendicular to the line direction is given in figure 2.6.

In the case of an infinite screw dislocation along the \(z\)-axis with Burgers vector \(\vec{b} = [00b]\) parallel to the \(z\)-axis, the stress field components given by equation (2.17) reduce to:

\[
\sigma_{xz} = -\frac{\mu b}{2\pi} \frac{y}{x^2 + y^2}
\]
\[
\sigma_{yz} = \frac{\mu b}{2\pi} \frac{x}{x^2 + y^2}
\]
\[
\sigma_{xx} = \sigma_{yy} = \sigma_{xy} = \sigma_{zz} = 0
\]

(2.20)

for which a graphical representation is given in figure 2.7.

2.2.3.2 Anisotropic elasticity

In the case of general anisotropic elasticity, the determination of the Green function is more complex, and requires to solve a sextic equation in terms of the Stroh eigenvalues [230]. Following the formalism proposed by Ting and Lee [230], explicit formulations of first and second derivatives of the Green’s function have been recently derived.
Figure 2.7: Non-zero components of the stress field produced by an infinitely long straight screw dislocation along the $z$-axis. The Burgers vector $\vec{b}$ of magnitude $b = \|\vec{b}\| = 1$ is parallel to the $z$ direction and the medium is isotropic elastic with material parameters $\mu = 0.6$ and $\nu = 0.2$.

[146, 32], but their numerical evaluation cannot be directly obtained. Note that analytical solutions for the stress field of dislocations in transverse isotropy have been obtained by Pan and Chou [46, 190]. In the general case however, no closed form expression can be found. The first approaches to evaluate $G_{ij}$ in an anisotropic medium concentrated on obtaining approximations of the solution for equation (2.15) by expanding $G_{ij}$ in series form [182]. Later, Bacon and Barnett proposed an angular integral expression of the Green function and its derivatives [17, 14] for anisotropic elasticity. With this approach, the expression of $G_{ij}$ is given as:

$$G_{kp}(\vec{R}) = \frac{1}{4\pi^2 R} \int_0^\pi M_{kp}^{-1}(\vec{\xi}) d\psi$$

(2.21)

where $\vec{R} = \vec{x} - \vec{x}'$ is the radius vector of norm $R = \|\vec{R}\|$. By denoting $(\vec{e}_{R1}, \vec{e}_{R2})$ any arbitrary plane orthogonal to $\vec{R}$ and $\vec{T} = \vec{R}/R$ the unit vector direction of $\vec{R}$, $\vec{\xi}(\psi)$ denotes the unit vector on plane $(\vec{e}_{R1}, \vec{e}_{R2})$ making an angle $\psi$ with $\vec{e}_{R1}$. By definition, $\vec{\xi}(\psi)$ satisfies $\vec{T} \cdot \vec{\xi} = 0$. With this, the tensor $M^{-1}$ in equation (2.21) is expressed as:
\[ M_{kp}^{-1}(\vec{\xi}) = \frac{e_{ksm}e_{prw}K_{sr}(\vec{\xi})K_{mw}(\vec{\xi})}{2\epsilon_{gn}K_{1l}(\vec{\xi})K_{2g}(\vec{\xi})K_{3n}(\vec{\xi})} \]  

(2.22)

where \( K_{ik}(\vec{\xi}) = C_{ijkl}\xi_j\xi_l \) and the elastic tensor \( C \) is expressed in the global frame \((\vec{e}_1, \vec{e}_2, \vec{e}_3)\) in which the coordinates of \( \vec{\xi} \) are also expressed. The first derivative of the anisotropic Green’s function expressed in equations (2.21) and (2.22) is given by [17]:

\[
G_{kp,q}(\vec{R}) = \frac{1}{4\pi^2 R^2} \int_0^\pi \left( -T_q M_{kp}^{-1}(\vec{\xi}) + \xi_q C_{jrnw}M_{kj}^{-1}(\vec{\xi})M_{np}^{-1}(\vec{\xi})(\xi_r T_w + \xi_w T_r) \right) \, d\psi
\]

(2.23)

for which no closed form solution exists. Therefore, the evaluation of the stress field of a dislocation in an anisotropic medium requires the calculation of nested numerical integrations given in equations (2.23) and (2.14). More details on the calculation and approximations of stress fields in anisotropic elasticity using expression (2.23) are given in Appendix B.

2.2.4 Dislocation glide

In Sections 2.2.2 and 2.2.3, the theory of static dislocations was introduced, i.e. dislocations were considered as static defects under no motion. However, when subjected to an applied stress – which may arise from a macroscopic loading or from the distortion induced by the presence of other dislocations or defects –, dislocations can glide and propagate. The resulting motion of an ensemble of gliding dislocations is generally referred to as dislocation slip. As a matter of fact, slip is one of the most common deformation modes in metallic materials and is characteristic of the plastic regime.

The permanent displacement of atoms, corresponding to the slipping of atomic planes with respect to each other, is associated with the plastic deformation and is facilitated by the presence of dislocation lines within the material: as depicted in
Figure 2.8: Schematic of the glide of an edge dislocation. The snapshots from left to right illustrate the glide of a dislocation line under an applied shear stress $\tau$. The bonds between atoms successively break and reconnect as the dislocation propagates through the crystal. The slip plane on which gliding occurs is defined by the Burgers vector $\mathbf{b}$ and the line direction $\mathbf{t}$ (orthogonal to the paper in this case) of the dislocation such that its unit normal is given by $\mathbf{n} = \frac{\mathbf{b} \times \mathbf{t}}{\|\mathbf{b} \times \mathbf{t}\|}$. At the end of the deformation, the dislocation has entirely sheared the crystal such that the part of the crystal above the slip plane has slipped by one lattice distance with respect to the bottom part.

Figure 2.8, the glide of a dislocation line follows a step by step process in which atomic bonds around the dislocation are successively broken and reconnected, inducing a relative slip between both sides of the slip plane. Without the presence of such lattice defect, the slip of atomic planes would be much more difficult, since it will require the simultaneous breaking of all atomic bonds across the slip plane, thereby requiring a much higher energy. Besides, the atomic planes on which slip occurs generally correspond to the planes and directions in which the atoms are the most packed. This is because the step that needs to be overcome by atoms to be moved to their next lattice position is all the smaller than the plane and direction are dense, therefore requiring less energy. As a result, the combinations of slip plane and slip direction – referred to as slip systems – on which plastic deformation preferably occurs depend on the crystalline structure of the material. Thus, for instance, slip primarily occurs by motion of dislocations of the family of $\frac{1}{2}\langle 1\bar{1}0\rangle \{111\}$ slip systems in face-centered cubic (FCC) materials, where $\frac{1}{2}\langle 1\bar{1}0\rangle$ refers to the family of Burgers vectors and $\{111\}$ to the family of slip planes associated with these slip systems.

Note that different properties are associated with the slip systems depending on
the geometrical and physical properties of the dislocations that constitute them. For instance, the lattice friction resistance and the dislocation mobility governing dislocation motion are intrinsic properties of slip systems and crystalline structures.

When considering a single dislocation line as in figure 2.8, its slip plane, defined by its unit normal $\vec{n}$, is determined by its Burgers vector $\vec{b}$, giving the magnitude and the direction of the slip, and its line direction $\vec{t}$ such that $\vec{n} = \frac{\vec{b} \times \vec{t}}{||\vec{b} \times \vec{t}||}$. In other words a dislocation is generally constrained to move on its plane. However, the case of a screw dislocation is particular since no slip plane can be defined: the Burgers vector and the line direction are collinear in this case. For this reason, screw dislocations have the ability to cross-slip, i.e. to change slip planes during glide. Thus, when local conditions are met, a screw portion of a dislocation line can potentially glide on any slip planes containing its Burgers vector. This thermally-activated mechanism is for instance particularly encountered in the bypassing process of obstacles lying on the original slip plane of a dislocation.

As illustrated in figure 2.8, the propagation of a dislocation shears the crystal along its slip plane. The elementary plastic shear strain $\gamma$ associated with the motion of a dislocation is given as:

$$\gamma = \frac{bA}{V}$$ (2.24)

where $b = ||\vec{b}||$ is the magnitude of the Burgers vector, $A$ is the area swept by the dislocation during glide, and $V$ is the volume of the sheared crystal. Without further details, equation (2.24) can be intuitively obtained from the purposely oversimplified following reasoning: let the crystal presented in figure 2.8 be of height $h$ (along $\vec{n}$), length $l$ (along $\vec{b}$) and width $w$ (along $\vec{t}$). When a dislocation of length $w$ has fully propagated through the crystal from left to right, the upper part of the crystal is translated by an amount $b$ with respect to the lower part such that the resulting amount of shear in the crystal is given by $\gamma = b/h$. In this process, the dislocation
has travelled a distance $l$ and, consequently, swept an area $A = lw$. Therefore, the resulting shear can be expressed as $\gamma = bA/hA$ where $V = hA$ is the volume of the crystal, thereby recovering equation (2.24). Extending this reasoning to the collective glide of dislocations, the total plastic shear resulting from the global motion of dislocations on slip system $s$ is given as:

$$\gamma^s = \sum_{i \in s} \frac{b^s A^s_i}{V}$$

(2.25)

where the sum is performed on all dislocations $i$ on system $s$, $A^s_i$ is the area sheared by dislocation $i$, and $b^s$ is the magnitude of the Burgers vector associated with slip system $s$. With that, the plastic strain $\epsilon^p$ and the plastic rotation $\omega^p$ resulting from the collective dislocation slip on all slip systems are given as:

$$\epsilon^p = \frac{1}{2} \sum_s \left( \bar{b}^s \otimes \bar{n}^s + \bar{n}^s \otimes \bar{b}^s \right) \gamma^s$$

(2.26)

$$\omega^p = \frac{1}{2} \sum_s \left( \bar{b}^s \otimes \bar{n}^s - \bar{n}^s \otimes \bar{b}^s \right) \gamma^s$$

(2.27)

2.3 Discrete dislocation representation

In this section, the discrete representation of dislocation lines in DDD simulations is presented, and the numerical approach to model the physical properties of dislocations that are described in Section 2.2 is introduced.

2.3.1 Line discretization

2.3.1.1 Nodal approach

Several approaches have been developed to represent and discretize the dislocation network in DDD simulations. The first type of approaches rely on a discretization scheme in which dislocation segments – successively connected to one another –, were
restricted to a fix set of orientations. This representation resulted from the argument
that the positions along dislocation lines should correspond to lattice sites, thereby
g eo met ri cal l y con straining dislocation segments orientations. Following this lattice-
based representation, the first simulations solely relied on pure edge and pure screw
segments [67, 240]. Later, additional orientations were introduced, especially to better
represent the formation of junctions whose orientations cannot be well described solely
relying on pure edge or pure screw characters [164, 68]. Further, the need for a more
accurate representation allowing for a continuous description of orientations led to
the development of nodal approaches that have progressively gained interest and are
currently widely used [266, 96]. A nodal-based scheme is adopted and implemented
in the present work.

Figure 2.9: Schematic of nodal dislocation line discretization. The dislocation net-
work is discretized into nodes connected to one another by parametric segments.
Physical nodes correspond to nodes that have three or more connections, while nodes
with two connections are referred to as discretization nodes. Nodes that possess only
one connection correspond to end nodes associated with the artificial end of the defect
within the crystalline structure.

In the nodal approach, dislocation lines are discretized into segments connected to
one another through dislocation nodes, as depicted on figure 2.9. With this approach,
the motion of dislocation lines is governed by the motion of their nodes, thereby
allowing dislocation segments to attain any orientation. Each node can have one or
several connections. A node that possesses only one connection is an end node and
is physically constrained not to move, as it artificially corresponds to the end of a
defect within the lattice structure. A node that has three or more connections is a junction node as it corresponds to the intersection between two or more dislocations. In that sense, end nodes and junction nodes are considered as physical nodes, whereas nodes that possess two connections are referred to as discretization nodes, and are only introduced to allow for a correct description of the curvature of dislocation lines.

**Figure 2.10:** Schematic of a dislocation group and its properties. To each nodal connection is associated a Burgers vector and the normal of the glide plane(s) of dislocation segments. To maintain the Burgers continuity, each dislocation node \(i\) that is not an end node must respect \(\sum_j \vec{b}_{ij} = 0\), where the sum is performed on every connection \(j\) and \(\vec{b}_{ij}\) is the Burgers vector of oriented segment \(ij\).

To accurately model the behavior of dislocations, discrete segments need to account for the physical properties presented in Section 2.2. Therefore, as depicted in figure 2.10, each dislocation segment is described by a Burgers vector and a glide plane defined by a Miller index. To account for the polarity of the line direction, the Burgers vector of a segment takes plus (+) or minus (−) signs depending on the orientation of the segment. Thus, for two nodes \(i\) and \(j\) that are connected together, segment \(ij\), defined as oriented from node \(i\) to node \(j\), possesses a Burgers vector \(\vec{b}_{ij}\) opposite to that of segment \(ji\) defined from node \(j\) to node \(i\) whose Burgers vector is \(\vec{b}_{ji} = -\vec{b}_{ij}\). This directly results from the necessity to maintain Burgers continuity along dislocation lines [111]. In other words, with this convention, it follows that the sum of Burgers vectors at each node \(i\) connected to nodes \(j\) respects \(\sum_j \vec{b}_{ij} = 0\),
provided that node $i$ is not an end node. In practise, it is easier to assign the Burgers vectors of the dislocation segments directly to the nodes. Thus, for each connection, a node $i$ is associated with (1) the node $j$ to which it is connected and (2) the Burgers vector $\mathbf{b}_{ij}$ of segment $ij$ going from node $i$ to node $j$.

The Miller indices associated to dislocation segments define the normal of the slip planes dislocations are gliding on. Depending on the local configuration, the motion of dislocation segments can be constrained to lie in one to three slip planes. Thus, a non-junction segment is necessarily gliding on a single slip plane, and the pair formed by its slip plane and its Burgers vector defines its slip system. However, junction segments, resulting from the intersection of several dislocations gliding on different planes, are generally constrained to move along the intersection of the slip planes associated with the initial segments that formed it. Physically however, the slip plane of a dislocation is defined by the plane formed by its Burgers vector and its line direction (see Section 2.2.4). If such plane is dense and allows for slip – considering the friction resistance exerted by the lattice and the mobility of dislocations along that plane –, a dislocation will be able to glide on that plane under a sufficient resolved shear stress (RSS).

Note that, as will be discussed in Section 2.5, in DDD, the motion of a node connected to segments with two distinct slip planes is constrained to the line defined by the intersection of the two planes, while a node connected to segments with three distinct planes is geometrically constrained to be fixed, since the intersection between three non-coplanar planes reduces to a single point. In practice, glide planes are associated to the segments such that, when node $i$ and node $j$ are connected together, segment $ij$ and segment $ji$ are assigned the same Miller indices.

To allow any type of crystallography to be simulated, the DDD code developed in this work relies on a set of crystallographic planes $\{\mathbf{n}\}$, slip directions $\{\mathbf{b}\}$ and available slip system properties (magnitude of the Burgers vector, lattice friction
stress, dislocation mobilities), that define the available slip systems on which discrete dislocation segments can move. These information are incorporated into the DDD framework for common crystalline structures (FCC, BCC, HCP) or can be imputed to treat complex user-defined crystal structures.

2.3.1.2 Segments parametrization

Depending on the approaches, dislocation segments can be represented by straight segments or splines. In the general case, each dislocation segment $ij$ can be described by a parametric line spanned with coordinate $s$ for $0 \leq s \leq 1$, such that the position $\vec{x}_{ij}(s)$ at coordinate $s$ along the segment can be obtained from an interpolation between $N_d$ coordinates as:

$$\vec{x}_{ij}(s) = \sum_{a}^{N_d} N_a(s) \vec{q}_{ij}^a \quad (2.28)$$

where $N_a(s)$ denotes the interpolation function associated with the $a$-th generalized coordinate $\vec{q}_{ij}^a$ describing segment $ij$. The spline approximation is generally performed using a quadratic or cubic interpolation between dislocation node positions and requires the definition of the line tangent at each node [97, 251, 21]. The tangent vector $\vec{t}_{ij}(s)$ along segment $ij$ can be expressed as:

$$\vec{t}_{ij}(s) = \sum_{a}^{N_d} N'_a(s) \vec{q}_{ij}^a \quad (2.29)$$

where $N'_a(s)$ denotes the derivative of the shape function with respect to the curvilinear abscissa $s$. For a cubic spline interpolation, the generalized coordinates are given by [96]:
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where $\vec{x}_i$ and $\vec{t}_i$ denote the position and the tangent vector at node $i$, respectively, while the interpolation functions and their derivatives are given by:

$$
N_1(s) = 2s^3 - 3s^2 + 1 \quad \text{and} \quad N_1'(s) = 6s^2 - 6s
$$
$$
N_2(s) = -2s^3 + 3s^2 \quad \text{and} \quad N_2'(s) = -6s^2 + 6s
$$
$$
N_3(s) = s^3 - 2s^2 + s \quad \text{and} \quad N_3'(s) = 3s^2 - 4s + 1
$$
$$
N_4(s) = s^3 - s^2 \quad \text{and} \quad N_4'(s) = 3s^2 - 2s
$$

(2.31)

The spline approach allows for a precise description of dislocation lines, particularly because the curvature is defined everywhere along the line. However, when integrations are to be performed over the lines, such as when computing stress fields (see equation (2.14)), closed form expressions can generally not be obtained. For instance, evaluating the length of a dislocation segment $ij$ described with a cubic spline can be achieved by calculating:

$$
l_{ij} = \int_0^1 \left( \sum_{a,b=1}^4 \vec{q}_{ij}^a \cdot N_a'(s)N_b'(s) \cdot \vec{q}_{ij}^b \right)^{1/2} ds
$$

(2.32)

Numerically, equation (2.32) can be evaluated using a Gaussian quadrature approximation, for instance. However, any numerical integration technique becomes very costly when the number of integration points becomes large, i.e. when seeking for a good approximation. Thus, in general, closed form solutions are favored in numerical simulations, principally as a way to alleviate the computational cost while ensuring an optimal accuracy. Conveniently, a linear interpolation can be used to describe
straight segments between dislocation nodes. Using the general interpolation scheme introduced in equation (2.28), straight segments are obtained by setting:

\[
N_d = 2 \\
N_1(s) = 1 - s \quad \text{and} \quad N_2(s) = s \\
\vec{q}_{ij}^1 = \vec{x}_i \quad \text{and} \quad \vec{q}_{ij}^2 = \vec{x}_j
\]  

(2.33)

Such approximation is perfectly appropriate as long as the discretization size (i.e. the average length of dislocation segments) remains sufficiently small with respect to line curvature. Moreover, analytical formulations for stresses and nodal forces can be derived for straight segments [35, 5], thereby allowing for a considerable gain in computation time and accuracy with respect to numerical integrations. With such description, any property at each point along a segment line can be deduced from the nodal properties values through the linear interpolation. For the sake of clarity, the position \( \vec{x}_{ij}(s) \) of a point located at curvilinear abscissa \( s \) along the dislocation segment \( ij \) is for instance obtained from equations (2.28) and (2.33) as:

\[
\vec{x}_{ij}(s) = (1 - s)\vec{x}_i + s\vec{x}_j \quad \text{with} \quad 0 \leq s \leq 1
\]  

(2.34)

Note that with this description, the curvature is not defined at every point along the dislocation line, since it is not uniquely defined at each node \( i \). Conversely, the tangent vector defined in equation (2.29) is constant over the segment length and given by:

\[
\vec{t}_{ij} = \frac{\vec{x}_j - \vec{x}_i}{||\vec{x}_j - \vec{x}_i||}
\]  

(2.35)

\[
l_{ij} = ||\vec{x}_j - \vec{x}_i||
\]  

(2.36)

where \( l_{ij} \) denotes the length of dislocation segment \( ij \).
2.3.2 Periodic boundary conditions

In DDD simulations, periodic boundary conditions (PBC) are often employed as they are particularly adapted to study plasticity in the bulk. The use of PBC includes two aspects: (1) the unit cell, also referred to as the primary volume, and its dislocation content are replicated in all spatial directions \((x, y, z)\), and (2) all dislocations exiting a surface are periodically reintroduced through the opposite face with the same velocity, so as to ensure the conservation of dislocation fluxes. As depicted for two dimensions in figure 2.11, the use of PBC allows for circumventing the difficulties associated with the treatment of free external surfaces. When PBC are prescribed in the three spatial directions \((x, y, z)\), the primary volume is replicated 26 times. The replicated volumes are referred to as image volumes while the replicated dislocations are referred to as image dislocations. Note that when PBC are applied, primary dislocations elastically interact with their own images, as well as with the images of all other dislocations present in the primary volume.

**Figure 2.11:** Schematic of 2D PBC in the \((x, y)\) directions. The primary volume delimited in red is repeated in 8 times in all directions of the plane. The corresponding primary and image dislocations are drawn with solid and dashed lines, respectively. Dislocations that pass through one face of the primary volume are reintroduced on the opposite face by periodicity.
2.4 Boundary value problem in DDD

2.4.1 Mechanical boundary value problem

The framework used for the determination of the mechanical state in DDD simulations follows the fundamental boundary value problem of continuum mechanics. Essentially, the mechanical state at each point \( \bar{x} \) of the simulation volume \( V_s \) must respect the mechanical equilibrium (introduced in equation (2.2)) and satisfy the displacement and traction boundary conditions:

\[
\sigma(\bar{x}) = C(\bar{x}) : \epsilon^e(\bar{x}), \quad \forall \bar{x} \in V_s \tag{2.37}
\]

\[
\text{div}(\sigma) = 0 \tag{2.38}
\]

\[
\bar{u} = \bar{u}^* \text{ on } \partial V_u \tag{2.39}
\]

\[
\sigma \cdot \bar{n} = \bar{t}^* \text{ on } \partial V_t \tag{2.40}
\]

where \( C(\bar{x}) \) is the elastic stiffness tensor at point \( \bar{x} \), \( \epsilon^e \) is the elastic strain tensor, and \( \partial V_u \) and \( \partial V_t \) denote the external surfaces of volume \( V_s \) with normal \( \bar{n} \) subjected to displacement \( \bar{u}^* \) and traction \( \bar{t}^* \) boundary conditions, respectively.

Two main approaches have been developed in DDD simulations to solve for the boundary value problem expressed in equations (2.37) to (2.40). The first approach, which is currently widely used, consists in assuming that the medium \( V_s \) is elastic (outside of the dislocation cores). With this approach, the total stress \( \sigma \) is decomposed as the sum of different contributions that are added by virtue of the superposition principle [232]. In contrast, the second approach, the Discrete-Continuous Model (DCM), relies on an eigenstrain formalism in which the determination of the mechanical state follows an elasto-viscoplastic framework [147]. In the rest of this thesis, the method relying on the superposition principle will be referred to as the regular or conventional DDD approach. This method, upon which most of current DDD simulations are grounded, is fully presented in the forthcoming sections. On the other hand, the
DCM approach will be fully presented in Section 3.2 as it constitutes the basis of the DDD-FFT method introduced in Chapter 3.

2.4.2 Superposition approach

In a vast majority of current conventional DDD simulations, the framework used to solve for the boundary value problem (2.37) to (2.40) follows the work of Van der Giessen and Needleman [232]. In this framework, the medium subjected to displacement and traction boundary conditions is considered to be linear elastic, outside of the dislocation cores. As a result, the initial complete problem is decomposed as two subsidiary problems that can be added making use of the superposition principle. As illustrated in figure 2.12, the original problem can be seen as the sum of a problem in which the dislocations are lying within an unbounded infinite elastic medium under no loading, and a problem in which the effect of the dislocations displacement and stress fields are removed from the original boundary conditions so as to define corrective boundary conditions. Following this decomposition, the total stress $\sigma(\vec{x})$ acting at each material point $\vec{x}$ is given as the sum of (1) the internal stresses $\sigma^{\text{int}}$ arising from the presence of dislocations in an infinite medium, and (2) external stress $\sigma^{\text{ext}}$ coming from the imposed boundary conditions, such as to define:

$$\sigma = \sigma^{\text{int}} + \sigma^{\text{ext}} \quad (2.41)$$

Depending on the loading and boundary conditions, the external contribution is also often referred to as the correction field required to ensure that the total stress $\sigma$ respects the boundary conditions and the mechanical equilibrium stated in equations (2.37)–(2.40).
Figure 2.12: Decomposition of the boundary value problem as suggested in [232]. By considering the volume as linear elastic so as to make use of the superposition principle, the initial problem (a) defined through equations (2.37) to (2.40) can be decomposed as the superposition of two sub-problems: (b) a problem in which the dislocations are inserted into an infinite elastic medium under no load, and (c) a correction problem in which displacements and stresses induced by the dislocations are removed from the initial applied boundary conditions.

2.4.3 Internal stress contribution

In the regular approach, the internal stresses $\sigma_{\text{int}}$ at each point $\vec{x}$ in the volume are obtained by virtue of the superposition principle, whereby the contributions of the elastic stress field of each dislocation segment calculated in an infinite medium are added. As presented in Section 2.2.3, in its general form, the line integral expression of the stress induced by a dislocation loop with Burgers vector $\vec{b}$ at any field point $\vec{x}$ was obtained by Mura from the eigenstrain theory as [181]:

$$
\sigma_{ij}(\vec{x}) = C_{ijkl} \int_L \epsilon_{\text{inh}} C_{pqmn} G_{kp,q}(\vec{x} - \vec{x}') b_m d\vec{x}'_n
$$

(2.14 repeated)

where $\epsilon_{ijk}$ is the permutation tensor, $G_{ijk}$ is the derivative of the Green function, and $\vec{x}'$ is the coordinate that spans the dislocation line $L$. As detailed in Section 2.2.2, this formulation stems from the boundary value problem (2.37) to (2.40) expressed in an infinite medium, i.e. for which no boundary conditions are prescribed, and in
which the stress results from the plastic distortion induced by the dislocation line $L$.

Note however that equation (2.14) is singular along the dislocation line, such that the stress becomes unbounded. As a result, in the regular approach, the medium is considered elastic outside of the dislocation core. Note nonetheless that the non-singular formulation introduced by Cai and co-workers allows for a removal of the singularity by introducing a spreading of the Burgers vector [35] (see Appendix A). Following the discretization of dislocation lines used in DDD (see Section 2.3), equation (2.14) is generally decomposed as the sum of integrals over individual connected segments. As a result, the internal stress contribution $\sigma^{\text{int}}$ is usually written as:

$$
\sigma^{\text{int}}(\vec{x}) = \sum_{kl} \sigma^{kl}(\vec{x})
$$

where the sum is performed over all segments $kl$ present in the volume and $\sigma^{kl}$ denotes the stress field induced by segment $kl$ at point $\vec{x}$ obtained by equation (2.14). When PBC are prescribed, the summation also includes image segments pertaining to the replicated volumes. However, as indicated in (2.14), the classical theory provides an expression for the stress field of a dislocation line $L$ when the latter is closed, i.e. when the integral is taken over a closed contour. In practice however, the dislocation network in regular DDD simulations is not enforced to be closed, and dislocations may intersect internal or external surfaces, if any. Using expression (2.14) to calculate the stress field of a dislocation intersecting a free surface will result in a violation of the mechanical equilibrium [154, 60]. Therefore, to ensure that the total stress remains divergence-free, the latter is corrected by the external contribution, when needed.

### 2.4.4 External stress contribution

In the literature, the external stress $\sigma^{\text{ext}}$ contribution is often referred to as a correction field required for the total stress to satisfy the imposed loading conditions.
Particularly, this contribution is used to perform simulations in finite volume by imposing vanishing traction conditions on external surfaces such as to simulate the presence of free surfaces [253, 254]. Sometimes, this contribution is subdivided into two parts [77]:

\[ \sigma^{ext} = \sigma^u + \sigma^t \]  

(2.43)

where \( \sigma^u \) pertains to the imposed displacement and \( \sigma^t \) to the surface traction. This decomposition is particularly apparent when PBC are used. In this case, the periodicity of the traction boundary conditions is ensured when contribution \( \sigma^t \) corresponds to the sum of the stress fields of image dislocations belonging to the replicated volumes [77]. In the general case however, \( \sigma^{ext} \) is determined by solving the boundary value problem illustrated in figure 2.12(c). The resolution of this problem requires the evaluation, at boundaries \( \partial V_t \) and \( \partial V_u \), of internal stress and displacement fields induced by all dislocations in the volume, respectively. Such is done by using the superposition approach described in Section 2.4.3, whereby the stress can be calculated using equation (2.42). Using the non-singular formulation introduced by Cai et al., an analytical formulation for computing the internal stress field on a surface element has been recently developed [197]. However, special treatment for dislocations intersecting free surfaces must be included [254, 154, 252].

When PBC are used, a direct mean-field method can be used to solve for the external contribution. This is because in this case, simple displacement boundary conditions generate an homogeneous and uniform external stress throughout the simulation volume. As a result, the unique stress (respectively strain) value holding for the whole volume is readily obtained from the constitutive law (2.37), depending on the type of loading (a simulation can be alternatively driven in strain or stress, see Section 2.8.2 for complementary details). However, the direct method is only applicable to fully periodic simulations, and cannot be employed when boundary conditions
are complex or when elastic inhomogeneities are to be treated.

As an alternative to the mean-field method, the Finite Element Method (FEM) offers a full-field approach capable of overcoming the limitations of the direct method by providing a method to solve for the boundary value problem more rigorously. Expressing relations (2.37)–(2.40) in a weak form and applying the principle of virtual work for any arbitrary virtual displacement $\delta \vec{u}$ yields the following expression:

$$\int_{V_s} \sigma_{ij} \delta u_{i,j} dV - \int_{\partial V_s} t_i \delta u_i dS = 0 \quad (2.44)$$

where $\partial V_s$ denotes all external surfaces of simulation volume $V_s$. Consistently with relations (2.39)–(2.40), formulation (2.44) allows for applying both displacements and traction boundary conditions. Thus, $\vec{u}^{ext}$ and $\sigma^{ext}$ of the correction problem in figure 2.12(c) can be determined by discretizing simulation $V_s$ into elements such as to numerically solve for (2.44). Full details on the FEM formulation and its implementation for linear elasticity are provided in Appendix E.

### 2.5 Motion of dislocations

#### 2.5.1 Driving force and equation of motion

In metallic solids, dislocation slip constitutes one of the main plastic deformation modes. Slip corresponds to the generation and glide of dislocation lines, and occurs when local stress conditions are sufficient to activate dislocation propagation, as a way to accommodate the deformation (see Section 2.2.4). In other words, dislocation motion is mainly driven by the stress acting on dislocation lines. The stress contributions are either external, i.e. related to the imposed loading, or internal, i.e. induced by the presence of other defects within the lattice structure that give rise to internal displacement fields. As any crystallographic defect, dislocations contribute to the free energy of the crystal. As a result, a change in dislocation position through dislocation motion generally results in a change in the energy of the crystal. Thus,
from thermodynamical considerations, the driving force $\vec{f}$ of dislocation motion is defined as the negative gradient of the energy $E$ with respect to dislocation motion [73]:

$$\vec{f} = -\frac{\partial E}{\partial \vec{x}} = \vec{f}^{pk} + \vec{f}^{os}$$  \hspace{1cm} (2.45)

where $\vec{f}$ is the force per unit length. The general expression of the force $\vec{f}$ on a dislocation includes a mechanical and a chemical contributions [73]. The former, corresponding to the well-known Peach-Koehler force, arises when the dislocation is subjected to a stress field $\sigma$ and expresses as [111]:

$$\vec{f}^{pk} = \left( \sigma \cdot \vec{b} \right) \times \vec{t}$$  \hspace{1cm} (2.46)

where $\vec{b}$ denotes the Burgers vector corresponding to the elementary amount of displacement induced by the dislocation, and $\vec{t}$ denotes its unit line tangent. The chemical force $\vec{f}^{os}$, also referred to as the osmotic force, accounts for the presence of vacancies concentration and is given by the Bardeen-Herring equation [157, 73]. However, this contribution is usually neglected when modelling dislocation dynamics such that the following approximation is generally made:

$$\vec{f} = -\frac{\partial E}{\partial \vec{x}} \approx \vec{f}^{pk}$$  \hspace{1cm} (2.47)

Note however that a more general expression of the force per unit length practically used in DDD simulations such as to account for line tension and lattice friction stress will be given later in equation (2.55).

In response to a force, the motion of a dislocation differs depending on the material, the crystal structure, the slip system, the Burgers vector, the line orientation, etc. In a general setting, the relation between the force and the velocity along the dislocation line is modelled by a mobility function $\mathcal{M}$:
\[ \vec{v} = \mathcal{M}(\vec{f}) \]  

(2.48)

where \( \vec{v} = \frac{d\vec{x}}{dt} \) is given as the time derivative of dislocation positions \( \vec{x} \). The mobility function \( \mathcal{M} \) is chosen such that dislocation motion reproduces well experimental observations and atomistic simulations. In particular, the motion of dislocations in elastic crystals is generally approximated by an overdamped equation of motion mimicking the viscous drag arising from phonons interactions with moving dislocations. With such description, and neglecting the effects of inertia, equation (2.48) simply writes as a linear expression:

\[ \mathcal{B}\vec{v} = \vec{f} \]  

(2.49)

where \( \mathcal{B} \) denotes the viscous drag coefficient matrix. Details for the case where inertia is accounted for are given in Appendix C.1.1. Note that more complex mobility functions may be required to better reflect dislocations motion [36, 176]. For instance, sophisticated phenomenological approaches, such as those based on Arrhenius-type laws, have been developed to reproduce the kink-pair mechanism controlling the screw mobility in HCP crystals [176].

2.5.2 Determination of nodal dislocation motion

The linear equation of motion (EOM) (2.49) expresses the general relation between dislocation force and velocity from thermodynamical considerations. Using a variational approach, a weak formulation can be obtained to solve for dislocation motion when the dislocation network is discretized into segments. From equation (2.49), the EOM relating the force \( \vec{f} \) and the velocity \( \vec{v} \) at each position along a closed dislocation loop can be expressed as [97]:

\[ \oint \delta \vec{x} \cdot (\vec{f} - \mathcal{B}\vec{v}) |d\vec{x}| = 0 \]  

(2.50)
where $\delta \vec{x}$ is a virtual displacement of the dislocation line and the integration is performed along the entire dislocation line. Using the segment parametrizations described in Section 2.3.1, a finite element approach based on the weak formulation (2.50) can be used to evaluate motion of the discrete dislocation network. Full details on the Garlekin variational method to discrete dislocation motion are provided in Appendix C. As a result, the determination of nodal velocities associated with dislocation segments at each time step is achieved by solving the system of equations defined by:

\[
\vec{F}_i = \sum_j B_{ij} \vec{V}_j \quad \forall \text{ node } i,
\]

where $\vec{V}_j$ is the velocity of dislocation node $j$ to solve for, $\vec{F}_i$ is the force at node $i$, and $B_{ij}$ is the resistivity matrix pertaining to the viscous drag of segment $ij$. Using the classical finite element approach, the forces $\vec{F}_i$ at each dislocation node $i$ required in system of equations (2.51) are assembled as:

\[
\vec{F}_i = \sum_j \vec{f}_{ij}
\]

where $\vec{f}_{ij}$, denoting the force on segment $ij$ acting at node $i$, is obtained by integration of the total force $\vec{f}(\vec{x})$ along the segment length $|d\vec{x}|$ as:

\[
\vec{f}_{ij} = \int_{\vec{x}_i}^{\vec{x}_j} N_i(\vec{x}) \vec{f}(\vec{x}) |d\vec{x}|
\]

where $\vec{x}_i$ and $\vec{x}_j$ denote the positions of end nodes $i$ and $j$ delimiting segment $ij$, and $N_i(\vec{x})$ is the interpolation function associated with dislocation node $i$. When using the segment linear interpolation introduced in relations (2.33) to map dislocation segments as straight lines, equation (2.53) reduces to:
\[ \vec{f}_{ij} = l_{ij} \int_0^1 (1 - s) \vec{f}(\vec{x}_{ij}(s)) \, ds \] (2.54)

where \( l_{ij} = \|\vec{x}_j - \vec{x}_i\| \) denotes the length of segment \( ij \), and \( \vec{x}_{ij}(s) \) defined in equation (2.34) is the straight line mapping dislocation segment \( ij \) with curvilinear abscissa \( s \in [0, 1] \). In order to account for the lattice friction resistance, the effective force \( \vec{f}_{ij} \) is practically obtained as (see Appendix C.2):

\[
\vec{f}_{ij} = \begin{cases} 
\vec{f}_{ij}^{pk} - \left| \vec{f}_{ij}^{fric} \right| \cdot \left( \frac{\vec{f}_{ij}^{pk}}{\|\vec{f}_{ij}^{pk}\|} \right) & \text{if } \left| \vec{f}_{ij}^{pk} \right| > \left| \vec{f}_{ij}^{fric} \right| \\
0 & \text{if } \left| \vec{f}_{ij}^{pk} \right| \leq \left| \vec{f}_{ij}^{fric} \right|
\end{cases} 
\] (2.55)

where \( \vec{f}_{ij}^{fric} \) is the force arising from the lattice friction resistance, which can be readily obtained by integration of the lattice friction stress over the dislocation segment length, and \( \vec{f}_{ij}^{pk} \) is the Peach-Koehler force acting at node \( i \) obtained from integration of \( \vec{f}^{pk} \) in expression (2.46) as:

\[ \vec{f}_{ij}^{pk} = l_{ij} \int_0^1 (1 - s) \vec{f}^{pk}(\vec{x}_{ij}(s)) \, ds \] (2.56)

From the expression of the Peach-Koehler force per unit length in (2.46) and the definition of the stress state using the superposition approach in expression (2.41), \( \vec{f}_{ij}^{pk} \) in equations (2.55) and (2.56) can be decomposed as:

\[ \vec{f}_{ij}^{pk} = \vec{f}_{ij}^{int} + \vec{f}_{ij}^{ext} \] (2.57)

where the force \( \vec{f}_{ij}^{ext} \) arising from a uniform external applied stress \( \sigma^{ext} \) is given by (see details in Appendix C.2.4):

\[ \vec{f}_{ij}^{ext} = \frac{1}{2} l_{ij} \left( \left[ \sigma^{ext} \cdot \vec{b}_{ij} \right] \times \vec{t}_{ij} \right) \] (2.58)

where \( \vec{b}_{ij} \) and \( \vec{t}_{ij} \) denote the Burgers vector and the unit tangent of segment \( ij \).
contrast, $\vec{f}_{ij}^{\text{int}}$ corresponds to the force arising from the internal stress fields induced by all dislocations in the medium. Following the framework introduced in Section 2.4.3 whereby the contributions of the elastic stress fields of individual dislocation segments are added by virtue of the superposition principle, the internal force $\vec{f}_{ij}^{\text{int}}$ can be expressed as a sum over all dislocation segments $kl$ in the volume as:

$$\vec{f}_{ij}^{\text{int}} = \vec{f}_{ij}^{s} + \sum_{kl \neq ij} \vec{f}_{ij}^{kl}$$

(2.59)

where $\vec{f}_{ij}^{s}$ denotes the self-force for which details can be found in Appendix C.2.3, and where the force $\vec{f}_{ij}^{kl}$ on segment $ij$ due to the elastic interaction with segment $kl$ is calculated for every segment $kl$ distinct from $ij$.

As a result, the computation of all nodal forces is a very expensive $O(N_{\text{seg}})$ process where $N_{\text{seg}}$ is the total number of dislocation segments in the simulation volume, that constitutes a bottleneck in regular DDD simulations. Thus, special care needs to be taken so as to implement efficient methods for their computation. While segment-segment elastic interactions forces $\vec{f}_{ij}^{kl}$ will be detailed in Section 2.5.3, approximations to improve the efficiency of their computation will be presented in Section 2.9.2.

Once the nodal forces have been computed, the resistivity matrix $B_{ij}$ in system (2.51) is assembled and computed for each segment $ij$ as described in Appendix C.3. After simplification and considering straight segments, system of equations (2.51) reduces to the following system:

$$\vec{F}_{i} = \sum_{j \neq i} \frac{l_{ij}}{6} B(\theta_{ij})(2\vec{V}_{i} + \vec{V}_{j})$$

(2.60)

where $l_{ij}$ denotes the length of dislocation segment $ij$. Assuming the viscous drag exerted along a dislocation line continuously varies as a function of its character, a simple expression for the drag matrix $B(\theta_{ij})$ can be obtained as:
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\[ B(\theta_{ij}) = (B^e_{ij} \sin^2 \theta_{ij} + B^s_{ij} \cos^2 \theta_{ij}) I_2 \]  

(2.61)

where \( B^e_{ij} \) and \( B^s_{ij} \) are the edge and screw mobilities associated with the slip system of segment \( ij \), and \( I_2 \) is the second-order identity tensor.

With this approach, the velocity \( \vec{V}_i \) of each node \( i \) is determined by solving the system of equations given in (2.60). Note that the resulting velocities must be further projected on the glide planes of dislocation segments to ensure that glide of dislocations takes place in their slip planes (see Appendix C.3.2) and that a special treatment must be implemented for junction segments (see Appendix C.3.3).

Finally, the new position \( \vec{x}_{t+\Delta t}^{i} \) of each dislocation node \( i \) at time \( t + \Delta t \) can be obtained by time integration of velocities \( \vec{V}_i \). For instance, when an implicit backward Euler time integrator is used, the new positions are obtained from:

\[ \vec{x}_{t+\Delta t}^{i} = \vec{x}_t^{i} + \vec{V}_i(\vec{x}_t^{i}) \Delta t \]  

(2.62)

where \( \vec{V}_i(\vec{x}_t^{i}) \) denote the nodal velocities obtained from system (2.60) as a function of nodal positions \( \vec{x}_t^{i} \) at time step \( t \), and \( \Delta t \) is the time step increment. When using a more robust iterative time integration scheme, the forces and velocities need to be computed from (2.60) at each iteration as described in Appendix C.4.

At each time increment, once the new positions of the nodes have been computed, intersections between segments are considered (collisions, junction formations, node dissociations, etc.) and dislocation lines are dynamically remeshed. While the remeshing process is presented in Section 2.7, the treatment of dislocation interactions is discussed in Section 2.6.

### 2.5.3 Segment-segment elastic interactions

The computation of segment forces pertaining to internal stresses as presented in equation (2.59) has a computational complexity of \( \mathcal{O}(N_{seg}^2) \) where \( N_{seg} \) is the number
of dislocation segments in the simulation volume: the evaluation of $\mathbf{f}_{ij}^{\text{int}}$ for each segment $ij$ requires the computation of the elastic interaction force $\mathbf{f}_{ij}^{kl}$ induced by every other segment $kl$. From a physical standpoint, this results from the fact that the presence of a dislocation line corresponds to the displacement of a certain number of atoms, thereby inducing a stress field throughout the elastic solid (see Section 2.2). As a result, each dislocation elastically interacts with all other dislocations present in the medium through the stress field that each of them produces. From a modelling standpoint, this translates by the fact that (1) the evaluation of all interaction forces $\mathbf{f}_{ij}^{kl}$ is a function of the segment positions and needs to be calculated at every time step, and (2) the computational cost associated with their evaluation constitutes a bottleneck in regular DDD simulations. Thus, it becomes very expensive when dealing with large numbers of segments, especially considering that one of the particularities of DDD simulations lies in the colossal multiplication of dislocation segments during simulations (e.g. Frank-Read source mechanism). Besides, as detailed in Section 2.3.2, PBC are often employed in DDD simulations to study plasticity in the bulk. In such case, the stress fields pertaining to the image dislocation segments belonging to the replicated volumes have to be further accounted in the evaluation of the internal stress state $\mathbf{\sigma}^{\text{int}}$, increasing thereby the computational burden by a factor 26. For these reasons, although approximation and optimization procedures have been developed and permit significant savings in computation time (see Section 2.9.2), dislocation-dislocation elastic interactions yet remain the most intensive procedure in regular DDD approaches, and particular care must be taken in the implementation of their numerical evaluation.

From expression (2.53) and the definition of the Peach-Kohler force in equation (2.46), the force $\mathbf{f}_{ij}^{kl}$ acting at node $i$ induced by the stress field of dislocation segment $kl$ on segment $ij$ is expressed as:
\[ \vec{f}_{ij}^{kl} = \int_{\bar{x}_i}^{\bar{x}_j} N_i(\bar{x}_{ij}) \left[ \left( \sigma^{kl}(\bar{x}_{ij}) \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right] |d\bar{x}| \quad (2.63) \]

where \( \sigma^{kl}(\bar{x}) \) denotes the stress field induced by dislocation segment \( kl \) at field point \( \bar{x} \), whose components are given in equation (2.14). Using the linear parametric segment representation introduced in relations (2.33), equation (2.63) reads:

\[
\vec{f}_{ij}^{kl} = l_{ij} \int_{0}^{1} (1 - s) \left[ \left( \sigma^{kl}(\bar{x}_{ij}(s)) \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right] ds
\]

or

\[
\vec{f}_{ij}^{kl} = l_{ji} \int_{0}^{1} s \left[ \left( \sigma^{kl}(\bar{x}_{ji}(s)) \cdot \vec{b}_{ji} \right) \times \vec{t}_{ji} \right] ds \quad (2.64)
\]

As mentioned in Section 2.2.3, the stress field induced by a dislocation becomes singular in its core when using the classical theory (2.14). To tackle this issue and ensure that integral (2.64) remains finite, several approaches have been adopted. For instance, the use of a cut-off radius has been one of the common techniques. However, the arbitrary choice for the cut-off value renders such approach more numerical than physical. Recently, Cai and co-workers proposed a more consistent non-singular approach for isotropic elasticity [35]. Besides removing the singularity in the dislocation core, this theory has also permitted to obtain fully analytical expressions of (2.64), allowing for an efficient numerical evaluation of isotropic segment-segment interactions \( \vec{f}_{ij}^{kl} \). While details of the non-singular approach are presented in Appendix A.2, the full analytical expressions of integral (2.64) for parallel and non-parallel interacting segments in isotropic elasticity are provided in reference [5].

In general anisotropic elasticity, no analytical formulation for (2.64) can be found since no closed-form solution exists for the Green’s function in this case. The evaluation of interaction forces therefore requires the calculation of nested numerical integrations using expressions (2.23), (2.14) and (2.64) (see Section 2.2.3). Such direct approach has been reported to be extremely computationally prohibitive, inducing a cost ranging between 200 and 500 times that of isotropic elasticity [202, 108, 40].
Thus, to alleviate this computational burden, different anisotropic approaches have been developed, such as that based on the Willis-Steeds-Lothe formalism [264]. Nevertheless, the most important improvement was recently allowed by the development of an approach based on expansions in spherical harmonics [12], permitting significant savings in the computational cost. Details on the spherical harmonics approach for anisotropic media are provided in Appendix B.2.

2.6 Dislocation core-reactions and dissociations

During deformation, dislocation segments are likely to interact with one another as they propagate. Such core-dislocation reactions require a proper treatment as they constitute a very important feature of DDD simulations. Specifically, the formation of junctions that occur upon intersection of dislocation lines via the zipping, unzipping, and annihilation mechanisms, have been identified as crucial to accurately model strain hardening [31, 5]. In practice, there are several ways in which such reactions can be treated. The simplest way is to assume that dislocation-dislocation reactions are governed solely by elastic interactions. For instance, this method was used in [39] to compute the strength of junctions for pairs of dislocations in Mg. With this method, no additional local rules need to be implemented as junctions form by elastic attraction, and intersections of dislocation lines do not induce topological modifications of the dislocation network. Annihilations, however, cannot be treated directly with this method since it requires segments to be removed from the simulation. Another disadvantage of this method is that it requires extremely small time step increments and very precise calculations of the stress fields in order for dislocations to attain stable and realistic configurations while intersecting. Because this method is computationally intensive, it is generally not suitable for massive simulations, or when a large amount of plastic strain is desired [5]. To overcome these limitations, an approach in
which the formation of junction is treated explicitly is generally used in DDD simulations. Such approach is implemented via the introduction of local intersection rules and induces topological changes in the dislocation discretized network. While the explicit intersection approach implemented in this work is presented in Section 2.6.1, the topological operations implemented in the DDD simulation to support numerical topological changes are fully presented in Appendix D.1.1.

2.6.1 Junctions formation and annihilations

The dislocation-dislocation interaction local rules implemented in the DDD code should allow for junction formation, junction unzipping and annihilation operations. Therefore, the collision procedure implemented in the DDD simulation is as follows: as illustrated in figures 2.13(a) and 2.13(b), a junction node is inserted when two dislocation segments are within a predefined capture radius $d_{\text{crit}}$ with respect to each other. Note however that an additional criterion on dislocation velocities is used, such that the creation of a junction node only occurs when both dislocation segments are moving towards one another, i.e. only in the case where a collision between both dislocations is predicted. To conserve the properties of the initial dislocation segments, the intersection node is constrained to lie on the intersection of the planes of the two intersecting dislocations. It is usually placed along this line at a position minimizing the distance from each initial segment. As a result, the two initial dislocation segments of interest are split and get pinned through a 4-connected junction node.

As depicted in figures 2.13(b) to 2.13(c), a junction segment is able to form following a “zipping” process: if two of the four arms of the junction node lie within their mutual capture radius, a new junction node is inserted following the same process as that described above. Consequently, the two junction nodes are connected by a junction segment, whose resulting Burgers vector is the sum of the Burgers vectors of the initial intersecting dislocation segments. Thus, the junction is glissile if its
Figure 2.13: Schematic of dislocation-dislocation reaction: (a) when the distance between two dislocation segments moving towards one another is smaller than a critical capture radius \( d_{\text{crit}} \), (b) a junction node is inserted at the intersection of the slip planes of both dislocations. (c) The repetition of process (a) to (b) between the arms of the junction node leads to the formation of a junction segment. The passage from steps (b) to (c) corresponds to the zipping process.

Burgers vector lies within one of the existing slip planes of the crystal – assuming motion is possible on this slip system –, sessile otherwise. A special situation occurs when two interacting dislocations have opposite Burgers vectors: in this case, the resulting junction possesses a null Burgers vector, such that the junction segment can be removed from the simulation. This case corresponds to the annihilation process. Therefore, the advantage of this approach is that it makes no distinction between junction formation and annihilation in the dislocation reaction treatment. In this process, one has to ensure that the formation of the new junction leads to a minimization of the strain energy [111]. This is done by checking whether the dissipation induced by the new junction is greater than that of the initial configuration. If not, the junction is not formed, and the interaction remains purely elastic. Such step is usually performed through the dissociation procedure presented in Section 2.6.2.

The unzipping of a junction is also handled by the DDD code through the following mechanism. As discussed in Appendix C.3.3, when a sessile junction is formed, its two end nodes are restricted to move along the junction direction only, i.e. along the intersection of the two planes of the dislocations that formed it. Therefore, unzipping
of a junction is implicitly handled by the remeshing procedure (see Section 2.7 for more details): when two nodes become too close to one another, they merge into a single node. As a result, the junction unzips. However, this unzipping mechanism functions until the junction is left with a single junction node, in which case it can no longer operate. Therefore, junction unzipping is also governed by the dissociation procedure presented in Section 2.6.2. Full details on the numerical implementation of junction formation are provided in Appendix D.1.2.

2.6.2 Dissociation procedure

As shown in figure 2.13, intersections of dislocation segments lead to the creation of 4-connected nodes. Those are of special interest as they can physically represent either the nucleation or the destruction of a junction, a crossed state or a repulsive state. To distinguish between these options, each 4-connected node is dissociated into 2 nodes, leading to the formation of an artificial junction segment connecting them. For the sake of comprehension, the sequence of operations associated with the dissociation of a 4-connected node is similar to that depicted in going from configuration in figure 2.13(b) to that in figure 2.13(c). For each node with four arms, three dissociation configurations are possible, given the different possibilities of arm connections (see Appendix D.1.3 for more details). The dissipation induced by each of these configurations is computed, and, as detailed in [5], the configuration inducing the greatest dissipation is kept. Thus, among every configuration \( jk \) corresponding to the dissociation of a 4-connected dislocation node \( i \) into two nodes \( j \) and \( k \), the most favorable configuration is that inducing the maximum dissipation, i.e. the one that yields:

\[
\max_{jk} \left( P_{jk}^{\text{diss}} \right) = \max_{jk} \left( \mathbf{F}_j \cdot \mathbf{V}_j + \mathbf{F}_k \cdot \mathbf{V}_k \right)
\]  

(2.65)

where \( P_{jk}^{\text{diss}} \) is the dissipation induced by configuration \( jk \) and scalar quantity \( \mathbf{F}_j \cdot \mathbf{V}_j \).
is the contribution of node \( j \) to the total dissipation, where \( \vec{F}_j \) and \( \vec{V}_j \) are the nodal forces and velocities, respectively. If the dissipation induced by the original configuration is the most favorable, i.e. \( P_{\text{diss}}^i = \vec{F}_i \cdot \vec{V}_i > \max_{jk} (P_{\text{diss}}^{jk}) \), the 4-connected node \( i \) is left undissociated, which, in that case, corresponds to a crossed or repulsive state. Full details on the numerical implementation of the dissociation procedure are provided in Appendix D.1.3.

2.7 Adaptive dislocation meshing

During DDD simulations, the dislocation configuration drastically evolves as a result of line increase via glide (e.g. Frank-Read source mechanism) and dislocation intersections. Therefore, a dynamical discretization of dislocation lines must be performed to maintain the dislocation network well discretized. In practice, the adaptive line remeshing procedure must prevent the occurrence of two problematic situations. First, it must be ensured that connected dislocation nodes are not too far apart, i.e. that dislocation segments do not become too long. Long dislocation segments inevitably lead to strong numerical inaccuracies in the overall dislocations behavior, especially because the curvature cannot be precisely defined (when using straight segments), and because it restricts the number of degrees of freedom for dislocation motion. Alternatively, it must also be ensured that dislocation segments are not too short. Practically, short segments induce harmful numerical vibrations that may bias the entire simulation behavior and lead to the collapse of the simulation, or require excessively small time step increments (small time step increments are also needed for short segments in order not to miss segment-segment intersections). For such reason, a remeshing procedure is performed on all dislocation segments at each time step. The two different remeshing approaches that have been implemented are presented below.
2.7.1 Segment remeshing

The simplest efficient remeshing approach preventing the rise of segments of problematic length (i.e. either too short or too long) consists in maintaining the length of every segment close to an average predefined value $l_{\text{avg}}$. This can be achieved by systematically merging close connected nodes, thereby removing short segments, and splitting long segments into shorter ones by inserting new nodes. Both these operations are performed thanks to the topological procedures introduced in Appendix D.1.1. Obviously, the use of this approach requires a wise choice for the average length $l_{\text{avg}}$ of dislocation segments, that depends on the size of the simulation, the dislocation configuration, the time step increments, etc. Thus, dislocation segments whose length are greater than $l_{\text{avg}}$ are split. Further, for the sake of consistency, connected nodes are merged when segments are shorter than $\frac{1}{4}l_{\text{avg}}$. This is to avoid that newly split segments immediately trigger the merge of their end nodes, thereby restoring the initial configuration.

2.7.2 Spline remeshing

Although the simple segment remeshing method presented in the above paragraph is suitable for most DDD simulations, it might become unsatisfactory for some specific applications or configurations. The two main limitations associated with this method are the following: the dislocation network ends up being unevenly discretized, i.e. the maximum relative length between dislocation segments typically reaches 2, and the curvature is not necessarily preserved as straight dislocation segments are split along their line. To overcome these limitations, a spline remeshing procedure has been implemented in the DDD code. The core idea of this approach relies on interpolating dislocation lines with a cubic spline whose control points are the dislocation nodes. Note that such interpolation is uniquely performed during the remeshing step, and follows the cubic spline parametrization introduced in Section 2.3.1. With this,
dislocation nodes can be moved along the spline such as to remain equally spaced and respect the curvature defined through the spline interpolation.

2.8 Mechanical response: stress and strain calculation

2.8.1 Plastic strain calculation

As discussed in Section 2.2.4, the motion of dislocations shears the crystal. From a physical standpoint, the shear induced by the glide of a dislocation line corresponds to the product between the magnitude of its Burgers vector and the area swept by the dislocation over the sheared volume $V$, as defined in equation (2.24):

$$\gamma = \frac{b A}{V}$$  \hspace{1cm} (2.24 repeated)

where $b = ||\vec{b}||$ is the magnitude of the Burgers vector, $A$ is the area swept by the dislocation during glide, and $V$ is the volume of the sheared crystal. Extrapolating this definition to a discrete dislocation representation, the total increment of shear $d\gamma^s$ induced by the collective movement of dislocation segments on system $s$ can be evaluated as:

$$d\gamma^s = \frac{b^s \sum_{i,j \in s} dA_{ij}}{V}$$  \hspace{1cm} (2.66)

where $V$ is the primary simulation volume, $b^s$ is the magnitude of the Burgers vector of system $s$, and $dA_{ij}$ corresponds to the incremental area swept by each dislocation segment $ij$ of the primary volume belonging to system $s$. The determination of area $dA_{ij}$ is obtained by integrating the segment displacement over its length, i.e.:

$$dA_{ij} = \int_0^1 \vec{V}_{ij}(s) dt \cdot ds$$  \hspace{1cm} (2.67)

where $\vec{V}_{ij}(s)$ is the velocity at curvilinear abscissa $s \in [0, 1]$ along segment $ij$ interpolated from nodal velocities $\vec{V}_i$ and $\vec{V}_j$, and $dt$ is the time step increment. When using
a linear interpolation, the area swept by each dislocation segment forms a quadrilateral, such that the integration can be circumvented, and the incremental area can be analytically computed using the quadrilateral area formula:

\[ dA_{ij} = \frac{1}{2} \parallel (\vec{x}_j - (\vec{x}_i - \vec{V}_i dt)) \times (\vec{x}_i - (\vec{x}_j - \vec{V}_j dt)) \parallel \]  

(2.68)

where \( \vec{x}_i \) and \( \vec{x}_j \) denote the initial positions of nodes \( i \) and \( j \) before motion has occurred, and operator \( \times \) is the vectorial cross product. With this, the total plastic strain increment is computed from equation (2.26) as:

\[ \tilde{\varepsilon}_{ij}^p = \frac{1}{2} \sum_s (b^s_i n^s_j + n^s_i b^s_j) \, d\gamma^s \]  

(2.69)

where \( b^s_i \) and \( n^s_i \) are the components of the unit Burgers vector and the unit normal of the plane of slip system \( s \), and where the summation is performed over all slip systems. Thus, expression (2.69) provides a discrete quantification of the homogenized plastic strain tensor produced by the motion of the ensemble of dislocation segments present in the simulation volume during a time step increment.

### 2.8.2 Homogenized stress and strain response

In practice, the homogenized stress-strain \( \sigma - \varepsilon \) relation holding within the simulation volume is given by the classical three-dimensional Hooke’s law:

\[ \tilde{\sigma} = C : (\tilde{\varepsilon} - \tilde{\varepsilon}^p) \]  

(2.70)

where \( C \) denotes the forth-order elastic stiffness tensor, \( \tilde{\sigma} \) is the stress tensor, and \( \tilde{\varepsilon} \) and \( \tilde{\varepsilon}^p \) are the total and plastic strain tensors, respectively. Since the plastic strain is solely computed over the whole volume in the regular approach (see Section 2.8.1), the quantities in equation (2.70) are therefore necessarily considered as uniform and homogeneous throughout the primary simulation volume, hence the use of symbol \( \tilde{\cdot} \).
indicating homogenized quantities. Depending on the type of boundary conditions with which the simulation is driven, different schemes have been implemented to update the stress-strain response in the incremental time framework. Thus, when driving the simulation with a strain rate \( \dot{\epsilon} \), the total strain increment \( d\tilde{\epsilon} = \dot{\epsilon} dt \) is imposed at each time step \( t + dt \) such that the stress \( \tilde{\sigma} \) can be incrementally computed from (2.70) as:

\[
\tilde{\epsilon}^{t+dt} = \tilde{\epsilon}^t + d\tilde{\epsilon} = \tilde{\epsilon}^t + \dot{\epsilon} dt
\]

\[
d\tilde{\sigma} = C : (d\tilde{\epsilon} - d\tilde{\epsilon}^p)
\]

\[
\tilde{\sigma}^{t+dt} = \tilde{\sigma}^t + d\tilde{\sigma}
\]  (2.71)

where \( \tilde{\sigma}^t \) and \( \tilde{\epsilon}^t \) denote the previous stress and strain state at time \( t \), respectively, and \( d\tilde{\epsilon}^p \) is given by formulation (2.69). When driving the simulation with stress, a stress increment \( d\tilde{\sigma} = \dot{\sigma} dt \) is imposed at each time step \( t + dt \) such that the new strain \( \tilde{\epsilon} \) can be incrementally computed as:

\[
\tilde{\sigma}^{t+dt} = \tilde{\sigma}^t + d\tilde{\sigma} = \tilde{\sigma}^t + \dot{\sigma} dt
\]

\[
d\tilde{\epsilon} = C^{-1} : d\tilde{\sigma} + d\tilde{\epsilon}^p
\]

\[
\tilde{\epsilon}^{t+dt} = \tilde{\epsilon}^t + d\tilde{\epsilon}
\]  (2.72)

Thus, with schemes (2.71) and (2.72), macroscopic stress-strain curves corresponding to the mechanical response of the simulated crystal can be obtained.

2.9 Numerical implementation and optimizations

2.9.1 Development of the DDD code

Following the general procedure presented in Section 2.1.1, the development of a DDD code requires the numerical implementation of the different stages of the DDD cycle presented in figure 2.1 and detailed in all previous sections. For such purpose, a code
written in Fortran 90 has been developed during this work to incorporate all features mentioned through Sections 2.1 to 2.8. During the development, particular care has been taken to ensure that the code remains modular, i.e. allows for the addition of supplementary features in an easy fashion, while being robust and computationally efficient. Considering the prohibitive computational time associated with DDD simulations – essentially induced by the costly calculation of segment-segment elastic interactions and the significant multiplication of dislocation segments during strain hardening – particular care and efforts have been dedicated to develop an efficient parallel implementation. While the strategy adopted for the parallel implementation is summarized in Section 2.9.3, some of the various optimizations that have been incorporated to the DDD code are presented in Section 2.9.2.

2.9.2 Approximations

2.9.2.1 Long-range elastic interactions

As detailed in Section 2.5.3, the calculation of segment-segment elastic interaction forces is the most intensive computational task in DDD simulations. Since every dislocation segment interacts with every other segment present in the volume, this computational process scales with $O(N_{seg}^2)$ where $N_{seg}$ is the total number of segments in the simulation. Furthermore, the number of operations (multiplications, additions, logarithmic and sinusoidal functions) involved in the analytical computation of a single isotropic elastic interaction force amounts to about 1500 [12]. Consequently, the complexity associated with a full $O(N_{seg}^2)$ calculation would preclude any relevant simulation in terms of achievable level of strain or dislocation density. For such reason, different approximation methods have been developed to alleviate the overall computational cost of elastic interactions. The two principal methods that are currently used take advantage of the physical decay in $1/R$ of the stress field induced by a dislocation, where $R$ is the distance between the dislocation line and
the field point (see equations (2.14) and (2.17)). Thus, a distinction can be introduced between short-range and long-range elastic interactions, allowing to resort to approximated methods to evaluate the forces associated with long-range interactions, while accurately computing that for short-range interactions. Such distinction was first introduced via the Box Method [240], and such method is implemented in the DDD code. As depicted in two dimensions in figure 2.14, the Box Method regularly partitions the primary volume into a fixed total number of boxes $N_{\text{box}}$. With this, each dislocation segment $ij$ is contained within a box $\alpha$, and the union $U_\alpha$ of the 26 surrounding boxes and the box $\alpha$ itself defines the neighbor boxes of segment $ij$. With this, the ensemble of segments contained in $U_\alpha$ defines the short-range interactions of segment $ij$, while that outside of $U_\alpha$ are considered as long-range interactions. Following this partitioning, the stress fields associated with long-range interactions are approximated by computing them at the center $\vec{x}_\alpha$ of each box $\alpha$. Practically, the saving in computational cost results from the evaluation of a single long-range interaction force for all segments belonging to the same box. Therefore, the global complexity $C_{\text{box}}$ of this approach can be estimated as:

$$C_{\text{box}} \propto N_{\text{box}} \times \left( \frac{27 N_{\text{seg}}}{N_{\text{box}}} \times \frac{N_{\text{seg}}}{N_{\text{box}}} \right) + N_{\text{box}} \times \left( (N_{\text{box}} - 27) \times \frac{N_{\text{seg}}}{N_{\text{box}}} \right)$$ (2.73)

where $N_{\text{seg}}/N_{\text{box}}$ is the average number of dislocation segments per box considering an homogeneous segment distribution. Further, since long-range interactions pertain to pairs of segments whose mutual distance is relatively large, their relative motion over a small increment of time is not expected to induce significant changes in the associated interaction forces. For such reason, long-range stresses may be solely evaluated at a certain frequency $f_{\text{box}}$. For instance, long-range stress fields can be updated at the center of each box $\alpha$ every 10 time steps, i.e. for $f_{\text{box}} = 1/10$. Including this, the complexity $C_{\text{box}}$ of the Box Method can be estimated from (2.73) as:
Figure 2.14: 2D schematic of the Box Method. The primary volume is partitioned into a predefined number of boxes. (a) Neighbor boxes of red box $\alpha$ are delineated by the green region $U_\alpha$. For any red dislocation lying in box $\alpha$, the elastic interactions induced by green dislocation segments in neighbor boxes will be accurately computed while that of long-range black dislocation segments will be approximated at the center of the box $\vec{x}_\alpha$. (b) In this case, box $\alpha$ lies at an edge of the primary volume such that neighbor boxes are determined using periodic boundary conditions.

\[
C_{\text{box}} \propto 27 \frac{N_{\text{seg}}^2}{N_{\text{box}}} + f_{\text{box}} (N_{\text{box}} - 27) N_{\text{seg}}
\]  

Clearly, when $f_{\text{box}}$ is fixed, the computational savings allowed by the use of the Box Method is governed by the ratio $N_{\text{box}}/N_{\text{seg}}$. When it is low, the overall complexity is dominated by the evaluation of short-range interactions and tends to $O(N_{\text{seg}}^2)$. In that case, the gain is minimal. On the contrary, when $N_{\text{box}}/N_{\text{seg}}$ is large, the computation cost becomes dominated by the evaluation of long-range interactions. In that case, it must be ensured that the long-range approximation remains valid, as the critical distance defining the transition between precise short-range calculations and approximated long-range evaluations is fixed by $N_{\text{box}}$. Furthermore, selecting a number of box such that $N_{\text{box}}/N_{\text{seg}} > 1$ can lead to overrunning the initial $O(N_{\text{seg}}^2)$ complexity. In other words, there exists a region of optimality for $N_{\text{box}}/N_{\text{seg}}$, such that the choice of the number of boxes $N_{\text{box}}$ must be made wisely in order to optimize the computational load while ensuring that the long-range approximation remains
valid. Ideally, the number of boxes $N_{\text{box}}$ partitioning the simulation volume should be dynamically determined every $f_{\text{box}}$ iterations by optimization of the ratio $N_{\text{box}}/N_{\text{seg}}$. Note also that the estimation of the complexity given here does not account for PBC. When PBC are used (see Section 2.3.2), image dislocations would be directly accounted for in the long-range fields.

As another approach, the Fast Multipole Method (FMM) is also currently widely used in DDD simulations. This technique, whose original core idea initially relies on an expansion in Taylor series of the kernel (2.14) formed by the integral over the derivatives of the Green’s function, has the advantage to reduce the computational complexity of long-range interactions to a $O(N_{\text{long}})$ process, where $N_{\text{long}}$ are the long-range dislocations [266, 148, 251, 5]. To make it fully compatible with a partitioning of the simulation volume into cells and subcells, a hierarchical FMM has been developed, in which translation operators are introduced to calculate and combine the multipole expansions between the different levels of the hierarchy [5]. Here again, there exists a region of optimality dynamically conditioning the choice of the number of subcells as a function of the number of dislocation segments. Specifically, the accuracy of the expansion to compute the stress of a segment increases with both the distance at which the stress is evaluated and the length of the segment. Consequently, when using the FMM, the discretization size $l_{\text{avg}}$ of the dislocation network is voluntarily reduced as the number of segments increases so as to allow for a more important number of subcells (decreasing the average size of segments renders the expansion approximation valid at shorter distances, thereby allowing for a larger number of subcells). This process ensures that the number of short-range interactions remains relatively constant as segments multiply, while preserving the accuracy of the series expansion. Note also that the prefactor associated with the $O(N_{\text{long}})$ complexity is fairly large due to the complex form of the translation operators. Recently, an improvement of the FMM technique has been achieved by using spherical harmonics.
to diagonalize the translation operators [270]. Further, the FMM was adapted to stress calculations in anisotropic elasticity [263]. The FMM algorithm has not been implemented in the DDD code developed during this thesis.

2.9.2.2 Local velocities approximation

As detailed in Section 2.5, the determination of the nodal velocities – and consequently that of the nodal displacements – involves solving for the linear system of equations (2.60) for each dislocation group. As illustrated in figure 2.10, a dislocation group here refers to a connected ensemble of nodes, in the sense of graph theory. Thus, for large groups of dislocation nodes, system (2.60) may become computationally expensive to solve – even when sparse solvers are used – and approximations may be considered. Further, large groups of dislocation nodes are not uncommon in practice. As a matter of fact, as junctions form, the whole dislocation network may end up being lumped into a single dislocation group. Therefore, to alleviate the computational cost associated with the resolution of system (2.60), the following approximation can be used. If one assumes that the dislocation network is well discretized, then one can assume that the velocities of moving nodes connected together are roughly identical, i.e. \( \mathbf{V}_j \approx \mathbf{V}_i \) for all moving nodes \( j \) connected to node \( i \), and \( \mathbf{V}_k = 0 \) for all fixed nodes \( k \) connected to node \( i \). Using this local approximation, the velocity of node \( i \) can be directly obtained from equation (2.60) by solving the following equation:

\[
\mathbf{F}_i \approx \left[ \sum_j \frac{l_{ij}}{2} \mathbf{B}(\theta_{ij}) + \sum_k \frac{l_{ik}}{3} \mathbf{B}(\theta_{ik}) \right] \mathbf{V}_i
\]  

(2.75)

where indices \( j \) and \( k \) denote the moving and fixed nodes connected to node \( i \), respectively. With equation (2.75), the force-velocity relation reduces to a \( 3 \times 3 \) system which can be solved independently for each node. In that sense, it allows for a decoupling of equations (2.60) in which the initial full system of size \( 3N \) is now decomposed into \( N \) systems of size 3 for a group of \( N \) nodes. Furthermore, using such approximation,
better numerical stability is observed in the computation of nodal velocities.

### 2.9.3 Parallel computing

The computational cost of DDD simulations constitutes one of the principle limitations associated with this numerical method. Practically, simulations are currently limited to reach level of strains of the order of 1–2%, thereby preventing any direct connection with higher-scale models so far. Furthermore, the attainment of such level of deformation is currently only possible by means of parallel computation – when using the regular method –, and any sub-optimal implementation would necessarily preclude it. Therefore, the objective of this work is to build an efficient tool by adopting an appropriate parallel implementation, so that relevant simulations can be achieved in a reasonable amount of time, provided limited computational resources.

Different strategies can be envisioned for the parallel computing implementation of DDD simulations depending on the number of processors that are to be used. Thus, the goal of this thesis is not to compete with massively parallel algorithms such as ParaDis [5], that was designed to enable simulations on supercomputers up to 100,000+ CPUs [31], but rather to build a competitive and scalable DDD simulation tool for small clusters up to 100 CPUs. Besides, note that the alternative DDD-FFT method as a way to address the current computational limitations of the regular approach will be presented in Chapter 3.

As detailed in Section 2.5.3, the most computationally intensive task in regular DDD simulations pertains to the calculation of the elastic interactions between pairs of segments. This procedure generally accounts for more than 90% of the total time of the simulations. Therefore, particular efforts have been undertaken to optimize the numerical implementation and adopt a proper parallelization scheme for this process. In the context of parallel computing, the achievement of a good scalability is essentially conditioned by the achievement of an excellent load balance between
the CPUs, especially when communications between processors are required at each
time step. This is because when the computational load is not perfectly balanced,
the relative waiting time of the fastest CPU (i.e. that which has been attributed
the lowest load, assuming all CPUs have the same frequency) to the slowest CPU
(i.e. that which has been assigned the highest load) leads the overall efficiency of the
algorithm to dramatically drop. In [5], the parallel strategy relies on a dynamical
domain decomposition that partitions the simulation volume along all three spatial
directions using a recursive $k$-d tree data structure. Further, at each time step, the
boundaries of the different cells are moved so as to ensure that the computational load
remains balanced between all domains as the dislocation configuration evolves. With
this approach, each domain can be separately handled by a single CPU, provided
that the information about dislocation segments close to the external boundaries
of each computational domain are transferred across CPUs via cheap point-to-point
communications. Further, such parallel architecture is conveniently coupled with a
hierarchical Fast Multipole Method (FMM) [266, 148, 251, 5] so as to directly in-
corporate an approximation of long-range elastic interactions (see Section 2.9.2.1 for
more details). Although such strategy is probably the most efficient algorithm for
treating very large dislocation configurations since it provides excellent scalability, it
can also become heavy for relatively small size simulations, and substantially increase
the complexity of the numerical implementation, thereby hindering the overall versa-
tility and modularity of the tool. For this reason, a different strategy was adopted in
this work. It is detailed below.

As mentioned in Section 2.5.3, the bottleneck of DDD simulations pertains to the
$O(N_{seg}^2)$ process associated with the computation of the elastic interactions between
pairs of individual segments, where $N_{seg}$ is the total number of segments in the simu-
lation. Recall that this quadratic complexity physically stems from the fact that each
dislocation segment interacts with all other segments present in the volume through
their elastic stress fields. As detailed in Section 2.9.2.1, the decay in $1/R$ of the stress field can be advantageously exploited so as introduce approximation techniques to evaluate the long-range elastic interactions. With this, and assuming that the dislocation segments are homogeneously distributed over the volume, the computational complexity of analytical short-range elastic interactions reduces to $\mathcal{O}(N_{\text{nei}}^2)$, where $N_{\text{nei}} \leq N_{\text{seg}}$ is the average number of neighbor segments associated with short-range interactions. In practice however, assuming a constant number of neighbors $N_{\text{nei}}$ for each segment so as to equally distribute the segments among the CPUs would lead to a sub-optimal load balancing strongly affecting the global scalability. As a matter of fact, a good load balance can only be achieved when the number of individual elastic interactions to compute is equal on each CPU. For such purpose, the strategy adopted here consists in distributing dislocation segments among processors so as to balance the total number of their actual neighbors. Full details on the parallel numerical implementation of the critical stages of the DDD cycle are presented in Appendix D.2.

### 2.10 Conclusion

In this chapter, a DDD nodal code relying on the superposition principle formalism was developed. The present tool includes an explicit treatment of junction formations and is able to treat any kinds of crystallographies, especially by handling the additional complexities associated with low-symmetry crystals. In addition, by adopting a rigorous parallel strategy and implementing several numerical optimizations, a robust, efficient and competitive numerical tool that shows good scalability up to 100 CPUs is obtained.

To assess the accuracy of the DDD code developed in this work, several validations were performed. Thus, it was ensured that the stress fields computed for infinitely long straight edge and screw dislocations match the analytical solutions. Further,
the activation stress of a Frank-Read source was assessed as a function of its length and of the segment discretization size, and was compared to analytical solutions and other DDD simulation tools results.

In this thesis, the DDD code developed in this chapter will be used in Chapter 4 to quantify dislocation-dislocation interaction coefficients in HCP Mg and test for the validity of slip-hardening laws used in current constitutive models. Prior to doing so, the present DDD code will be used to compute latent-hardening coefficients for FCC materials, and will yield similar values as those obtained in the literature, thereby providing a supplementary validation of the present implementation.

Further, the present DDD code was developed in a modular fashion such that additional features can be added easily. For instance, a transmission scheme will be implemented in Chapter 5.1 to study the interactions and reactions of dislocations across twin-boundaries. Finally, the present code will serve as a basis for the novel DDD FFT-based approach developed in Chapter 3 to address current limitations of regular DDD simulations pertaining to the treatment of anisotropic and heterogeneous elasticity.
CHAPTER III

DDD-FFT: A FAST FOURIER TRANSFORMED BASED FORMULATION FOR PERIODIC DISCRETE DISLOCATION DYNAMICS

3.1 Motivation

Through Chapter 2, a detailed overview of the physical model and the numerical approach and implementation underlying regular DDD simulations is given. Recall that in this work, as mentioned in Section 2.4, the designation of regular or conventional simulations is indifferently used to refer to DDD simulation approaches in which stress fields of dislocation segments are individually computed in an infinite elastic medium and added to one another by virtue of the superposition principle to define the internal stress at every material point. With this approach, it has also been emphasized in Sections 2.5.3 and 2.9 that the very expensive $O(N_{seg}^2)$ computational cost associated with the calculation of elastic interactions was the bottleneck of those simulations. Despite the tremendous efforts that have been undertaken in the recent years, such as the introduction of a non-singular dislocation theory leading to analytical interaction force expressions for isotropic elasticity [35] and the development of approximation techniques such as the Box Method [240] or the FMM method, that have certainly permitted significant savings in the computational time [148, 5, 270], the evaluation of individual segment-segment interactions still remains the most costly procedure in regular DDD simulations.

More generally, the main limitations of current DDD codes lie in the treatment of anisotropic elasticity and elastic inhomogeneities. The first limitation arises from the fact that, in contrast to isotropic elasticity, no closed-form solution is available
for the stress field induced by a dislocation in an anisotropic medium. Thus, the non-singular theory developed by Cai et al. [35] cannot be simply extended to the case of anisotropic elasticity. Consequently, analytical expressions for elastic interaction forces cannot be derived, requiring to resort to substantially more costly numerical integration techniques such as the Gauss quadrature. Although substantial efforts have been undertaken in the past years to develop new numerical techniques allowing for savings in computation time [202, 108, 264], notably via the use of spherical harmonics [12, 13] (see Appendix B.2), the relative cost of anisotropic calculations usually amounts to at least one order of magnitude larger than that of isotropic calculations, and remains conditioned by the amount of anisotropy and the desired level of accuracy [12]. Practically, the significant increase in computation time associated with anisotropic calculations has precluded large simulations on such materials thus far. For this reason, to date, most of DDD simulations have been performed on FCC crystals, and the few studies performed on low-symmetry crystals have generally neglected the effects of elastic anisotropy [176, 62, 22]. The second limitation results from the high computational burden associated with the finite element method (FEM) (see Appendix E) required in current approaches to enable the incorporation of inhomogeneous elasticity in DDD. Further, in such simulations, special multilayer formulations of elastic interaction forces should be included to account for the elastic mismatch across the different media [107, 2].

From a practical perspective, such current limitations in terms of time and length scales (one is usually limited to 1–2% strain on 1–100 $\mu m^3$ samples with current approaches, provided important computational resources) have precluded large simulations on anisotropic and heterogeneous structures so far, limiting their application to the study of relatively small systems.

In parallel to the regular DDD approach, Lemarchand and co-workers [147] proposed a framework based on an eigenstrain formalism, the Discrete Continuous Model
(DCM), in which each dislocation is treated as a plate-like inclusion. By coupling this approach with a FEM framework, the stress state can be directly computed from a classical elasto-viscoplastic constitutive law in which the plastic strain is obtained from the motion of discrete dislocations [234]. In contrast with conventional DDD approaches relying on the superposition principle, the FEM mesh in the DCM approach accounts for both the boundary conditions and the long-range isotropic or anisotropic elastic interactions. Particularly, the intensive computation of internal stresses coming from dislocation-dislocation elastic interactions can potentially be reduced to a minimum with this approach, since it only concerns local pairs of segments whose interaction distance is smaller than half of the FEM mesh size. Besides, when using PBC, this approach does not require the computation of the elastic stress field of image dislocations [234]. In addition, this model has shown its capability to deal with inhomogeneous and anisotropic elasticity. However, the coupling of the DCM with a FEM framework eventually renders the approach computationally prohibitive (if not impractical for fine meshes), thereby limiting its use to coarse meshes and consequently requiring a significant a number of local interactions to be computed.

In the present thesis, a new approach for DDD simulations is proposed so as to simultaneously address the main limitations of current approaches, i.e. the computational cost of dislocation-dislocation interactions and the treatment of anisotropic and heterogeneous elasticity. For such purpose, a novel full-field approach based on Fast Fourier Transforms (FFT) and on the DCM is developed for the computation of mechanical fields in periodic DDD simulations. Of particular interest, the new DDD-FFT method allows for the treatment of both elastic anisotropy and heterogeneities in a very computationally efficient fashion.

As mentioned in Section 2.2, the use of Fourier techniques to solve problems in continuum mechanics has been long been identified as a convenient approach. It was already used by Green [99] and has been extensively employed by Mura in his seminal
work on micromechanics [181]. Later, the development of the FFT algorithm providing a very efficient technique to numerically compute discrete Fourier transforms has received a considerable echo in many scientific domains. In particular, the use of FFT techniques to solve problems in continuum mechanics has, over the past years, constituted an increasingly attractive technique and has shown to lead to significant computational gains [153]. Originally, the use of the FFT algorithm applied to mechanics of materials was introduced by Moulinec and Suquet [178, 179]. The authors introduced the first FFT-based formulation in computational mechanics of materials so as to enable fast computation of the local responses of composites. Interestingly, the FFT-based approach was first used for heterogeneous elasticity as a way to obtain the effective overall mechanical response. It was later extended by Lebensohn and co-workers to model the viscoplastic [143] and the elasto-viscoplastic [144] response of polycrystalline aggregates. Regarding dislocation dynamics, FFT-based formulations for computing dislocation elastic interactions have been used in approaches where dislocation lines are not tracked individually, such as in the level set method [262] and in phase field approaches [246, 116]. However, the DD level set method has been reported to be computationally costly due to the need of higher order parametrizations to represent dislocation lines [243], and the formation of junctions, crucial to accurately model strain hardening [31, 5], is not explicitly treated in both approaches. Particularly, the absence of discretization of dislocation lines either restricts junction formation to be purely governed by elastic interactions, generally requiring very small time step increments, or prevents its accurate description. Therefore, in the present thesis, a FFT-based approach was developed at the length scale of DDD simulations, such as to benefit from the computational efficiency of the FFT method while allowing for a discrete representation of dislocation lines. Thus, the proposed approach paves the way towards achieving scale transition from DDD to mesoscale plasticity. Specifically, with the ability of DDD-FFT formulation to account for heterogeneous
elasticity, it is to be expected that the method presented here could enable efficient DDD simulations on polycrystals.

The present chapter is organized as follows. First, the DCM model is fully presented and its advantages and limitations are discussed in Section 3.2. Then, the homogeneous formulation of the DDD-FFT method is introduced in Section 3.4, in which spectral formulations for continuum mechanics are first presented from a general perspective. Further, the development of an elastically heterogeneous model is detailed in Section 3.5. Finally, details related to the delicate numerical implementation of FFT-based approaches are provided in Section 3.6.

### 3.2 The Discrete-Continuous Model

#### 3.2.1 General overview

In parallel to the development of the framework used in regular DDD simulations and presented in Chapter 2, Lemarchand and co-workers [147] have proposed a different approach to the DDD problem: the Discrete-Continuous Model (DCM). This approach was for instance used to study the effect of elastic anisotropy in thin films [101], model the plastic deformation in metal matrix composites [100], and investigate plasticity in nickel-based single-crystal superalloys in which matrix channels were formed by the presence of precipitate phases [235, 236]. In this section, a brief overview of the DCM will be given, as it constitutes the basis on which the DDD-FFT model is built. For a complete presentation of the DCM, the reader is referred to references [147] and [234].

In contrast with the regular approach, the DCM model relies on an eigenstrain formalism, in which each dislocation is considered as an Eshelbian inclusion of thickness $h$, as depicted in figure 2.5(b). Such consideration has several implications, which will be discussed in details through the rest of this section. First, it requires that each initial dislocation should be introduced as a closed loop. As depicted in figure 2.5(a)
and discussed in Section 2.2.2, the definition of a dislocation line in the eigenstrain theory is given as the boundary of the surface defect, implying a closed line contour. Further, in contrast with the regular approach in which the medium is considered as purely elastic, the DCM involves an elasto-viscoplastic framework in which the plastic strain $\epsilon^p$ results from the motion of dislocations. Thus, the constitutive law at each material point $\vec{x}$ of the simulation volume is given by:

$$\sigma^{DCM}(\vec{x}) = C : (\epsilon(\vec{x}) - \epsilon^p(\vec{x}))$$ (3.1)

where tensors $\sigma^{DCM}$ and $\epsilon$ denote the stress associated with the DCM and the total strain, respectively, and $C$ is the elastic stiffness matrix. Importantly, the numerical quantification of the plastic strain within the simulation volume requires a dedicated regularization procedure. Specifically, in [147] and [234] the DCM is coupled by its authors to a FEM framework. With this, the constitutive law that must hold at each integration point $\vec{p}$ of the mesh is given from relation (3.1) as:

$$\sigma^{DCM}(\vec{p}) = C : (\epsilon(\vec{p}) - \epsilon^p(\vec{p}))$$ (3.2)

where $\epsilon^p(\vec{p})$ is the history-dependent accumulated plastic strain tensor resulting from the motion of all dislocations regularized at point $\vec{p}$, whose increment over time is classically given from expression (2.26) as:

$$d\epsilon^p(\vec{p}) = \frac{1}{2} \sum_s \left( \vec{b}^s \otimes \vec{n}^s + \vec{n}^s \otimes \vec{b}^s \right) d\gamma^s(\vec{p})$$ (3.3)

where the summation is performed over all slip systems $s$ with Burgers vector $\vec{b}^s$ and unit normal $\vec{n}^s$. The calculation of the plastic shear increment $d\gamma^s(\vec{p})$ via the regularization procedure is explained in details in the following. Before, notice that by taking advantage of the time discretization used in DDD, the non-linear constitutive law (3.3) is often solved for via an explicit scheme, whereby the plastic strain state
\( \epsilon_p \) at step \( t \) is used to compute the stress and strain states at step \( t + dt \).

Following the eigenstrain formulation, the DCM relies on considering each dislocation loop as a plate-like inclusion of thickness \( h \). Obviously, the analogy with Mura’s theory [181] giving rise to the derivation of the stress state associated with a dislocation loop (e.g. equation (2.14)) presented in Section 2.2.2 is evident. Thus, the core idea of the DCM is to directly obtain the stress state associated with the dislocation configuration from the calculation of the plastic strain associated with the motion of the ensemble of dislocation loops, following the procedure given from equations (2.10) to (2.14) to solve for the classical boundary value problem in continuum mechanics (2.37)–(2.40). Consequently, it is to be noticed that, in contrast with the regular approach, the DCM approach does not invoke the principle of superposition.

The apparent difficulty of the DCM resides in the calculation of the plastic strain at each integration point. As illustrated in figure 2.5(b), the inclusion thickness \( t \) associated with a dislocation physically corresponds to the inter-atomic distance associated with its slip plane. In the context of a numerical formulation however, the thickness \( h \) differs from \( t \), and is related to the length scale of the numerical discretization. Thus, the shear produced by the motion of a dislocation can be determined as follows. As depicted in figure 3.1, it is considered that the elementary sheared area \( dS \) swept by the glide of a portion of a dislocation segment \( ij \) produces an elementary homogeneous plastic shear \( d\gamma \) within an elementary spherical volume \( d\phi \) of radius \( h/2 \) centered on the sheared area \( dS \) [234], such that:

\[
\frac{d\gamma}{d\phi} = \frac{b dS}{\pi h^3}
\]

where \( b \) is the magnitude of the segment’s Burgers vector, and \( \pi h^3/6 \) is the volume of any elementary sphere \( d\phi \) of radius \( h/2 \). This approach is naturally consistent with the crystallographic definition of dislocation shear given in expression (2.24). However, one of the challenging aspects of this model lies in the distribution of the
Figure 3.1: Sheared area $dA_{ij}$ produced by the glide of a dislocation segment $ij$ during time $dt$. The dislocation segment is defined by its end nodes $i$ and $j$ moving from their initial positions $\vec{x}_i$ and $\vec{x}_j$ at velocities $\vec{v}_i$ and $\vec{v}_j$, respectively. Schematic of (a) an elementary sheared area $dS$ swept by the glide of a portion of a dislocation segment, and (b) the resulting elementary homogeneous plastic shear $d\gamma$ associated with an elementary spherical volume $d\phi$ of radius $h/2$ centered on the sheared area.

plastic strain to the mesh in order to perform accurate and realistic simulations. Specifically, the choice of the elementary sheared volume $V$ in equation (2.24) – i.e. the choice of the regularization parameter $h$ in (3.4) – is critical since it constitutes a key parameter of the elasto-viscoplastic model (3.2).

In the recent implementation of Vattré and co-workers [234], the numerical procedure to regularize the plastic shear contribution of a gliding dislocation segment at an integration point of a FEM mesh is as follows: the shear $d\gamma_{ij}^{\vec{p}}$ induced by the glide of dislocation segment $ij$ at integration point $\vec{p}$ is not null only if $\vec{p}$ lies within one or more elementary volume $d\phi(\vec{x})$ centered in $\vec{x}$ when $\vec{x}$ spans the entire segment’s glide area $dA_{ij}$, i.e.:

$$d\gamma_{ij}^{\vec{p}} = \frac{6b}{\pi h^3} \int_{dA_{ij}} \chi(\vec{p}, \vec{x})d\vec{x}$$

(3.5)

where the characteristic function $\chi(\vec{p}, \vec{x})$ of integration point $\vec{p}$ takes value $\chi(\vec{p}, \vec{x}) = 1$ if $\vec{p}$ lies within the elementary sphere $d\phi(\vec{x})$ centered in $\vec{x}$, $\chi(\vec{p}, \vec{x}) = 0$ otherwise. By denoting:

$$dS_{ij}^{\vec{p}} = \int_{dA_{ij}} \chi(\vec{p}, \vec{x})d\vec{x}$$

(3.6)
Figure 3.2: Numerical regularization procedure of the plastic shear produced by the glide of a dislocation segment when using the DCM as implemented in [234]. The surface integration in (3.5) is numerical calculated as follows. By successively discretizing the sheared area $dA_{ij}$ into elementary swept areas $dS_{ij}$, the increment of plastic shear $d\gamma_{ij}^p$ at integration point $\vec{p}$ is: a) null when $\vec{p}$ does not lie within the elementary sphere $d\phi(\vec{x})$ centred in $\vec{x}$, or b) equal to the shear associated with $dS$ when $\vec{p}$ lies in $d\phi(\vec{x})$.

The integral of the characteristic function over the area swept by dislocation segment $ij$, equation (3.5) is rewritten as:

$$d\gamma_{ij}^p = \frac{6b}{\pi h^3} dS_{ij} \vec{p} = \frac{b}{V_e} dS_{ij} \vec{p}$$ (3.7)

where $V_e$ is the volume of the elementary sphere $d\phi(\vec{x})$. As a result, the total regularized shear increment $d\gamma^s(\vec{p})$ on system $s$ in equation (3.3) is calculated as the sum of the shear increments produced by all dislocation segments $ij$ belonging to slip system $s$ at integration point $\vec{p}$:

$$d\gamma^s(\vec{p}) = \sum_{ij \in s} d\gamma_{ij}^p$$ (3.8)

In [234], the numerical integration associated with $dS_{ij}^p$ in equation (3.6) is performed by successively discretizing the glide area $dA_{ij}$ into elementary areas $dS$ along the segment length and its glide direction (see figure 3.2). As discussed in [147], in this approach $h$ is a parameter whose value must be chosen of the order of the mesh size $L_{mesh}$ so as to ensure that the union of the elementary spheres $d\phi$ when $dS$ spans...
the entire sheared area $dA_{ij}$ at least contains one integration point. This is to ensure that the shear produced by the motion of any dislocation segment will be entirely transferred to the mesh. Thus, in reference [147], the value $h = 3/2L_{mesh}$ has been determined as optimal and the same value has been used in reference [234]. More details on the numerical implementation of the DCM can be found in both these papers.

### 3.2.2 Advantages and limitations

With equations (3.2) to (3.8), the DDD boundary value problem (2.37)–(2.40) can be solved using the FEM method (see Appendix E.3 for details on the elasto-viscoplastic FEM formulation). Note here that the visco-plastic behavior directly follows from the plastic strain increment $d\epsilon^p$ dependence on the stress. Indeed, the general framework laid out in Section 2.5 to determine dislocation nodal velocities is retained. However, the Peach-Koehler force is here directly taken as the integral of the stress $\sigma^{DCM}(\vec{p})$ obtained in equation (3.2) thanks to the DCM-FEM coupling. This procedure is obviously valid since, thanks to the eigenstrain formalism, the resulting stress field $\sigma^{DCM}(\vec{x})$ determined everywhere in the simulation volume encompasses both the external (from the applied loading and the boundary conditions) and the internal (from the dislocation microstructure) contributions without redundancies. More precisely, the DCM-FEM eventually provides a discrete stress state at each mesh node. From there, the Peach-Koehler force $\vec{f}_{pk}^{ij}$ in equation (2.55) on any dislocation segment $ij$ can be calculated by interpolating $\sigma^{DCM}(\vec{x})$ along the segment length as:

$$\vec{f}_{pk}^{ij} = \int_{\vec{x}_i}^{\vec{x}_j} N_i(\vec{x}_{ij}) \left[ (\mathbf{\sigma}^{DCM}(\vec{x}_{ij}) \cdot \vec{b}_{ij}) \times \vec{t}_{ij} \right] |d\vec{x}| \quad (3.9)$$

where the different quantities in expression (3.9) have the same meaning as that used in Section 2.5. However, as explained in [234], the resort to such interpolation leads to lose in the evaluation of $\vec{f}_{pk}^{ij}$ the interaction forces corresponding to pairs
of segments whose interaction distance is smaller than $h/2$. Consequently, solely the internal stresses pertaining to long-range dislocation-dislocation elastic interactions are inherently accounted for by the mesh. In this approach, long-range elastic interactions refer to pairs of segments whose interaction distance is larger than half of the regularization parameter $h$. In other words, the DCM model requires the additional computation of interaction forces for pairs of segments which are closer than $h/2$. Such interactions can be for instance computed using the non-singular analytical formulation [35] (see Section 2.5.3), and must be added as supplementary local contributions to the Peach-Koehler force.

The main interest of the DCM certainly lies in that it introduces an alternative approach that theoretically transforms the initial $O(N_{\text{seg}}^2)$ problem of regular DDD simulations into a $O(N_{\text{el}}^2)$ problem, where $N_{\text{el}}$ is the number of elements of the FEM mesh (the best achievable complexity of the standard FEM approach is generally accepted to be $O(N_{\text{el}}^2)$, see Appendix E). At first sight, the potential gain that it may allow is not obvious, and it would be inopportune to consider that choosing $N_{\text{el}} \leq N_{\text{seg}}$ would provide a direct improvement with respect to regular DDD simulations. This is for two reasons: first, because the equivalence between the complexity of both approaches is only valid when the number of supplementary local interactions to compute is small in the DCM method, i.e. when the mesh is relatively fine. Second, the prefactor associated with both complexities has a significant impact and prevents the direct comparison of both approaches. While the second reason cannot be assessed from a general perspective – the prefactor highly depends on the numerical implementation of the approaches –, the first point can provide an idea on the performance of the DCM-FEM method. When the mesh is coarse, the cost of the FEM may be reasonable, but the important number of local interactions to compute ($h/2$ is large in this case) reshapes the DCM approach to the original $O(N_{\text{seg}}^2)$ problem. Alternatively, when the mesh is fine, the number of short-range interactions to
calculate can be reduced to a minimum. However, the cost of the FEM procedure generally becomes impractical in that case. For instance, a mesh of $N_{el} = 32^3$ elements is the upper limit in terms of resolution that can be achieved – provided reasonable computational resources –, and at this relatively low resolution, the DCM has been reported not to be competitive in comparison with the regular approach [234].

Nevertheless, one of the most attractive advantages of the DCM is its inherent ability to treat anisotropic and heterogeneous elasticity. This is because the general definition of the stiffness tensor can be easily used in the FEM formulation, and each integration point can be assigned a different material. Therefore, the long-range stresses accounted for by the mesh are calculated at the same cost in isotropic or anisotropic elasticity. However, the short-range interactions still remain an issue in this case since they must be explicitly computed using similar methods as in the regular DDD approach for anisotropic elasticity (e.g. spherical harmonics approach).

In the case of heterogeneous elasticity, the difficulty arises from the resolution that must be adopted in order to precisely describe the different phases. Thus, while the case of a bi-crystal will not pose any problem in general, the modelling of inclusions of small size or of complex shape will be impractical. For instance, a resolution of $N_{el} = 16^3$ was used to model precipitate phases in Ni-based single crystal superalloys [235, 236], restricting precipitates to be coarsely represented as large square inclusions. Notice that in order to alleviate the overall computational cost of the DCM-FEM, Vattré and co-workers suggested to perform the FEM computation according to a certain time step frequency. However, such cannot be done when a fine mesh is used, as dislocations may change cells in between two updates of the FEM, leading to dangerous artefacts such as double-counting their stress fields.

Furthermore, the use of a FEM framework is not the only computationally intensive process associated with the DCM. As mentioned in Section 3.2.1, the regularization procedure of the plastic strain involves the numerical integration introduced
in equation (3.6). As any numerical integration procedure, this process is costly and adds a significant computational burden to the simulation. This point is all the more important that the integration in expression (3.6) must be evaluated very precisely as the accuracy of the regularization is fundamental to the DCM. This characteristic finds its origin in the history-dependent formulation of the model. As a matter of fact, any inaccuracy will inevitably propagate and accumulate during the whole simulation, leading the internal stress state to depart from the actual dislocation configuration after some iterations. Notice that this issue does not exist as such in the regular approach since stresses are recomputed from the actual spatial positions of dislocation segments at each time step.

Finally, an interesting feature of the DCM should be mentioned at this point. The direct recourse to the eigenstrain theory implies that the initial mechanical state corresponding to the presence of the initial microstructure has to be taken into account in this approach (this stems from the history-dependent formulation). This can be done by introducing initial dislocation loops according to a Volterra-like process described in [234]. Although it imposes constraints on the initial dislocation microstructure that can be simulated, it also enforces the initial configuration to be relevant from a physical perspective [69]. One simple way to create a realistic initial microstructure in which dislocation sources are present consists in letting the initial Volterra loops relax. During this process, the formation of junctions creates physical pinning points for dislocations, thereby circumventing the necessity of introducing artificial pinning points (e.g. terminating segments) as usually employed in regular DDD.

In conclusion of this section, it is apparent that the DCM model presents an interesting alternative approach to the DDD problem. However, the method is rendered impractical by its computational cost. Specifically, the expensive computational load associated with the FEM procedure either restricts its use to coarse meshes – therefore requiring the computation of an important number of supplementary local
dislocation-dislocation interactions – or makes the procedure impractical due to the computational complexity of 3D FEM. To alleviate such complexity, a novel approach in which the DCM procedure is coupled to a FFT-based solver is proposed in this thesis, aiming at efficiently performing periodic DDD simulations in isotropic and anisotropic media.

3.3 Spectral methods in continuum mechanics

Over the course of the past decades, spectral methods have been widely employed to determine the mechanical state of a medium in continuum mechanics. As a matter of fact, Fourier-based methods are particularly adapted to derive analytical and numerical solutions for a medium subjected to distributed applied forces. Specifically, this results from the convenient use of the Green’s function in the Fourier space, whose expression is straightforward. Further, Fourier-based methods have received much attention thanks to the development of the Fast Fourier Transform (FFT) algorithm, allowing to numerically calculate discrete Fourier transforms in a very efficient manner [51].

In this section, before the formulation for the DDD-FFT approach is introduced for an homogeneous and an heterogeneous medium, respectively, the solution of the boundary value problem in continuum mechanics using the spectral Green’s function method is first detailed, and its application to the eigenstrain theory is discussed.

3.3.1 Boundary value problem solution using the spectral Green function method

As mentioned earlier, the resort to Fourier techniques has long been identified as a simple and convenient approach to solve for the fundamental boundary value problem in continuum mechanics. Thus, in linear elasticity, the mechanical state of a volume $V$ subjected to traction and displacement boundary conditions can be determined by solving the boundary value problem introduced in equations (2.37)–(2.40), expressed
here in indicial notation as:

\[ \sigma_{ij} = C_{ijkl} \varepsilon_{kl} \]  \hspace{1cm} (3.10)  
\[ \sigma_{ij,j} + f_i = 0 \]  \hspace{1cm} (3.11)  
\[ u_i = u_i^* \text{ on } \partial V_u \]  \hspace{1cm} (3.12)  
\[ \sigma_{ij} n_j = t_i^* \text{ on } \partial V_t \]  \hspace{1cm} (3.13)  

where the first equation refers to the elastic Hooke’s law, the second to the mechanical equilibrium the stress must satisfy everywhere in the volume, and the last two equations correspond to the displacement and traction boundary conditions applied on the external volume surfaces \( \partial V_u \) and \( \partial V_t \), respectively. Note that in addition to the divergence of the stress, the mechanical equilibrium here accounts for the body force \( f_i \) per unit volume defined throughout volume \( V \). Using the definition of the stress (3.10) in equations (3.11) and (3.13) and that of the strain given in relation (2.3), the boundary value problem is expressed as:

\[ C_{ijkl} u_{k,l} + f_i = 0 \text{ in } V \]  
\[ u_i = u_i^* \text{ on } \partial V_u \]  
\[ C_{ijkl} u_{k,l} n_j = t_i^* \text{ on } \partial V_t \]  \hspace{1cm} (3.14)  

Considering an homogeneous infinite volume \( V \) governed by linear elasticity and assuming that the body force \( f_i \) is localized and that the medium is traction-free at infinity, then for every spatial coordinate \( \vec{x} \) belonging to \( V = \mathbb{R}^3 \) one has:

\[ f_i(\vec{x}) \rightarrow 0 \quad \text{when} \quad \vec{x} \rightarrow \infty \]  
\[ C_{ijkl} u_{k,l}(\vec{x}) n_j = t_i^* \rightarrow 0 \quad \text{when} \quad \vec{x} \rightarrow \infty \]  \hspace{1cm} (3.15)  

Under these assumptions, the displacement field in the medium is expected to be
bounded such that:

\[ C_{ijkl} u_{k,lj} + f_i = 0 \quad \text{in} \quad V \]

\[ u_i(\vec{x}) \to 0 \quad \text{when} \quad \vec{x} \to \infty \quad (3.16) \]

Several approaches can be used to solve the boundary value problem expressed in expressions (3.14) to (3.16). Among them, the spectral technique based on the Fourier transforms constitutes an elegant and powerful approach to tackle such complex problem based on a system of partial differential equations. Such approach was for instance extensively used by Mura [181] in the context of the eigenstrain theory. As the use of Fourier techniques eventually involves Fourier transforms, the notations and definitions adopted in the rest of this thesis are introduced here. If \( \vec{x} \) denotes a coordinate in the 3D Cartesian space \( \mathbb{R}^3 \) and \( \vec{\xi} \) denotes a frequency of the reciprocal Fourier space \( \mathcal{F}(\mathbb{R}^3) \), the Fourier transforms \( \hat{g}(\vec{\xi}) \) of any integrable function \( g(\vec{x}) \) over \( \mathbb{R}^3 \) can be defined by:

\[
\hat{g}(\vec{\xi}) = \mathcal{F}(g(\vec{x})) = \int_{\mathbb{R}^3} g(\vec{x}) e^{-i\vec{x} \cdot \vec{\xi}} d\vec{x} \\
g(\vec{x}) = \mathcal{F}^{-1}(\hat{g}(\vec{\xi})) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \hat{g}(\vec{\xi}) e^{i\vec{x} \cdot \vec{\xi}} d\vec{\xi} \quad (3.17)
\]

where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denotes the forward and inverse (or backward) Fourier transform operators, \( i = \sqrt{-1} \) denotes the complex number, and where any quantities \( \hat{f} \) will denote a function expressed in the Fourier space, whose reciprocal function will be denoted \( f \) in the real space. Note that the definition of the Fourier transform is not unique and generally depends on the domain of application. One of the most remarkable properties associated with the use of the Fourier transform is that any spatial derivative of a function expressed in the real space becomes a simple multiplication in the Fourier space, i.e.:
\[ \mathcal{F} (g_j(x)) = i \xi_j \hat{g} (\vec{\xi}) \] (3.18)

This last result is simply obtained by performing an integration by parts using relations (3.17). With this, applying the Fourier transform to the equilibrium equation in (3.16) by using the relations defined in (3.17) and (3.18) leads to:

\[ C_{ijkl} \xi_i \xi_j \hat{u}_k (\vec{\xi}) = \hat{f}_i (\vec{\xi}) \ \text{in} \ \mathcal{F}(V) \] (3.19)

where the displacement field \( \hat{u}_k \) is expressed in the Fourier space \( \mathcal{F}(V) \) associated with volume \( V \). By introducing the following quantity:

\[ K_{ik} = C_{ijkl} \xi_l \xi_j \] (3.20)

the displacements in the Fourier space can be obtained from (3.19) as:

\[ \hat{u}_k (\vec{\xi}) = \hat{G}_{ki}(\vec{\xi}) \hat{f}_i (\vec{\xi}) \ \forall \vec{\xi} \neq \vec{0} \] (3.21)

where \( N_{ij} \) is the cofactor of \( K_{ij} \) and \( D \) its determinant, both given as:

\[ N_{ij}(\vec{\xi}) = \frac{1}{2} e_{ikt} e_{jmn} K_{km}(\vec{\xi}) K_{ln}(\vec{\xi}) \]
\[ D(\vec{\xi}) = e_{mnl} K_{m1}(\vec{\xi}) K_{n2}(\vec{\xi}) K_{l3}(\vec{\xi}) \] (3.22)

Full expressions of \( N \) and \( D \) for different crystal structures (i.e. for different shapes of the elasticity tensor \( C \)) can be found in the literature (e.g. see reference [181]). In equation (3.21), \( G_{ki} \) refers to the spectral Green’s function expressed in the Fourier space. By switching the indices in equations (3.21), the solution of the displacement field can be expressed in the Fourier space as:
\( \hat{u}_i(\vec{\xi}) = \hat{G}_{ik}(\vec{\xi}) \hat{f}_k(\vec{\xi}) \quad \forall \vec{\xi} \neq \vec{0} \)  \hfill (3.23)

Further, displacements in the real space can be obtained from equation (3.23) by taking the inverse Fourier transform of \( \hat{u}_i \) as:

\[
\begin{align*}
  u_i(\vec{x}) &= \int_{\mathbb{R}^3} \hat{G}_{ij}(\vec{\xi}) \hat{f}_j(\vec{\xi}) e^{i \vec{x} \cdot \vec{\xi}} d\vec{\xi} \\
  \hat{f}_j(\vec{\xi}) &= \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} f_j(\vec{x}) e^{-i \vec{x} \cdot \vec{\xi}} d\vec{x}
\end{align*}
\hfill (3.24)
\]

Finally, combining the two relations in (3.24), the solution displacement field can be expressed as:

\[
  u_i(\vec{x}) = \int_{\mathbb{R}^3} G_{ij}(\vec{x} - \vec{x}') f_j(\vec{x}') d\vec{x}'
\hfill (3.25)
\]

where

\[
  G_{ij}(\vec{x} - \vec{x}') = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \hat{G}_{ij}(\vec{\xi}) e^{i (\vec{x} - \vec{x}') \cdot \vec{\xi}} d\vec{\xi}
\hfill (3.26)
\]

is the static Green's function for an infinite homogeneous linear elastic medium expressed in the real Cartesian space, whose expression for isotropic elasticity is given in equation (2.16). Interestingly, the Green function \( G_{ij}(\vec{x} - \vec{x}') \) solely depends on the material properties and on the relative position of the source \( \vec{x}' \) and field \( \vec{x} \) points. In that sense, \( G_{ij} \) is independent of the loading and body force to which the medium is subjected to. Therefore, the convolution in (3.25) appears as a convenient manner to obtain the displacement field of a medium in response of the body force \( f_j \). The result in (3.25) precisely constitutes the basis of the spectral approach to the eigenstrain theory, whose application is presented in Section 3.3.2. Further, it is interesting to notice from the comparison between expressions (3.23) and (3.25) that a convolution
in the real space corresponds to a simple multiplication in the Fourier space. Therefore, the interest of spectral methods in numerical applications via the use of the FFT algorithm will be presented in Section 3.3.3.

3.3.2 Application of the spectral method to the eigenstrain theory

In Section 3.3.1, the use of a spectral method to solve for the response of an infinite linear elastic medium to a body force was introduced. In this section, the framework is generalized to the case of material in which a distribution of eigenstrain exists. As detailed in [181], an eigenstrain is defined as an inelastic strain distribution arising from the presence of a local thermal expansion, a phase transition or a defect. From a general perspective, when the eigenstrain denoted $\epsilon_{ij}^*$ is prescribed within a finite domain $\Omega$ of medium $V$, region $\Omega$ is referred to an inclusion within the matrix $V - \Omega$.

In regions where eigenstrains exist, the total strain $\epsilon_{ij}$ is decomposed as:

$$\epsilon_{ij} = \epsilon_{ij}^e + \epsilon_{ij}^*$$  \hspace{1cm} (3.27)

where $\epsilon_{ij}^e$ denotes the elastic strain. Therefore, assuming a given distribution of eigenstrain throughout the whole medium $V$, the mechanical state at each material point $\vec{x}$ must respect the constitutive law and the mechanical equilibrium:

$$\sigma_{ij}(\vec{x}) = C_{ijkl}(\epsilon_{kl}(\vec{x}) - \epsilon_{kl}^*)(\vec{x})$$

$$\sigma_{ij,j}(\vec{x}) = 0$$ \hspace{1cm} $\forall \vec{x} \in V$  \hspace{1cm} (3.28)

where the body forces are assumed to be vanishing everywhere. Combining both equations in (3.28) and using the small strain definition in (2.3), relations (3.28) can be written as:
\[ C_{ijkl} u_{k,lj}(\vec{x}) - \varphi_{ij,j}(\vec{x}) = 0 \]

\[ \varphi_{ij}(\vec{x}) = C_{ijkl} \epsilon_{kl}^*(\vec{x}) \quad (3.29) \]

where the quantity \( \varphi_{ij} \) referred to as the polarization tensor is introduced. Following the same procedure as that detailed in Section 3.3.1 for going from relations (3.16) to (3.23), the displacement field in the Fourier space can be expressed as:

\[ \hat{u}_i(\vec{\xi}) = -\hat{G}_{ik}(\vec{\xi}) \hat{\varphi}_{kl,l}(\vec{\xi}) \quad \forall \vec{\xi} \neq \vec{0} \quad (3.30) \]

Further, taking advantage of the properties of the derivation in the Fourier space given in (3.18), equation (3.30) can be conveniently written as:

\[ \hat{u}_i(\vec{\xi}) = -i\xi_l \hat{G}_{ik}(\vec{\xi}) \hat{\varphi}_{kl}(\vec{\xi}) \quad \forall \vec{\xi} \neq \vec{0} \quad (3.31) \]

such as to express the resulting displacement field in the Fourier space as a function of the polarization tensor \( \hat{\varphi}_{ij} \) and the first derivative of the Green’s function \( \hat{G}_{ij,k} \).

Finally, taking the inverse Fourier transform of (3.31) leads to the following expression for the solution displacement field and its spatial derivative:

\[ u_i(\vec{x}) = -\int_{\mathbb{R}^3} G_{ik,l}(\vec{x} - \vec{x}') \varphi_{kl}(\vec{x}') d\vec{x}' \]

\[ u_{i,j}(\vec{x}) = -\int_{\mathbb{R}^3} G_{ik,lj}(\vec{x} - \vec{x}') \varphi_{kl}(\vec{x}') d\vec{x}' \quad (3.32) \]

where the expressions of the derivatives of the Green’s function can be directly obtained from (3.26). Obviously, the analogy with the previous section is complete when considering the divergence of the polarization as a body force so as to write \( f_i = \varphi_{ij,j} \). Replacing the polarization tensor \( \varphi_{ij} \) by its complete expression given in (3.29), relation (3.32) is finally expressed as:
Expression (3.33) is the fundamental solution for the displacement field produced by an eigenstrain distribution in an infinite homogeneous medium. Of particular interest, expression (3.33) corresponds to the solution given in (2.10) for the displacement field produced by the presence of a dislocation in an infinite medium, i.e. when the eigenstrain $\epsilon^*_{ij}$ corresponds to the plastic strain $\epsilon^p_{ij}$ given in (2.12) associated with the dislocation, and for $V = \mathbb{R}^3$. Therefore, the procedure from going from equation (3.28) to (3.33) provides the complete derivation of equation (2.10) from constitutive relation (2.9) in Section 2.2.2. Further, using the small strain compatibility equation (2.3), the resulting strain field is expressed as:

$$\epsilon_{ij}(\vec{x}) = -\frac{1}{2} \int_{\mathbb{R}^3} C_{klmn} \epsilon^*_{mn}(\vec{x}') \left( G_{ik,jl}(\vec{x} - \vec{x}') + G_{jk,li}(\vec{x} - \vec{x}') \right) d\vec{x}' \quad \forall \vec{x} \in V$$

(3.34)

where $G_{ij,kl}$ denotes the second-order derivative of the Green function. Note that for the coming sections, it will be convenient to rewrite the convolution in (3.34) in tensorial form as:

$$\epsilon(\vec{x}) = -\Gamma \ast [C : \epsilon^*](\vec{x}), \quad \forall \vec{x} \in V$$

(3.35)

where $\ast$ is the convolution operator in the real space, and $\Gamma$ is the forth-order tensor associated with the minor and major symmetrizations of the second-order derivatives of the Green function in the real space, sometimes referred to as the modified Green operator. From expression (3.34), when $\vec{\xi} \neq \vec{0}$, the modified Green operator $\hat{\Gamma}_{ijkl}(\vec{\xi})$ in the Fourier space can be expressed as:

$$\hat{\Gamma}_{ijkl}(\vec{\xi}) = \frac{1}{2} \left( \xi_i \xi_j \hat{G}_{ik}(\vec{\xi}) + \xi_i \xi_k \hat{G}_{jk}(\vec{\xi}) \right)$$

(3.36)
where $\hat{G}_{ik}(\vec{\xi}) = [C_{kjil}\xi_l]\xi_j]^{-1}$ is the static Green’s function as introduced in (3.21). In a more general fashion, the modified Green’s operator can be written as:

$$
\hat{\Gamma}_{ijkl}(\vec{\xi}) = \{\xi_j [\xi_mC_{kmin}\xi_n]^{-1}\xi_l\}_{\text{sym}}, \quad \forall \vec{\xi} \neq \vec{0}
$$

(3.37)

where $\{\}$\text{sym} denotes the major and minor symmetrizations of a given quantity. Naturally, equation (3.37) provides an expression for $\hat{\Gamma}_{ijkl}$ that is valid for general anisotropy, and whose numerical evaluation does not induce any difficulty since it solely involves the inversion of a second-order tensor. Further, a simple fully analytical expression can be obtained in the case of elastic isotropy. First, it must be recalled from equation (3.21) that the Green’s function can be conveniently written as:

$$
\hat{G}_{ik}(\vec{\xi}) = N_{ik}(\vec{\xi})D^{-1}(\vec{\xi}), \quad \forall \vec{\xi} \neq \vec{0}
$$

(3.38)

where $N_{ik}(\vec{\xi})$ and $D^{-1}(\vec{\xi})$ are the cofactor and the determinant of quantity $K_{ik} = C_{ijkl}\xi_l\xi_j$, respectively, and whose general expressions are given by relations (3.22). For isotropic elasticity, the stiffness tensor $C_{ijkl}$ can be expressed solely as a function of two materials parameters, such that:

$$
C_{ijkl} = \lambda \delta_{ij}\delta_{kl} + \mu (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk})
$$

(3.39)

where $\lambda$ and $\mu$ are the Lamé constants, such that $N_{ik}(\vec{\xi})$ and $D^{-1}(\vec{\xi})$ can be simply expressed from (3.22) as [181]:

$$
N_{ik}(\vec{\xi}) = \mu \xi^2((\lambda + 2\mu)\delta_{ik}\xi^2 - (\lambda + \mu)\xi_i\xi_k)
$$

$$
D(\vec{\xi}) = \mu^2(\lambda + 2\mu)\xi^6
$$

(3.40)

where $\xi^2 = \xi_q\xi_q$. As a result, the Green’s function is analytically expressed as:
\[
\tilde{G}_{ik}(\vec{\xi}) = \frac{(\lambda + 2\mu)\delta_{ik}\xi_k^2 - (\lambda + \mu)\xi_i\xi_k}{\mu(\lambda + 2\mu)\xi^4}, \quad \forall \vec{\xi} \neq \vec{0}
\]  

(3.41)

and an expression of the modified Green’s operator for isotropic elasticity is finally obtained by combining relations (3.37) and (3.41):

\[
\tilde{\Gamma}_{ijkl}(\vec{\xi}) = \left( \delta_{ik}\xi_l + \delta_{il}\xi_k + \delta_{jk}\xi_i + \delta_{jl}\xi_k + \frac{4\mu}{\mu(\lambda + 2\mu)\xi^4} \right) - \frac{(\lambda + \mu)\xi_i\xi_j\xi_k\xi_l}{4\mu\xi^2}
\]  

(3.42)

and where the condition \(\tilde{\Gamma}(\vec{0}) = 0\) enforces \(\tilde{\epsilon}(\vec{\xi}) = 0\) at the highest frequencies in the current formulation.

Before concluding this section, an interesting perspective is worth mentioning here. As mentioned earlier, the presence of an eigenstrain in a finite region \(\Omega\) of the medium \(V\) relates to the well-known case of an inclusion. When both the matrix \(V - \Omega\) and the inclusion \(\Omega\) have the same elastic properties, the inclusion is considered as homogeneous, and the displacement field in \(V\) due to the eigenstrain distribution \(\epsilon_{ij}^*\) in \(\Omega\) is given from (3.33) by:

\[
u_i(\vec{x}) = -\int_\Omega C_{klmn}\epsilon_{mn}^*(\vec{x}')G_{ik,l}(\vec{x} - \vec{x}')d\vec{x}' \quad \forall \vec{x} \in V
\]  

(3.43)

Note that in expression (3.43), the integral is solely carried out over region \(\Omega\) since, by definition, the eigenstrain field \(\epsilon_{ij}^*\) vanishes outside the inclusion, i.e. in \(V - \Omega\). However, expression (3.43) provides an expression for the displacement field valid in the whole medium \(V\), and is the basis of the Eshelbian micromechanics theory. Of particular interest, one of the most remarkable results of Eshelby is that, provided an uniform eigenstrain distribution in \(\Omega\), the resulting strain field – and consequently the resulting stress field – are uniform in the interior points of an homogeneous inclusion in an isotropic medium [79], such that one has:

\[
\epsilon_{ij}(\vec{x}) = S_{ijkl}\epsilon_{kl}^* \quad \forall \vec{x} \in \Omega
\]  

(3.44)
where $S_{ijkl}$ denotes the Eshelby tensor, whose components are independent of the position $\vec{x}$ and are given as a function of the shape of the inclusion and the elastic properties of the material. Thus, for particular geometries such as ellipsoidal inclusions, analytical expressions of $S_{ijkl}$ have been obtained [181]. Although result (3.44) cannot be directly applied to the case of dislocations, the relevance of adopting a spectral approach to address problems based on an Eshelbian representation of dislocations as used in the DCM model (see Section 3.2.1) becomes apparent.

### 3.3.3 Comparison of FFT-based techniques with FEM approaches

In Sections 3.3.1 and 3.3.2, Fourier-based formulations for the boundary value problem (3.10)–(3.13) in continuum mechanics are presented. The advantage of such spectral method primarily lies in that it allows to conveniently obtain a solution for the displacement and strain fields in response to a body force or an eigenstrain distribution from their convolution with the Green’s function. However, although analytical solutions can be obtained in particular cases, the calculation of a convolution is generally a daunting task when performed in the real space. Nevertheless, as noticed in Section 3.3.1, the convolution in the real space reduces to a simple multiplication in the Fourier space. Therefore, in numerical applications whereby the medium is discretized into a regular grid, fast algorithms such as the Fast Fourier Transform (FFT) algorithm – enabling the efficient computation of the discrete Fourier transform and its inverse – can be advantageously used to solve for the boundary value problem (3.10)–(3.13) directly in the Fourier space. Further, the transformation of spatial derivatives in the real space into simple multiplications in the Fourier space allows for a fast and simple numerical solution for the partial differential equations associated with problem (3.10)–(3.13). Consequently, FFT-based techniques provide an alternative full-field method to the FEM approach to solve for partial differential system of equations. Here, the notion of full-field refers to methods in which the
mechanical fields are inherently determined at every grid point – respectively mesh
nodes – of the discretized simulation volume $V$.

Of particular importance, FFT-based and FEM formulations differ in two aspects,
namely in their computational complexity and in the treatment of the boundary con-
ditions. The first point is the principal reason spectral methods have received so much
attention in the last years. In the standard FEM approach (assuming simple linear
elements), a complexity of $\mathcal{O}(N_{\text{tot}}^2)$ can be achieved in the most favorable case, where
$N_{\text{tot}}$ is the total number of elements of the mesh, since the overall complexity in FEM
is primarily associated with the cost of the linear solver that is used (see Appendix
E). In comparison, for a regular Fourier grid made of the same total number of grid
points $N_{\text{tot}}$, i.e. for the same resolution, the complexity drops to $\mathcal{O}(N_{\text{tot}} \log N_{\text{tot}})$. In
this case, the cost is directly that of the efficient FFT algorithm (see Appendix
F). Obviously, for large values of $N_{\text{tot}}$, the difference between $N_{\text{tot}} \log N_{\text{tot}}$ and $N_{\text{tot}}^2$
becomes significant, hence the gain in the computation time up to several orders of
magnitudes generally attributed to FFT-based approaches with respect to their FEM
counterparts [153]. Note however that more efficient FEM methods such that the
hp-FEM that achieves exponential convergence rates exist and should be compared
to FFT-based approaches. However, to the author’s knowledge, such higher orders
FEM methods have not been directly applied to mechanical stress-strain computation
yet, probably because of their challenging numerical implementation.

Regarding the treatment of boundary conditions, the FEM method offers a flexible
approach in which displacements can be directly prescribed to the mesh nodes and
surface forces can be imposed on external surfaces. Thus, in general, mixed and
complex boundary conditions can be prescribed, and the presence of surface boundary
conditions specifically allows for the treatment of free surfaces. Comparatively, the
treatment of boundary conditions in spectral methods offers less degrees of freedom.
First, the formulations presented in Sections 3.3.1 and 3.3.2 are given for an infinite
medium. In discrete numerical applications, the use of finite simulation volumes \( V \) requires mechanical fields to be fully periodic for the formulation to remain valid (see Appendix F for more details). In that sense, no boundary conditions can be applied on external surfaces, as those do not exist as such. Furthermore, the imposition of the external loading in spectral methods can only be performed by prescription of "macroscopic" average quantities (e.g. average strain or stress, see next sections). Therefore, in FEM approaches, the simulation volume can be regarded as a finite region on which displacements and forces are locally applied, whereas in FFT-based methods, the simulation volume should be seen as a small region of an infinitely repeating domain on which a macroscopic loading is imposed.

The numerical superiority of FFT-based approaches with respect to the widely used FEM approach has led to the development of numerous numerical spectral formulations in various scientific areas where its application is relevant. The first FFT-based formulation for mechanics of materials was introduced by Moulinec and Suquet to efficiently compute the response of composites [178, 179]. It was later extended to polycrystalline simulations [143, 144]. In these works, the spectral formulations presented in Sections 3.3.1 and 3.3.2 were extended to account for inhomogeneous elasticity. In contrast with the the homogeneous formulation, heterogeneous spectral approaches involve iterative schemes, whose enhancement of the convergence has been the subject of many studies [81, 168, 267, 27, 174, 104, 177, 259, 258] (see Section 3.5.1 for the heterogeneous formulation). Note also that very recently, spectral approaches were developed as a way to solve Field Dislocation Mechanics (FDM) [26, 20].
3.4 Homogeneous FFT-based formulation for DDD

3.4.1 Homogeneous formulation

3.4.1.1 FFT-based solution of the boundary value problem

As an alternative full-field stress-strain computational approach, a FFT-based method to be used with the DCM procedure for periodic DDD simulations is developed in this work: henceforth it will be referred to as the DDD-FFT approach [23]. The core idea of the approach relies on coupling the DCM model presented in Section 3.2 with the spectral approach to the eigenstrain theory presented in Section 3.3.2, so as to develop an homogeneous discrete-continuous spectral model of plasticity. With this, it is expected that the DDD-FFT approach will benefit from the computational efficiency of the FFT algorithm while allowing for a discrete representation of dislocations. As mentioned earlier, the determination of the mechanical state throughout the entire simulation volume $V_s$ in DDD simulations is achieved by solving the fundamental mechanical boundary value problem expressed in equations (2.37)–(2.40). As described in Section 3.2.1, the constitutive law $\sigma(\vec{x}) = C : (\epsilon(\vec{x}) - \epsilon^p(\vec{x}))$ is linearized by considering the plastic strain $\epsilon^p$, computed using the DCM, as a constant input of the FFT-based solver at each simulation step. With this, the application of the spectral method to the eigenstrain theory can be directly employed by considering the plastic strain field generated by dislocation motion as a particular inelastic eigenstrain distribution. Under this approximation and using the small strain hypothesis, the local mechanical equilibrium $\sigma_{ij,j}(\vec{x}) = 0$ reads:

$$C_{ijkl}u_{k,lj}(\vec{x}) - \varphi_{ij,j}(\vec{x}) = 0 \quad \forall \vec{x} \in V_s$$

$$\varphi_{ij}(\vec{x}) = C_{ijkl}\epsilon_{kl}^p(\vec{x})$$

where the polarization tensor $\varphi_{ij}$ is here associated to the plastic strain $\epsilon_{ij}^p$. Assuming the mechanical fields are periodic in the three spatial directions and denoting $\vec{\xi}$ the (frequency) coordinate on the Fourier space, the equilibrium equation (3.45) in the
Fourier space writes:

\[ C_{ijkl} \xi_l \xi_j \hat{u}_k(\vec{\xi}) + \hat{\varphi}_{ij,j}(\vec{\xi}) = 0 \]  \hspace{1cm} (3.46)

where \( \hat{u} \) and \( \hat{\varphi} \) denote the Fourier transforms of the displacement field \( \vec{u} \) and the polarization tensor \( \varphi \) defined in the real space, respectively. From there, the displacements in the Fourier space can be obtained as:

\[
\hat{u}_i(\vec{\xi}) = -\hat{G}_{ik}(\vec{\xi}) \hat{\varphi}_{kl,l}(\vec{\xi}) \hspace{1cm} \forall \vec{\xi} \neq \vec{0} \]  \hspace{1cm} (3.47)

where \( \hat{G}_{ik}(\vec{\xi}) \) denotes the periodic Green’s function expressed in the Fourier space, whose expression is valid for general anisotropic elasticity. Further, using the small strain compatibility equation (2.3), the strain \( \hat{\varepsilon}_{ij}(\vec{\xi}) \) can be directly computed in the Fourier space as:

\[
\hat{\varepsilon}_{ij}(\vec{\xi}) = \frac{1}{2} \left( \hat{u}_{i,j}(\vec{\xi}) + \hat{u}_{j,i}(\vec{\xi}) \right) \hspace{1cm} \forall \vec{\xi} \neq \vec{0} \]  \hspace{1cm} (3.48)

where the property of the spatial derivative in the Fourier space expressed in (3.18) has been used. From expression (3.48), the following quantity can be introduced:

\[
\hat{\Gamma}_{ijkl}(\vec{\xi}) = \frac{1}{2} \left( \xi_l \xi_j \hat{G}_{ik}(\vec{\xi}) + \xi_l \xi_i \hat{G}_{jk}(\vec{\xi}) \right) \hat{\varphi}_{kl}(\vec{\xi}) \hspace{1cm} \forall \vec{\xi} \neq \vec{0} \]  \hspace{1cm} (3.49)

The fourth-order tensor \( \hat{\Gamma}_{ijkl} \) denotes the modified Green’s function in the Fourier space, whose expression in the real space has already been introduced in equation (3.36). With expressions (3.48) and (3.49), the total strain in the Fourier space is simply written as:
\[ \hat{\epsilon}_{ij}(\vec{\xi}) = \hat{\Gamma}_{ijkl}(\vec{\xi}) \hat{\varphi}_{kl}(\vec{\xi}) \quad \forall \vec{\xi} \neq \vec{0} \]  
(3.50)

\[ \hat{\epsilon}_{ij}(\vec{0}) = 0 \]

where condition \( \hat{\epsilon}_{ij}(\vec{0}) = 0 \) is enforced by the numerical choice for the modified Green’s function at the null frequency \( \hat{\Gamma}_{ijkl}(\vec{0}) = 0 \), for which the Green’s function is not defined (the consequence of this choice will be discussed in the following). For DDD-FFT simulations in which the primary volume is discretized into a regular three-dimensional grid of \( N_i \) voxels \( \{\vec{x}_d\} \) in each direction \( i = \{1, 2, 3\} \), the polarization tensor \( \varphi(\vec{x}_d) \) related to the plastic strain via equation (3.45) can be determined at every grid point \( \vec{x}_d \) in the real space through the DCM procedure described in Section 3.2.1. Consequently, its discrete Fourier transform \( \hat{\varphi}(\vec{\xi}_d) \) at corresponding discrete frequencies \( \vec{\xi}_d \) required in the calculation of \( \hat{\epsilon}(\vec{\xi}_d) \) in equation (3.50) can be easily computed via the use of the FFT algorithm. Conversely, the FFT algorithm can be used to compute the inverse discrete Fourier transform of \( \hat{\epsilon}(\vec{\xi}_d) \). Note that the solution obtained from taking the inverse Fourier transform of equation (3.50) gives the fluctuations from the mean strain \( \langle \epsilon \rangle \), where symbol \( \langle \cdot \rangle \) denotes the spatial average over the primary volume \( V_s \). Therefore, by imposing the condition \( \hat{\epsilon}(\vec{0}) = 0 \) on the average strain in equation (3.50), the corresponding strain field \( \epsilon(\vec{x}_d) \) in the real space is obtained by:

\[ \epsilon_{ij}(\vec{x}_d) = \mathcal{F} \mathcal{F}^{-1} \left( \hat{\epsilon}_{ij}(\vec{\xi}_d) \right) + E_{ij} \]  
(3.51)

where \( \mathcal{F} \mathcal{F}^{-1} \) denotes the inverse discrete Fourier transform operation performed with the FFT algorithm and \( E = \langle \epsilon \rangle \) corresponds to the average imposed macroscopic strain. With this approach, the primary volume can be regarded as being periodically replicated in all spatial directions and immersed in the material bulk subjected to a macroscopic strain \( E \).
Besides, note that the formulation in (3.51) is given for a simulation driven in strain. The simulation can be alternatively driven in stress by substituting the imposed value of the macroscopic strain $E$ in equation (3.51) with its resultant when imposing a macroscopic stress $\Sigma$ as:

$$E_{ij} = [C_{ijkl}]^{-1} \Sigma_{kl} + (e^p)_{ij}$$  \hspace{1cm} (3.52)

### 3.4.1.2 Stress and segment force calculations

From equation (3.51), the stress field at each grid point $\vec{x}_d$ is directly obtained from the compatible strain using the constitutive law:

$$\sigma^{FFT}(\vec{x}_d) = C : (\epsilon(\vec{x}_d) - \epsilon^p(\vec{x}_d))$$  \hspace{1cm} (3.53)

With this formulation, the stress field obtained with the FFT-based approach $\sigma^{FFT}(\vec{x}_d) = \sigma^{int}(\vec{x}_d) + \sigma^{ext}(\vec{x}_d)$ encompasses both the contributions of the dislocations elastic stress field and the stresses arising from the imposed loading conditions without redundancy. Further, by performing a simple interpolation between the grid points, the total stress state can be obtained at every point $\vec{x}$ in the simulation volume. Of particular interest, the total stress can be readily obtained along every dislocation segments such that the Peach-Kohler force $\vec{f}_{pk}$ in equation (2.55) can be determined.

However, as mentioned in Section 3.2.2, the grid does not account for short-range interactions when using the DCM approach. As a result, a local contribution must be added to the stress in equation (3.53) when computing the Peach-Koehler force along dislocation segments whose neighbors are closer than $h/2$, such that the Peach-Koehler force is readily expressed as:

$$\vec{f}_{ij}^{pk} = \int_{\vec{x}} \vec{N}_i(\vec{x}_{ij}) \left[ \left( \sigma^{FFT}(\vec{x}_{ij}) \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right] |d\vec{x}| + \vec{f}_{ij}^{loc}$$  \hspace{1cm} (3.54)

where $\vec{f}_{ij}^{loc}$ denotes the local force arising from the supplementary local interactions,
Figure 3.3: Schematic of portions of neighbor segments that must be accounted for as supplementary local interactions. Red sub-segment $kl$ corresponds to the portion of neighbor segment $mn$ whose distance to segment $ij$ is closer than $h/2$. End points $\vec{x}_k$ and $\vec{x}_l$ can be analytically determined by computing the intersections between segment $mn$ and (1) the finite cylinder of radius $h/2$ and of axis $\vec{t}_{ij}$ bounded by normal planes at $\vec{x}_i$ and $\vec{x}_j$, and (2) the two half spheres of radius $h/2$ centered in $\vec{x}_i$ and $\vec{x}_j$.

and all other quantities in (3.54) have the same meaning as that used in Section 2.5. By considering all portions $kl$ of neighbor dislocation lines whose distance to dislocation segment $ij$ is smaller than $h/2$, the local force can be expressed as:

$$\vec{f}_{ij}^{loc} = \sum_{kl} \vec{f}_{ij}^{kl}$$

(3.55)

where $\vec{f}_{ij}^{kl}$ denotes the interaction force between segment $ij$ and sub-segment $kl$ defined between end nodes $\vec{x}_k$ and $\vec{x}_l$. As depicted in figure 3.3, sub-segments $kl$ correspond to portions of neighbor dislocation segments $mn$ included in the union of spheres of radius $h/2$ centered in $\vec{x}$ when $\vec{x}$ spans dislocation segment $ij$, i.e. for $\vec{x} = (1 - s)\vec{x}_i + s\vec{x}_j$, $s \in [0, 1]$. In order to avoid any computational burden associated with numerical integration, the determination of sub-segments $kl$ is analytically performed by computing the intersections between (1) the finite cylinder of axis $\vec{t}_{ij}$ and bounded at $s = 0$ and $s = 1$, and (2) the two half spheres of radius $h/2$ centered in $\vec{x}_i$ and $\vec{x}_j$, respectively. With that, the local force $\vec{f}_{ij}^{kl}$ can be computed by integration of the analytical stress induced by segment $kl$ along segment $ij$ given by Mura formula (2.14), or by the non-singular formulation for isotropic elasticity [5],
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as described in Section 2.5.3. Naturally, the calculation of the Peach-Koehler force via expression (3.54) resembles that used in the regular DDD approach when using a long-range approximation method, such as the Box Method or the FMM (see Section 2.9.2.1). However, it is important to keep in mind that the definition of short-range interactions is not the same in both approaches. Specifically, the value of the regularization parameter \( h \), which will be discussed in Section 3.6.1, is on the order of the mesh size in DCM approach, and does not depend on the segment discretization size. This implies that for fine grid resolutions, the calculation of short-range interactions generally does not scale with \( O(N_{\text{nei}}^2) \), since only few local interactions are needed to be evaluated. Further, in contrast with the Box Method and the FMM, no approximation is made for the calculation of long-range stress fields, and the latter comes at the same computational cost for isotropic and anisotropic elasticity.

### 3.4.1.3 Coincidence with analytical stress expressions

Note that the local force \( \mathbf{f}_{ij}^{kl} \) on segment \( ij \) cannot be directly obtained by integration of the stress induced by segment \( kl \) as expressed in (2.63), but requires an extra factor, for which a justification and an expression are given in the following. As mentioned earlier, the stress field \( \mathbf{\sigma}_{\text{FFT}} \) in equation (3.53) obtained with the FFT-based approach encompasses both the contributions of the applied loading and the internal stress fields induced by the presence of dislocation lines within the simulation volume \( V_s \) and its replica. By definition, for any arbitrary dislocation configuration, the stress obtained with equation (3.53) for \( \mathbf{E} = 0 \), i.e. in the case where no loading is imposed, corresponds to the internal stresses produced by the dislocation segments in an infinite periodic free medium. Therefore, let us denote \( \mathbf{\sigma}^{E=0}(\mathbf{\bar{x}}) \) the stress obtained in (3.53) by the DDD-FFT method under no applied loading. An important characteristic of the present FFT-based formulation is that the internal stress field \( \mathbf{\sigma}^{E=0} \) is not expected to coincide with the Mura-based solution \( \mathbf{\bar{\sigma}}^{\text{int}} \) that would be
obtained for the same load-free microstructure. Here the *Mura-based* solution \( \tilde{\sigma}^{\text{int}} \) refers to the solution used in regular DDD simulations in which the stress field is obtained by superposition of the stresses induced by individual dislocation segments and their images using the line integral formula (2.14) or the non-singular approach developed by Cai et al. [35] (the non-singular formulation is based on Mura formula and matches it outside of the dislocation cores). As pointed out in Section 3.3.3, this difference finds its origin in the fact that the imposed loading does not have the same physical meaning in both approaches: in the FFT-based formulation, the loading is prescribed by fixing the value of the average strain \( \mathbf{E} = \langle \epsilon \rangle \) (or stress) corresponding to a macroscopic loading. Thus, a load-free microstructure in the DDD-FFT approach corresponds to a microstructure for which \( \mathbf{E} = \langle \epsilon \rangle = 0 \) is imposed, which is not the case when using the *Mura-based* formulation. In other words, the boundary value problem is not solved for the same boundary conditions in both approaches. As a result, since the only difference between both approaches lies in the value of the average total strain, the stress field \( \sigma^{E=0} \) obtained with the FFT-based approach for an arbitrary microstructure differs from the analytical solution \( \tilde{\sigma}^{\text{int}} \) by a constant translation tensor \( \sigma \) such that:

\[
\sigma^{E=0}(\mathbf{x}) = \tilde{\sigma}^{\text{int}}(\mathbf{x}) + \sigma, \quad \forall \mathbf{x} \in V_s \tag{3.56}
\]

Note however that the *Mura-based* and the FFT-based solutions would coincide for a microstructure yielding \( \langle \epsilon^p \rangle = 0 \). The condition \( \langle \epsilon^p \rangle = 0 \) physically manifests by the presence of a dipolar configuration: in that case, \( \langle \tilde{\sigma}^{\text{int}} \rangle \) reduces to \( 0 \) in the analytical solution, and as a result \( \langle \tilde{\epsilon} \rangle = C^{-1} : \langle \tilde{\sigma}^{\text{int}} \rangle + \langle \epsilon^p \rangle = 0 \) would match the FFT-based solution for \( \langle \epsilon \rangle = \mathbf{E} = 0 \). With that in mind, it follows that \( \sigma^{E=0} \) and \( \tilde{\sigma}^{\text{int}} \) are not expected to coincide during a DDD-FFT simulation, since the evolution of an arbitrary microstructure does not yield \( \langle \epsilon^p \rangle = 0 \) in general.

Consequently, for the sake of consistency, both the stress obtained in equation
(3.53) and the *Mura-based* stress must coincide when computing the supplementary
local contribution for segments whose interaction distance is smaller than half of the
regularization parameter $h$. In other words, $\sigma$ must be determined for the superpo-
sition in expression (3.54) to remain valid. Since the translation tensor $\sigma$ is constant
and hence does not depend on the spatial position on the grid, it can be easily cal-
culated by comparing $\sigma^{E=0}$ and the *Mura-based* stress solution $\sigma^{int}$ at any arbitrary
point $\vec{x}$ in the simulation volume. Therefore, in the current formulation, the determi-
nation of $\sigma$ requires the computation of the analytical stress solution at one arbitrary
point in the volume at each simulation step. As a result, a translation force must be
accounted for in the calculation of the local force, such that $\vec{f}_{ij}^{kl}$ in equation (3.55) is
decomposed as:

$$\vec{f}_{ij}^{kl} = \vec{f}_{ij}^{kl} + \vec{f}_{ij}$$  \hspace{1cm} (3.57)

where $\vec{f}_{ij}^{kl}$, denoting the *Mura-based* nodal force for the pair of segment $ij$ defined
between end points $\vec{x}_i$ and $\vec{x}_j$ and sub-segment $kl$ defined between end points $\vec{x}_k$ and
$\vec{x}_l$, is given from expression (2.63) by:

$$\vec{f}_{ij}^{kl} = \int_{\vec{x}_i}^{\vec{x}_j} N_i(\vec{x}_{ij}) \left[ \left( \sigma^{kl}(\vec{x}_{ij}) \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right] |d\vec{r}|$$  \hspace{1cm} (3.58)

for which a non-singular analytical expression is given in [5] for isotropic elasticity,
and $\vec{f}_{ij}^{kl}$ is the constant translation force given by:

$$\vec{f}_{ij}^{kl} = \int_{\vec{x}_i}^{\vec{x}_j} N_i(\vec{x}_{ij}) \left[ \left( \sigma \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right] |d\vec{r}| = \frac{1}{2} l_{ij} \left[ \left( \sigma \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right]$$  \hspace{1cm} (3.59)

where $l_{ij}$ denotes the length of segment $ij$. When dealing with anisotropic elasticity,
nodal force $\vec{f}_{ij}^{kl}$ in equation (3.58) can be obtained using recent efficient methods
based on spherical harmonics expansions [12] (see Appendix B.2) or by numerical
integration of the anisotropic stress field $\sigma^{kl}$ given in equation (2.14) [108].
3.4.1.4 Perspectives

In this section, equations (3.45) to (3.52) establish a complete framework to couple the DCM model presented in Section 3.2 with the very efficient FFT-based solver. As discussed in Section 3.7, such coupling allows for substantial gains in computation time with respect to both the DCM-FEM and the regular approaches. However, besides the prohibitive cost of the FEM procedure, two other important features pertaining to the original DCM approach were pointed out in Section 3.2.2. The first one was related to the expensive regularization procedure involving a numerical integration. To tackle this burden, a fully analytical regularization procedure has been developed and is presented in Section 3.6.1. The other point was related to the accuracy of the DCM model. As mentioned earlier, the history-dependent formulation may lead to an accumulation of errors during the simulation, leading the resulting stress state to eventually depart from the actual dislocation configuration. Obviously, replacing the FEM procedure with a spectral solver has no effect on this behavior, which is inherent to the DCM. Although a quantification of the numerical accuracy of the DCM method is difficult to evaluate in general, it is not expected to become a major issue as long as the regularization procedure remains accurate. However, to overcome this potential issue, an alternative DCM spectral method is proposed here. First, recall that the history-dependent formulation of the DCM model lies in that the plastic strain $\epsilon^p$ directly results from the accumulated motion of dislocations over the time. Such is not the case in the regular DDD approach since the stress state is calculated at each step from the actual spatial position of dislocations. Precisely, the same could be done in the DCM by adopting a linear elastic model so as to directly regularize the dislocation field tensor $\alpha$ associated with the spatial position of dislocation segments. As a matter of fact, the definition of the Burgers vector $\vec{b}$ associated with a closed dislocation line $L$ is given in Section 2.2.1 by:
\begin{equation}
   b_i = \oint_C du_i = \oint_C u_{i,j} dx_j \quad (2.1 \text{ repeated})
\end{equation}

where \( C \) denotes any circuit irreducibly enclosing the dislocation line. By using the definition of the distortion \( \beta_{ji} = u_{i,j} \) introduced in equation (2.7) and applying Stokes’ theorem, definition (2.1) may be rewritten as:

\begin{equation}
   b_i = \oint_C \beta_{ji} dx_j = \int_S e_{klj} \beta_{ji,l} dS_k \equiv \int_S \alpha_{ki} dS_k \quad (3.60)
\end{equation}

where \( S \) denotes the surface spanning the contour \( C \) and \( e_{ijk} \) is the permutation tensor. In equation (3.60), \( e_{klj} \beta_{ji,l} = \alpha_{ki} \) provides an expression for the dislocation tensor \( \alpha = \text{curl} \beta \) [131, 72, 180]. Further, the Burgers vector \( \vec{b} \) can be defined as an integral over the same surface \( S \) as [139]:

\begin{equation}
   b_i = \int_S b_i t_k \delta(\vec{L}) dS_k \quad (3.61)
\end{equation}

where \( \vec{t} \) is the line tangent to the dislocation line \( L \) whose position is located by vector \( \vec{L} \) and \( \delta(\vec{L}) \) is the two-dimensional delta function in the plane perpendicular to \( \vec{L} \). Since the circuit \( C \) to define \( \vec{b} \) is arbitrary, the integrands in (3.60) and (3.61) are necessarily equals, such that one obtains:

\begin{equation}
   \alpha_{ki} = b_i t_k \delta(\vec{L}) \quad (3.62)
\end{equation}

Thus, by regularizing the dislocation tensor \( \alpha \) whose components are given in (3.62) on the Fourier grid, the boundary value problem (3.10)–(3.13) would lead to a Poisson-type equation in which the elastic constitutive law is given as \( \sigma_{ij} = C_{ijkl} \beta_{kl} \), where \( \beta \) is the elastic distortion. Such problem, that can be solved using a FFT-based method, would constitute a direct dynamical extension of the Field Dislocation Mechanics (FDM) whose solution for the static formulation was recently implemented using a
spectral approach [26, 20]. Further, by adopting the Stokes-Helmholtz decomposition of the distortion so as to differentiate between the compatible and the incompatible parts, it is expected that the resort to the translation stress $\sigma$ in (3.56) could be eliminated. Note finally that such formulation would become very similar to that used in the Level set method, where the elastic stress fields of the dislocation network are computed using (3.62), but in which the positions of dislocation lines are defined by the intersection of higher-order surfaces [262].

Finally, independently of the formulation used, the principal limitation of the present DDD-FFT approach lies in its prerequisite to deal with fully periodic simulations, i.e. with simulations for which PBC are prescribed in all spatial directions. In other words, the present formulation of the DDD-FFT approach cannot be used to simulate bounded simulations in which free surfaces are to be accounted for. However, the recent development of spectral methods to account for the effects of free surfaces [252] may be adapted to the DDD-FFT approach as a way to overcome the limitation associated with the periodicity. Implementing these is beyond the scope of the present work, and shall be undertaken in a separate study.

In the rest of this chapter, the validity of the DDD-FFT approach is first assessed by application to static and dynamic cases, and the method’s ability to treat elastic anisotropy is demonstrated. Then, the current formulation is extended to heterogeneous elasticity in Section 3.5. Finally, the critical aspects of the numerical implementation of the DDD-FFT model are detailed in Section 3.6 while the performance of the approach is investigated and compared with the regular approach in Section 3.7.
3.4.2 Application and validation of the approach

In this section, the validity of the DDD-FFT approach is assessed. First, it is ensured that the internal stresses generated by the presence of one or multiple static dislocation loops in an isotropic medium match the analytical solution. Then, the results for several anisotropic ratios are investigated so as to assess the inherent ability of the method to capture the effects of anisotropic elasticity. Finally, the activation of a Frank-Read source is investigated to ensure the validity of the DDD-FFT approach in dynamic cases.

3.4.2.1 Static dislocations in isotropic elasticity

As a first validation of the DDD-FFT approach, the stress field obtained for a prismatic loop is assessed. For the basis of comparison, the set-up of the simulation is similar to that taken in reference [234] in which the original DCM-FEM method was revisited by its authors. The simulation cell is assumed to be fully periodic, i.e. infinitely replicated in all spatial directions. As depicted in figure 3.4, a prismatic square loop is introduced at the center of the simulation box. The loop is composed of four edge segments of length \( l_0 = 1000b \) with Burgers vector \( \vec{b} = [010] \) and such that \( \|\vec{b}\| = b = 0.25\,\text{nm} \). The four segments are lying on the (010) plane of a simple cubic lattice. The prismatic dislocation loop is introduced in the simulation box following the Volterra-like process: two parallel edge segments of same Burgers vector but opposite line directions are initially introduced at the same position and are then moved apart along the (010) plane until forming the square prismatic loop (see figure 3.4(b)). The material is assumed to be elastically isotropic with shear modulus \( \mu = 51\,\text{GPa} \) and Poisson’s ratio \( \nu = 0.37 \). In order for the mesh size \( L_{\text{mesh}} \) to be identical in each direction, the primary simulation volume \( V_s \) is taken as a cube with side \( L = 0.5\,\mu\text{m} \) such that \( V_s = 0.5\,\mu\text{m} \times 0.5\,\mu\text{m} \times 0.5\,\mu\text{m} \), and discretized into \( N \) grid points in each direction, i.e. for a total of \( N_{\text{vox}} = N \times N \times N \) grid points (or voxels).
Figure 3.4: Set up used for evaluating the stress field of a prismatic loop using the DDD-FFT approach. Only the primary volume of the periodic simulation is shown here. (a) The prismatic dislocation loop is composed of four edge segments of length $l_0 = 1000 \mathbf{b}$ with Burgers vector $\mathbf{b} = [010]$ and lying on the (010) plane. The loop is initially positioned at the center of the simulation box of side length $L = 0.5 \mu m$. (b) The prismatic loop is introduced in the simulation following the Volterra-like process: two initial vertical edge segments with same Burgers vector $\mathbf{b} = [010]$ but opposite line directions are introduced at position $x = 0$. One of the segments is then held at its original position while the second segment is moved apart at a distance $l_0$ on the (010) plane thereby creating the closed prismatic loop. The blue arrows indicate the line direction of each segment.

The resulting stress field obtained for the prismatic dislocation loop through this process is compared to the analytical solution obtained with the non-singular formulation of Cai and co-workers [35]. Figure 3.5 shows the $\sigma_{23}$ component of the resulting stress fields on a (100) slice taken at the center of loop ($x = L/2$) for a Fourier grid made of $64 \times 64 \times 64$ voxels. The oscillations observed in figure 3.5(b) pertain to the well-known Gibbs phenomenon associated with spectral methods: this phenomenon occurs in taking Fourier transforms of discontinuous fields. Because of the discontinuities in the plastic strain field induced by dislocation motion – the glide of a dislocation segment produces a jump in the displacement field across its slip plane, see Section 2.2 –, the undesirable Gibbs effect is to be expected.

In order to tackle this undesirable effect, several approaches have been recently
Figure 3.5: $\sigma_{23}$ shear component of the stress field of a prismatic loop along a (100) slice taken at position $x = L/2$ (see figure 3.4(a)) obtained: (a) using the analytical solution, (b) using the DDD-FFT approach with a grid of $64 \times 64 \times 64$ voxels. Numerical oscillations pertaining to the Gibbs phenomenon are occurring, and (c) using the DDD-FFT approach with a grid of $64 \times 64 \times 64$ voxels and by spreading the regularized plastic strain over $3 \times 3 \times 3$ voxels. Numerical oscillations are removed and the dislocation core spreads as a result.

proposed. For instance, an approach based on a numerical spreading was proposed in the work of Brenner et al. [26]. In their two-dimensional implementation of static field dislocation mechanics, the authors proposed to spread any dislocation density $\alpha$ defined at a pixel across its neighboring pixels and studied the effect of different distribution schemes. It was found that spreading the core of a dislocation over $3 \times 3$ pixels using a triangular distribution was sufficient to strongly attenuate the oscillations produced from Gibbs phenomenon. As another approach, the use of discrete gradient operators in the Fourier space has provided an efficient manner to attenuate the oscillations [259, 20]. In addition, such approach has been reported to substantially accelerate the convergence of iterative heterogeneous spectral methods [258]. Extensive details on the different solutions for the removal of the Gibbs oscillations are presented in Appendix G.1. In the rest of this section, a method based on a numerical spreading is used, while the approach based on discrete gradients will be presented in details in Section 3.5 when introducing the iterative schemes associated with the heterogeneous DDD-FFT formulation.
**Figure 3.6:** Evolution of the $\sigma_{23}$ shear component of the stress field of a prismatic loop along the green line showed in the inset. In this frame, the origin of the $y$-axis is aligned with the position of the dislocation core. (a) Comparison between the analytical solution and the DDD-FFT approach with and without *numerical spreading* for a grid of $64 \times 64 \times 64$ voxels. (b) Comparison between the analytical solution and the result obtained with the DDD-FFT approach including the numerical spreading for different grid sizes.

Consequently, a similar *numerical spreading* as that introduced in [26] is used to distribute the plastic strain with a 3D triangular distribution over $3 \times 3 \times 3$ voxels, for which details are provided in Appendix G.1.1. Practically, the plastic shear computed at each grid point from the numerical regularization in equations (3.5) to (3.8) (for which an analytical alternative procedure is developed in Section 3.6) is distributed over the 27 neighboring voxels using a triangular distribution. This numerical spreading is somehow analogous to the isotropic core spread introduced in [35], expect that the core width is related to the mesh size in this case.

The stress field obtained with the spreading is shown in figure 3.5(c). One can observe that the oscillations have been removed and that the dislocation core is apparently spread as a consequence. For the sake of comparison, the stress component $\sigma_{23}$ is plotted along a line passing through the core of the dislocation, as shown in figure 3.6(a). While the stress fields obtained with the DDD-FFT approach perfectly match the analytical solution away from the core, the numerical spreading naturally...
induces a smearing out in the vicinity of the core. Nevertheless, oscillations as shown in figure 3.5(b) are not acceptable in DDD – the stress constitutes the driving force of dislocation segments – and must be eliminated. In other words, if such numerical oscillations were present in the resulting stress field, they would inevitably propagate throughout the motion of dislocations, thus leading to non-physical behaviors, and eventually provoking the collapse of the whole simulation.

In line with the examination of the numerical accuracy of the method, the effect of the grid resolution is plotted in figure 3.6(b) for grids ranging from resolutions of $16 \times 16 \times 16$ to $128 \times 128 \times 128$ voxels. As expected, a finer grid produces more accurate results as we approach the dislocation core. In addition, a finer mesh will induce a smaller spatial spread of the dislocation core. Besides, it must be recalled that from the DCM procedure, the stress field in the vicinity $h/2$ of the core of a dislocation cannot be accounted for by the mesh [234], such such that solely the the long-range stress is plotted in figure 3.6. Obviously, providing a careful numerical implementation, the analytical solution in figure 3.6 is recovered in the vicinity $h/2$ of the dislocation core when adding the supplementary local short-range contribution to the long-range stress computed with the DDD-FFT approach for all resolutions.

Furthermore, the validity of the DDD-FFT approach must be assessed when multiple dislocations are present in the simulation. To this end, the stress field produced by a dislocation dipole is examined. The prismatic dislocation dipole is created by simultaneously introducing two prismatic loops of opposite Burgers vectors. To ensure that the procedure will be valid in a more general context, the two prismatic loops forming the dipole are positioned in between grid points, respectively at distances $d = L_{\text{mesh}}/4$ and $d = 3L_{\text{mesh}}/4$ according to the frame depicted in figure 3.7(a). The resulting stress field shown in figure 3.7(b) is seen to perfectly match the analytical solution given in [35] away from the direct vicinity of the dislocation cores. This
Figure 3.7: (a) Schematic of the positioning of the two prismatic dislocation loops of opposite Burgers vectors $\vec{b} = [010]$ forming a dislocation dipole. (b) Comparison of the evolution of the $\sigma_{23}$ shear component of the stress field of a prismatic dipole along the green line showed in the inset between the analytical solution and the result obtained with the DDD-FFT approach for a resolution of $128 \times 128 \times 128$ voxels. In this frame, the origin of the $y$-axis is taken at the middle of the two dislocation loops.

example assesses the ability of the FFT-based technique to achieve direct superposition of the mechanical fields of distinct dislocations, hence validating the DDD-FFT approach to simultaneously handle multiple dislocations.

3.4.2.2 Anisotropic elasticity

As detailed in Section 3.4.1, solving for the mechanical equilibrium in the Fourier space enables for the direct use of the periodic Green’s function through its definition, expressed in equation (3.26) and valid for general anisotropy. Therefore, computing the exact stress state – outside of the direct vicinity of the core – associated with periodic dislocations in an anisotropic medium comes at no supplementary cost than for an isotropic medium. In this section the aim is to show the applicability of the DDD-FFT method developed in this work to the case of anisotropic elasticity.

Several measures on the elastic constants can be associated with the deviation from elastic isotropy. Among them, the anisotropy ratio defined as:
Figure 3.8: \( \sigma_{23} \) shear component of the stress field of a prismatic loop along a (100) slice taken at position \( x = L/2 \) (see figure 3.4(a)) for different anisotropic ratios: (a) \( A = 0.5 \) (b) \( A = 1 \) (isotropic case) and (c) \( A = 7.5 \). (d) Evolution of the \( \sigma_{23} \) component normalized with \( \mu b/l_0 \) as a function of the distance to the dislocation core. The results have been obtained for a Fourier grid made of 64 \( \times \) 64 \( \times \) 64 voxels. Note that the computational cost associated with cases (a), (b) and (c) is identical when using the DDD-FFT approach.

\[
A = \frac{2C_{44}}{(C_{11} - C_{12})} \quad (3.63)
\]

is commonly taken as a quantification of the anisotropy of cubic crystals, where \( A = 1 \) is characteristic for isotropy [111]. For the prismatic loop examined in Section 3.4.2.1, the isotropic material parameters chosen as \( \mu = 51 GPa \) and \( \nu = 0.37 \) corresponds to elastic constants of \( C_{11} = 247 GPa, C_{12} = 145 GPa, \) and \( C_{44} = (C_{11} - C_{12})/2 = 51 GPa. \) In order to provide insights on the current approach’s ability to treat anisotropic elasticity, the effect of anisotropy ratios on the resulting
stress of the prismatic loop is compared here. To cover a wide range of possible departures from isotropy, three different anisotropy ratios have been selected: (a) $A = 0.5 \ (C_{44} = 25.5\text{GPa})$ which would correspond to Nb crystals $[111]$, (b) $A = 1 \ (C_{44} = 51\text{GPa})$ corresponding to an isotropic case, and (c) $A = 7.5 \ (C_{44} = 382\text{GPa})$ that is found for $\alpha$-Fe at high temperatures $[12]$. The $\sigma_{23}$ components of the resulting stresses for the configuration depicted in figure 3.4 are reported in figure 3.8.

In comparing figures 3.8(a)-(c), the change in shape of the stress fields induced by the variation of the anisotropy ratio is clearly visible, as attested by the isocontours delineated by the thin white lines, going from elliptical-like shape for $A = 0.5$ to triangular-like shape for $A = 7.5$. In figure 3.8(d), where the stresses are normalized by $\mu b / l_0$, the increase in the stress magnitude associated with the increase in the anisotropy ratio is even more apparent.

Of particular interest, note that the computational cost associated with each of these three cases is identical when using the DDD-FFT approach to compute the long-range stress fields. Nevertheless, it must be recalled that the DCM procedure requires the calculation of additional local stress fields in the vicinity $h/2$ of the core of a dislocation (see Section 3.4.1). This supplementary contribution is crucial for a proper treatment of junction formation. In the original DCM procedure, the additional intensive computational layer associated with the FEM solver is restraining its use to relatively coarse meshes, thus requiring the computation of a substantial number of local interactions. Conversely, the efficiency of the FFT-based approach allows for the use of finer grids, thus significantly reducing the number of local interaction calculations. Therefore, in the case where the mesh size is chosen sufficiently small such that a marginal number of local interactions have to be computed, the treatment of anisotropic elasticity comes at a roughly equivalent cost as for isotropic elasticity.
3.4.2.3 Dynamic case: Frank-Read source activation

To assess the validity of the approach in dynamic cases, the activation stress of a Frank Read source is investigated. As mentioned earlier, when using the DCM approach, all dislocations present in the simulation volume must be introduced as loops via the Volterra-like process. One simple way to create a realistic initial microstructure in which dislocation sources are present consists in letting the initial loops relax. During this process, the formation of junctions creates physical pinning points for dislocations, thereby circumventing the necessity of introducing artificial pinning points as usually employed to initiate terminating dislocation sources.

In this section, for the sake of simplicity, the Frank Read source is artificially created by immobilizing three of the four edge segments of the prismatic loop depicted in figure 3.4(a). With this, the only remaining mobile segment will act as an edge source pinned at its end points. Here, the activation stresses of prismatic loops of size ranging from \( l_0 = 1000b \) to \( l_0 = 10000b \) are examined. The Burgers vector \( b = [010] \) is chosen such that \( \|\mathbf{b}\| = b = 0.3nm \) and the loops are introduced into
cubic simulation volumes of sides $a = 5l_0$ discretized into $32^3$, $64^3$ and $128^3$ grid points. Only the bottom edge segment is set mobile such that the Frank Read source is gliding on the (001) plane. The material is assumed to be elastically isotropic with shear modulus $\mu = 130 GPa$ and Poisson’s ratio $\nu = 0.309$. In this setting, the dislocation source is solely driven by the $\sigma_{23}$ stress component and produces a $\epsilon_{23}^p$ shear. The values obtained for the activation stresses $\tau_{\text{act}}$ when using the regular DDD code and the DDD-FFT approach are reported in figure 3.9. The results show that the Frank Read source activates at similar stresses in all cases, thereby assessing the ability of the present method to deal with dynamics cases. Essentially, obtaining similar activation stresses as when using the regular DDD method in which internal stresses are analytically calculated demonstrates the capacity of the present approach to efficiently capture the evolution of internal stresses directly from the motion of dislocation segments.

3.5 **Heterogeneous FFT-based formulation for DDD**

In this section, the spectral method for homogeneous DDD simulations presented in Section 3.4 is extended to heterogeneous elasticity. First, FFT-based formulations for composite materials are reviewed, and the DDD-FFT approach for heterogeneous elasticity is then described in details.

3.5.1 **Spectral methods for composite materials**

As mentioned earlier, the first use of a FFT-based formulation in continuum mechanics was introduced by Moulinec and Suquet as an efficient novel computational approach to determine the overall and local responses of composites [178, 179]. Essentially, in heterogeneous materials (the notion of *heterogeneity* is here associated to the contrast in the elastic properties of a multi-phase material), the fundamental boundary value problem initially expressed by relations (3.10)–(3.13) becomes:
\[ \sigma(\vec{x}) = C(\vec{x}) : \epsilon^e(\vec{x}) \]  
\[ \text{div} \ \sigma(\vec{x}) + \vec{f}(\vec{x}) = \vec{0} \]  
\[ \vec{u} = \vec{u}^* \text{ on } \partial V_u \]  
\[ \sigma \cdot \vec{n} = \vec{t}^* \text{ on } \partial V_t \]

where the constitutive equation (3.64) and the mechanical equilibrium (3.67) hold at each material point \( \vec{x} \) in the volume. The main difference with the homogeneous formulation lies in the fact that the value of the stiffness tensor \( C(\vec{x}) \) in the constitutive law (3.64) is now a function of the spatial position \( \vec{x} \). Consequently, the strategy presented in Section 3.3.1 for homogeneous elasticity cannot be directly applied since the expansion of the constitutive law (3.16) in Fourier series will involve a multiplication of Fourier integrals, such that no expression in the Fourier space similar to equation (3.19) can be obtained. To circumvent this issue, Moulinec and Suquet proposed to introduce a reference linear elastic medium with stiffness tensor \( C^0 \) so as to express the constitutive law (3.64) as:

\[ \sigma(\vec{x}) = C^0 : \epsilon^e(\vec{x}) + (C(\vec{x}) - C^0) : \epsilon^e(\vec{x}) \]  

To retrieve the formalism introduced in Section 3.3.1, constitutive relation (3.68) can be conveniently written as:

\[ \sigma(\vec{x}) = C^0 : \epsilon^e(\vec{x}) + \tau(\vec{x}) \]  
\[ \tau(\vec{x}) = \delta C(\vec{x}) : \epsilon^e(\vec{x}) \]  
\[ \delta C(\vec{x}) = C(\vec{x}) - C^0 \]  

where \( \tau(\vec{x}) \) denotes the inhomogeneous polarization tensor and \( \delta C(\vec{x}) \) is a fourth-order tensor quantifying the elastic deviation from the reference medium at each
material point $\bar{x}$. Following the same procedure as that detailed in Sections 3.3.1 and 3.3.2 (and neglecting the body force $\vec{f}$), the solution for the strain field is given by (see equation (3.35)):

\[
\begin{align*}
\text{Real space:} & \quad \epsilon^e(\bar{x}) = -\Gamma^0 \ast \tau(\bar{x}) + E = \mathcal{F}^{-1}(\hat{\epsilon}(\xi)) \quad \forall \bar{x} \in D \\
\text{Fourier space:} & \quad \hat{\epsilon}(\xi) = -\hat{\Gamma}^0(\xi) : \hat{\tau}(\xi) = -\hat{\Gamma}^0(\xi) : \hat{\delta}C : \epsilon^e(\xi) \quad \forall \xi \neq \bar{0}, \quad \hat{\epsilon}(\bar{0}) = E
\end{align*}
\]

where $\Gamma^0$ is the modified Green’s function associated with the reference medium and for which an analytical expression in the Fourier space for isotropic elasticity is given in equation (3.42), and $E$ is the average imposed strain. Relations (3.70) are analogous to the Lippmann-Schwinger equation in quantum mechanics [130]. Specifically, they provide an implicit expression of the strain $\epsilon^e$, requiring the use of iterative techniques to numerically determine the latter. As a matter of fact, the convergence associated with the determination of problem (3.70) has been the subject of several studies, and different iterative schemes have been proposed [179, 81, 168, 177]. In the general case, it is to be noticed that, provided an appropriate choice for the reference medium $C^0$, the convergence of (3.70) can always be achieved for finite contrasts. Further details and comparisons between the different schemes are provided in reference [177]. In this thesis, the comparison between the schemes and the different strategies that have been employed to accelerate the numerical convergence will be given in Section 3.5.3 for the case of heterogeneous DDD-FFT simulations.

### 3.5.2 FFT-based formulation for heterogeneous DDD

In Section 3.5.1, the spectral formulation for heterogeneous linear elasticity is presented. However, as mentioned in Section 3.4.1, the stress-strain behavior in DDD-DCM simulations is governed by an elasto-plastic constitutive law. As a result, the constitutive mechanical equilibrium is expressed as:
\[ \sigma(\vec{x}) = C(\vec{x}) : (\epsilon(\vec{x}) - \epsilon^p(\vec{x})) \quad \forall \vec{x} \in V_s \]  
(3.71)
\[ \sigma_{ij,j}(\vec{x}) = 0 \]

where the constitutive law is linearized by regarding the plastic strain \( \epsilon^p \), computed using the DCM approach, as a constant input of the FFT-based solver at each simulation time step. Following the procedure presented in the previous section and the introduction of a reference medium defined by \( C^0 \), the stress can be expressed as:

\[ \sigma(\vec{x}) = C^0 : \epsilon(\vec{x}) + \tau(\vec{x}) \]
\[ \tau(\vec{x}) = \delta C(\vec{x}) : \epsilon(\vec{x}) - C(\vec{x}) : \epsilon^p(\vec{x}) \]  
(3.72)

where \( \delta C(\vec{x}) \) has the same definition as in (3.69). In addition to its expression in the linear elastic case, the polarization tensor \( \tau(\vec{x}) \) accounts for the constant product of the stiffness tensor and the plastic strain. By comparison with its expression (3.45) in the homogeneous case, the polarization tensor – previously denoted \( \varphi(\vec{x}) \) – is augmented by the product \( \delta C(\vec{x}) : \epsilon(\vec{x}) \) accounting for the inhomogeneous elasticity distribution. Therefore, following the approach developed by Moulinec and Suquet, the total strain field resulting from the presence of dislocation lines within an elastically heterogeneous DDD simulation volume can be obtained as:

**Real space:**  
\[ \epsilon(\vec{x}) = -\Gamma^0 * \tau(\vec{x}) + E = \mathcal{F}^{-1} \left( \hat{\epsilon}(\vec{\xi}) \right) \quad \forall \vec{x} \in D \]

**Fourier space:**  
\[ \hat{\epsilon}(\vec{\xi}) = -\hat{\Gamma}^0(\vec{\xi}) : \hat{\delta C}(\vec{\xi}) : \epsilon(\vec{\xi}) + \hat{\Gamma}^0(\vec{\xi}) : \hat{C}^0 : \epsilon^p(\vec{\xi}) \quad \forall \vec{\xi} \neq \vec{0}, \quad \hat{\epsilon}(\vec{0}) = E \]  
(3.73)

Naturally, given that the plastic strain distribution is constant at each time increment, the same iterative schemes as those developed in the linear case can be applied to numerically solve for the total strain implicitly expressed in relations (3.73). However, it is to be noted that the convergence associated with iterative methods to solve for
is now expected to depend on both the elastic contrast between the phases – which is expected to be constant for a given simulation – and the distribution of plastic strain – which is directly associated with dislocation motion and therefore evolves during straining.

3.5.3 Iterative and discrete gradient schemes

The development of numerical schemes to improve the convergence of iterative methods dedicated to the implicit formulation in (3.70) (and consequently in (3.73)) has been the subject of many investigations. In this section, the different schemes investigated in this work are presented, while their accuracy and efficiency will be compared in Appendix G.2. Further, the associated algorithms and their numerical implementation will be presented in Section 3.6.3.

3.5.3.1 Heterogeneous iterative schemes

When initially introduced by Moulinec and Suquet, a simple scheme, usually referred to as the basic scheme in the literature, was proposed to solve for the heterogeneous linear elastic spectral formulation (3.70) [179]. When applied to the elasto-plastic DDD-FFT formulation (3.73), the basic scheme can be written as:

\[
\epsilon_{i+1}(\vec{x}) = -\Gamma^0 \ast [\delta C : \epsilon_i - C : \epsilon^p](\vec{x}) + E
\]

(3.74)

where \( \epsilon_{i+1} \) denotes the value of the total strain at iteration \( i + 1 \), and where the first term is initialized as \( \epsilon_0(\vec{x}) = E \). Essentially, the basic scheme follows from a Neumann series expansion and is numerically analogous to a fixed-point method. As will be detailed in Section 3.6.3 when discussing the numerical implementation of the heterogeneous DDD-FFT method, at each iteration of the basic scheme, the convolution in (3.74) is directly calculated as a multiplication in the Fourier space using the FFT algorithm, after which the polarization tensor is calculated back in the
real space using an inverse FFT so as to iterate on real values of $\epsilon_{i+1}$. Although not apparent provided its simplicity, the convergence of the basic scheme was established for finite contrasts, and it has further been established that the optimality of the convergence rate is tied to the choice of the reference medium [168]. Thus, for an isotropic medium, the optimal choice is mathematically given for:

$$
\kappa^0 = \frac{1}{2} (\kappa_{\text{min}} + \kappa_{\text{max}})
$$

$$
\mu^0 = \frac{1}{2} (\mu_{\text{min}} + \mu_{\text{max}})
$$

(3.75)

where $\kappa = \lambda + 2/3\mu$ is the elastic bulk modulus, and where superscripts $\text{min}$ and $\text{max}$ denote the minimum and maximum values of the constants among the different phases. This choice comes down to select the reference medium as the arithmetic mean of the extremum elastic constants associated with the phases. To the author’s knowledge, no study has allowed to determine the optimal reference medium choice in the case of general anisotropy, and it would be assumed that conditions (3.75) can be extended to all elastic constants. Further, in elastic isotropy, a conservative measure of the contrast $K$ between the phases can be given by:

$$
K = \max \left( \frac{\kappa_{\text{max}}}{\kappa_{\text{min}}}, \frac{\mu_{\text{max}}}{\mu_{\text{min}}} \right)
$$

(3.76)

The simplicity of the basic scheme comes at the cost of a rather slow convergence rate. Thus, when $K$ is sufficiently large, the number of iterations $N$ to reach convergence scales with $K$. Furthermore, convergence is not ensured in the case of infinite contrasts.

To improve the convergence rate, Eyre and Milton suggested an accelerated scheme based on a series expansion of an extended Green’s operator [81]. This scheme, originally devised for current conductivity problems, was latter extended to elasticity by Michel et al. [168]. In the case of the elasto-plastic DDD-FFT framework (3.73),
the accelerated scheme can be formulated as [168, 258]:

$$\epsilon_{i+1}(\vec{x}) = \epsilon_i(\vec{x}) + 2 \left( C + C^0 \right)^{-1} : C^0 : \left( E - \epsilon_i(\vec{x}) - \Gamma^0 * [\delta C : \epsilon_i - C : \epsilon^p](\vec{x}) \right)$$

(3.77)

As a result, a better convergence is obtained than with the basic scheme since the number of iterations $N$ required has been demonstrated to be proportional to $\sqrt{K}$ [168]. For this scheme, the optimal choice for the reference medium in elastic isotropy is given by:

$$\kappa^0 = \sqrt{\kappa_{\text{min}} \kappa_{\text{max}}}$$

$$\mu^0 = \sqrt{\mu_{\text{min}} \mu_{\text{max}}}$$

(3.78)

i.e. the elastic constants should be chosen as geometric means of the extremum properties of different phases. Incidentally, note that along with the introduction of the accelerated scheme, Eyre and Milton suggested a grid refinement technique so as to accelerate the convergence rate by progressively seeking the solution on grids with increasing resolutions [81]. However, as for the basic scheme, the convergence of the accelerated scheme is not ensured for infinite contrasts. To overcome this limitation, other approaches such as the augmented Lagrangian scheme [168] have been proposed but are not detailed here. An exhaustive review can be found in reference [177].

As an alternative numerical approach, Zeman and co-workers proposed to solve for the inhomogeneous FFT-based formulation (3.73) using the conjugate-gradient method [267]. In the case of an elasto-plastic behavior, the homogenization problem (3.73) can be rewritten as:

$$\epsilon(\vec{x}) + \Gamma^0 * [\delta C : \epsilon](\vec{x}) = \Gamma^0 * [C : \epsilon^p](\vec{x}) + E$$

$$\Leftrightarrow A(\epsilon(\vec{x})) = B(\epsilon^p(\vec{x}), E)$$

(3.79)
where $A(\epsilon(x))$ is a non-linear function of the unknown total strain distribution $\epsilon(x)$ to solve for, and $B(\epsilon^p(x),E)$ is a constant function of the plastic strain distribution and the imposed loading. Thus, system (3.79) can be regarded as a system of equation $Ax = b$ that can be solved numerically using the conjugate gradient method. Although form $A$ cannot be expressed explicitly – specifically because it includes a convolution –, the conjugate gradient method can be employed as it solely requires to be provided with a method to compute product $Ax$ for any given $x$. In that sense, the conjugate gradient method can be used to solve for non-linear systems of equation $A(x) = b$, as long as an explicit formulation of function $A(x)$ is known. In the context of formulation (3.79), function $A(X)$ is given for all $X$ as:

$$A(X) = X + \Gamma^0 * [\delta C : X] \tag{3.80}$$

where $X$ represents any vector whose rows are formed by the components of a second-order tensor associated with each voxel of the grid. Mathematically, the convergence of the conjugate gradient method requires a symmetric positive-definite matrix $A$. Despite the non-trivial functional form of $A(X)$ in (3.80), successful applications of the conjugate gradient method have been reported in [267, 27, 28]. For non-symmetric matrices, the biconjugate gradient method making use of the conjugate transpose $A^*$ can be used.

As for the basic and accelerated schemes, the efficiency of this method stems from the use the FFT algorithm to compute the convolution in equation (3.80) at each iteration of the conjugate gradient method. Note that the faster converging biconjugate gradient stabilized method can also be employed, but requires two evaluations of form $A(X)$ per iteration when only one is needed in the regular conjugate gradient. As a result, although a better convergence is generally obtained, the gain in the convergence rate must be balanced with the increase in the numerical cost. In the case where non-linear behaviors are to be considered, such as to consider the
plastic strain $\epsilon^p(\epsilon)$ as a function of the strain (or stress), a non-linear extension of the *conjugate-gradient* scheme has been recently proposed [104]. However, as discussed in Section 3.4.1, the plastic strain at each simulation step of DDD-FFT approach is considered as a constant input of the FFT-solver, such that the mechanical behavior in problem (3.73) is linearized. By default, values (3.75) are used for the reference medium. At this point it must also be mentioned that the *conjugate-gradient* method to solve for inhomogeneous FFT-based formulations was simultaneously introduced in the energetic variational framework based on the Hashin and Shtrikman principle developed by Brisard and co-workers [27, 28].

As any iterative methods, the three numerical schemes presented above generate a sequence of improved approximated solutions for the total strain field $\epsilon$. The iterative process is then stopped when a satisfactory approximation of the solution is obtained. To define this, several criteria can be used. In this work, convergence is assumed to be reached when two successive iterations $i$ and $i + 1$ produce results such that:

$$
\|\epsilon_{i+1} - \epsilon_i\| \leq \epsilon^{tol}
$$

(3.81)

where $\epsilon^{tol}$ is the convergence precision. Other convergence tests such as to compare the deviation from the mechanical equilibrium may be employed [177].

In this work, the two traditional approaches, namely the *basic* and *accelerated* schemes, and the *conjugate-gradient* method – all three methods presented above – will be employed and compared.

### 3.5.3.2 Discrete gradient schemes

Very recently, the introduction of discrete gradient operators in the Fourier space has permitted significant additional enhancements in the convergence of the iterative schemes. The principle of the discrete derivatives is as follows. If one considers a single Fourier mode $e^{i\xi \cdot \vec{x}}$, its exact derivative with respect to the $j$-th spatial coordinate
is given by $i\xi_j \times e^{i\vec{\xi} \cdot \vec{x}}$. However, a discrete approximation can be used, such that the derivative is replaced by $k_j(\vec{\xi}) \times e^{i\vec{\xi} \cdot \vec{x}}$ where $\vec{k}(\vec{\xi})$ is called the effective wavenumber associated with the discrete gradient operator. Thus, in a discrete Fourier representation, the compatibility equation $\epsilon_{ij} = 1/2(u_{i,j} + u_{j,i})$ and the mechanical equilibrium $\sigma_{ij,j} = 0$ are expressed as \[258\]:

$$
\hat{\epsilon}_{ij}(\vec{\xi}) = \frac{1}{2} \left( k_j(\vec{\xi}) \hat{u}_i(\vec{\xi}) + k_i(\vec{\xi}) \hat{u}_j(\vec{\xi}) \right)
$$

$$
\hat{\sigma}_{ij,j}(\vec{\xi}) = k_j^*(\vec{\xi}) \hat{\sigma}_{ij}(\vec{\xi}) = 0
$$

(3.82)

where $\vec{k}^*(\vec{\xi})$ is discrete divergence operator corresponding to the complex conjugate of $\vec{k}(\vec{\xi})$. In the case of a centered-scheme (C), one has:

$$
k^C_i(\vec{\xi}) = i \sin(\xi_i)
$$

(3.83)

that is obtained from the following spatial finite difference approximation:

$$
f_{i,i}(\vec{x}) = \frac{f(\vec{x} + \vec{\delta}_i) - f(\vec{x} - \vec{\delta}_i)}{2\delta_i}
$$

(3.84)

where $\vec{\delta}_i$ is the unit voxel vector in the $i$-th direction whose magnitude $\delta_i$ corresponds to the spacing between subsequent voxels in the $i$-th direction. For a backward difference scheme (W), the discrete gradient operator is expressed as:

$$
k^W_i(\vec{\xi}) = e^{i\xi_i} - 1
$$

(3.85)

which corresponds to the backward differentiation formula given by:

$$
f_{i,i}(\vec{x}) = \frac{f(\vec{x}) - f(\vec{x} - \vec{\delta}_i)}{\delta_i}
$$

(3.86)

The primary valuable consequence following the use of discrete gradient operators is the acceleration of the convergence rates that is observed [258] (see Appendix
Although its origin results from several factors, the resort to discrete schemes generally produces more accurate local field responses. However, the efficiency of the different methods is specific to the application, and it would be difficult to draw general conclusions on the superiority of one scheme with respect to the others. For instance, while the backward scheme estimates the derivatives more locally than the centered scheme, it also breaks the symmetry and may therefore be inappropriate for certain problems where the symmetry must be respected. Very recently, Willot proposed a new discretization scheme referred to as the rotational scheme (R) [258]. The core idea of this discretization lies in evaluating the displacement fields at the corners of each voxel, while calculating the stress and strain at the center of the voxels. The direction joining each corner of a voxel to its center forms a $45^\circ$-rotated basis with respect to the original frame, hence the name of this scheme. In a three-dimensional setting, the resulting discrete gradient operator (R) is obtained as [258]:

$$k_i^R(\vec{\xi}) = \frac{i}{4} \tan \left( \frac{\xi_i}{2} \right) (1 + e^{i\xi_1}) (1 + e^{i\xi_2}) (1 + e^{i\xi_3}) \tag{3.87}$$

From relations (3.82), the general form of the new discrete modified Green’s operator is obtained as:

$$\hat{\Gamma}_{ijkl}(\vec{\xi}) = \left\{ k_j(\vec{\xi}) \left[ k_m(\vec{\xi}) C_{kmn} k_n^*(\vec{\xi}) \right]^{-1} k_l^*(\vec{\xi}) \right\}_{sym}, \quad \forall \vec{\xi} \neq \vec{0} \tag{3.88}$$

where the only difference from its original continuous counterpart expressed in (3.37) follows from the use of complex conjugates in the effective wavenumbers. This results from the fact that when using discrete differentiations, the gradient operator may lose its pure imaginary character. As a matter of fact, when setting

$$k_i(\vec{\xi}) = i\xi_i \tag{3.89}$$

in expression (3.88), the continuous modified Green’s operator (3.37) is recovered.
In addition to accelerating the heterogeneous iterative schemes, the use of discrete gradients has been reported to further attenuate the spurious Gibbs oscillations associated with FFT-based methods. The effects of the different operators presented in this section on the Gibbs oscillations are fully discussed in Appendix G.1.2.

3.5.4 Validation of the heterogeneous DDD-FFT approach

Assessing the validity of the heterogeneous DDD-FFT framework developed in this work includes two major aspects: (1) the validation of the solution fields obtained for heterogeneous elasto-plastic problems, and (2) the investigation of the accuracy of the discrete and iterative schemes presented in Section 3.5.3.

The first aspect cannot be validated directly since, to the author’s knowledge, no analytical solution exists for elasto-plastic problems in heterogeneous elasticity, and current simulation techniques do not offer sufficient accuracy to establish a trustful comparison. As a result, the heterogeneous formulation has been validated for elastic problems, for which analytical solutions are available and comparisons with other numerical works are feasible. For such purpose, and to incorporate the examination of the discrete and iterative schemes independently, an incremental validation approach has been used. Thus, the accuracy of the discrete gradient schemes have been first investigated for the case of a static dislocation loop in an homogeneous medium. Details and results related to this aspect are provided in Appendix G.1.2. Then, the validity of the solution of elastic problems in heterogeneous media has been assessed, and the impact of the discrete and iterative schemes on the convergence rate has been investigated. Full details are provided in Appendix G.2.

Consequently, by virtue of the superposition principle – the plastic strain distribution is considered as a constant input of the elastic Lippmann-Schwinger problem in the heterogeneous DDD-FFT formulation, see equation (3.73) –, independent validations of the homogeneous elasto-plastic (see Section 3.4.2) and heterogeneous elastic
formulations demonstrate the validity of the heterogeneous elasto-plastic DDD-FFT method. Application of the heterogeneous DDD-FFT approach, i.e. when accounting for the presence of dislocations in heterogeneous elastic media, will be presented Section 5.2 when investigating the interactions between dislocations and second-phase particles.

3.6 Numerical implementation

Although the development of the DDD-FFT method may appear as relatively simple from the formulations given in Sections 3.4.1 and 3.5.2, its numerical implementation requires special care and involves several challenges. As already stated, one of the main challenges associated with spectral methods lies in the treatment of the spurious numerical oscillations pertaining to the Gibbs effect, and whose sole presence would inevitably result in the collapse of DDD-FFT simulations. Although such aspect has been one of the principal difficulties to be addressed during the development of the DDD-FFT model, the different solutions that were implemented have already been presented in Sections 3.4.2 and 3.5.3, and are extensively discussed in Appendix G.1. Therefore, they are not further presented in this section.

Consequently, the focus of this section is placed on the implementation of a novel analytical regularization approach to replace the prohibitive original DCM regularization procedure, and on the coupling between the regular DDD framework developed in this work and presented in Chapter 2 and the FFT-based solver for homogeneous and heterogeneous elasticity. Particular attention will be given to the strategy adopted for the parallel computing implementation, while the development of a GPU-accelerated version of the DDD-FFT method is presented in Appendix G.4.

3.6.1 Analytical regularization procedure

While the use of a FFT-based solver has permitted to remove the burden associated with the first aspect, the cost of the numerical regularization procedure as originally
introduced by its authors would have certainly prevented the DDD-FFT method to become competitive with regular DDD simulations. Therefore, a new efficient analytical regularization procedure is developed in this work.

Following the DCM method described in Section 3.2.1, the plastic shear \(d\gamma_{ij}^\vec{p}\) produced by the glide of a dislocation segment \(ij\) with Burgers magnitude \(b\) can be regularized at each grid point \(\vec{p}\) according to equation (3.7) as:

\[
d\gamma_{ij}^\vec{p} = \frac{6b}{\pi h^3} dS_{ij}^\vec{p} = \frac{b}{V_e} dS_{ij}^\vec{p}
\]

(3.7 repeated)

where \(V_e = \pi h^3/6\) is the volume of the elementary spherical sheared volume \(d\phi(\vec{x})\) of radius \(h/2\). In reference [234], the computational cost of the regularization procedure stems from the numerical integration procedure employed to determine quantity \(dS_{ij}^\vec{p}\). Thus, as indicated by equation (3.6), the value of the incremental surface \(dS_{ij}^\vec{p}\) is numerically determined by discretization of the total glide area \(dA_{ij}\) produced by motion of dislocation segment \(ij\) into elementary areas \(dS\), such that:

\[
dS_{ij}^\vec{p} = \int_{dA_{ij}} \chi(\vec{p}, \vec{x})d\vec{x}
\]

(3.6 repeated)

where \(\chi(\vec{p}, \vec{x})\) is the characteristic function associated with \(dS(\vec{x})\) when \(\vec{x}\) spans the area swept by dislocation segment \(ij\), and that takes value 1 when integration point \(\vec{p}\) lies into \(d\phi(\vec{x})\), 0 otherwise (see figure 3.2). In addition to its cost, the original regularization procedure is also limited to the case of trapezoidal glide areas associated with segment-based discretization approaches in which dislocation segments do not rotate in their slip plane, and would therefore not be applicable to nodal DDD representations.

Therefore, in this thesis, an alternative analytical method to perform the integration in equation (3.6) that should be suitable for general dislocation motions in nodal-based discretization schemes – i.e. compatible with rotation of dislocation segments
in their slip plane – is proposed. The main idea behind this alternative regularization procedure results from the observation that computing $dS_{ij}^{\vec{p}}$ is mathematically equivalent to computing the intersection between the sphere $d\phi(\vec{p})$ of radius $h/2$ centered at integration point $\vec{p}$ and the quadrilateral defined by the segment sheared area defined in figure 3.1(a). In the formulation, $\vec{p}$ now refers to the position of any point of the Fourier grid. From a purely geometrical perspective, the intersection between a sphere and a quadrilateral reduces to an in-plane intersection between a circle – resulting from the intersection between the sphere and the plane containing the quadrilateral – and the quadrilateral itself. As result, the contour of such intersection is exclusively composed of a succession of straight segments and arcs, as depicted in figure 3.10. Following that, $dS_{ij}^{\vec{p}}$ can be analytically computed by line integration using Green’s theorem:

$$dS_{ij}^{\vec{p}} = \frac{1}{2} \oint_{C_{ij}^{\vec{p}}} (-ydx + xdy)$$  \hspace{1cm} (3.90)$$

where $C_{ij}^{\vec{p}}$ denotes the closed contour defined by the intersection between the quadrilateral defined by the motion of segment $ij$ and the sphere $d\phi(\vec{p})$ centered in grid point $\vec{p}$, and $x$ and $y$ are the coordinates spanning the contour in the two-dimensional frame defined in the dislocation glide plane. Full details on the Green’s theorem and on the derivation of equation (3.90) are provided in Appendix G.3. For a closed contour formed of $n$ successive straight segments and arcs, expression (3.90) can be further decomposed as the summation of individual line integrals (see figure 3.10(b)):

$$dS_{ij}^{\vec{p}} = \frac{1}{2} \sum_{k=1}^{n} \oint_{C_{k}} (-ydx + xdy) = \left| \sum_{k=1}^{n} I_{C_{k}} \right|$$  \hspace{1cm} (3.91)$$

where $\{C_{k}\}_{k=1,n}$ denotes the piecewise continuous set of individual curves defining the entire contour $C_{ij}^{\vec{p}}$, and where the absolute value is taken so as to avoid dealing with the difficulty associated with the orientation of the contour. For any straight
Figure 3.10: (a) Example of the intersection between the area swept by a dislocation segment \(ij\) gliding on plane with unit normal \(\vec{n}\) and the elementary sphere \(d\phi(\vec{p})\) of radius \(h/2\) centered in grid point \(\vec{p}\). The intersection between the sphere \(d\phi(\vec{p})\) and the glide plane of the dislocation results in a circle of radius \(r_{\text{eff}} = \sqrt{h^2/4 - d^2}\) and of center \(\vec{p}_n\) where \(\vec{p}_n\) is the orthogonal projection of \(\vec{p}\) onto the dislocation plane such that \(\vec{p} - \vec{p}_n = d\vec{n}\). (b) The intersection area \(dS_{ij}\) (shaded region) can be analytically calculated using Green’s theorem by following the oriented contour composed of the straight segments \(12, 23\) and \(34\), and the arc \(41\).

segment \(C_k\) defined between vertices \((x_0, y_0)\) and \((x_1, y_1)\), the line integral \(I_{C_k}\) along this segment can be analytically derived from equation (3.90) as:

\[
I_{C_k}^{\text{seg}} = \frac{1}{2} (x_0 y_1 - y_0 x_1) \tag{3.92}
\]

Similarly, for any arc \(C_k\) defined as a portion of a circle of radius \(r\) centered in \((x_c, y_c)\) and delimited by end vertices \((x_0, y_0)\) at angle \(\theta_0\) and \((x_1, y_1)\) at angle \(\theta_1\) (assuming \(\theta_1 > \theta_0\)), the line integral \(I_{C_k}\) along this arc can be analytically derived from equation (3.90) as:

\[
I_{C_k}^{\text{arc}} = \frac{1}{2} \left[ r^2 (\theta_1 - \theta_0) + x_c (y_1 - y_0) - y_c (x_1 - x_0) \right] \tag{3.93}
\]

Thus, expressions (3.92) and (3.93), for which derivations are given in Appendix G.3.1, provide fully analytical solutions to compute the intersection area \(dS_{ij}\) with equation (3.91), provided that the individual pieces \(\{C_k\}_{k=1,n}\) forming the contour \(C\) bounding region \(dS_{ij}\) are determined. Such contour is constructed by ordering and joining the quadrilateral vertices and the circle-quadrilateral intersection points...
through straight segments and arcs (see figure 3.10(b)). Note that this contour can be directly obtained by using computational geometry libraries such as CGAL [42]. In the present work however, the numerical algorithm presented in Appendix G.3.2 is implemented.

With that, the amount of shear produced by each dislocation segment at every voxel $\vec{p}$ of the Fourier grid can be calculated. However, as discussed in Section 3.2.1, a critical aspect of the regularization procedure in terms of validity and the accuracy is the value of the regularization parameter $h$. In the novel analytical formulation proposed in this work, this translates by the fact that the value of $dS_{ij}^{\vec{p}}$ is a direct function of $h$, as $h$ corresponds to the diameter of the elementary sphere $d\phi(\vec{p})$ associated with each grid point $\vec{p}$ such that it defines the effective radius $r_{eff}$ (see figure 3.10). In the current implementation, the value of $h$ must be chosen such that the union of the spheres associated with every grid point at least maps the entire simulation volume. In other words, care must be taken to ensure that the entire sheared area produced by any dislocation segment intersects with elementary spheres, such that the total plastic strain produced is entirely transferred to the mesh. In other words, this issue is related to the concept of partition of unity.

With that, the minimum acceptable value for any regular three-dimensional mesh of size $L_{mesh}$ (i.e. for which the distance between two consecutive grid points is $L_{mesh}$ in each direction) is $h = \sqrt{3}L_{mesh}$ (see figure 3.11). Note that for such value of $h$, an overlap between the elementary spheres exists, resulting in a smearing out of the plastic strain, i.e. in a loss of accuracy. While in [147], the value $h = 3/2L_{mesh}$ has been determined to be optimal and the same value has been used in [234], the analytical regularization procedure introduced in the present work induces a dependency of $dS_{ij}^{\vec{p}}$ on the position of the dislocation line with respect to the grid (this will be shown later in figure 3.13). If the dislocation core is perfectly aligned with grid points (red dislocation line in figure 3.11), the obtained stress field is similar to the analytical
Figure 3.11: Slice in the (yz) plane of a dislocation segment $ij$ shearing the volume in the (xz) plane. The red dislocation segment is aligned with grid point $\mathbf{p}$ while the blue segment is away from a distance $d$. (a) For $h = L = L_{\text{mesh}}$ the union of all elementary spheres centered in grid points does not map the entire volume. As a result, the plastic shear induced by the blue dislocation segment $ij$ is not entirely transferred to the mesh, leading to inaccurate results. (b) For $h = \sqrt{3} L_{\text{mesh}}$ the union of all elementary spheres maps the entire volume, such that the entire plastic strain is transferred to the mesh. However, the overlapping between the elementary spheres results in a smearing out of the plastic strain that needs to be corrected for.

solution; however inaccuracies occur when the dislocation core lies in between two grid points (blue dislocation line in figure 3.11). For this reason, in the following, we propose a method to correct the plastic shear distribution depending on the position of the dislocation with respect to the grid.

According to the description of the regularization procedure, the position dependency of the regularized plastic strain may originate from two sources: (1) the overlap between contiguous elementary spheres, and (2) the evolution of the regularized plastic strain as a function of the distance between the grid points and the dislocation core. Recall from equation (3.7) that if $V_e = \pi h^3 / 6$ is the volume of the elementary sphere $d\phi(\mathbf{p})$ of radius $h/2$ around each grid point, the shear $d\gamma_{ij}$ induced by the glide of dislocation segment $ij$ at grid point $\mathbf{p}$ is writes:
\[ d\gamma_{ij} = \frac{6b}{\pi h^3} dS_{ij} \]
\[ = \frac{b}{V_e} dS_{ij} \]  
\[ (3.7\text{ repeated}) \]

where \( dS_{ij} \) is the intersection area defined in figures 3.10 and G.9. To circumvent the first source of position-dependency, let us use an elementary volume such that the union over all grid points exactly maps the simulation volume, without inducing any overlapping. As illustrated on figure 3.12, only an elementary volume chosen as a square box of side \( a = L_{\text{mesh}} \) would satisfy such a mapping. With a square box, the plastic strain \( d\gamma_{ij} \) induced by a dislocation segment \( ij \) entirely shearing the elementary box (centered at grid point \( \vec{p} \)) along the \((xz)\) plane would amount to:

\[ d\gamma_{ij} = \frac{bL^2}{L_{\text{mesh}}^3} = \frac{b}{L_{\text{mesh}}} = d\gamma_{ij}^{\text{ref}} \]  
\[ (3.94) \]

This result is simply obtained from equation (3.7) with \( dS_{ij} = L_{\text{mesh}}^2 \) and \( V_e = L_{\text{mesh}}^3 \) for a dislocation segment entirely shearing a square box of side length \( L_{\text{mesh}} \). However, as depicted in figure 3.12(a), with such elementary volume, a red dislocation segment aligned with a grid point \( \vec{p} \) will yield the same plastic strain \( d\gamma_{ij} \) at point \( \vec{p} \) as a blue dislocation segment positioned at a distance \( d \) from the grid point, since the intersection area \( dS_{ij} = L_{\text{mesh}}^2 \) is the same in both cases. In other words, using elementary square boxes leads to disregard the spatial positioning of the dislocation core for any dislocation lying at distance \( \pm d \) from a grid point. This issue is precisely related to second source of position dependency, namely the evolution of \( d\gamma_{ij} \) with respect to the distance \( d \) from the grid point \( \vec{p} \). Note that for the rest of this section, \( d\gamma_{ij}^{\text{ref}} \) as defined in equation (3.94) will denote the reference amount of regularized plastic shear required to obtain an exact stress field for any red dislocation aligned with the grid, i.e. for which \( d = 0 \).

However, a linear interpolation of the plastic shear with respect to the distance \( d \) between the dislocation plane and the grid point \((0 < d < L_{\text{mesh}})\) is seen to
Figure 3.12: Schematic of two dislocation segments shearing the volume along the $(xz)$ plane. The red dislocation segment is aligned with grid point $\vec{p}$ while the blue segment is positioned at a distance $d$ from grid point $\vec{p}$, hence at distance $L_{\text{mesh}} - d$ from the subsequent grid point $\vec{q}$. (a) When the elementary volumes associated to each grid point are chosen to be square boxes of side $a = L_{\text{mesh}}$, the simulation volume is entirely mapped and no overlapping is present. However both red and blue dislocation segments would induce the same plastic shear $d\gamma_{ij}^{\vec{p}} = b/L_{\text{mesh}}$ (see equation (3.94)) at grid point $\vec{p}$, such that the spatial positioning of the dislocation core is not properly accounted for. (b) A linear interpolation of the shear strain distribution with respect to the core position can be achieved by using diamond-shaped elementary volumes. However such shape is not directly extensible in three dimensions and would produce inaccurate results for tilted dislocations in the $(yz)$ plane.

yield correct stress field values (this will be later shown in figure 3.13). Such linear interpolation between two successive grid points can be illustrated by the use of diamond-shaped elementary volumes as depicted in figure 3.12(b). For the sake of clarity, when considering a linear interpolation, a blue dislocation segment located at a distance $d$ from grid point $\vec{p}$ – and consequently at distance $L_{\text{mesh}} - d$ from subsequent grid point $\vec{q}$ – yields a plastic strain $d\gamma_{ij}^{\vec{p}} = (L_{\text{mesh}} - d)/L_{\text{mesh}} \cdot d\gamma_{ij}^{\text{ref}}$ at point $\vec{p}$ and $d\gamma_{ij}^{\vec{q}} = d/L_{\text{mesh}} \cdot d\gamma_{ij}^{\text{ref}}$ at point $\vec{q}$. Note that, as required, a red dislocation segment located at $d = 0$ from grid point $\vec{p}$ yields $d\gamma_{ij}^{\vec{p}} = d\gamma_{ij}^{\text{ref}}$ and $d\gamma_{ij}^{\vec{q}} = 0$. However, the elementary volume illustrated in figure 3.12(b) is only depicted in the $(yz)$ plane and is not straightforwardly extensible to the three-dimensional space. Furthermore, the procedure would collapse for any dislocation segment tilted on the $(yz)$ plane, as
the cross-sectional area of such shape is not solely a function of the distance \( d \) from its center, but also of the orientation of the intersecting plane. With that in mind, it seems inevitable that the shape of the elementary volume should be a sphere. This is because partitioning the volume with spheres is the sole choice that would ensure that the method remains valid regardless of orientation of the dislocation glide plane.

Using expression (3.7) and considering a sphere of radius \( r \) fully sheared, the evolution of \( d\gamma_{ij} \vec{p}(d) \) as a function of the distance \( d \) to grid point \( \vec{p} \) can be expressed as:

\[
d\gamma_{ij} \vec{p}(d) = \frac{b\pi r^2_{\text{eff}}}{(4/3)\pi r^3} = \frac{b(r^2 - d^2)}{(4/3)r^3}
\]

(3.95)

where \( r_{\text{eff}} = \sqrt{r^2 - d^2} \) denotes the effective radius of the circle resulting from the intersection between the elementary sphere \( d\phi(\vec{p}) \) and the glide plane of the dislocation, as depicted in figure 3.10. Clearly, when using a sphere as the elementary volume, \( d\gamma_{ij} \vec{p}(d) \) is not a linear function of \( d \). However, it can be corrected such that \( d\gamma_{ij} \vec{p}_{\text{corr}}(d) \) becomes a linear function of \( d \). To obtain a linear interpolation, such corrected function must be bounded by \( d\gamma_{ij} \vec{p}_{\text{corr}}(0) = d\gamma_{ij}^{\text{ref}} \) and \( d\gamma_{ij} \vec{p}_{\text{corr}}(L_{\text{mesh}}) = 0 \).

In order to fulfill these requirements, the sphere radius can be conveniently chosen as \( r = L_{\text{mesh}}, \) i.e. \( h = 2r = 2L_{\text{mesh}} \). With that, expression (3.95) rewrites:

\[
d\gamma_{ij} \vec{p}(d) = \frac{b(L_{\text{mesh}}^2 - d^2)}{(4/3)L_{\text{mesh}}^3}
\]

(3.96)

The linear interpolation with respect to \( d \) is obtained for \( 0 < d < L_{\text{mesh}} \) if and only if \( d\gamma_{ij} \vec{p}_{\text{corr}}(d) = (L_{\text{mesh}} - d)/L_{\text{mesh}} \cdot d\gamma_{ij}^{\text{ref}} \). Using equation (3.96) and denoting \( c(d) \) the correction function defined such that \( d\gamma_{ij} \vec{p}_{\text{corr}}(d) = c(d) \cdot d\gamma_{ij} \vec{p}(d) \), one can write:

\[
d\gamma_{ij} \vec{p}_{\text{corr}}(d) = c(d) \cdot d\gamma_{ij} \vec{p}(d) = \frac{L_{\text{mesh}} - d}{L_{\text{mesh}}} d\gamma_{ij}^{\text{ref}}
\]

(3.97)

Finally, using the definitions of \( d\gamma_{ij}^{\text{ref}} \) and \( d\gamma_{ij} \vec{p}(d) \) from equations (3.94) and (3.96), the correction function \( c(d) \) can be determined from equation (3.97) as:
\[
c(d) = \frac{4}{3} \left( \frac{L_{\text{mesh}}^2 - L_{\text{mesh}}d}{L_{\text{mesh}}^2 - d^2} \right)
\]

(3.98)

Essentially, equation (3.97) states that for \( h = 2L_{\text{mesh}} \), the plastic strain increment \( d\gamma_{\vec{p}} \) produced by any dislocation shearing the spherical elementary volume \( d\phi(\vec{p}) \) needs to be corrected by a position dependent factor \( c(d) \) whose expression is given in equation (3.98).

To assess the validity of this correction, the stress field of the prismatic loop depicted in figure 3.4 is compared to the analytical solution when the loop is positioned at three different locations with respect to the grid. The three positions chosen for the dislocation loop lying on the (010) plane are illustrated in figure 3.13(a) and the resulting stress fields obtained with and without the correction are reported in figure 3.13(b). As attested by the dashed lines, it clearly appears that the resulting stress field deviates from the analytical solution depending on the position of dislocation with respect to the grid when the correction introduced in equations (3.97) and (3.98) is not accounted for. Conversely, the resulting stress fields superimpose irrespective of the position in the grid and converge towards the analytical solution when the plastic shear transfer is corrected, as shown by the solid lines.

With such correction in the regularization procedure, the DDD-FFT approach is found to provide an exact match with the analytical solution for the stress field of dislocation segments, irrespectively of their position and orientation on the Fourier grid, as attested in Section 3.4.2. Therefore, the diameter of the elementary spheres associated with every grid point is set to \( h = 2L_{\text{mesh}} \) in the DDD-FFT approach and the regularized plastic strain computed with expressions (3.7) and (3.91) is systematically corrected with equations (3.97) and (3.98).
Figure 3.13: (a) Schematic of the different tested positions for the (010) prismatic dislocation loop with respect to the Fourier grid. Two consecutive grid points \( \vec{p} \) and \( \vec{q} \) are separated by the mesh size distance \( L_{\text{mesh}} \) and the red, blue and green dislocation segments introduced as depicted in figure 3.4 are positioned at distances \( d = \{0, L_{\text{mesh}}/4, L_{\text{mesh}}/2\} \) from grid point \( \vec{p} \), respectively. (b) Effect of the correction on shear component \( \sigma_{23} \) of the stress field of a prismatic loop along the green line showed in the inset as a function of the dislocation position with respect to the Fourier grid made of \( 64 \times 64 \times 64 \) voxels.

3.6.2 Homogeneous FFT-based implementation

With respect to the regular DDD framework developed in Chapter 2, the main changes to be implemented in the DDD-FFT method pertain to the calculation of the stress state associated with the microstructure. Thus, (1) the regularization procedure, (2) the FFT-based solver and (3) the calculation of nodal forces are the principal components that must be implemented or modified. Furthermore, apart from the development and the implementation of the analytical procedure detailed in Section 3.6.1, the numerical implementation of the homogeneous DDD-FFT approach does not involve major difficulties.

The main difficulty associated to the development of the FFT-based solver relates to the removal of the Gibbs oscillations, whose implementation is fully discussed in Appendix G.1. In contrast, the numerical implementation of the FFT-based approach is straightforward and is described in the following. First, the primary simulation volume is discretized into a regular grid of \( N_{\text{vox}} = N_1 \times N_2 \times N_3 \) voxels with coordinates...
\{ \bar{x}_d \}_{d=1,N_{vox}}$. Although some discrete Fourier transforms formulations allow for non-regular grids, the discretization must be here chosen such as to ensure that each voxel are cubes, i.e. that the spacing $L_{\text{mesh}} = l_i = V_i/N_i$ between the center of subsequent voxels is identical in all directions $i = \{1, 2, 3\}$, where $V_i$ is the size of the volume in the $i$-th direction. Besides the FFT requirement, this condition is also required when spherical elementary volumes of radius $L_{\text{mesh}}$ are used in the regularization procedure. Thus, when $l_i$ are different for $i = \{1, 2, 3\}$, ellipsoids with principal axes of length $l_i$ should be used and a corresponding overlapping correction should be developed, which is out of the scope of this work. Furthermore, to ensure full computational efficiency, the number of voxels in each direction must be chosen as powers of 2. Any choice for $N_i$ that is not a power of 2 will induce a significant drop in the performance of the FFT algorithm. Therefore, it must be noted that the requirements on the numerical discretization of the primary volume induce constraints on its size.

Once an appropriate discretization is chosen for the simulation volume, the plastic strain produced by the glide of dislocations can be calculated via the regularization procedure described in Section 3.6.1. When initializing a simulation, the initial dislocation loops are introduced using a Volterra-like process described in Section 3.4.2.1 and illustrated in figure 3.4(b). In this process, the area swept corresponding to the entire domain enclosed by the dislocation loop is simply transferred to the mesh with the regularization procedure such that the initial plastic strain is computed. Obviously, in general, the swept area may intersect several elementary spheres, and the intersection should be computed independently for each of them. Numerically, the regularization procedure is therefore a $O(N_{\text{seg}}N_{\text{vox}})$ procedure, since the intersection between the sheared area produced by each segment and the sphere associated with each voxel must be theoretically calculated. However, many of these intersections will be empty as dislocation segments are localized and their size is usually significantly smaller than the size of the simulation volume. Therefore, to avoid testing for
all possible intersections, solely the intersections between the sheared area and the spheres lying within the bounding box of the sheared area are calculated. With this, the computational complexity of the regularization is reduced to $O(N_{\text{seg}})$, and it is ensured that no intersection will be missed such that the plastic strain will be entirely transferred to the mesh. To ensure good scalability of the DDD-FFT approach, this procedure is further parallelized. To achieve optimal load balance among the CPUs, dislocation swept areas are distributed across the processors based on the number of voxels comprised in their bounding boxes.

Once the regularization procedure has been performed for all dislocation segments, the plastic strain distribution $\{\epsilon^p(\vec{x}_d)\}_{d=1,N_{\text{vox}}}$ is known at each voxel $\vec{x}_d$. At this stage, the FFT algorithm is used to compute the discrete Fourier coefficients $\{\hat{\epsilon}^p(\vec{\xi}_d)\}_{d=1,N_{\text{vox}}}$ such that the total strain $\{\hat{\epsilon}(\vec{\xi}_d)\}_{d=1,N_{\text{vox}}}$ can be calculated in the Fourier space from equation (3.50) as:

$$
\hat{\epsilon}(\vec{\xi}_d) = \hat{\Gamma}(\vec{\xi}_d) : C : \hat{\epsilon}^p(\vec{\xi}_d)
$$

$$
\forall \text{ voxel } \vec{\xi}_d
$$

(3.99)

where $\hat{\epsilon}(\vec{\xi}_d)$, $\hat{\epsilon}^p(\vec{\xi}_d)$ and $\hat{\Gamma}(\vec{\xi}_d)$ denote the total strain, plastic strain and modified Green’s function tensors in the Fourier space at voxel $\vec{\xi}_d$. Then, the FFT algorithm is used a second time to compute the resulting total strain distribution $\{\epsilon(\vec{x}_d)\}_{d=1,N_{\text{vox}}}$ in the real space (see equation (3.51)). In turns, the sequence of operations performed in one time step of the DDD-FFT approach is listed in figure 3.14.

In figure 3.14, the $\mathcal{F}\mathcal{F}\mathcal{T}$ and $\mathcal{F}\mathcal{F}\mathcal{T}^{-1}$ operators denote the discrete Fourier transforms and inverse discrete Fourier transforms that are performed using the FFT algorithm. Details on the calculation of the Fourier coefficients and on the FFT algorithm are given in Appendix F. Obviously, the performance of the DDD-FFT approach is tied up to its numerical implementation and to the choice of the FFT library. In this work, the FFTW library is used [94]. In steps iv(b) and iv(d) of figure
(i) Compute nodal forces $\vec{F}(\sigma(\vec{x}_d))$

(ii) Integrate dislocation motion and determine swept areas

(iii) Regularize plastic strain $\epsilon^p(\vec{x}_d)$

(iv) Compute new stress state $\sigma(\vec{x}_d)$ using the FFT solver

(a) $\varphi(\vec{x}_d) = C : \epsilon^p(\vec{x}_d)$

(b) $\{\hat{\varphi}(\vec{\xi}_d)\} = \mathcal{F}\mathcal{F}^T (\{\varphi(\vec{x}_d)\})$

(c) $\hat{\epsilon}(\vec{\xi}_d) = \hat{\Gamma}(\vec{\xi}_d) : \hat{\varphi}(\vec{\xi}_d)$

(d) $\{\epsilon(\vec{x}_d)\} = \mathcal{F}\mathcal{F}^T^{-1} (\{\hat{\epsilon}(\vec{\xi}_d)\}) + E$

(e) $\sigma(\vec{x}_d) = C : (\epsilon(\vec{x}_d) - \epsilon^p(\vec{x}_d))$

Figure 3.14: General algorithm describing the main stages composing one time step of the homogeneous DDD-FFT approach.

3.14, the FFT computation of tensors $\varphi$ and $\hat{\epsilon}$ is performed independently for each component. Thus, given the symmetry, a total of $2 \times 6$ three-dimensional FFTs need to be performed at each time step.

The computation of each FFT in steps iv)(b) and iv)(d) has a complexity of $O(N_{\text{vox}} \log N_{\text{vox}})$, while that of the calculation of the total strain in iv)(c) scales with $O(N_{\text{vox}})$. However, the prefactor of step iv)(c) associated with the numerical evaluation of the modified Green’s operator $\hat{\Gamma}(\vec{\xi}_d)$ (81 components) and the double dot product $\hat{\Gamma}(\vec{\xi}_d) : \hat{\varphi}(\vec{\xi}_d)$ exceeds $O(\log N_{\text{vox}})$ in general, so that step iv)(c) amounts to more flops than the FFTs. For isotropic elasticity, step iv)(c) can be alleviated. Recall that in the Fourier space, the expression of the modified Green’s operator $\hat{\Gamma}(\vec{\xi}_d)$ is given from equation (3.49) as:

$$\hat{\Gamma}_{i j k l}(\vec{\xi}_d) = \frac{1}{2} \left( \xi_l \xi_j \hat{G}_{i k}(\vec{\xi}_d) + \xi_i \xi_l \hat{G}_{j k}(\vec{\xi}_d) \right) \quad \forall \vec{\xi}_d \neq \vec{0} \quad (3.100)$$

where $\hat{G}_{i k}(\vec{\xi}_d) = [C_{k j l} \xi_j]^{-1}$ is the Green’s function. When using discrete gradient operators, its expression is given by equation (3.88). In the case of isotropic elasticity,
the polarization tensor in step iv)(a) is expressed as:

\[
\hat{\varphi}_{ij}(\vec{\xi}_d) = \lambda \delta_{ij} \hat{\epsilon}^p_{qq}(\vec{\xi}_d) + 2 \mu \hat{\epsilon}^p_{ij}(\vec{\xi}_d) \tag{3.101}
\]

where \(\lambda\) and \(\mu\) are the Lamé constants, and an analytical expression of the modified Green’s operator is given by equation (3.42) as:

\[
\hat{\Gamma}_{ijkl}(\vec{\xi}_d) = \left(\frac{\delta_{ik}\xi_l\xi_j + \delta_{il}\xi_k\xi_j + \delta_{jk}\xi_l\xi_i + \delta_{jl}\xi_k\xi_i}{4\mu\xi^2} \right) - \frac{(\lambda + \mu)\xi_i\xi_j\xi_k\xi_l}{\mu(\lambda + 2\mu)\xi^4} \tag{3.42 repeated}
\]

Therefore, the total strain in step iv)(c) can be directly obtained as:

\[
\hat{\epsilon}_{ij}(\vec{\xi}_d) = \left(\frac{\lambda}{\mu\xi^2} \left(1 - \frac{(\lambda + \mu)}{(\lambda + 2\mu)}\right) \right) \hat{\epsilon}^p_{qq}(\vec{\xi}_d) - \frac{2(\lambda + \mu)}{(\lambda + 2\mu)\xi^4} \xi_k\xi_l \hat{\epsilon}^p_{kl}(\vec{\xi}_d)
\]

\[
+ \frac{1}{\xi^2} \left(\xi_l\xi_j \hat{\epsilon}^p_{il}(\vec{\xi}_d) + \xi_i\xi_l \hat{\epsilon}^p_{jl}(\vec{\xi}_d)\right) \tag{3.102}
\]

such that the cost of the full numerical evaluation of \(\hat{\Gamma}(\vec{\xi}_d)\) and of the product \(\hat{\Gamma}(\vec{\xi}_d) : \hat{\varphi}(\vec{\xi}_d)\) can be reduced. However, such analytical result cannot be obtained for general anisotropy. As a result, another strategy to reduce the computational time is used.

The remarkable property of the modified Green’s operator is that it solely depends on the elastic stiffness tensor \(\mathbf{C}\) of the medium and on the voxel to which it is associated. Therefore, it can be precomputed at the beginning of each simulation for each voxel and stored in the memory, or recomputed at each time step for each voxel. Although at first sight a precomputation may appear as the most efficient approach, the benefit that can be obtained strongly depend on the architecture and hardware capacities. Thus, when running simulations on desktop computers, the cost of computing \(\hat{\Gamma}(\vec{\xi}_d)\) at each time step is usually lower than that of storing the \(\hat{\Gamma}(\vec{\xi}_d)\) tensor (81 components in general) and accessing the memory. In this work, it is seen that an optimal computational efficiency is obtained when storing the Green’s function \(\hat{G}_{ik}(\vec{\xi}_d)\) (9 components) for each voxel and recomputing the modified Green’s
operator on the fly from equation (3.100).

On top of its efficiency, the FFTW library offers a parallel implementation. In the regular DDD code, the parallel implementation has been primarily devised to distribute segment-segment elastic interactions among CPUs (see Section 2.9.3). Although the computation of segment-segment elastic interactions is reduced to a minimum in the DDD-FFT approach, a fully parallel implementation is desirable, as a non-parallel FFT-solver will dramatically affect the overall performance of the code. In the parallel FFTW library, a slab decomposition technique is used, whereby the 3D primary discretized volume is decomposed into \( N_{cpu} \) layers in one of the spatial directions, where \( N_{cpu} \) is the number of CPU to be used. With this procedure, each CPU only needs to know the field values at the voxels lying in its slab. Similarly, after the FFT is computed, each CPU can solely access the values of the Fourier coefficients associated with the voxels contained in its slab. However, since the quantities in the Fourier space are independent from one another – the frequencies are only associated with the voxels – each CPU can perform step iv)\((c)\) in figure 3.14 in a fully parallel manner. As a result, the parallel implementation of the DDD-FFT is expected to scale well, provided that the FFTW library offers a good scalability. Since the parallel FFT algorithm involves numerous point-to-point communications, the overall scalability is highly dependent on the hardware capabilities and configuration.

Regarding memory usage, a minimum of two real-valued and one complex-valued arrays of size \( 6N_{vox} \) are required. Following the history-dependent character of the DCM approach, one real-valued array must be dedicated to contain the plastic strain distribution \( \{ \epsilon^p(\vec{x}_d) \}_{d=1,N_{vox}} \). The other real-valued array can be used to sequentially store \( \{ \varphi(\vec{x}_d) \}_{d=1,N_{vox}}, \{ \epsilon(\vec{x}_d) \}_{d=1,N_{vox}} \) and \( \{ \sigma(\vec{x}_d) \}_{d=1,N_{vox}} \) values, while the complex-valued array is used to contain \( \{ \hat{\varphi}(\vec{\xi}_d) \}_{d=1,N_{vox}} \) and \( \{ \hat{\epsilon}(\vec{\xi}_d) \}_{d=1,N_{vox}} \) distributions in the Fourier space.
To further accelerate the DDD-FFT method and fully exploit the benefits associated with the FFT algorithm, a GPU-accelerated version of the FFT-based solver has been developed in this work, for which implementation details are provided in Appendix G.4

### 3.6.3 Heterogeneous FFT-based implementation

The implementation of the heterogeneous DDD-FFT approach share most of the developments introduced in the homogeneous DDD-FFT framework implementation detailed in Section 3.6.2. The main modification lies in the implementation of the basic, accelerated and conjugate-gradient iterative schemes in place of the direct FFT-based solver used in Section 3.6.2.

When dealing with heterogeneous elasticity, the first step consists in defining the reference medium $C^0$. For isotropic elasticity, the elastic constants can be chosen as those reported in equations (3.75) and (3.78) for the basic and the accelerated schemes, respectively. Following the results obtained in Appendix G.2, it is seen that the convergence of the conjugate-gradient method is not very sensitive to the choice of $C^0$, such that any of the previous choices can be used. In the case of anisotropic elasticity, and to the author’s knowledge, no such optimal values for the reference medium have been reported in the literature, and, by default, the results obtained in equations (3.75) and (3.78) are extended to all elastic constants.

Following the iterative formulation of the basic scheme given by relation (3.74), the computation of the discrete stress distribution $\mathbf{\sigma}(\mathbf{x}_d)$ in step iv) in figure 3.14 for the homogeneous formulation is replaced by the algorithm provided in figure 3.15. This scheme corresponds to the original implementation proposed by Moulinec and Suquet [179]. In this work, the convergence test is given by equation (3.81) and is performed on the value of the total strain $\epsilon_{i+1}$ such that step A)(a) is optional and step B)(e) only needs to be performed when the convergence criterion is satisfied.
(iv) Compute new stress state \( \sigma(\bar{x}_d) \) using the FFT solver

(A) Initialization
   (a) \( \epsilon_0(\bar{x}_d) = E \)
   (b) \( \sigma_0(\bar{x}_d) = C(\bar{x}_d) : (\epsilon_0(\bar{x}_d) - \epsilon^p_0(\bar{x}_d)) \) (optional)

(B) Iteration \( i \)
   (a) \( \tau_i(\bar{x}_d) = \delta C(\bar{x}_d) : \epsilon_i(\bar{x}_d) - C(\bar{x}_d) : \epsilon^p(\bar{x}_d) \)
   (b) \( \{ \hat{\tau}_i(\bar{\xi}_d) \} = FFT(\{ \tau_i(\bar{x}_d) \}) \)
   (c) \( \hat{\epsilon}_{i+1}(\bar{\xi}_d) = -\hat{\Gamma}_0^0(\bar{\xi}_d) : \hat{\tau}_i(\bar{\xi}_d) \)
   (d) \( \{ \epsilon_{i+1}(\bar{x}_d) \} = FFT^{-1}(\{ \hat{\epsilon}_{i+1}(\bar{\xi}_d) \}) + E \)
   (e) \( \sigma_{i+1}(\bar{x}_d) = C : (\epsilon_{i+1}(\bar{x}_d) - \epsilon^p(\bar{x}_d)) \)
   (f) Convergence test

Figure 3.15: Algorithm to iteratively solve for the stress distribution \( \{ \sigma(\bar{x}_d) \} \) when using the basic scheme (3.74) in the heterogeneous DDD-FFT approach. Indices 0, \( i \) and \( i + 1 \) refer to the values of the field quantities at iterations 0, \( i \) and \( i + 1 \), respectively.

Nevertheless, such criterion implies the usage of a supplementary real-valued array of size \( 6N_{\text{vox}} \) with respect to the homogeneous implementation to store the values of the total strain field at the previous iteration. Note that other convergence criteria can be used such as to test for the departure from the mechanical equilibrium [177].

The algorithm for the accelerated scheme is provided in figure 3.16. In contrast with the basic scheme, the accelerated algorithm involves a supplementary step whose cost is generally largely compensated by the increase in convergence rate that it provides (see Appendix G.2). Furthermore, quantity 2 \( (C(\bar{x}_d) + C^0)^{-1} : C^0 \) can be precomputed for each phase so as to avoid inverting a fourth-order order tensor at each iteration for each voxel. Besides, by appropriately using the arrays containing quantities \( \{ \epsilon(\bar{x}_d) \}_{d=1,N_{\text{vox}}} \) and \( \{ \sigma(\bar{x}_d) \}_{d=1,N_{\text{vox}}} \), no supplementary memory usage is required to store the intermediate quantity \( \{ \epsilon(\bar{x}_d) \}_{d=1,N_{\text{vox}}} \).

The implementation of the conjugate-gradient (CG) method is slightly different
(iv) Compute new stress state $\sigma(\vec{x}_d)$ using the FFT solver

(A) Initialization
   (a) $\epsilon_0(\vec{x}_d) = E$
   (b) $\sigma_0(\vec{x}_d) = C(\vec{x}_d) : (\epsilon_0(\vec{x}_d) - \epsilon^p_0(\vec{x}_d))$ (optional)

(B) Iteration $i$
   (a) $\tau_i(\vec{x}_d) = \delta C(\vec{x}_d) : \epsilon_i(\vec{x}_d) - C(\vec{x}_d) : \epsilon^p(\vec{x}_d)$
   (b) $\{\tilde{\tau}_i(\vec{\xi}_d)\} = \mathcal{F}\mathcal{F}^{-1}(\{\tau_i(\vec{x}_d)\})$
   (c) $\tilde{e}_{i+1}(\vec{\xi}_d) = -\tilde{\Gamma}_0^0(\vec{\xi}_d) : \tilde{\tau}_i(\vec{\xi}_d)$
   (d) $\{e_{i+1}(\vec{x}_d)\} = \mathcal{F}\mathcal{F}^{-1}\left(\{\tilde{e}_{i+1}(\vec{\xi}_d)\}\right) + E$
   (e) $\epsilon_{i+1}(\vec{x}_d) = \epsilon_i(\vec{x}_d) + 2\left(C(\vec{x}_d) + C^0\right)^{-1} : C^0 : (\epsilon_{i+1}(\vec{x}_d) - \epsilon_i(\vec{x}_d))$
   (f) $\sigma_{i+1}(\vec{x}_d) = C : (\epsilon_{i+1}(\vec{x}_d) - \epsilon^p(\vec{x}_d))$
   (g) Convergence test

Figure 3.16: Algorithm to iteratively solve for the stress distribution $\{\sigma(\vec{x}_d)\}$ when using the accelerated scheme (3.77) in the heterogeneous DDD-FFT approach. Indices 0, $i$ and $i+1$ refer to the values of the field quantities at iteration 0, $i$ and $i+1$, respectively.

from both the previous schemes. Essentially, it consists in implementing the classical CG algorithm to solve for system $Ax = b$ to the functional system of equations $A(X_d) = B$ described in equation (3.79), for which an expression of form $A(X_d)$ is given in equation (3.80). The algorithm developed in this work is presented in figure 3.17. In contrast with the previous schemes, the CG algorithm requires the calculation of a convolution in the initialization stage to evaluate the constant right-hand side term $B(\vec{x}_d)$ containing the plastic strain distribution $\epsilon^p(\vec{x}_d)$. To avoid the calculation of $A(\epsilon_0(\vec{x}_d))$ involving a second convolution, the initial value of the total strain $\epsilon_0(\vec{x}_d)$ is set to 0 at every voxel $\vec{x}_d$. As the CG method has been observed to be insensitive to the choice of the initial guess in this work, this choice is expected to have no impact on the convergence rate. Then, the classical algorithm of the CG method is applied, in which quantity $A(P_i(\vec{x}_d))$ involving a convolution with the modified Green’s operator (see equation (3.80)) is calculated in the Fourier space using FFTs.
(iv) Compute new stress state $\sigma(\bar{x}_d)$ using the FFT solver

<table>
<thead>
<tr>
<th>Figure 3.17: Algorithm to iteratively solve for the stress distribution ${\sigma(\bar{x}_d)}$ when using the conjugate-gradient (CG) method (3.79) in the heterogeneous DDD-FFT approach. Indices 0, $i$ and $i+1$ refer to the values of the field quantities at iteration 0, $i$ and $i+1$, respectively.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Initialization</td>
</tr>
<tr>
<td>(a) $\epsilon_0(\bar{x}_d) = 0$</td>
</tr>
<tr>
<td>(b) Compute $B(\bar{x}_d) = \Gamma_0 * <a href="%5Cbar%7Bx%7D_d">C : e^p</a> + E$</td>
</tr>
<tr>
<td>(1) $B(\bar{x}_d) = C(\bar{x}_d) : e^p(\bar{x}_d)$</td>
</tr>
<tr>
<td>(2) ${\hat{B}(\xi_d)} = \mathcal{F}\mathcal{T}{{B(\bar{x}_d)}}$</td>
</tr>
<tr>
<td>(3) $\hat{B}(\xi_d) = \Gamma_0(\xi_d) : \hat{B}(\xi_d)$</td>
</tr>
<tr>
<td>(4) ${\hat{B}(\xi_d)} = \mathcal{F}\mathcal{T}^{-1}{{\hat{B}(\xi_d)}} + E$</td>
</tr>
<tr>
<td>(c) $R_0(\bar{x}_d) = B(\bar{x}_d) - A(\epsilon_0(\bar{x}_d)) = B(\bar{x}_d)$</td>
</tr>
<tr>
<td>(d) $P_0(\bar{x}_d) = R_0(\bar{x}_d)$</td>
</tr>
<tr>
<td>(e) $\sigma_0(\bar{x}_d) = -C(\bar{x}_d) : e^p_0(\bar{x}_d)$ (optional)</td>
</tr>
<tr>
<td>(B) Iteration $i$</td>
</tr>
<tr>
<td>(a) Compute $Q_i(\bar{x}_d) = A(P_i(\bar{x}_d)) = P_i(\bar{x}_d) + \Gamma_0 * <a href="%5Cbar%7Bx%7D_d">\delta C : P_i</a>$</td>
</tr>
<tr>
<td>(1) $Q_i(\bar{x}_d) = \delta C(\bar{x}_d) : P_i(\bar{x}_d)$</td>
</tr>
<tr>
<td>(2) ${\hat{Q}_i(\xi_d)} = \mathcal{F}\mathcal{T}{{Q_i(\bar{x}_d)}}$</td>
</tr>
<tr>
<td>(3) $\hat{Q}_i(\xi_d) = \Gamma_0(\xi_d) : \hat{Q}_i(\xi_d)$</td>
</tr>
<tr>
<td>(4) ${\hat{Q}_i(\xi_d)} = \mathcal{F}\mathcal{T}^{-1}{{\hat{Q}_i(\xi_d)}} + {P_i(\bar{x}_d)}$</td>
</tr>
<tr>
<td>(b) $\alpha_i = \frac{R_i(\bar{x}_d)R_i(\bar{x}_d)}{P_i(\bar{x}_d)Q_i(\bar{x}_d)}$</td>
</tr>
<tr>
<td>(c) $\epsilon_i(\bar{x}_d) = \epsilon_i(\bar{x}_d) + \alpha_i P_i(\bar{x}_d)$</td>
</tr>
<tr>
<td>(d) $\sigma_i(\bar{x}<em>d) = \delta(\epsilon</em>{i+1}(\bar{x}_d) - e^p(\bar{x}_d))$</td>
</tr>
<tr>
<td>(e) Convergence test</td>
</tr>
<tr>
<td>(f) $R_i(\bar{x}_d) = R_i(\bar{x}_d) - \alpha_i Q_i(\bar{x}_d)$</td>
</tr>
<tr>
<td>(g) $\beta_i = \frac{R_i(\bar{x}<em>d)R</em>{i+1}(\bar{x}_d)}{R_i(\bar{x}<em>d)R</em>{i+1}(\bar{x}_d)}$</td>
</tr>
<tr>
<td>(h) $P_{i+1}(\bar{x}<em>d) = R</em>{i+1}(\bar{x}_d) + \beta_i P_i(\bar{x}_d)$</td>
</tr>
</tbody>
</table>

As attested by the algorithms provided in figures 3.15, 3.16, and 3.17, the conjugate-gradient scheme requires more calculations per iteration than the basic and accelerated schemes. However, these calculations are not very demanding as they only involve
dot-products and vector additions. Furthermore, the gain in the number of iterations
to reach convergence that it allows largely balances the slightly higher cost associated
with individual iterations. Nonetheless, the main drawback of the CG method lies in
its memory requirements. Thus, compared to the basic and accelerated schemes, three
supplementary real-valued array of size $6N_{\text{vox}}$ are required to store $\{P(\vec{x}_d)\}_{d=1,N_{\text{vox}}}$,
$\{R(\vec{x}_d)\}_{d=1,N_{\text{vox}}}$ and $\{Q(\vec{x}_d)\}_{d=1,N_{\text{vox}}}$ quantities.

Details on the GPU-accelerated implementation of the DDD-FFT heterogeneous
schemes are provided in Appendix G.4

\section*{3.7 Performance of the DDD-FFT approach}

In this section, the computational performance of the DDD-FFT approach is com-
pared with that of the regular DDD simulation developed in Chapter 2. First, to
overcome the complications associated with the comparison between parallel imple-
mentations, the comparison between both approaches is made on the basis of a single
CPU utilization for homogeneous simulations. Then, the performance of the homo-
ogeneous and heterogeneous GPU implementations is assessed.

\subsection*{3.7.1 Homogeneous serial implementation}

The overall efficiency of the DDD-FFT code primarily results from the use of the
very efficient FFT algorithm to compute the mechanical fields (see Appendix F). For
a DDD simulation volume discretized according to a regular Fourier grid composed
of $N$ voxels in each spatial direction, i.e. for $N_{\text{tot}} = N^3$ total number of grid points,
the complexity associated with the computation of the discrete Fourier transform
and its inverse scales with $O(N_{\text{tot}} \log N_{\text{tot}})$ while the computation of the strain field
in the Fourier space as defined in equation (3.50) is a $O(N_{\text{tot}})$ process. Compara-
tively, a complexity of $O(N_{\text{tot}}^2)$ can be achieved in the most favorable case with the
standard 3D FEM (assuming simple linear elements), where $N_{\text{tot}}$ is the total num-
ber of elements, i.e. for comparable resolutions. Obviously, for large values of $N_{\text{tot}}$,
Figure 3.18: Evolution of the ratio $N^2/(N \log N)$ as a function of $N$ in logarithmic scales. Assuming both complexity prefactors are of the same order of magnitude, this ratio provides an insight on the difference of the computational cost between FFT-based and FEM solvers as a function of the mesh resolution.

The difference between $N_{\text{tot}} \log N_{\text{tot}}$ and $N_{\text{tot}}^2$ becomes considerable, hence the gain in the computation time up to several orders of magnitudes generally attributed to FFT-based approaches.

Although a direct comparison between the recent implementation of the DCM-FEM model proposed in [234] and the DDD-FFT approach cannot be made – the DCM-FEM code is currently not available to the author –, insights on the computational gain offered by the FFT-based solver with respect to the FEM framework are provided in figure 3.18. In this figure, the ratio $N^2/(N \log N)$ is plotted as a function of $N$. Considering that the pre-factors are roughly identical in both methods, this ratio provides a basis of comparison for the gain in computational time that can be obtained with FFT-based over FEM solvers. For instance, for a resolution of $N_{\text{tot}} = 16^3$, the gain amounts to a factor 500 and for $N_{\text{tot}} = 32^3$ it exceeds 3000. For a resolution of $N_{\text{tot}} = 2^{18} = 64^3 = 128^2$ pixels/voxels generally used in DDD-FFT, an equivalent FEM calculation would require about 21000 times the number of flops.
In parallel, by coupling the FFT-solver with the DCM procedure, the DDD-FFT approach benefits from the significant reduction in the number of dislocation-dislocation elastic interaction calculations compared to most of the current DDD approaches. Thus, in the case where sufficiently fine grids are used, the DDD complexity is significantly less dependent on the number of dislocation segments $N_{\text{seg}}$ present in the volume, but more on the number of grid points $N_{\text{tot}}$, i.e on the resolution. The numerical complexity associated with the DCM procedure alone is a $O(N_{\text{seg}})$ process requiring considerably less numerical operations than computing dislocation-dislocation interactions (even with an analytical formulation), since it solely consists in analytically determining the intersection area between the dislocations sheared area and the elementary spheres of their neighboring grid points, as detailed in Section 3.6.1. In the current implementation, the algorithm to compute the intersection areas is able to process a million intersections in 0.2 seconds. Furthermore, as mentioned earlier, the computation of supplementary local contributions requires the determination of pairs of interacting portions of dislocation segments whose distance are closer than $h/2 = L_{\text{mesh}}$. The analytical method presented in Section 3.4.1.2 to determine such portions of segments is implemented so as to process a million segment pairs in 0.5 seconds.

Figure 3.19 shows a comparison of the execution run times per time step as a function of the number of segments $N_{\text{seg}}$ and of the DDD approach used for a periodic DDD simulation on an elastically isotropic material. Here, the regular DDD refers to the version of the DDD code developed in Chapter 2 in which the nodal forces on neighbor dislocation segments are analytically computed from the non-singular formulation developed in [35], while the Box Method technique is employed to compute far-field elastic interactions [240] (see Section 2.9.2.1). The computation of the far-field elastic interactions via the use of the Box Method is performed every 10 simulation steps. The averaged execution times per simulation step obtained using the
Figure 3.19: (a) Comparison of the computational cost between regular DDD simulations and the DDD-FFT approach as a function of the number of segments in the simulation volume for elastically isotropic materials. The times, averaged over several simulation steps, are given for the utilization of a single CPU and measured according to the current implementation of the DDD code. The times of the regular DDD simulations are given based on the full $O(N_{\text{seg}}^2)$ calculation and on the utilization of the box method for different number of boxes. The times for the DDD-FFT approach are given for different grid sizes. (b) Close-up on the computation times obtained with the DDD-FFT approach for different grid sizes.

Figure 3.19 clearly shows that the DDD-FFT becomes very efficient when large numbers of segments are to be treated, hence highlighting the potential of the approach. Note as well that in order to obtain the same precision with the regular DDD approach than with the DDD-FFT approach, the Box Method would have to be performed at every simulation step. In practice, as discussed in Section 2.9.2.1, the calculation of far-field interactions with the Box Method is generally performed at a specified frequency $f_{\text{box}}$ in order to reduce the computation time, taking
advantage of the fact that the $1/R$ elastic field of far dislocations is not expected to drastically change from one time step to another. In the computation times reported in figure 3.19, $f_{\text{box}} = 1/10$, i.e. the Box Method is performed every 10 steps. If it were to be performed at every step, i.e. working with the same precision as with the DDD-FFT approach, the computation times of the regular DDD method reported in figure 3.19 would roughly increase by a factor 10. A close-up on the DDD-FFT computation times as a function of the grid size is given in figure 3.19(b). Interestingly, the computation time associated to the grid made of $32 \times 32 \times 32$ voxels becomes significantly more important than that of finer meshes as the number of segments $N_{\text{seg}}$ increase. This is because the number of local interactions becomes all the more prevalent than the mesh is coarse when $N_{\text{seg}}$ increases. For the same reason, the computation cost for a grid of $64 \times 64 \times 64$ voxels becomes more expensive than that for $128 \times 128 \times 128$ voxels for $N_{\text{seg}} > 50000$ in the current implementation. Therefore, for optimal performances, the size of the grid should be chosen as a function of the maximum number of segments to be treated, if such quantity is known a priori. Alternatively, considering the multiplication of dislocation segments during DDD simulations, a grid refinement technique may be implemented to dynamically select the optimal resolution [81]. However, implementing such technique would require the development of grid interpolation operators so as to accurately transfer the accumulation of plastic strain between grids of different sizes. For $N_{\text{seg}} = 100000$, the computation times for grids of $64 \times 64 \times 64$ and $128 \times 128 \times 128$ voxels remain under 5 seconds per simulation step, thereby allowing for a gain in time of a factor up to 30 compared to the regular DDD method when using the Box Method. Finally, note that for a grid of $256 \times 256 \times 256$ voxels, the computation time ranges between 9 and 11 seconds according to the number of segments. For that resolution, the FFT solver alone (including the computation of both Fourier transforms and that of the strain in the Fourier space) requires about 8 seconds. While the actual computation
of local interactions is insignificant for such mesh size, the sole search for the portions of segments closer than $h/2$ amounts for the rest of the time.

As underlined in Section 2.9.2.1, the more efficient Fast Multipole Method (FMM) has progressively replaced the Box Method approximation for the computation of long-range interactions in DDD simulations [148, 5, 270, 263]. Since this technique has not been implemented in the regular DDD code in this thesis, a direct comparison is difficult. However, through implementation of their new version of the FMM, Zhao and co-workers reported a gain of a factor 21 in the isotropic stress calculation when using the FMM compared to the full calculation for $N_{seg} = 25000$ [270]. In the present work, the gain in the total step time compared to the full calculation amounts to 230 when using the DDD-FFT with $64 \times 64 \times 64$ voxels and to 140 for $128 \times 128 \times 128$ voxels for $N_{seg} = 20000$.

Further, the results reported in figure 3.19 are given for simulations using homogeneous isotropic elasticity. In the case of anisotropic elasticity, the computation gain is expected to amount to a supplementary order of magnitude, since the overall cost is expected to be comparable to that of isotropic elasticity for fine meshes. In contrast, anisotropic calculations are rarely used in regular DDD simulations due to their prohibitive cost. For instance, in previous works [202, 40, 264], the relative cost of anisotropic calculations was reported to amount between 200 and 500 times that of isotropic calculations when numerically integrating the anisotropic Green’s function given (2.23). However, the recent development of approximations based on expansions in spherical harmonics have permitted significant gains in computational time, but their efficiency remains largely conditioned by the amount of anisotropy and the desired level of accuracy, and their relative cost still remains above one order of magnitude [12, 13]. In the case of heterogeneous elasticity, a direct comparison with the DDD-FFT method and current approaches is more difficult. For bicrystal materials, line integral solutions for the stress field of dislocation segments have been developed.
and can be used in replacement of the analytical formulation in the regular DDD framework. However, the cost of their numerical integrations is expected to be similar to that of line integral anisotropic formulations, and is therefore prohibitive. In the case of more complex heterogeneous geometries, current techniques solely include the DCM-FEM approach, whose relative cost with the DDD-FFT approach can be estimated with figure 3.18.

Finally, note that the times reported here are strongly dependent on the current numerical implementation and optimizations of the DDD code, as well as on the software and hardware configurations, and are therefore meant to provide a basis for comparison. As such, the results reported in figure 3.19 were extracted using a single Intel Xeon CPU at 3.40 GHz and the Intel Fortran mpiifort compiler.

3.7.2 GPU-accelerated version

In this section, the performance and acceleration provided by the GPU-FFT-solver developed in Appendix G.4 are assessed for the elastically homogeneous and heterogeneous DDD-FFT formulations.

3.7.2.1 Homogeneous FFT-solver

As discussed in Appendix G.4, the GPU-accelerated version of the present DDD-FFT code is, by lack of time, limited to the development of a GPU-accelerated FFT-based solver, while the other components of the DDD cycle remain performed on the CPU(s). Therefore, to first assess the overall acceleration that would be allowed by the GPU implementation, the relative CPU times associated with three most intensive stages of the DDD cycle – namely the FFT-based solver, the regularization procedure and the forces calculation – are plotted in figure 3.20(a) for different numbers of dislocation segments and different resolutions. In this graph, the relative times correspond, for each of the three stages, to the ratio of the execution time of each stage to the total execution time of a single DDD-FFT step executed on a single...
Figure 3.20: (a) Relative CPU execution times of the three main stages of the DDD-FFT cycle, namely the FFT-solver, the regularization procedure and the force calculations, as a function of the number of dislocation segments and for different resolutions. For each stage, the relative time is calculated as the ratio of the execution time of the stage to the total time per simulation step when executed on a single CPU. (b) Speed-up factors obtained when running the host DDD-FFT program on a single CPU and using the GPU-FFT-solver on a GeForce GTS 450 device. The blue lines correspond to the speed-up factor associated with the FFT-solver alone and the red lines to the speed-up achieved for the total simulation step.

These three main stages, forces calculation, regularization procedure and FFT-based solver, correspond to stages (i), (iii) and (iv) in the general homogeneous DDD-FFT algorithm presented in figure 3.14, respectively. When summing the relative times associated with these three main stages, the value of 1 is nearly reached, attesting that these three stages together account for most of the computational work per simulation step. Interestingly, it is observed that when the number of segments is small ($N_{\text{seg}} < 10000$), the FFT-solver accounts for most of the computational time per simulation step. Conversely, as the number of segments increases, the part of the FFT-solver to the total computational time diminishes, especially due to the increase in the computational cost of force calculations – here force calculations involve the interpolation of the stress field from the FFT grid and the computations of the supplementary local contributions, see equation (3.54) –. This is particularly apparent.
for the resolution of $64^3$ voxels for which the computation time associated with the FFT-solver drops to 5% of the total time, while that of the force calculations rises to nearly 85% for $N_{seg} = 100000$. For a resolution of $128^3$ voxels, the contrast is less pronounced as the FFT-solver accounts for half of the execution time while the force calculations require approximately 30% of the total time per step. As a result, and since the GPU implementation solely pertains to the FFT-solver, the acceleration allowed by the GPU-accelerated version is expected to be maximal for high resolutions and small numbers of segments.

The speed-up factors obtained with the GPU-accelerated implementation are reported in figure 3.20(b). As briefly discussed in Appendix G.4, these results and the associated performance are intrinsically linked to the hardware configuration that is used. Here, the homogeneous DDD-FFT code is primarily executed on a single Intel Xeon E31270 CPU at 3.40 GHz using the GNU Fortran 90 gfortran compiler, while the GPU-FFT-solver is executed on an entry-level GeForce GTS 450 GPU device. This GPU device features 192 CUDA cores, a graphics clock at 783 MHz, a processor clock at 1566 MHz, and a memory bandwidth of 57.7 GB/s. In figure 3.20(b), two speed-up factors are reported. The first, denoted $S_{fft}$ and plotted with blue lines, corresponds to the speed-up associated with the FFT-solver only, i.e. the ratio of the execution times when the FFT-solver is executed on the CPU to that when it is performed on the GPU, and is given as:

$$S_{fft} = \frac{T_{fft}^{CPU}}{T_{fft}^{GPU}}$$

(3.103)

where $T_{fft}^{CPU}$ denotes the execution time of the FFT-solver on the CPU and $T_{fft}^{GPU}$ that when executed on the GPU. From figure 3.20(b), $S_{fft} = 15$ for a resolution of $64^3$ voxels, and ranges from 22 to 25 when using $128^3$ voxels. The quasi-constant value of the speed-up factor $S_{fft}$ as a function of the number of segments highlights the independence of the FFT-solver cost to the microstructure complexity, as attested
for the resolution of $64^3$ voxels. In the case $N_{\text{vox}} = 128^3$, the increase in the speed-up factor with the number of segments is linked to the increase in ram page time due to higher memory usage when executed on the CPU. In the current implementation and using a GeForce GTS 450, the homogeneous GPU-FFT-solver requires approximately 0.0366 second per step for $64^3$ voxels and 0.2751 second for $128^3$ voxels. Note that for the execution with $64^3$ voxels, 0.0157 second is dedicated to memory copy, while it amounts to 0.1175 second for $128^3$ voxels. Therefore, in both cases, 43% of the homogeneous GPU-FFT-solver execution time is dedicated to memory transfers. Therefore, both better hardware capabilities in terms of number of CUDA cores and memory bandwidth will induce higher values of the $S_{\text{fft}}$ speed-up factor reported in this work.

The second speed-up factor $S_{\text{tot}}$ reported with red lines in figure 3.20(b) corresponds to the overall acceleration allowed by the GPU-accelerated FFT-solver for the DDD-FFT homogeneous formulation. If $T_{\text{CPU}}^{\text{tot}}$ and $T_{\text{GPU}}^{\text{tot}}$ denote the total execution time per step when performing the FFT-solver computation on the CPU or on the GPU, respectively, $S_{\text{tot}}$ is expressed as the ratio:

$$S_{\text{tot}} = \frac{T_{\text{CPU}}^{\text{tot}}}{T_{\text{GPU}}^{\text{tot}}} = \frac{T_{\text{CPU}}^{\text{fft}} + T_{\text{rem}}}{T_{\text{GPU}}^{\text{fft}} + T_{\text{rem}}}$$  \tag{3.104}$$

where $T_{\text{rem}}$ is the remaining time per step executed on the CPU and associated with every other stages than the FFT-solver (e.g. including the regularization procedure, force calculations, etc...). It is seen that the total acceleration $S_{\text{tot}}$ decreases with increasing number of segments, as the FFT-solver accounts for less relative CPU time. Thus, the overall speed-up factor of 5 for $N_{\text{vox}} = 64^3$ when $N_{\text{seg}} = 1000$ segments drops to 1.03 when $N_{\text{seg}} = 100000$.Similarly for a resolution of $N_{\text{vox}} = 128^3$, it falls from 12 for $N_{\text{seg}} = 1000$ to 1.91 for $N_{\text{seg}} = 100000$. However, these results were to be expected. From equation (3.104), the maximum theoretical overall speed-up $S_{\text{tot}}^{\text{max}}$ that can be achieved is estimated as:
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As a result, for \( N_{\text{vox}} = 64^3 \) and \( N_{\text{seg}} = 100000 \), for which the relative CPU time of the FFT-solver accounts for 5% (see figure 3.20(a)), i.e. \( T_{\text{rem}} \) accounts for 95%, the maximum speed-up that can be achieved is \( S_{\text{max}}^{\text{tot}} = 1.05 \). For a resolution of \( 128^3 \) voxels, the FFT-solver accounts for 50% of the CPU time, such that a maximum speed-up of \( S_{\text{max}}^{\text{tot}} = 2 \) can be achieved. These nearly correspond to the factors reported in figure 3.20(b). Consequently, for large numbers of segments, a GPU device with better performance would not provide any further acceleration, and supplementary gains necessarily involve running the other stages of the code in parallel or developing a GPU-implementation of the remaining components. For local force calculations, the GPU accelerated DDD approach recently developed in [83] can be adopted.

### 3.7.2.2 Heterogeneous FFT-solver

As detailed in Section 3.5.3 and 3.6.3, the heterogeneous DDD-FFT formulation involves an iterative loop over the FFT calculations (e.g. see figures 3.15 and 3.16). As a result, the heterogeneous GPU-FFT-solver is expected to yield larger speed-up factors than for the homogeneous formulation since (1) the relative CPU execution times of the FFT-solver accounts for a larger fraction of the total execution time, and (2) the constant cost of the memory transfers to the GPU accounts for a smaller fraction of the total heterogeneous GPU-FFT-solver execution time.

The speed-up factor \( S_{\text{fft}} \) defined in equation (3.103) associated with the heterogeneous FFT-solver alone is reported for different numbers of FFT iterations in figure 3.21(a). Thus, when using a GeForce GTS 450 device, the acceleration allowed by the GPU implementation increases towards an asymptotic value for approximately

\[
S_{\text{max}}^{\text{tot}} = \frac{T_{\text{CPU}}^{\text{fft}} + T_{\text{rem}}}{T_{\text{rem}}} \tag{3.105}
\]
Figure 3.21: (a) GPU speed-up factor associated with the heterogeneous FFT-solver alone as a function of the number of FFT iterations to reach convergence. (b) Overall speed-up that can be achieved with the heterogeneous DDD-FFT code in the current configuration as a function of the number of dislocation segments when 20 iterations are needed to reach convergence.

$n_{iter} = 100$ iterations. As pointed out earlier, this increase can be principally attributed to the decreasing fraction of the GPU execution time associated with memory copy as the number of iteration increases. As such, the overall memory transfers drop from 43% for $n_{iter} = 1$ (i.e. homogeneous formation) to 1% of the total FFT-solver time for $n_{iter} = 100$, thereby yielding the $S_{fft}$ speed-up factor to increase by nearly a factor 2 between $n_{iter} = 1$ and $n_{iter} = 100$.

Consequently, the overall speed-up factor $S_{tot}$ defined in equation (3.104) is expected to exceed that of the homogeneous formulation in all cases for heterogeneous elasticity. Thus, as reported in figure 3.21(b) for $n_{iter} = 20$, the overall acceleration provided by the heterogeneous GPU-FFT-solver is more important than that reported in figure 3.20(b), independently of the resolution and the number of dislocation segments. Specifically, for small numbers of segments ($N_{seg} < 10000$), the overall speed-up factor $S_{tot}$ is very similar to the FFT-solver speed-up $S_{fft}$ alone. This is because in this case, the heterogeneous FFT-solver accounts for nearly 100% of the total CPU time per step. Therefore, in this case, better performance of the GPU
device is expected to translate into a direct scaling in the overall acceleration that can be achieved. Nonetheless, as in the homogeneous case – although at a slower rate –, the overall acceleration drops when the number of segments becomes large. In this case, other components of the code would benefit from (1) being run in parallel on several CPUs or (2) receiving a GPU-implementation.

3.8 Conclusion

In this chapter, a new full-field approach to compute mechanical fields in periodic DDD simulations is presented. The main idea of the DDD-FFT approach relies on the computation of strains and stresses induced by the presence of dislocation segments in a periodic simulation volume directly in the Fourier space, while the transformation between the real Cartesian space and the Fourier space is performed thanks to the FFT algorithm. To this end, the DDD-FFT approach is coupled with the DCM model originally developed by Lemarchand and co-workers [147]. As a result, the stress state calculated in the Fourier grid inherently incorporates long-range elastic interactions with no distinction between isotropic and anisotropic elastic media. In addition, to accurately evaluate the stress state associated with the microstructure, the DCM approach requires the computation of supplementary local dislocation-dislocation interactions than are not accounted for by the grid. The local contributions have to be added for portions of segment pairs closer than the mesh size $L_{\text{mesh}} = h/2$ such that the number of interactions inversely scales with the resolution. Consequently, in the case where the Fourier grid is chosen to be sufficiently fine such that the computation of local contributions pertaining to neighbor segments seldom occurs, the gain in computation time with respect to the regular DDD approach is significant when a large number of segments are to be treated, and the computational cost become insensitive to the shape of the elasticity tensor.

From a general perspective, given that the mean spacing of dislocations typically
scales as $\lambda = 1/\sqrt{\rho}$ where $\rho$ is the dislocation density, and assuming that all dislocation segments are equally spaced within the volume, the number of local contributions to compute is not expected to be significant up to dislocation densities of $\rho = 1/L^2$. For instance, for a simulation volume of $V_s = (5\mu m)^3$ discretized into $64 \times 64 \times 64$ voxels, the DDD-FFT approach is theoretically expected to perform well up to densities of $\rho = 10^{14} m^{-2}$. Thus, simulations on realistic microstructure can be performed on desktop computers, without requiring a large number of CPUs. Conversely, when the Fourier grid is coarse, the DDD-FFT approach becomes analogous to a DDD simulation in which elastic far fields are computed via the FMM, and in which stress fields are inherently computed from infinite replications of the primary volume. In addition, it is interesting to notice that FFT-based approaches are easily parallelizable, especially thanks to efficient parallel 3D FFT implementations that have been developed, and are particularly suitable for GPU-accelerated computing, for which a dedicated implementation have been developed, thereby enabling further acceleration.

Furthermore, the ability of DDD-FFT approach to handle elastic heterogeneities offers broad new possibilities to DDD simulations. Practically, as originally done in FFT-based approaches for studying composite materials [178, 179] and polycrystalline aggregates [143, 144], the primary DDD simulation volume can easily be partitioned into grains with different elastic properties. Note that the FEM-based implementation of the DCM approach proposed in the work of Vattré et al. [234] already provides such possibility. However, the application to realistic simulations is not comparable to the DDD-FFT approach in terms of achievable level of strains and accuracy. Therefore, the method presented in this work paves the way towards achieving practical scale transition between DDD scale plasticity and crystal plasticity. Especially, DDD can be regarded as a tool to test and validate constitutive laws. Furthermore, the present approach establishes a direct connection between DDD simulations and Field Dislocation Mechanics models for which spectral methods were recently introduced for static
cases [26, 20]. In that sense, the DDD-FFT can be regarded as a three-dimensional dynamic extension of these works.

Note however that the principal limitation of the present formulation lies in its prerequisite to deal with fully periodic simulations. Nonetheless, an heterogeneous simulation including an outer layer composed of a porous phase may be used to simulate the presence of free-surfaces. Alternatively, the recent development of spectral methods to account for the effects of free-surfaces [252] may be adapted to the DDD-FFT approach as a way to overcome the limitation associated with the periodicity. Implementing these is beyond the scope of the present work.
CHAPTER IV

DISLOCATION-DISLOCATION INTERACTIONS

4.1 Motivation

The strain hardening behavior in single crystals deformed by slip is primarily governed by the interactions between dislocations. For instance, these can take the form of glissile junctions, Lomer-Cottrell locks, Hirth locks or annihilations in face-centered cubes depending on the crystallography of intersecting dislocations. Following the difficulties associated with the experimental evaluation of the strength of the different types of intersections, small-scale studies of paired interactions between two discrete dislocations have been first carried out analytically using dislocation theory [207, 93, 209, 111], or numerically using atomistic and dislocation dynamics simulations [30, 203, 205, 256]. Later, Madec and co-workers proposed a numerical approach using DDD simulations to quantify the collective effect of specific dislocation interactions on larger scale simulations, and extracted representative dislocation-dislocation interaction coefficients [164, 165]. Following this approach, a hierarchy between slip system interactions was established and latent-hardening coefficients were obtained for FCC [65] and BCC [198] crystals. However, due to the additional complexities associated with HCP structures, such interaction coefficients have never been quantified for hexagonal magnesium.

Consequently, in this chapter, the regular DDD tool developed in Chapter 2 is used to extract latent-hardening parameters for pure hexagonal magnesium to be used in constitutive models at higher scales. This chapter is organized as follows. After a brief introduction on the role of latent-hardening parameters is given, the incorporation of dislocation-dislocation interactions at higher scales is presented in
Section 4.1.2. Then, the crystallography of HCP Mg is investigated and the different types of interactions that can occur during deformation are detailed in Section 4.2. In Section 4.3, the methodology for computing the hardening coefficients for single crystal Mg is presented while the validity of the additive rule used in constitutive models is examined in Section 4.4. The coefficients obtained and the effects of friction and mobilities are discussed in Section 4.5. Finally, the influence of the hardening coefficients on the macroscopic mechanical response of polycrystals is studied in Section 4.6 using the VPSC formalism.

4.1.1 Role of dislocation-dislocation interactions on strain hardening

In crystalline media, strain hardening primarily results from the interactions between lattice defects. Focusing on slip-driven plasticity in single crystals, it has been observed that, in addition to the lattice friction stress, the flow stress is proportional to the square root of the dislocation density (Taylor law) during plastic deformation of metals [127]. This law can be readily related to the forest hardening model, whereby the mean spacing between forest dislocations acting as obstacles for moving dislocations define the mean free path of dislocations [18, 52, 207, 136, 88].

While early models relied solely on the total dislocation density, Franciosi and Zaoui [90] and Lavrentev and Pokhil [141] proposed different extensions of the Taylor-law accounting for individual slip systems dislocation densities in which latent-hardening interaction coefficients were introduced. In these models, the latent-hardening coefficients account for the collective effect of the different dislocation-dislocation interactions between slip systems, and their importance in predicting the mechanical response of metals has been highlighted [65, 132]. For example, Hoc et al. [112] suggested that the orientation dependence of stage I deformation of face-centered cubic (FCC) crystals is strongly linked to the values of the hardening coefficients. In addition, the large values associated with interactions between slip systems with identical
Burgers vectors – referred to as collinear interactions – have provided an explanation for the unfavorable simultaneous activation of collinear systems [165, 64]. Also, latent hardening is expected to play an important role in the mechanical response for complex loadings paths [200, 95]. However, current constitutive models developed for HCP materials incorporate latent hardening models that are not directly related to the microstructure, but whose parameters are obtained by a fitting procedure. For example, slip induced hardening is described through a Voce law [195, 243] or using a single hardening coefficient in a dislocation density law [25, 189, 122].

Several efforts have been dedicated to evaluate these coefficients. Analytical approaches were used by Lavrentev and Pokhil [141] and Lavrentev [140], whereby values of the coefficients were assumed to be related to the energy gain due to pairwise interactions of dislocations. In addition, coefficients for different types of interactions were experimentally determined at different deformation stages for Mg [142, 141]. However, difficulties in measuring dislocation densities are likely to induce large uncertainty in experimental estimates for these coefficients.

Interestingly, DDD simulations have allowed for a numerical quantification of the hardening coefficients. Madec [164], Madec et al. [165] and Devincre et al. [65] have computed the coefficients for face-centered cubic metals, and were further able to construct junction formation maps depicting the nature of the interactions as a function of the relative orientation of the intersecting dislocations. In doing so, they also revealed the strong effect of collinear interactions on hardening [165]. Using the same approach, Queyreau et al. [198] computed the coefficients for BCC α-iron. In references [175] and [198], the effect of lattice friction on junction formation was also investigated.

However, compared to cubic crystals, considerably less DDD studies have been dedicated to the more complex case of HCP metals. As mentioned earlier, the primary reason lies in the increasing complexity associated with HCP crystals and the nature
of their dislocations. For instance, atomistic simulations have revealed 3D spread of prismatic dislocations cores [16] as well as strong anisotropies in dislocation mobilities and friction stress of slip systems [102]. Such anisotropies in core properties were supported by in situ TEM experiments in which the presence of long screw segments – suggesting significant lattice friction and low mobility of such dislocations – was observed for prismatic dislocations [37]. In a first attempt to mimic such anisotropic properties, Monnet et al. [176] used the DDD method in which dislocation mobilities were modelled in a phenomenological manner to study prismatic slip in Zirconium. As a result, it was found that junctions could not be formed between screw dislocations. Using DDD as well, Capolungo [39] investigated the strength of junctions in Mg relying on elastic interactions only. Similar work was further extended to Mg and Be [260]. In these works, the formation and destruction of a single binary junction was studied, leaving collective effects and other possible interactions pertaining to latent hardening aside. DDD was also used to show the weak effect of anisotropic calculations in the case of Mg, suggesting that an isotropic calculation could be safely used as an approximation [40]. Nevertheless, to the author’s knowledge, except for ice single crystal [62], hardening coefficients have not been calculated for hexagonal materials.

In addition, although the flow stress dependence on dislocation density has been verified against experimental data, the validity of multi-slip extensions, such as the ones proposed by Franciosi and Zaoui (FZ) [90], and Lavrentev and Pokhil (LP) [141] has rarely been tested. To the author’s knowledge, Queyreau et al. [198] were the only ones to verify the validity of the Franciosi and Zaoui formulation using DDD simulations on multi-slip conditions for BCC α-iron crystals, but the validity of the superposition principle expressed through these laws has never been discussed for HCP materials and the two multi-slip formulations have never been directly compared.
Consequently, the goals of this chapter are to (1) quantify latent hardening coefficients based on both the FZ and LP models, (2) identify which model is more appropriate for HCP metals, and (3) assess the importance of finely accounting for latent hardening on the mechanical response of pure magnesium [22].

4.1.2 Modelling of latent hardening in constitutive approaches

In current constitutive laws, the effects of dislocation interactions on the critical resolved shear stress (CRSS) are usually accounted for via an extended Taylor’s law, which relates the CRSS on a given system to the total dislocation densities on all slip systems. In order to account for different strengths in dislocation–dislocation interactions, Franciosi and Zaoui [90] proposed the following expression for defining the CRSS \( \tau_s^c \) on slip system \( s \):

\[
\tau_s^c = \tau_0^s + \mu b \sqrt{\sum_{s'} a_{s's'}^{FZ} \rho^{s'}}
\]

(4.1)

where \( \tau_s^c \) and \( \tau_0^s \) denote the CRSS and the lattice friction stress on system \( s \), respectively, \( \mu \) and \( b \) are the shear modulus and magnitude of the Burgers vector, and \( a_{s's'}^{FZ} \) denotes the interaction coefficient pertaining to the strength of the interaction between dislocations of systems \( s \) and \( s' \), associated with the FZ formulation. In this formulation, system \( s \), on which the CRSS is evaluated, is generally referred to as the primary system, while the other slip systems \( s' \) are referred to as forest systems of system \( s \).

Note that the FZ formulation was originally proposed for FCC materials for which the magnitude of the Burgers vector is identical for each slip system [90]. As a result, formulation (4.1) must be modified in order to be applicable for HCP materials in which the magnitude of the Burgers depends on the slip mode (e.g. the magnitude of Burgers vectors of \( \langle a \rangle \) and \( \langle c+a \rangle \) dislocations are different, see Section 4.2 for further details on the crystallography). In this work, the FZ formulation is extrapolated by
considering the magnitude of the primary Burgers vector $b^s$ such that (4.1) rewrites:

$$
\tau^s_c = \tau^s_0 + \mu^s b^s \sqrt{\sum_{s'} a_{FZ}^{ss'} \rho^{s'}}
$$

(4.2)

The validity of generalization (4.2) of the FZ formulation will be investigated in Section 4.4. Further, for the sake of consistency, $\mu$ is similarly replaced by the elastic shear modulus $\mu^s$ in the direction of slip system $s$. However, as HCP Mg is almost elastically isotropic [40], any differences in $\mu^s$ in equation (4.2) can be neglected [34].

Almost simultaneously with the introduction of the FZ formulation, Lavrentiev and Pokhil [141] suggested a different expression for evaluating the CRSS:

$$
\tau^s_c = \tau^s_0 + \sum_{s'} \mu^{s'} b^{s'} a_{LP}^{ss'} \sqrt{\rho^{s'}}
$$

(4.3)

In contrast with the FZ formulation, the LP formulation (4.3) was developed for a broader variety of crystal structures and has been particularly employed for HCP materials [141, 140, 34]. Therefore, further extension of (4.3) is not required.

Examining equations (4.2) and (4.3), FZ and LP expressions differ by two aspects: (1) the square root encompasses the summation of the dislocation densities in the FZ formulation whereas the summation is performed outside of the square root in the LP formulation and, (2) the magnitude of the Burgers vector is that of the primary slip system in the FZ expression whereas the Burgers vector is the one associated with the forest slip systems in the LP expression. As a consequence, the values of the FZ and LP coefficients are not expected to coincide.

As extensively discussed in reference [132], the CRSS can be interpreted as a measure of the average force required to bow dislocation segments across a forest of dislocations [111]. In line with this interpretation, a more complex form of expression (4.2) was proposed to account for contributions from line tension [132]. This extension was shown to be of significant importance at large dislocation densities.
Here, for the sake of simplicity, expressions (4.2) and (4.3) will be used to extract a latent hardening matrix from DDD simulations. Overall, the following features are expected to contribute to the strength of interactions between different systems: (1) Frank’s rule, which identifies reactions that lead to a reduction in energy [111], (2) the distribution of line orientations upon intersection, and (3) the friction stresses on different systems. Note that in contrast to FCC materials – where all slip systems have identical properties –, differences in the Burgers vector, dislocation mobilities and friction stress associated with HCP slip systems are expected to yield a non-symmetrical latent hardening matrix. Details on the different components of this matrix for HCP Mg are presented in the following section.

At this point, it may also be noticed that, as discussed in references [21] and [132], slip system interactions are not limited to latent hardening effects. Indeed, as dislocation density based constitutive models account for stored dislocation densities, another feature that needs to be accounted for is the latent storage of dislocations associated with interactions between dislocations on different systems. This effect pertains to the transformation with strain of glissile to stored dislocation density, particularly through junction formation. Different approaches have been proposed in the literature to account for such effects. The present work is limited to the case of latent hardening, i.e., the effect of the evolution of dislocation densities on the CRSS.

### 4.2 Dislocation-dislocation interactions in pure Magnesium

#### 4.2.1 Slip systems in hcp Magnesium

Pure magnesium has an hexagonal closed-packed (HCP) crystalline structure. The hexagonal structure is composed of compact layers of atoms stacked on top of each other and where the atoms of each layer are positioned in the lattice gaps of the preceding layer. In each layer, the packing consists of a pattern composed of six atoms arranged in an hexagonal shape and a seventh atom lying at the middle, as
Figure 4.1: Schematic of the hexagonal closed-packed (HCP) crystalline structure. (a) Packing of atoms in the (0001) basal plane and its coordinate system ($\mathbf{a}_1$, $\mathbf{a}_2$, $\mathbf{a}_3$). (b) The unit HCP cell is composed of the stacking of (0001) basal layers in a $ABA...$ sequence, where atoms of the $B$ layer are positioned in the gap of the $A$ layers. For the sake of simplicity, the crystallographic elements (planes, Burgers vectors) of the HCP structure are given in the 4-axis coordinate system ($\mathbf{a}_1$, $\mathbf{a}_2$, $\mathbf{a}_3$, $\mathbf{c}$), where axes $\mathbf{a}_i$ are given in (a), and $\mathbf{c} = (0001)$ is perpendicular to the (0001) basal planes.

As a result, the unit cell represented in figure 4.1(b) is composed of three layers of atoms $ABA$, for which atoms in layers $A$ are arranged in the hexagonal shape, and where layer $B$ is a triangle of atoms whose positions are aligned with the center of the triangles formed by the adjacent layers $A$. Since the 12 atoms at the corners of the top and bottom $A$ layers are common to six unit cells, and those at the middle of the same layers are common to two unit cells, the HCP unit cell is composed of 6 atoms.

In the HCP structure, the lattice parameter $a$ is given as the distance between the centers of subsequent atoms along the $\mathbf{a}_i$ axes, while $c$ denotes the distance between the centers of atoms in two subsequent $A$ layers, as indicated in figure 4.1(b). In the ideal case where all atoms are considered as rigid spheres of identical radius, it can be shown that the ratio $c/a = \sqrt{8}/3 \approx 1.633$. Interestingly, of all HCP crystals,
Table 4.1: List of the different possible slip modes and systems for the HCP structure.

<table>
<thead>
<tr>
<th>Burgers vector</th>
<th>Slip direction</th>
<th>Slip plane</th>
<th>Number of systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle a \rangle$</td>
<td>$\langle 1\bar{1}20 \rangle$</td>
<td>basal (0001)</td>
<td>3</td>
</tr>
<tr>
<td>$\langle a \rangle$</td>
<td>$\langle 11\bar{2}0 \rangle$</td>
<td>first-order prismatic ${10\bar{1}0}$</td>
<td>3</td>
</tr>
<tr>
<td>$\langle a \rangle$</td>
<td>$\langle 1\bar{1}20 \rangle$</td>
<td>first-order pyramidal ${10\bar{1}1}$</td>
<td>6</td>
</tr>
<tr>
<td>$\langle c + a \rangle$</td>
<td>$\langle 1\bar{1}23 \rangle$</td>
<td>second-order pyramidal ${11\bar{2}2}$</td>
<td>6</td>
</tr>
<tr>
<td>$\langle c \rangle$</td>
<td>$\langle 0001 \rangle$</td>
<td>first-order prismatic ${10\bar{1}0}$</td>
<td>3</td>
</tr>
<tr>
<td>$\langle c \rangle$</td>
<td>$\langle 0001 \rangle$</td>
<td>second-order prismatic ${11\bar{2}0}$</td>
<td>3</td>
</tr>
</tbody>
</table>

Magnesium has the nearest to the ideal ratio, with $c/a = 1.623$ [193].

Despite the apparent simplicity of the HCP crystalline structure, HCP metals activate a large variety of deformation modes and systems, including slip and twinning, generally resulting in a greater complexity in deformation mechanisms than in their body-centered cubic (BCC) and face-centered cubic (FCC) counterparts. In this chapter, the focus is placed on slip-mediated deformation only, i.e. deformation resulting from the motion of dislocations. Following the crystallographic arrangements of atoms in HCP structures, a list of all independent slip systems is reported in table 4.1. From a general perspective, there exist three families of Burgers vector and five families of planes, leading to a combination of six slip modes. This profusion of modes highlights the complexity of slip deformation compared to FCC materials in which the plastic slip activity is mediated by a unique mode.

In practice however, all slip systems listed in table 4.1 are typically not activated simultaneously, and their selection strongly depends on material properties such as lattice friction stresses and dislocation mobilities. In general, the basal systems are easily activated in all HCP metals. However, non-basal slip is commonly required to satisfy the von Mises criterion (five independent slip systems must activate to generate uniform plasticity [169]) and accommodate the deformation in the $\vec{c}$ direction. In magnesium, the observed slip systems are depicted in figure 4.2. Besides the glide of $\langle a \rangle$ dislocations in (0001) basal planes, slip can occur via glide of $\langle a \rangle$ dislocations in
Table 4.2: Slip systems used to model hexagonal pure Mg in this work.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Slip system</th>
<th>Slip plane</th>
<th>Burgers vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basal (\langle a \rangle)</td>
<td>B1</td>
<td>(0001)</td>
<td>(\frac{1}{3}[2\bar{1}\bar{1}0])</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>(0001)</td>
<td>(\frac{1}{3}[\bar{1}2\bar{1}0])</td>
</tr>
<tr>
<td></td>
<td>B3</td>
<td>(0001)</td>
<td>(\frac{1}{3}[\bar{1}\bar{1}20])</td>
</tr>
<tr>
<td>Prismatic (\langle a \rangle)</td>
<td>P1</td>
<td>(0\bar{1}10)</td>
<td>(\frac{1}{3}[2\bar{1}\bar{1}0])</td>
</tr>
<tr>
<td></td>
<td>P2</td>
<td>(10\bar{1}0)</td>
<td>(\frac{1}{3}[\bar{1}2\bar{1}0])</td>
</tr>
<tr>
<td></td>
<td>P3</td>
<td>(\bar{1}100)</td>
<td>(\frac{1}{3}[\bar{1}\bar{1}20])</td>
</tr>
<tr>
<td>Pyramidal (\langle c + a \rangle)</td>
<td>Pca1</td>
<td>(2\bar{1}12)</td>
<td>(\frac{1}{3}[2\bar{1}\bar{1}3])</td>
</tr>
<tr>
<td></td>
<td>Pca2</td>
<td>(1\bar{2}12)</td>
<td>(\frac{1}{3}[\bar{1}2\bar{1}3])</td>
</tr>
<tr>
<td></td>
<td>Pca3</td>
<td>(1\bar{1}22)</td>
<td>(\frac{1}{3}[\bar{1}\bar{1}23])</td>
</tr>
<tr>
<td></td>
<td>Pca4</td>
<td>(2\bar{1}12)</td>
<td>(\frac{1}{3}[\bar{1}2\bar{1}3])</td>
</tr>
<tr>
<td></td>
<td>Pca5</td>
<td>(\bar{1}2\bar{1}2)</td>
<td>(\frac{1}{3}[\bar{1}\bar{1}23])</td>
</tr>
<tr>
<td></td>
<td>Pca6</td>
<td>(\bar{1}\bar{1}22)</td>
<td>(\frac{1}{3}[\bar{1}\bar{1}23])</td>
</tr>
</tbody>
</table>

\(\{10\bar{1}0\}\) first-order prismatic systems [86] and \(\langle c + a \rangle\) dislocations in \(\{11\bar{2}2\}\) second-order pyramidal systems [225, 188, 1]. Although glide of \(\langle a \rangle\) dislocations on \(\{10\bar{1}1\}\) first-order pyramidal systems have been reported [201] and have been considered in numerical investigations [102, 196], these are not considered in this work as it is assumed that basal and prismatic modes – that are easier to activate – provide sufficient \(\langle a \rangle\) activity. As a result, the slip systems in HCP Mg considered in this work and their notation are reported in table 4.2. Note that throughout the rest of this chapter, for the sake of simplicity, prismatic systems will refer to first-order prismatic \(\langle a \rangle\)\(\{10\bar{1}0\}\) systems, and reference to \(\langle c + a \rangle\) slip systems will exclusively designate second-order pyramidal systems.

4.2.2 Geometry of interactions

For the sake of simplicity, all dislocations are considered perfect in this work. In other words, it is assumed that the dislocation cores are constricted when interactions occur. Interactions between two dislocations can lead to different configurations depending
on the slip systems and the orientation of the dislocation lines that interact. Four outcomes are possible as the result of line interactions: a repulsive interaction, a so called crossed state, junction formation or annihilation. Junctions will form if they result in a reduction in strain energy. Generally, Frank’s criterion is used to determine the likelihood of junction formation between two dislocations with Burgers vectors $\mathbf{b}_1$ and $\mathbf{b}_2$. Given that the strain energy of a dislocation line is proportional
Table 4.3: Frank’s criteria and corresponding reduction in strain energy for Burgers possible combinations in hexagonal Mg \((c/a = 1.623)\).

| Interaction \(a) / (a)\) | Junction Burgers \(\vec{b}_i = \vec{b}_1 + \vec{b}_2\) | Initial energy \(||\vec{b}_1||^2 + ||\vec{b}_2||^2\) | Junction energy \(||\vec{b}_1 + \vec{b}_2||^2\) | Frank’s criterion | Reduction in strain energy |
|---------------------------|----------------------------------------|---------------------------------|---------------------------------|-----------------|--------------------------|
| \(\vec{b}_{(a_1)}\) \(\pm \vec{b}_{(a_2)}\) \(± \vec{b}_{(a_1)} + 2\vec{b}_{(a_2)}\) \(\pm \vec{b}_{(c)}\) \(2\vec{b}_{(c)} - \vec{b}_{(a)}\) \(\pm \vec{b}_{(a_1)} + \vec{b}_{(a_2)} - \vec{b}_{(a)}\) | \(2a^2\) \(2a^2\) \(2a^2\) \(2a^2\) \(2a^2\) \(2a^2\) | \(4a^2\) \(4a^2\) \(4a^2\) \(4a^2\) \(4a^2\) \(4a^2\) | \(4a^2\) \(4a^2\) \(4a^2\) \(4a^2\) \(4a^2\) \(4a^2\) | \(a^2\) \(a^2\) \(a^2\) \(a^2\) \(2a^2\) \(2a^2\) | No \(a^2\) Annihilation \(2a^2\) No |

<table>
<thead>
<tr>
<th>Interactions ((c + a) / (c + a))</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\vec{b}<em>{(c+a_1)}) (\vec{b}</em>{(c+a_2)}) (\pm \vec{b}<em>{(c)}) (± \vec{b}</em>{(c+a_1)} + 2\vec{b}<em>{(c+a_2)}) (\pm \vec{b}</em>{(c)}) (2\vec{b}<em>{(c)} - \vec{b}</em>{(c+a_1)} - \vec{b}<em>{(c+a_2)}) (\pm \vec{b}</em>{(c)}) (\pm \vec{b}_{(c)})</td>
<td>(2c^2 + a^2) (2c^2 + a^2) (2c^2 + a^2) (2c^2 + a^2) (2c^2 + a^2) (2c^2 + a^2)</td>
<td>(4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2)</td>
<td>(4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2) (4c^2 + a^2)</td>
<td>(a^2) (a^2) (a^2) (a^2) (2a^2) (2a^2)</td>
<td>No (a^2) Annihilation (3.268a^2) No</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interactions ((a) / (a))</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\vec{b}<em>{(a_1)}) (\vec{b}</em>{(a_2)}) (\pm \vec{b}<em>{(a_1)} + 2\vec{b}</em>{(a_2)}) (\pm \vec{b}<em>{(c)}) (\pm \vec{b}</em>{(a_1)} + \vec{b}<em>{(a_2)}) (\pm \vec{b}</em>{(a_1)} - \vec{b}_{(a_2)})</td>
<td>(c^2 + 2a^2) (c^2 + 2a^2) (c^2 + 2a^2) (c^2 + 2a^2) (c^2 + 2a^2) (c^2 + 2a^2)</td>
<td>(c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2)</td>
<td>(c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2) (c^2 + 4a^2)</td>
<td></td>
<td>No (2a^2) (2a^2) (2a^2)</td>
</tr>
</tbody>
</table>

Table 4.3: Frank’s criteria and corresponding reduction in strain energy for Burgers possible combinations in hexagonal Mg \((c/a = 1.623)\).

In dislocation intersection is expected to occur when \(||\vec{b}_i + \vec{b}_j||^2 < ||\vec{b}_i||^2 + ||\vec{b}_j||^2\) \([111]\), where \(\vec{b}_j = \vec{b}_1 + \vec{b}_2\) denotes the Burgers vector of the resulting junction. Conversely, junction formation is expected not to be energetically favorable when this criterion is not satisfied. In the case of Mg dislocation-dislocation interactions, Frank’s criterion for the possible combinations of Burgers vectors is listed in table 4.3. Note that annihilation can only occur between collinear slip systems, i.e. when the two reacting dislocations have opposite Burgers vectors. In this case, the resulting Burgers vector vanishes, leading to a total reduction in strain energy.

Numerically, as detailed in Section 2.6, the formation of junctions in DDD simulations is governed by the zipping/unzipping mechanism \([30]\) whereby the most energetically favorable dislocation-dislocation configuration is determined via the use
of a dissipation criterion. When a junction does not form, the intersecting dislocations do not combine, but only interact elastically. This elastic interaction can be classified either as a crossed state – where attractive interactions are not sufficient to overcome the line tension such that a junction cannot form [166] – or as a repulsive configuration.

Considering the slip systems listed in table 4.2, apart from self-interactions, 11 possible different crystallographic configurations of interactions can be distinguished. These can be grouped into three classes of interactions: (1) \( \langle a \rangle / \langle a \rangle \) interactions, (2) \( \langle c + a \rangle / \langle c + a \rangle \) interactions and (3) \( \langle a \rangle / \langle c + a \rangle \) interactions. These are illustrated in figures 4.3 to 4.5 and the following convention is used: blue and green vectors indicate the Burgers vector of interacting segments. For each of these, the two possible directions of the Burgers vector are considered (blue vectors). Red vectors indicate the possible Burgers vector resulting from the interaction. Red solid and dashed lines correspond to junction Burgers vector that do and do not lead to a minimization of energy, respectively. Finally, when applicable, a yellow line is used to denote the orientation of the junction.

Within the set of interactions between \( \langle a \rangle \) dislocations, six different cases can occur, namely basal/basal, prismatic/prismatic, collinear basal/prismatic and prismatic/basal, and non-collinear basal/prismatic and prismatic/basal intersections. These are depicted in figure 4.3. In the case of collinear interactions, Frank’s rule suggests that only annihilation can occur, as the formation of a junction with \( 2\vec{b}_{\langle a \rangle} \) Burgers vector does not lead to a reduction in strain energy. In all the other cases, only combinations between dislocations of Burgers \(+\vec{b}_{\langle a \rangle}\) and \(+\vec{b}_{\langle a \rangle}\) can lead to junction formation with a resulting \( -\vec{b}_{\langle a \rangle} \) Burgers vector. Note that for all \( \langle a \rangle / \langle a \rangle \) junctions, the resulting Burgers vector lies in the basal plane, such that all of them are glissile.

In the case of \( \langle c + a \rangle / \langle c + a \rangle \) interactions, two types are considered. First are
interactions between slip systems whose Burgers vectors share the same ⟨a⟩ components, such as reactions between \( \vec{b}_{(c+a_i)} \) and \( \vec{b}_{(-c+a_i)} \) Burgers vectors. Here, we refer to these reactions as *semi-collinear* interactions, as they share only one component of their Burgers vectors, as opposed to collinear interactions which are typically related to interactions between slip systems having the same Burgers vectors. As depicted in figure 4.4, semi-collinear interactions involve intersections between semi-collinear slip systems, i.e. between systems Pca1 and Pca4, Pca2 and Pca5, and Pca3 and Pca6, following the convention adopted in table 4.2, respectively. For these semi-collinear systems, Frank’s rule suggests that only reactions between Burgers vectors that do not lead to the cancelling of the ⟨a⟩ component are energetically favorable, leading to a resulting \( \pm 2\vec{b}_{(a_i)} \) Burgers vector where the ⟨c⟩ component has cancelled out. Second,
non-semi-collinear pyramidal/pyramidal interactions involve both $\langle c + a_i \rangle / \langle c + a_k \rangle$ and $\langle c + a_i \rangle / \langle c - a_k \rangle$ Burgers combinations. In both cases, favorable junctions are those pertaining to a cancellation of the $\langle c \rangle$ component.

The $\langle a \rangle / \langle c + a \rangle$ interactions include combinations of dislocations from basal slip systems with pyramidal systems and dislocations from prismatic slip systems with pyramidal systems. In the case of semi-collinear reactions, a reduction in strain energy is expected only for reactions leading to pure $\langle c \rangle$ junctions. For other reactions, junctions are expected to form when the combination of $\langle a \rangle$ components leads to another $\langle a \rangle$ component, as in the case of $\langle a \rangle / \langle a \rangle$ reactions described earlier. Schematics of these interactions are given in figure 4.5.

As a result, the full latent hardening matrix that needs to be quantified contains 19 distinct coefficients for hexagonal Mg, each pertaining to one specific interaction. These interactions are listed in table 4.4 and the corresponding components of the hardening matrix are reported in table 4.5. As mentioned earlier, the hardening matrix is not expected to be symmetric when interactions occur between different slip modes. By comparison, in the case of FCC, the hardening matrix is symmetric and populated with only six independent coefficients since interactions solely occurs between slip systems belonging to the same $\frac{1}{2} \langle 110 \rangle \{ 111 \}$ slip mode [90].
Figure 4.5: Schematic of $\langle a \rangle / \langle c + a \rangle$ interactions.

4.3 Latent-hardening coefficients quantification

4.3.1 Methodology and simulations setting

In this work, the parallel three-dimensional regular DDD nodal code developed in Chapter 2 was further modified such that latent-hardening coefficients can be extracted. The use of the regular DDD simulation is allowed here since it has been demonstrated that an elastic approximation could be safely used to model HCP Mg \[40\] – the anisotropy ratio $A \approx 0.979$ (see equation (3.63)) of HCP Mg is very close to unity. Therefore, the non-singular isotropic analytical formulation developed by Cai and co-workers \[35\] will be used to evaluate dislocation-dislocation elastic interactions.

The methodology used here to extract latent-hardening coefficients for Mg is similar to that used in the work of Devincre and co-workers to compute coefficients.
Table 4.4: Different types of interactions to be quantified in HCP Mg.

<table>
<thead>
<tr>
<th>Interaction #</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Basal self-interaction (not computed)</td>
</tr>
<tr>
<td>S2</td>
<td>Prismatic self-interaction (not computed)</td>
</tr>
<tr>
<td>S3</td>
<td>Pyramidal $\langle c + a \rangle$ self-interaction (not computed)</td>
</tr>
<tr>
<td>1</td>
<td>Coplanar basal/basal (not computed)</td>
</tr>
<tr>
<td>2</td>
<td>Prismatic/prismatic</td>
</tr>
<tr>
<td>3</td>
<td>Collinear basal/prismatic</td>
</tr>
<tr>
<td>4</td>
<td>Non-collinear basal/prismatic</td>
</tr>
<tr>
<td>5</td>
<td>Collinear prismatic/basal</td>
</tr>
<tr>
<td>6</td>
<td>Non-collinear prismatic/basal</td>
</tr>
<tr>
<td>7</td>
<td>Semi-collinear basal/pyramidal $\langle c + a \rangle$</td>
</tr>
<tr>
<td>8</td>
<td>Non-collinear basal/pyramidal $\langle c + a \rangle$</td>
</tr>
<tr>
<td>9</td>
<td>Semi-collinear prismatic/pyramidal $\langle c + a \rangle$</td>
</tr>
<tr>
<td>10</td>
<td>Non-collinear prismatic/pyramidal $\langle c + a \rangle$</td>
</tr>
<tr>
<td>11</td>
<td>Semi-collinear pyramidal $\langle c + a \rangle$/basal</td>
</tr>
<tr>
<td>12</td>
<td>Non-collinear pyramidal $\langle c + a \rangle$/basal</td>
</tr>
<tr>
<td>13</td>
<td>Semi-collinear pyramidal $\langle c + a \rangle$/prismatic</td>
</tr>
<tr>
<td>14</td>
<td>Non-collinear pyramidal $\langle c + a \rangle$/prismatic</td>
</tr>
<tr>
<td>15</td>
<td>Semi-collinear pyramidal $\langle c + a \rangle$/pyramidal $\langle c + a \rangle$</td>
</tr>
<tr>
<td>16</td>
<td>Non-collinear pyramidal $\langle c + a \rangle$/pyramidal $\langle c + a \rangle$</td>
</tr>
</tbody>
</table>

for FCC materials [65]. To obtain the coefficient value for one specific interaction, the method consists in letting a mobile dislocation lying on a primary system glide through a prescribed forest of dislocations. The primary and the forest systems are chosen such that the possible intersections between primary and forest dislocations will lead to one type of reaction only. Consequently, in the case of the FZ formulation, the value of the coefficient corresponding to the specific type of interaction $p/f$ can be directly obtained from (4.2):

$$a_{FZ}^{pf} = \left( \frac{\tau^p - \tau_0^p}{\mu b^p \sqrt{\rho^f}} \right)^2$$

while in the case of the LP formulation, the coefficient value is extracted from equation
Table 4.5: Components of the latent hardening matrix for HCP Mg. Definitions of the coefficient numbers are given in table 4.4.

<table>
<thead>
<tr>
<th>Forest systems</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>Pca1</th>
<th>Pca2</th>
<th>Pca3</th>
<th>Pca4</th>
<th>Pca5</th>
<th>Pca6</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>B2</td>
<td>1</td>
<td>S1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>B3</td>
<td>1</td>
<td>1</td>
<td>S1</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>P1</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>S2</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>P2</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>S2</td>
<td>2</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>P3</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>S2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Pca1</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>14</td>
<td>S3</td>
<td>16</td>
<td>16</td>
<td>15</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Pca2</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>14</td>
<td>13</td>
<td>14</td>
<td>16</td>
<td>S3</td>
<td>16</td>
<td>16</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Pca3</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>16</td>
<td>16</td>
<td>S3</td>
<td>16</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Pca4</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>S3</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Pca5</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>14</td>
<td>13</td>
<td>14</td>
<td>16</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>S3</td>
<td>16</td>
</tr>
<tr>
<td>Pca6</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>16</td>
<td>16</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>S3</td>
</tr>
</tbody>
</table>

(4.3) as:

$$a_{LF}^{pf} = \frac{\tau^{p} - \tau^{p}_{0}}{\mu b p \sqrt{\rho^{f}}} = \sqrt{a_{FZ}^{pf} \cdot \frac{b^{p}}{b^{f}}}$$

(4.5)

In expressions (4.4) and (4.5), $a_{LF}^{pf}$ and $a_{LP}^{pf}$ denote the coefficients characterizing the strength of interactions occurring when a moving dislocation belonging to primary system $p$ glide through a forest of dislocations lying on system(s) $f$, for the FZ and LP formulations, respectively. The total density of the dislocations composing the forest is denoted with $\rho^{f}$. According to equations (4.4) and (4.5), the value of the coefficient computed depends on the forest density. As discussed in references [65, 132], the value of the coefficient actually presents a logarithmic dependence on forest density. As a result, the coefficient is computed for a reference forest density and its value is then be extrapolated for different densities through a logarithmic corrective term.

In the simulations performed in this work, the reference total forest density is set to $\rho_{ref} = \rho^{f} = 10^{12}m^{-2}$, for a simulation volume of $4.82 \times 4.14 \times 5.68 \mu m^{3}$.

The forest is represented by sets of initially straight dislocation segments, each of length $1.6 \mu m$, randomly generated such that the mean free path of the moving
dislocations remains close to \(1\sqrt{\rho^f}\). The dislocation orientation – defined by the angle between dislocation lines direction and their Burgers vectors – is randomly generated, leading to a random distribution of edge, screw and mixed characters. Such an initial forest configuration allows us to have enough dislocation lines for the simulations to be statistically representative of an actual microstructure. As a matter of fact, care must be taken in choosing large enough simulation volumes allowing for sufficiently large number of intersection events to occur. In other words, too few forest dislocations may bias the desired result on collective interaction effects, as all intersection orientations may not be represented.

The primary density is initially composed of six mobile dislocations of length 7.2\(\mu m\), artificially pinned at their ends. In order to avoid dipoles interactions leading to self-hardening, apart from self-forces, primary dislocations are only subjected to the elastic stress fields of the forest dislocations and to the macroscopic loading. Conversely, in order for the forest density to remain roughly constant during the simulations, forest dislocations are not subjected to the external stress arising from the applied strain rate, but only to internal stresses induced by elastic stress fields of other dislocations present in the volume.

In order to evaluate the different interaction coefficients presented in tables 4.4 and 4.5, combinations of primary and forest slips systems for each type of interaction are reported in table 4.6. Here, it is first interesting to notice that self-hardening and basal/basal interactions are special cases as they involve coplanar interactions. In both these cases, two mechanisms are expected to govern the interactions: (1) annihilations when dislocations are lying on the same slip plane and (2) dipolar interactions when dislocations are lying on parallel but distant slip planes. However, it is not clear how such interactions can be accurately quantified since the distinction between primary and forest systems in the current formalism may be delicate, while it remains unclear how to ensure that the occurrence of mechanisms (1) and (2) is
Table 4.6: Primary and forest slip systems used to compute the hardening matrix components. The notation are those introduced in table 4.2

<table>
<thead>
<tr>
<th>Coefficient #</th>
<th>Interaction designation</th>
<th>Primary system</th>
<th>Forest system(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Basal self-interaction</td>
<td>Not computed</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>Prismatic self-interaction</td>
<td>Not computed</td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>Pyramidal ((c+a)) self-interaction</td>
<td>Not computed</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Coplanar basal/basal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Prismatic/prismatic</td>
<td>P1</td>
<td>P2, P3</td>
</tr>
<tr>
<td>3</td>
<td>Collinear basal/prismatic</td>
<td>B1</td>
<td>P1</td>
</tr>
<tr>
<td>4</td>
<td>Non-collinear basal/prismatic</td>
<td>B1</td>
<td>P2, P3</td>
</tr>
<tr>
<td>5</td>
<td>Collinear prismatic/basal</td>
<td>P1</td>
<td>B1</td>
</tr>
<tr>
<td>6</td>
<td>Non-collinear prismatic/basal</td>
<td>P1</td>
<td>B2, B3</td>
</tr>
<tr>
<td>7</td>
<td>Semi-collinear basal/pyramidal ((c+a))</td>
<td>B1</td>
<td>Pca1, Pca4</td>
</tr>
<tr>
<td>8</td>
<td>Non-collinear basal/pyramidal ((c+a))</td>
<td>B1</td>
<td>Pca2, Pca3, Pca5, Pca6</td>
</tr>
<tr>
<td>9</td>
<td>Semi-collinear prismatic/pyramidal ((c+a))</td>
<td>P1</td>
<td>Pca1, Pca4</td>
</tr>
<tr>
<td>10</td>
<td>Non-collinear prismatic/pyramidal ((c+a))</td>
<td>P1</td>
<td>Pca2, Pca3, Pca5, Pca6</td>
</tr>
<tr>
<td>11</td>
<td>Semi-collinear pyramidal ((c+a))/basal</td>
<td>Pca1</td>
<td>B1</td>
</tr>
<tr>
<td>12</td>
<td>Non-collinear pyramidal ((c+a))/basal</td>
<td>Pca1</td>
<td>B2, B3</td>
</tr>
<tr>
<td>13</td>
<td>Semi-collinear pyramidal ((c+a))/prismatic</td>
<td>Pca1</td>
<td>P1</td>
</tr>
<tr>
<td>14</td>
<td>Non-collinear pyramidal ((c+a))/prismatic</td>
<td>Pca1</td>
<td>P2, P3</td>
</tr>
<tr>
<td>15</td>
<td>Semi-collinear pyramidal ((c+a))/pyramidal ((c+a))</td>
<td>Pca1</td>
<td>Pca4</td>
</tr>
<tr>
<td>16</td>
<td>Non-collinear pyramidal ((c+a))/pyramidal ((c+a))</td>
<td>Pca1</td>
<td>Pca2, Pca3, Pca5, Pca6</td>
</tr>
</tbody>
</table>

representative of real microstructural events. Therefore, and because our interest primarily lies in computing latent-hardening coefficients, self-hardening and basal/basal coefficients are not considered in the present work, and their evaluation should be undertaken in a dedicated study, as proposed in reference [66] for FCC crystals.

As a result, 15 distinct dislocation interaction coefficients need to be determined: these correspond to coefficient numbers 2 to 16 in tables 4.5 and 4.6. As already mentioned, the hardening matrix for HCP Mg is not expected to be symmetric. For instance, as reported in table 4.6, two different simulations will be used to determine the coefficients associated with collinear basal/prismatic interactions and collinear prismatic/basal interactions. Differences in the values of these coefficients are expected to result from the different dislocation properties associated with each slip mode. Specifically, the values of the friction stresses and mobilities used in this work are reported in table 4.7. Peierls stresses values have been extracted from experimental results obtained by Conrad and Robertson [50] for basal slip and by Reed-Hill and
Table 4.7: Parameters used for each slip mode in HCP Mg. Friction stresses are extracted from Conrad and Robertson [50], Reed-Hill and Robertson [201], Staroselsky and Anand [224], while mobilities were computed by Groh et al. [102].

<table>
<thead>
<tr>
<th>Property</th>
<th>Basal systems</th>
<th>Prismatic systems</th>
<th>Pyramidal (c+a) systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friction stress (MPa)</td>
<td>0.52</td>
<td>39.2</td>
<td>105</td>
</tr>
<tr>
<td>Edge drag coefficient (Pa.s)</td>
<td>4.7 x 10^{-6}</td>
<td>7.7 x 10^{-6}</td>
<td>8.0 x 10^{-5}</td>
</tr>
<tr>
<td>Screw drag coefficient (Pa.s)</td>
<td>1.3 x 10^{-5}</td>
<td>3.7 x 10^{-5}</td>
<td>5.0 x 10^{-4}</td>
</tr>
</tbody>
</table>

Robertson [201] for prismatic systems, while numerical values obtained in matching experimental data for second-order pyramidal systems in [224] are used. Dislocation mobilities values are taken as those computed in the work of Groh and co-workers [102] using both molecular statics and molecular dynamics, in which the strong anisotropies between slip modes and dislocations characters was revealed.

Further, to perform a complete investigation, the effects of dislocation mobilities and lattice friction stress on latent-hardening are investigated. To this end, the coefficients are computed for three different cases:

1. Different dislocation mobilities with friction stress
2. Different dislocation mobilities without friction stress
3. Same dislocation mobilities without friction stress

In cases (1) and (2), different mobilities are assigned to edge and screw dislocations, as reported in table 4.7. Note that sophisticated phenomenological approaches, such as those based on Arrhenius law [176], are required to reproduce the kink-pair mechanism controlling the screw dislocation mobility in HCP. However, for the sake of simplicity here, a linear interpolation between these two ideal characters is performed for mixed dislocations.

In order for the different simulations in table 4.6 to be comparable, the crystal is rotated for each coefficient calculation to ensure that the Burgers vectors and the normal of the slip plane of the primary gliding dislocations are aligned along the
Table 4.8: Material parameters used to model pure hexagonal Mg.

<table>
<thead>
<tr>
<th>Material parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus</td>
<td>$\mu = 16.39$ GPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu = 0.34$</td>
</tr>
<tr>
<td>Elastic constants</td>
<td>$C_{11} = C_{22} = 59.74$ GPa</td>
</tr>
<tr>
<td></td>
<td>$C_{33} = 61.70$ GPa</td>
</tr>
<tr>
<td></td>
<td>$C_{44} = C_{55} = C_{66} = 16.39$ GPa</td>
</tr>
<tr>
<td></td>
<td>$C_{12} = 26.24$ GPa</td>
</tr>
<tr>
<td></td>
<td>$C_{13} = C_{23} = 21.70$ GPa</td>
</tr>
<tr>
<td>Lattice parameters</td>
<td>$a = 3.21 \times 10^{-10}$ m</td>
</tr>
<tr>
<td></td>
<td>$c/a = 1.623$</td>
</tr>
</tbody>
</table>

same direction for each simulation, such that primary dislocations are subjected to the same resolved shear stress in each case. Further, to account for statistical distribution effects, each coefficient is averaged over five different simulation configurations. For each batch of computed coefficients (here a batch refers to the computation of the 15 coefficients for the 3 cases, i.e. 45 simulations), forest dislocations were generated using the same random seed positions for all simulations, allowing for fair comparison between different coefficients values. Overall five different dislocation seeds were used in this work, for a total of $5 \times 45 = 225$ simulations. In all cases, the initial primary dislocations were pure edge dislocations and were allowed to reach a relaxed configuration under zero applied strain before the strain rate $\dot{\varepsilon} = 500 s^{-1}$ was applied. An example of the initial and final dislocation configurations is given in figure 4.6.

4.3.2 Results

4.3.2.1 Validation of the current approach

As a way to validate the approach and the regular DDD code developed in Chapter 2, the interaction coefficients are first computed for FCC materials and compared with the most recent values obtained by Devincre and co-workers [65, 132]. To this end, simulations were performed on FCC Copper and the coefficients were extracted
Figure 4.6: Example of (a) an initial dislocation configuration after relaxation. (b) Same dislocation configuration after 0.2% plastic strain. Primary dislocations are shown in red, forest dislocations in yellow and green, and junctions in blue.

Table 4.9: Interaction coefficients computed for FCC using DDD simulations and obtained with the FZ formulation.

<table>
<thead>
<tr>
<th></th>
<th>Hirth interaction</th>
<th>Lomer interaction</th>
<th>Collinear interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Devincre et al.</td>
<td>0.070 [132]</td>
<td>0.122 ± 0.012 [65]</td>
<td>0.625 ± 0.044 [65]</td>
</tr>
<tr>
<td>This work</td>
<td>0.084 ± 0.007</td>
<td>0.118 ± 0.005</td>
<td>0.657 ± 0.105</td>
</tr>
</tbody>
</table>

for Hirth, Lomer and collinear interactions. As reported in table 4.9, the present code gives a similar hierarchy and very close values for the interaction coefficients compared to those computed in [65, 132] in the case of the FZ formulation.

This preliminary result is important for two reasons. First, it ensures that the current approach and simulation setting to compute coefficients for Mg are consistent with the seminal work of Madec [165], Devincre [65], Kubin [132] and co-workers to numerically evaluate dislocation-dislocation interaction coefficients. Second, it constitutes an excellent validation procedure for the DDD code developed in Chapter 2. As many complex numerical techniques, an important sensitivity to numerical parameters and approaches is sometimes observed in DDD simulations. Specifically, the numerical approaches used in the work of Devincre and co-workers [65] and this work differ on two remarkable aspects: a edge / screw model with a fine discretization
length \((l_{\text{avg}} \approx 10b)\) is used in [65] while a nodal scheme with a coarser discretization \((l_{\text{avg}} \approx 500b)\) is used here, and a criterion on static equilibrium is used for junction zipping/unzipping in [65] while a dissipative approach is used in the current work (see Section 2.6). Consequently, the convergence that is observed here between the different regular approaches reinforces the overall confidence on the validity and relevance of DDD simulations in general.

4.3.2.2 Mg interaction coefficients

The evolution of all FZ interactions coefficients for Mg computed for case (1) (i.e. accounting for the lattice friction stresses and the system mobilities given in table 4.7) as a function of strain are plotted in figure 4.7.

As shown in figure 4.7, the values of the coefficients increase before oscillating around a quasi-stable value. This is because during the simulated deformation, the flow stress \(\tau^p\) on the primary system increases until it reaches a quasi-saturation value. The saturation in the flow stress corresponds to the regime where the imposed strain is entirely accommodated by primary dislocation glide through the forest. However, when this regime is established, fluctuations remain. These are due to interactions between dislocations. For example, when one primary dislocation gets pinned by two forest dislocations, an increase in the flow stress is required for the moving dislocation to overcome this obstacle. At some point, the resolved shear stress becomes high enough such that the dislocation can bow-out or break away from the forest, leading to a decrease in the flow stress as glide is suddenly able to relax the stress that has built up. During this process, once the quasi-stationary regime is established, the value of the primary flow stress is seen to oscillate around an average value. As expected from equation (4.2) (respectively (4.3)), similar oscillations are reflected in the coefficient values, given that the forest density is constant during deformation. Therefore a measure of the coefficients can be given as their average value once the
Figure 4.7: Evolution of the averaged values (over 5 simulations) of the interaction coefficients versus plastic strain computed by DDD simulations using the FZ formulation. (a) $\langle a \rangle / \langle a \rangle$ interactions, (b) $\langle c+a \rangle / \langle c+a \rangle$ interactions, (c) basal/pyramidal and prismatic/pyramidal interactions and (d) pyramidal/basal and pyramidal/prismatic interactions.

Figure 4.7: Evolution of the averaged values (over 5 simulations) of the interaction coefficients versus plastic strain computed by DDD simulations using the FZ formulation. (a) $\langle a \rangle / \langle a \rangle$ interactions, (b) $\langle c+a \rangle / \langle c+a \rangle$ interactions, (c) basal/pyramidal and prismatic/pyramidal interactions and (d) pyramidal/basal and pyramidal/prismatic interactions.

quasi-static regime is established, i.e., past a certain amount of strain.

Further, as reported in references [65, 198], such type of simulations are expected to be rather insensitive to strain rate when the waiting time of moving dislocations in the quasi-static regime is larger than their gliding time. The results reported in this work are obtained for an imposed strain rate $\dot{\varepsilon} = 500s^{-1}$. Following the relatively large value of the drag coefficient associated with the pyramidal systems, care was taken to ensure that the simulation results involving these systems were falling in similar ranges for higher strain rates. Consequently, simulations for these coefficients were performed up to 0.8% plastic strain to ensure that the quasi-static regime is attained, as reported in figures 4.7(b) and (d), while 0.2% plastic strain is found to
be sufficient to evaluate the interaction coefficients for basal and prismatic primary systems.

The values for both FZ and LP formulations averaged over the quasi-static regime are reported in table 4.10. As already mentioned, given that both FZ and LP approaches differ in their formulation, the interaction coefficients associated with each of them are not expected to coincide. This clearly appears in the coefficients values reported in table 4.10. Also, except for the collinear interactions, i.e. those pertaining to annihilation events, the interaction strength hierarchy established using the FZ formulation differs from that using the LP formulation. As expected from equation (4.3), the coefficients that show the greatest sensitivity to the formulation used are those related to interactions for which the magnitude of the primary Burgers vector differ from that of the forest, namely $\langle a \rangle / \langle c + a \rangle$ and $\langle c + a \rangle / \langle a \rangle$ interactions ($b_{\langle a \rangle} = 0.321\text{nm}$ and $b_{\langle c+a \rangle} = 0.612\text{nm}$ for HCP Mg).

Therefore, at this stage, it appears necessary to test for the validity and accuracy of both formulations before drawing conclusions on the strength of the interactions.
4.4 Examination of the validity of current hardening laws

As reported in Section 4.3.2.2, the use of the Franciosi and Zaoui (FZ) [90] law or Lavrentev and Pokhil (LP) [141] formulation leads to distinct results for the interaction coefficients. More importantly, the hierarchy established for the interaction strengths is significantly different between both formulations (see table 4.10). Therefore, in order to draw physical interpretations of the interaction coefficients results, both laws need to be compared in order to obtain insights on their accuracy and domain of applicability.

Interestingly, although the flow stress dependence on dislocation density has been verified against experimental data, the validity of both multi-slip extensions of the Taylor law has rarely been tested in the literature. To the author’s knowledge, Queyreau and co-workers [198] were the only ones to test for the validity of the FZ formulation using DDD simulations on multi-slip conditions for BCC $\alpha$-iron crystals. However, the validity of the superposition principle expressed through these laws has never been discussed for HCP materials – the proposed extension (4.2) of the original FZ law (4.1) has never been discussed prior this work –, and the two FZ and LP multi-slip formulations have never been directly compared.

Therefore, the goal of this section is to assess the accuracy of the superposition principle expressed through the two common multi-slip extensions of the Taylor law, particularly when applied to the case of HCP materials. To this end, DDD simulations are performed on HCP Mg in the presence of multiple types of dislocation-dislocation interactions to compare flow stress estimates with hardening law predictions.

4.4.1 Methodology

In order to examine the validity of the superposition principle expressed through the two commonly used FZ and LP hardening laws in equations (4.2) and (4.3), respectively, latent hardening simulations with forest populations leading to multiple
Figure 4.8: Forest populations’ distribution interacting with primary basal dislocations for the different simulations.

types of interactions – as opposed to those performed in Section 4.3 whereby only one type of interaction was prescribed at a time – are performed using DDD. In doing so, the validity of the FZ and LP formulations can be assessed by comparing the primary flow stress predictions given by equations (4.2) and (4.3) using reference individual interaction coefficients computed in Section 4.3.2.2 to the flow stress predicted by DDD when multiple types of interactions are involved.

Here, the case of primary basal dislocations gliding through a forest of either prismatic, pyramidal or a combination of both dislocations types is investigated. Therefore, the coefficients computed in Section 4.3.2.2 for the (1) non-collinear basal / prismatic ($a_{FZ}^4 = 0.054; a_{LP}^4 = 0.232$), (2) collinear basal / prismatic ($a_{FZ}^3 = 0.707; a_{LP}^3 = 0.841$) and (3) non-collinear basal / pyramidal ($c+a$) ($a_{FZ}^8 = 0.293; a_{LP}^8 = 0.284$) interactions are used as reference individual interaction coefficients.

Multi-interactions simulations are carried out with different forest population proportions as shown in figure 4.8. The choice of such populations ensures that the forest dislocations differ not only by their slip planes but also by the magnitude of their Burgers vector.
Figure 4.9: (a) Comparison of the primary flow stress and its mean on the basal system calculated by DDD and that predicted by Franciosi and Zaoui (FZ) and Lavrentev and Pokhil (LP) formulations, and (b) dislocation densities evolution computed by DDD and used in the FZ and LP predictions. The results are given for simulation 7 involving non-collinear basal $\langle a \rangle$ /prismatic $\langle a \rangle$ (25%) and basal $\langle a \rangle$ /pyramidal $\langle c + a \rangle$ (75%) interactions.

An example of the FZ and LP predictions for simulation # 7 is plotted in figure 4.9. For the sake of clarity, in that case, the FZ flow stress prediction $\tau_{\text{basal}}^{\text{FZ}}$ is computed from (4.2) as $\tau_{\text{basal}}^{\text{FZ}} = \tau_{\text{basal}}^{0} + \mu b_{\langle a \rangle} \sqrt{a_{\langle a \rangle}^{4} P_{\text{FZ}}^{4} + a_{\langle a \rangle}^{8} P_{\text{FZ}}^{8}}$, where $P_{\text{FZ}}^{4}$ and $P_{\text{FZ}}^{8}$ designate the dislocation densities on non-collinear prismatic and non-collinear pyramidal $\langle c + a \rangle$ systems predicted by the DDD simulation, respectively, and where the dislocation density on the collinear prismatic system is $P_{\text{FZ}}^{3} = 0$. To alleviate the numerical fluctuations in the computed flow stress induced by the discrete approach used in DDD – and hence to allow for a fair comparison –, the mean FZ and LP predictions are also compared to the mean primary DDD flow stress averaged over the plastic strain interval 0.1–0.2%.

4.4.2 Results

Relative errors for both mean FZ and LP predictions with respect to the mean DDD primary flow stress are presented for each case in figure 4.10. As reported, one can
see that the FZ model gives predictions within less than 6% of the mean flow stress value for interactions that do not involve collinear reactions. By comparison, LP formulation systematically overestimates the flow stress between 17% and 30%.

However, for multi-interactions involving collinear interactions, the agreement is poorer in both cases, with relative errors that reach 17% for the FZ model, and rise up to 80% for the LP formulation. In each case, the FZ and LP models predict higher flow stresses than that calculated by DDD. It is also interesting to note that larger error is found when a smaller fraction of collinear interactions is involved. Several factors can be considered for explaining such discrepancies. First, values of collinear interaction coefficients are greater relative to all other coefficients pertaining to non-collinear reactions (e.g. see tables 4.9 and 4.10). In that sense, significant differences in the value of the interaction coefficients are seen to lead to less accurate predictions using FZ and LP formulations. Second, flow stresses computed in the presence of collinear interactions are generally less stable (i.e. more fluctuations are observed) with strain than for other interactions. Third, and complementarily to the second point, discrepancies may be linked to the nature of the collinear interaction itself. As a matter of fact, unlike every other dislocation-dislocation interaction potentially leading to junction formation, collinear reaction leads to annihilation, i.e. junction with zero Burgers vector, inducing therefore a total reduction in the strain energy of the annihilated segments [165, 64]. In that sense, the collinear interaction can be considered as a special type of reaction, and hence may contribute to the flow stress in a different manner than other reactions.

It is nonetheless clear that the FZ formulation, for which suitability is demonstrated in the above for HCP crystals with the extension suggested in equation (4.2), should be preferred in dislocation density based constitutive models to predict CRSS, as it consistently yields closer agreement with simulated flow stress than the LP model. Note that modifying the LP formulation so as to consider the magnitude of
Figure 4.10: Relative errors of the mean predicted flow stresses using Franciosi and Zaoui expression (4.2) and Lavrentev and Pokhil expression (4.3) with respect to mean DDD primary flow stresses.

the primary Burgers vector in (4.3) was tested and found to result in still poorer agreements than those obtained with the FZ formulation. The reason is likely to be a fundamental one. The square root of the dislocation density is a measure of the inverse of the mean free path for mobile dislocations. However, according to equation (4.3), the LP amounts to regard the sum of individual inverses as the effective mean free path, which is physically questionable. Additionally, the fact that the sum of square roots is always larger than the square root of the sum leads to overestimating the critical stress when several interactions are simultaneously present.

Consequently, for the rest of this chapter, the discussions and results presented will be based on the interaction coefficient values obtained with the FZ formulation.

4.5 Discussion on latent hardening for Mg

4.5.1 Strength of interactions

Based on the FZ formulation approach, it is found from the results reported in table 4.10 that the interaction coefficients computed for HCP Mg can be classified into 4
strength groups. The first group is composed of the collinear interactions, i.e. those pertaining to annihilation events. As for the case of FCC materials discussed in [64], these are found to be the strongest interactions. This is because when annihilations occur, parts of the interacting segments length are removed, leaving shorter length primary dislocation lines and reducing the energy. Remobilization of these short segments requires higher stresses, since bowing out of a segment inversely scales with its length [87]. As expected, figure 4.11(a) shows that no junctions are formed in the case of collinear interactions; apart from annihilations, the only possible Burgers combination is not energetically favorable. The second group of interactions comprises the basal/pyramidal \( \langle c + a \rangle \) interactions, which are found to be very stable.
Moving down in rank, the third group includes the prismatic/pyramidal \(\langle c + a \rangle\) interactions, the non-collinear prismatic/basal and basal/prismatic as well as the prismatic/prismatic interactions. Except for the non-collinear pyramidal \(\langle c + a \rangle /\) pyramidal \(\langle c + a \rangle\) interaction which is also found in the third group, the fourth group is composed of all interactions involving primary pyramidal \(\langle c + a \rangle\) dislocations. Note that interactions in the third and fourth groups are weak \(a_{FZ}^{*} < 0.1\) and are thus not expected to significantly contribute to strain hardening.

At this stage, it is interesting to notice that the hierarchy established for the interactions strengths in this work is consistent with that experimentally determined by Lavrentev and Pokhil [142, 141] for some slip systems interactions in single crystal Mg, and with experimental results on single crystal and polycrystalline Mg reviewed by Caceres and Lukac [34]. Although values of the coefficients obtained in these works cannot be directly compared with the ones computed in the present study because the hardening formulations used in both works are different, Lavrentev and Pokhil conclude that second order pyramidal/pyramidal interactions are weaker than the basal/prismatic interaction, and that the semi-collinear basal/pyramidal interaction is very strong, which agrees with the predictions of the present simulations.

Another interesting aspect of slip system interactions is the number of junctions that form in the different cases. Figure 4.11 shows the instantaneous number of junctions present during the course of deformation. As reported in figure 4.11(c), the two basal/pyramidal \(\langle c + a \rangle\) interactions seem to lead to the most junction formations among all interactions at 0.2% plastic strain. This suggests that junctions formed in these cases are very stable and hence form strong obstacles, as already noticed by Capolungo [39] using elastic DDD. In the present study, the semi-collinear interaction is found to be stronger than the non-collinear one. Experimentally, a similar observation was reported by Lavrentev and Pokhil [142], who suggest that the smaller reduction in strain energy associated with the junction formation in the non-collinear
basal/pyramidal case is likely to be responsible for its lower strength (see table 4.3).

Interestingly, fewer instantaneous junctions are observed for the pyramidal \(\langle c + a \rangle/\text{basal}\) interactions, suggesting that junctions that are formed are destroyed shortly after they have combined, i.e. are weak obstacles. As a result, lower coefficient values are expected for those interactions, as less stress will be required for mobilizing primary segments across the forest. Thus, this explains the lower values of the pyramidal/basal interactions compared to those of the basal/pyramidal, and evidences the non-symmetrical property of the hardening matrix. Such a result can also be interpreted as considering that it is harder for basal \(\langle a \rangle\) dislocations to overcome pyramidal \(\langle c + a \rangle\) dislocations than the opposite. Following the same reasoning, figure 4.11(d) shows that almost no junctions are formed in the case of non-collinear pyramidal/prismatic interaction, explaining thereby the low value of the coefficient associated with it.

Finally, the case of prismatic/pyramidal interactions is surprising. Figure 4.11(c) clearly shows that fewer junctions are formed in the non-collinear case compared to the semi-collinear case. Nonetheless, the coefficient associated with the latter is found to be lower than the one pertaining to the non-collinear interaction. In this case, however, it is found that a large amount of 4-connected nodes are present. These correspond to crossed states – i.e. junctions with null length – and to repulsive states. Similarly to junctions, they behave as obstacles by pinning primary dislocations, and are found to induce higher hardening than junctions in the semi-collinear case. This shows that crossed and repulsive states can also significantly contribute to strain hardening when they are numerous and junctions are weak.

### 4.5.2 Effect of friction stress

The simulation results for cases (1) and (2), i.e. when friction stress is accounted for or not, are reported in figure 4.12. Consistently for all interactions, the friction
stress is found to lead to a decrease in the computed coefficient. This effect is consistent with the work of Monnet and Devincre [175] in which statics and dynamics dislocations simulations were employed to study the effect of lattice friction on forest hardening. From static equilibrium the authors derive that the junction length was inversely proportional to the value of the friction stress, which was verified by DDD simulations. As a result, it is found that increasing friction stress leads to decaying junction stability. In turn, this leads to a larger spacing between pinning points and thus to a lower latent hardening coefficient. A similar result was also reported in reference [198] on BCC α-iron. Correspondingly, in the present work, interactions involving primary pyramidal systems, for which dislocations have the highest lattice friction stress, exhibit the greatest sensitivity to friction. The significant influence of the friction stress also explains the very low coefficients obtained for interactions of primary pyramidal systems in case (1). Conversely, interactions involving primary basal dislocations, such as in the case of the very stable basal/pyramidal interactions, are found to be the least sensitive to lattice friction, as the friction stress of the basal system is almost negligible.

When friction stress is not accounted for, it clearly appears that non-collinear prismatic/basal interactions are inducing more hardening than non-collinear basal/prismatic interactions. This asymmetry was observed for hexagonal ice [62] for which no friction stress was considered, and was attributed to the anisotropy of line tension between basal and prismatic systems. When a junction between basal and prismatic segments is to form, the basal screw character is parallel to the junction line. Therefore, screw segments, that are easier to bow-out, are found to connect successive junction segments, thus lowering the stress required for their remobilization. However, in case (1), such asymmetry is attenuated by the presence of significant prismatic lattice friction stress. Similarly, the prismatic friction stress seems to be responsible for the lower value of the collinear prismatic/basal interaction with respect to the collinear
basal/prismatic interaction in case (1). Finally, it is interesting to notice that with no lattice friction, similarly to what is reported in reference [62], the prismatic/prismatic interaction becomes the strongest non-collinear interaction, omitting the interaction involving second order pyramidal systems, which were not considered in reference [62].

4.5.3 Effect of dislocation mobility

As discussed in reference [102], dislocations in Mg exhibit a strong anisotropy in their mobilities, depending on their slip system and their character. When studying prismatic dislocations with DDD, Monnet et al. [176] used a phenomenological mobility law in which screw dislocations were orders of magnitude slower than edge ones. Such
an approach was adopted to match experimental observations of anisotropic loop expansion favoring long screw segments and short edge segments [37]. To evaluate the effect of mobility on hardening, simulations of interactions with no friction stress and anisotropic mobilities (case (2)) given in table 4.7 are compared with two simulations where (a) edge and (b) screw mobilities are assigned to all dislocations, respectively (case (3)). Results for the non-collinear basal/prismatic interaction are reported in table 4.11.

Examining the results, one can observe that the averaged value of the interaction coefficient, when all dislocations are assigned screw mobilities, is higher than that when all dislocations are assigned edge mobilities. This result can be expected. Assigning the faster edge mobility values to all dislocations will impart more shear to the crystal than if slower screw mobilities were assigned: dislocations with higher mobilities are sweeping larger areas when gliding under a similar stress. As a result, more plastic strain is generated overall, reducing the stress and the value of the coefficient. On the contrary, if all dislocations are slower, as in the case where all mobilities are taken to be those of screw dislocations, then the stress will be higher, hence so will the interaction coefficient. Therefore, increasing the velocity of the dislocations reduces the value of the coefficient. Based on the foregoing, two issues arise. First, a lower value of the coefficient does not necessarily imply lower interaction strength, but mainly reflects a strain-rate scaling effect. Second, it suggests that more meaning needs to be placed on the hierarchy of the coefficients, i.e., relative strengths of the interactions, rather than values themselves. With this in mind, it seems difficult to conclude on the true effect of dislocation mobilities because of the coupling between the effect of (1) the average mobility value and (2) the contrast between edge and screw mobilities. In latent hardening simulations, setting such a contrast would favor the appearance of screw dislocations, assuming we assign the latter the slowest velocity. This would mainly reduce the range of possible intersection orientations
between primary and forest dislocations as more primary screw segments are likely to interact with the forest. However, for randomly generated forest dislocations, intersection orientations would remain random, such that this effect is not expected to be significant. Similar conclusions were drawn by Wang and Beyerlein [247] when studying BCC materials with DDD, in which a high contrast between edge and screw mobilities was observed to have little influence on material response.

### 4.6 Effect of the latent hardening coefficients on strain hardening

As attested by the considerable development of dislocation density-based crystal plasticity models, the latent hardening coefficients defining the strength of dislocation-dislocation interactions have rapidly become a key ingredient in constitutive modelling via the use of the FZ (4.2) or LP (4.3) laws [65, 132]. Furthermore, their accurate evaluation was found to play an important role for modelling and predicting the mechanical response of materials, specifically to predict the directionality and dependence of slip activation with respect to crystal orientation [165, 112, 65] and in the case of complex loading paths such as strain path change [200, 95].

However, so far, interactions coefficients were not available for HCP Mg such that default values were used in constitutive models. Consequently, in this section, the effect of hardening coefficient values on the macroscopic response is investigated. To this end, the values of the hardening coefficients computed in this work and reported in table 4.10 are introduced into a visco-plastic-self-consistent (VPSC) polycrystal

### Table 4.11: Averaged values of the coefficients computed for different velocity profiles.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Edge mobility (Pa.s)</th>
<th>Screw mobility (Pa.s)</th>
<th>Coefficient value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: Different mobilities</td>
<td>$B_{edge} = 4.7 \times 10^{-6}$</td>
<td>$B_{screw} = 1.3 \times 10^{-5}$</td>
<td>0.054</td>
</tr>
<tr>
<td>a: Edge mobility</td>
<td>$B_{edge} = 4.7 \times 10^{-6}$</td>
<td>$B_{screw} = 4.7 \times 10^{-6}$</td>
<td>0.044</td>
</tr>
<tr>
<td>b: Screw mobility</td>
<td>$B_{edge} = 1.3 \times 10^{-5}$</td>
<td>$B_{screw} = 1.3 \times 10^{-5}$</td>
<td>0.059</td>
</tr>
</tbody>
</table>
model developed for HCP materials [25, 24], and tension in the rolling direction is simulated for the rolling Mg alloy texture reported by Jain et al. [117]. To represent such texture whose pole figure is plotted in figure 4.13, approximately 2000 grains are used. The loading condition is selected in order to avoid twin activation and to test solely for the effect of the hardening coefficients related to slip so that the latent effects of dislocations-twin boundary interactions need not to be considered here.

The dislocation density model proposed in references [25, 24] was initially developed to account for dislocation densities per slip mode. Here, a modified version of the model which accounts for dislocation densities on each individual slip system is used [122]. Their evolution is given by the following Kocks-Mecking type law:

\[
\frac{\partial \rho^{s \in \alpha}}{\partial \gamma^{s}} = k_{1}^{s} \sqrt{\rho^{s}} - k_{2}^{\alpha} (\dot{\varepsilon}, T) \rho^{s} \\
k_{2}^{\alpha} (\dot{\varepsilon}, T) = k_{1}^{\alpha} \frac{\chi^{\alpha}}{g^{\alpha}} \left(1 - \frac{kT}{D^{\alpha} b^{3}} \ln \left(\frac{\dot{\varepsilon}}{\dot{\varepsilon}_{0}}\right)\right)
\]

(4.6)

where \(\chi\) is an averaged dislocation interaction parameter and \(\rho^{s \in \alpha}\) denotes the dislocation density on system \(s\) belonging to slip mode \(\alpha\). The CRSS on each slip system is computed using equation (4.2). The parameters of the dislocation model used here are reported in table 4.12.

In this section, four different cases are tested and compared. Each case corresponds
Table 4.12: Slip modes parameters used in VPSC simulations. For parameters details the reader is referred to reference [25].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\alpha = \text{basal}$</th>
<th>$\alpha = \text{prismatic}$</th>
<th>$\alpha = \text{pyramidal} \langle c+a \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b^\alpha$ (m)</td>
<td>$3.231 \times 10^{-10}$</td>
<td>$3.231 \times 10^{-10}$</td>
<td>$6.077 \times 10^{-10}$</td>
</tr>
<tr>
<td>$\dot{\epsilon}_0$ (s$^{-1}$)</td>
<td>$10^7$</td>
<td>$10^7$</td>
<td>$10^7$</td>
</tr>
<tr>
<td>$g^\alpha$</td>
<td>$1.55 \times 10^{-3}$</td>
<td>$1.55 \times 10^{-3}$</td>
<td>$1.55 \times 10^{-3}$</td>
</tr>
<tr>
<td>$D^\alpha$ (MPa)</td>
<td>21.5</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>$A^\alpha$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$q$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$HP^\alpha$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

To a different set of coefficients values and is listed below:

(a) Self-hardening, corresponding to a diagonal hardening matrix, and for which the same hardening coefficient is associated to each slip system interaction.

(b) Mode-hardening, in which latent hardening is only considered between slip systems belonging to the same slip mode, and for which the same hardening coefficient is assigned for each slip mode interaction.

(c) Same-hardening, for which the same value is assigned to all hardening coefficients.

(d) Latent-hardening, corresponding to the FZ hardening coefficients computed in this work and reported in table 4.10.

The values of the hardening coefficients associated to each case are given in Table 4.13. Note that case (b) corresponds to the dislocation density model proposed by Beyerlein and Tomé [25] and case (c) to the original Taylor law. In case (d), the coefficients are those computed in Section 4.3.2.2 where lattice friction is taken into account and mobilities are derived from atomistic simulations. As stated in the above, self-hardening coefficients were not computed in this work. Here, they are set to 0.150, which corresponds to the average value of the coefficients reported in Table 4.10. The same value is used for the coplanar basal/basal interaction. Also, the averaged interaction parameter $\chi$ in equation (4.6) was set to 0.150.
Table 4.13: Set of interaction coefficients values for the different cases.

<table>
<thead>
<tr>
<th>Coefficient case</th>
<th>case (a): self-hardening</th>
<th>case (b): mode-hardening</th>
<th>case (c): same-hardening</th>
<th>case (d): latent-hardening</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1, S2, S3</td>
<td>0.150</td>
<td>0.150</td>
<td>0.150</td>
<td>0.150</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.150</td>
<td>0.150</td>
<td>0.150</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.150</td>
<td>0.150</td>
<td>0.038</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.707</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.054</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.535</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.060</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.367</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.293</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.068</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.088</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.017</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.011</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.025</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0.150</td>
<td>0.015</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0.150</td>
<td>0.150</td>
<td>0.018</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0.150</td>
<td>0.150</td>
<td>0.042</td>
</tr>
</tbody>
</table>

For each case, the experimental tensile stress strain responses obtained by Jain et al. [117] on 20 \( \mu m \) grain-sized AZ31B are fitted with VPSC. Note that the specific stress-strain data used here is not critical, but rather meant to provide a base value for comparison. For instance, one interesting macroscopic metric that can be compared is the Lankford coefficient (\( r \)-value) prediction, which provides a sensitive measure of plastic anisotropy. Given that tension is simulated along the rolling direction (RD), the \( r \)-value corresponds here to the ratio of strain in the transverse direction (TD) over strain in the normal direction (ND). Here the interest is not specifically to match the experimental data, but rather to give insights on the impact of the choice made for the interaction coefficients on such macroscopic measures. An in-depth study of the impact of dislocation interaction strength on latent hardening and mechanical response, such as in the case of single-crystals, is not within the scope of this study, but could certainly be the subject of future work.

Figure 4.14 shows the simulated stress-strain responses obtained in the four cases (a)–(d) as well as the associated Lankford coefficients (\( r \)-values) predictions. The
dislocation density hardening law parameters used to reproduce the experimental stress-strain response in each case are reported in table 4.14.

Several observations are noteworthy. First, notice that appropriate fits of experimental stress–strain data can be achieved using any of the different sets of coefficients. However, internal state variables of the model associated to the different cases do not necessarily evolve in a similar fashion. Interestingly, the \( r \)-values predicted using the coefficients computed in this work (case (d)) are close to those predicted in mode-hardening case (b), and are in excellent agreement with the experimental values of around \( r = 2 \) reported in reference [117]. However, it also appears that the predictions of \( r \)-values can be significantly affected by the set of coefficients used, as demonstrated in the same-hardening case (c), for which the Lankford coefficient reaches a value of 5 at 14% strain.

Furthermore, as shown in figure 4.15, the use of different interaction coefficient values induces differences in the predicted slip modes activities. While mode-hardening (b) and latent-hardening (d) cases predict similar \( r \)-values, they nonetheless exhibit different dislocations densities evolutions. Such differences are most noticeable in
Table 4.14: Dislocation density based hardening parameters used to fit experimental data for the different cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Slip mode</th>
<th>$k_0^a$ (m(^{-1}))</th>
<th>$\tau_0^a$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>case (a): self-hardening</td>
<td>$\alpha =$ basal</td>
<td>$3.5 \times 10^9$</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ prismatic</td>
<td>$1.0 \times 10^9$</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ pyramidal $\langle c + a \rangle$</td>
<td>$4.0 \times 10^9$</td>
<td>105</td>
</tr>
<tr>
<td>case (b): mode-hardening</td>
<td>$\alpha =$ basal</td>
<td>$8.5 \times 10^8$</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ prismatic</td>
<td>$7.0 \times 10^8$</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ pyramidal $\langle c + a \rangle$</td>
<td>$7.0 \times 10^8$</td>
<td>110</td>
</tr>
<tr>
<td>case (c): same-hardening</td>
<td>$\alpha =$ basal</td>
<td>$2.8 \times 10^9$</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ prismatic</td>
<td>$1.6 \times 10^8$</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ pyramidal $\langle c + a \rangle$</td>
<td>$1.0 \times 10^8$</td>
<td>85</td>
</tr>
<tr>
<td>case (d): latent-hardening</td>
<td>$\alpha =$ basal</td>
<td>$3.0 \times 10^9$</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ prismatic</td>
<td>$6.0 \times 10^8$</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>$\alpha =$ pyramidal $\langle c + a \rangle$</td>
<td>$6.0 \times 10^8$</td>
<td>80</td>
</tr>
</tbody>
</table>

In the case of same-hardening (c) – corresponding to the classical Taylor-law –, as attested by the lack of pyramidal activity and the strong predominance of prismatic dislocations compared to the other cases.

4.7 Conclusion

In this chapter, the regular DDD code developed during this thesis and presented in Chapter 2 was employed to compute the strength-interaction matrix for pure hexagonal Mg for the first time. In addition to providing a precise quantification of dislocation-dislocation interaction coefficients in HCP Mg, this work revealed several interesting features.

First, similar to FCC materials, it was found that collinear interactions potentially contribute the most to latent hardening. Via annihilations of portions of segments, interactions between collinear systems leave segments of shorter length that require an increase in the flow stress to be remobilized, hence yielding a strong hardening. Besides, it was shown that basal/pyramidal $\langle c + a \rangle$ interactions are very stable, leading to significant hardening, while interactions involving primary second order pyramidal $\langle c + a \rangle$ dislocations were found to be the weakest ones. Further, it was shown...
Figure 4.15: Evolution of the dislocation densities for each slip mode as a function of strain for tension in the rolling direction (RD) for the different cases.

that crossed and repulsive states could significantly contribute to strain hardening when junctions are weak as for the prismatic/pyramidal interaction. Also, the large contrast between intrinsic properties of the different HCP slip systems (mobilities, friction stress) was shown to induce non-symmetrical latent hardening. Furthermore, the effect of lattice friction has been studied, and, consistent with previous studies, it was found that lattice friction tends to lower the forest hardening effect. Nonetheless, it was observed that while the dislocation mobility is seen to have an impact on the interaction coefficient value by virtue of strain-rate sensitivity, the contrast between edge and screw dislocation mobilities was found hard to quantify, and an in-depth investigation would require the incorporation of more sophisticated mobility functions.

In addition, this work revealed that Franciosi and Zaoui [90] formulation, whose
extension suggested in equation (4.2) is demonstrated to be applicable to HCP crystals, gives accurate predictions when multiple interaction types are involved in the deformation process, whereas the formulation suggested by Lavrentev and Pokhil [141] consistently overestimates the flow stress predictions. As a result, it is suggested that the FZ law (4.2) should be preferred to the LP formulation (4.3) in dislocation density-based constitutive modelling.

Finally, in studying latent hardening effects on polycrystal response, it was shown that an accurate quantification of the interaction coefficients seemed to have an important impact on predicting the macroscopic plastic anisotropy. Specifically, it was demonstrated that although any experimental stress-strain response could be reproduced with any set of interaction coefficient parameters, differences in their values can lead to significantly different predictions in terms of dislocation densities and slip systems activities.
CHAPTER V

DISLOCATION-PHASES INTERACTIONS

5.1 Dislocation-twin interactions

5.1.1 Motivation

The mechanical behavior of polycrystalline metallic materials is strongly affected by the interaction between moving dislocations and grain boundaries and interfaces [245, 222]. Of particular interest, the presence of twins has been reported to have a significant impact on the mechanical response of nanostructures FCC crystals [273, 275, 274]. Specifically, particular attention has been recently directed towards nano-twinned FCC materials, exhibiting significant improvements in terms of strength and ductility, unveiling promising processes to fabricate materials with enhanced mechanical properties [159, 158, 160].

Experimentally, the substantial work-hardening obtained has been primarily attributed to the accumulation of dislocations at the twin boundaries (TB) [47, 159, 158, 149, 160], and twinning deformation in nano-crystalline materials has been found to generate a greater plastic activity than in their coarse-grained counterparts [138, 150, 233, 261]. Presumably, slip-twin interactions can be regarded as inducing two correlated effects: while dislocation motion is impeded by TBs because of the crystallographic reorientation, twin growth is conversely expected to be hindered by interactions between moving TBs and slip bands. In this section, the focus is placed on the interaction of moving dislocations with fixed TB interfaces.

Overall, the prominent role of dislocation interactions with TB is expected to yield two major correlated effects. First, upon accumulation, the pile-ups of dislocations at the boundary are expected to generate large stress concentrations. Second,
these high stress concentrations are expected to create favorable conditions for dislocation reactions to occur. Depending on the local conditions, the crystallography, and the stacking-fault energies, dislocation-twin reactions can either lead to absorption, formation of locks or transmission of dislocations. In certain circumstances, the transmission of dislocations across the twin boundary via dissociation of their Burgers vectors may lead to the generation of partial twinning dislocations mobile on the interface. In that sense, it is apparent that dislocation-twin boundary interactions are more complex than producing a simple Hall-Petch effect by reducing the effective mean free path of dislocations in the nano-grains.

From a modelling standpoint, atomistic simulations studies on FCC crystals have confirmed the prominent role of dislocation transmission across coherent twin boundaries (CTB) on the strengthening observed experimentally [119, 118, 59]. However, due to limitations in terms of time and length scales, MD simulations solely permit to gain insights on unit processes, and are therefore not able to provide an extensive comprehension of the collective effect of dislocation interactions with CTB. Furthermore, very few DDD studies have been dedicated to investigate such mechanism and those relied on the use of simple line tension models [57, 272]. Therefore, by lack of information, the role of dislocation-twin has rarely been incorporated into constitutive laws [120, 208, 25]. However, note that very recently, Fan et al. studied dislocation-CTB interactions in polycrystalline HCP Mg by incorporating transmission rules in their DDD framework [82]. However, while their work primarily focused on the resulting macroscopic hardening response, dislocation multiplication and interfacial plasticity was not studied in details.

Consequently, dislocation transmission across a coherent twin boundary in FCC materials using DDD is proposed to be investigated in this thesis so as to assess the role of dislocation-CTB transmission and its effects on interfacial and mesoscale plasticity. For such purpose, the DDD code developed in this work is further extended
to incorporate details on individual transmission events based on atomistic simulations and predictive models resulting from experimental observations. It is expected that a fine study at this scale would provide relevant information on the transmission mechanism that could be incorporated into crystal plasticity models to refine current transmutation-induced hardening approaches [78, 189].

The present section is organized as follows. First, current modelling approaches dedicated to the role of dislocation-twin interactions and their results are reviewed in Section 5.1.2. Then, the methodology used to model dislocation-CTB interactions in DDD and the associated numerical implementation are presented in Section 5.1.3. Finally, results of the present study are discussed in Section 5.1.4 while new perspectives on the effects of dislocation-twin interactions are presented in Section 5.1.5.

5.1.2 Earlier studies of dislocation-twin boundary interactions

5.1.2.1 Predictive models

The first studies dedicated to the investigation of individual interactions between dislocations and boundaries – of which coherent twin boundary (CTB) is a special case – focused on developing transmission rules to predict the activation of slip in the neighboring grain due to a dislocation pile-up the grain boundary (GB). Following the illustration given in figure 5.1, Livingston and Chalmers [156] first suggested a geometrical criterion, referred to as the $N$-criterion, in which the activated slip system $i$ was proposed to be that maximizing the $N$ value defined as

$$N = (\hat{n}_p \cdot \hat{m}_i)(\hat{n}_p \cdot \hat{m}_i) + (\hat{n}_p \cdot \hat{m}_i)(\hat{m}_p \cdot \hat{n}_i)$$

where $\hat{n}_p$ and $\hat{m}_p$ denote the unit normal and slip direction associated with the incoming slip system in which the pile-up occurs, and $\hat{n}_i$ and $\hat{m}_i$ that of the potential transmitted slip system $i$ in the neighbor grain. The principal shortcoming of this model is that it does not account for the orientation of the grain boundary plane,
Figure 5.1: Schematic of the notations used for the $N$ and $M$ predictive criteria in equations (5.1) and (5.2), respectively. Reproduced from [222].

but solely accounts for the misorientation between both the incoming and the transmitted system. This was later incorporated in the approach developed by Shen and co-workers [214, 215]. In this approach, a combined geometrical and stress-based criterion was proposed, in which the $N$ criterion in equation (5.1) was replaced by the $M$ criterion to account for the GB orientation as:

$$M = (\vec{L}_p \cdot \vec{L}_i)(\vec{b}_p \cdot \vec{b}_i)$$  \hspace{1cm} (5.2)

where $\vec{L}_p$, respectively $\vec{L}_i$, denotes the line intersection direction between the incoming $p$ plane, respectively the transmitted plane $i$, and the grain boundary plane, as depicted in figure 5.1. In this approach, the geometrical $M$ criterion in equation (5.2) to select the most favorable slip plane $\vec{n}_i$ was further complemented by a stress-based criterion to determine the slip direction $\vec{m}_i$, so as to ensure that the resolved shear stress (RSS) on the transmitted slip system is maximum.

Although devised from experimental observations, in both these seminal approaches, the activation of slip systems in the neighboring grain can be regarded as resulting from stress concentrations generated by the dislocation pile-up at the grain boundary. In other words, the accumulation of dislocation lines on one side of the GB triggers
the activation of distinct dislocations lines on the other side of the GB through elas-
tic effects. As such, the transmission of dislocations across the GB, which has been
observed experimentally, was not readily accounted for. In studying Ni bicrystals,
Lim and Raj [151] further underlined the important role of residual dislocation ar-rays in the GB upon absorption and re-emission of dislocations. As a result, and to
address the limitations of the model of Shen et al. [214, 215], Lee and co-workers
[145] suggested a new predictive approach, in which (1) the activated transmitted
slip plane is determined so as to maximize \( \vec{L}_p \cdot \vec{L}_i \), i.e. minimize the incoming and
transmitted planes misorientation, and where (2) the activated slip direction is deter-
mined upon maximization of the RSS and minimization of the residual Burgers. This
criterion was further refined to ensure that the RSS on the selected slip system is
larger than the critical resolved shear stress (CRSS) on that system, thereby allowing
for dislocation motion on the transmitted plane [170]. Via in situ TEM studies, the
approach of Lee et al. [145] was demonstrated to provide good predictive capabilities
for GB transmission due to pile-ups, especially by removing the inconsistencies of
earlier models. Further, it is interesting to notice that this criterion can be readily
used for dislocation transmission across twin boundaries, as no specific description of
the structure of the interface is involved.

5.1.2.2 Atomistic simulations

Several investigations have been performed using Molecular Dynamics (MD) simu-
lations to study the interaction between dislocation and twin-boundaries (TB) for
different crystalline structures. Such studies have provided a better understanding of
the absorption and transmission mechanisms, and have allowed to speculate about
possible factors underlying the occurrence of the different reactions.

Regarding FCC crystals, Jin and co-workers investigated the slip transmission of
screw [119] and 60° [118] dislocations across coherent twin-boundaries (CTB) in Al,
Cu and Ni. In the case of screw dislocations, it was found that recombination of Shockley partial dislocations at the CTB was first necessary before interactions to occur, further leading to either absorption and dissociation into partials spreading along the CTB in Al, or transmission into the twin by cutting through the CTB in Cu. For this last case, the constriction of partials at the CTB is required for the leading and trailing partials to exchange order before propagation in the twin [119]. In the case of a 60° dislocation, the resulting interaction processes can lead to several outcomes depending on the sign of the dislocation, the amount of strain, and the material. In all cases, and similarly to the screw dislocation, the two Shockley partials first recombine to form a perfect $\frac{1}{2}[101]$ incoming dislocation at the CTB. Then, the different interactions consist in various dissociations of the 60° $\frac{1}{2}[101]$ dislocation. Thus, in Cu, the dislocation either decomposes into (1) another perfect dislocation transmitted in the twin plus a twinning dislocation lying in the CTB, or into (2) a transmitted Shockley partial and a remaining defect forming a sessile "i-lock", depending on its sign. In Al, the interaction mechanism either proceeds in a similar way than case (1) for Cu at high strains, leads to the decomposition into a partial in the CTB and a defect forming a sessile Frank lock at lower strains, or produces two repulsive twinning partials along the CTB [118]. In addition, following their results, Jin et al. suggested that a novel criterion for slip transmission should preferably rely on energetic considerations rather than on geometric and stress-based approaches, and postulated that the different types of dissociations accompanying transmission are related to the material-dependent energy barriers to form partial dislocations [118]. While these conclusions were later supported by the work of Chassagne et al. [43] in which the same interaction mechanisms were studied for 10 different inter-atomic potentials, it was further highlighted that transmission events require dislocations to be forced into the CTB by ways of pile-ups.
5.1.2.3 Dislocation dynamics simulations

Very few DDD studies have been dedicated to the investigation of dislocation interactions with interfaces. To the author’s knowledge, Zhou and co-workers were the first to employ DDD simulations accounting for dislocation-boundary interactions to study the size-dependent plasticity in polycrystalline thin-films [272]. In their simulations, the line tension model developed by de Koning et al. [57, 56] from atomistic simulations results was implemented into the DDD framework to account for transmission across GB. As a result, the authors were able to describe the resulting stress-strain response with a Hall-Petch relation, attesting for the plasticity dependence to the grain size. However, for the sake of simplicity, the line tension model in their work was limited to model transmission events that do not produce residual dislocations at the boundary. Therefore, such approach would not be appropriate to study in details the dislocation-twin interactions reported in the previous sections. Alternatively, an explicit treatment of dislocation-TB interactions should be incorporated in order to account for the different possible dissociations occurring at the interface, thereby allowing for gaining insights on their collective effects.

Nonetheless, it is to be noticed that very recently, the effect of CTB interactions on the macroscopic response have been investigated in HCP Mg using DDD simulations in which a transmission mechanism involving dissociation of dislocations was explicitly incorporated into the DDD framework [82]. The study revealed the complex role of CTB reactions inducing a competition between a hardening effect resulting from the hindered motion of dislocations and a softening effect arising from twin growth. However, while the focus was placed on the overall mechanical response, the precise role of dislocation-CTB reactions and their effects were not investigated in details.
5.1.3 Methodology and numerical implementation

Here, the collective effect of interactions between dislocations and CTB and their role on the multiplication of dislocations at the interface are studied using the DDD simulation tool developed in Chapter 2, in which an explicit transmission mechanism has been implemented. For the sake of simplicity, and to depart from the work of Fan et al. on HCP Mg [82], the present investigation is carried out on FCC Cu crystals.

5.1.3.1 Geometry of dislocation-twin intersection in FCC crystals

The crystallography of slip in FCC materials is conveniently represented using the Thompson’s tetrahedron shown in figure 5.2(a), in which perfect \( \frac{1}{2} \langle \bar{1}10 \rangle \langle 111 \rangle \) dislocations and \( \frac{1}{6} \langle 211 \rangle \langle 111 \rangle \) Shockley partials are delineated.

In FCC crystals, twinning occur by glide of \( \frac{1}{6} \langle 211 \rangle \) twinning dislocations on successive \{111\} planes. The type I twinned lattice of a FCC crystal can be regarded as a mirror reflection of the parent lattice across the \{111\} twin plane, i.e. as a 180° rotation around the normal to the twin plane. A simple way to illustrate parent-twin orientation relationship is to consider the double Thompson’s tetrahedron drawn in figure 5.2(b). In this simple case, the atomic structure of the \{111\} interface is coherent; hence it is referred to as a coherent twin-boundary (CTB).

The different possible dissociation reactions that can occur upon interaction of a dislocation and a \{111\} CTB in FCC crystals have been systematically identified in [275]. As reported in MD simulations [119, 118], leading and trailing partials recombine in each case upon interaction. Therefore, the interaction of a perfect \( \frac{1}{2} \langle 101 \rangle \) dislocation with a \{111\} CTB is investigated in this work.

In the following, the intersection between a (111) twin boundary and dislocations on the (\bar{1}11) plane is considered. As illustrated by the tetrahedron representation in figure 5.2, perfect dislocations on the (\bar{1}11) plane have either screw of 60° characters upon intersection with the (111) plane. The case of the \( \frac{1}{2} \langle 011 \rangle \) screw dislocation does
Figure 5.2: (a) Thompson’s tetrahedron [229] centered in the (111) plane. The crystallographic relative orientations between the four \{111\} slip planes is recovered when the three external sides of the tetrahedron are folded such that points D at each corner meet in a single position. Perfect $\frac{1}{2}(110)$ and Schokley partial $\frac{1}{6}(211)$ dislocations are represented on each of their slip planes. The notation [101], for instance, instead of [101], is used to indicate the direction of the Burgers vector. (b) Double Thompson’s tetrahedron to represent parent–(111) twin orientation relationship.

not present any particular interest for this study since it has been shown in MD simulations that such dislocation does not dissociate but readily cuts through the CTB by cross-slip in Cu [119]. The two remaining 60° $\frac{1}{2}[101]$ and $\frac{1}{2}[110]$ dislocations exhibit symmetric properties with respect to the interface and are therefore expected to behave similarly upon intersection. The different possible reactions that can occur upon intersection are extensively discussed in [275].

5.1.3.2 Simulation settings

To study the transmission mechanism across a CTB and its effects, the setting showed in figure 5.3 is used. Initially, a single $\frac{1}{2}[110]_1(\bar{1}11)_1$ straight dislocation source (green dashed line) is introduced in the A6 (using Schmid and Boas notation) slip system of the parent crystal (1) of a nano-twinned FCC Copper bi-crystal with (111) CTB. In the rest of this section, subscripts 1 and 2 associated with the planes and directions
Figure 5.3: Bicrystal simulation setting: a type I twin with (111) twinning plane and volume fraction $f = t/(s + t)$ is introduced within a FCC Copper crystal. Initially, a straight dislocation source (green dashed line) with Burgers vector $\vec{b}_{inc} = \frac{1}{2}[110]_1$ is introduced on the $(\bar{1}11)_1$ plane of the parent phase (1). Upon transmission (see Section 5.1.4) the incoming dislocation dissociates into a red transmitted dislocation with $\vec{b}_{trans} = \frac{1}{2}[101]_2$ propagating on the $(111)_2$ plane of the twin and a residual twinning dislocation $\vec{b}_{res} = \frac{1}{6}[\bar{2}11]_2$ gliding on the (111) interface.

indicate the lattice on which they are expressed, i.e. (1) corresponding to the parent phase and (2) to the twinned lattice. In this setting, the normal to the $(111)_1 = (111)_2$ interface is aligned with the $\vec{z}$ axis of the global frame, and $\vec{x}$ and $\vec{y}$ axes correspond to the $[\bar{2}11]_1$ and $[0\bar{1}1]_1$ directions of the parent lattice (1), respectively. The twinned crystal (2) corresponds to a rotation of 180° of the parent lattice (1) around the $\vec{z}$ axis such that the $[2\bar{1}\bar{1}]_2$ and $[0\bar{1}1]_2$ are aligned with the $\vec{x}$ and $\vec{y}$ axes, respectively. The total height of the parent crystal is given by $s$ and that of the twin by $t$, such that the volume fraction $f$ occupied by the twin is expressed as $f = t/(s + t)$.

Upon transmission, the incoming dislocation line has a 60° character and its core is considered to be constricted. As mentioned earlier, this assumption is consistent with MD simulations in which the leading and trailing partials are seen to recombine.
in a perfect dislocation at the CTB [118], and allows for circumventing the difficulties associated with the treatment of partial dislocations in DDD simulations.

For the sake of simplicity, the crystal is assumed to be elastically isotropic so that the effects of elastic anisotropy are neglected when transmission occurs. Under such assumption, the twin solely corresponds to a rotation of the crystallographic structure in which no elastic mismatch is generated. As a result, the regular DDD code developed in Chapter 2 will be employed using the non-singular isotropic formulation.

In the simulations performed in this work, a constant stress $\sigma^{ext}$ is applied to the simulation volume, such that:

$$
\sigma^{ext} = \begin{pmatrix}
0 & \sigma_{xy} & 0 \\
\sigma_{xy} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
$$

(5.3)

The shape of the applied stress tensor in (5.3) is chosen such that the Schmid factor $m$ is large on the incoming $A6$ slip system ($m = -0.33$) and vanishes on the $(111)$ twin plane ($m = 0$). To investigate the transmission mechanism under different situations, different values for the magnitude of the stress $\sigma_{xy}$ are chosen.

Simulations are further performed for several twin thicknesses $t$: $0a$ (no twin), $100a$, $500a$ and $1000a$, where $a = 0.3634nm$ is the lattice spacing in FCC Cu. Note that periodic conditions are used and that the size of the primary simulation volume $V = (s + t)w^2$, where $w = 5000a$ is the length of the simulation volume along the $x$ and $y$ axis (see figure 5.3), is held constant for all simulations. Therefore, any variation in the twin thickness $t$ equivalently corresponds to a variation in the twin fraction $f$.

The material parameters used to model isotropic FCC Copper are reported in table 5.1.
Table 5.1: Material parameters used to model isotropic FCC Copper.

<table>
<thead>
<tr>
<th>Material parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus</td>
<td>$\mu = 45$ GPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu = 0.33$</td>
</tr>
<tr>
<td>Friction stress</td>
<td>0 MPa</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>$10^{-4}$ Pa.s</td>
</tr>
<tr>
<td>Lattice parameters</td>
<td>$a = 3.634 \times 10^{-10}$ m</td>
</tr>
</tbody>
</table>

5.1.3.3 Numerical implementation

The principal difficulty in studying dislocation-twin interactions in DDD simulations resides in the development and implementation of local interfacial rules to model the dissociation and transmission mechanisms across the twin boundary. As illustrated in figure 5.3, the twinned crystal is considered as a specific layer in which the crystallographic orientation differs from that of the parent phase, and the interface separating both phases is assumed to be perfectly coherent. Thus, a dislocation initially gliding in slip system $s_{\text{inc}}$ in the parent grain can generally not continue gliding along the same plane and direction as it crosses the interface, simply because its plane and direction do not necessarily exist as such in the twinned rotated crystal.

The local rules to model transmission across a CTB that have been implemented directly follow from the prediction framework suggested by Lee et al. [145] presented in Section 5.1.2 and involve geometrical and energetic considerations. The numerical process implemented to treat dislocation interaction with CTBs is as follows. After nodal velocities are calculated in the DDD code (see Section 2.5), dislocation nodes that cross the interface upon motion are first stopped at the interface along the direction of their velocity to attain the configuration depicted in figure 5.4(a). Then, the criteria proposed by Lee et al. [145] are used to determine the most favorable slip system $s_{\text{trans}}$ for the portion of dislocation to be transmitted. Thus, (1) the transmitted slip plane with normal $\vec{n}_{\text{trans}}$ is selected so as to minimize the misorientation $	heta = \arccos(\vec{n}_{\text{inc}} \cdot \vec{n}_{\text{trans}})$ between the incoming and transmitted planes, while (2) the
Figure 5.4: Schematic of the numerical treatment of dislocation transmission across a coherent twin boundary (CTB). (a) When crossing the boundary, dislocation nodes in the incoming slip system $s_{inc}$ are first stopped at the interface. (b) If a favorable slip system $s_{trans}$ is found, a trial transmitted configuration is formed by moving interfacial nodes on the transmitted system (red nodes) while inserting residual nodes (blue nodes), if required. Then, forces on transmitted nodes are computed to ensure glide will take place in the transmitted grain. If not favorable, the configuration is set back to its initial setting in (a).

The transmitted direction $\vec{b}_{trans}$ is chosen so as to minimize the norm of the residual Burgers vector $\vec{b}_{res} = \vec{b}_{inc} - \vec{b}_{trans}$ that is required to conserve Burgers continuity upon transmission involving a change in slip direction.

If a favorable slip system $s_{trans}$ for transmission is found, a trial transmitted configuration is created by dissociation of the initial dislocation portion stopped at the boundary: interfacial nodes are moved onto the transmitted slip system at a small distance from the interface and a supplementary residual dislocation line with Burgers $\vec{b}_{res}$ is inserted along the interface, if $\|\vec{b}_{res}\| \neq 0$, as illustrated in figure 5.4(b). Then, forces on transmitted dislocation nodes are computed to ensure that the new configuration is energetically favorable and will not drive the transmitted line back to the interface so as to recombine with the residual dislocation and retrieve its undissociated state. If forces on the transmitted line tend to drive the dislocation away from the interface, the transmission is considered as energetically favorable, and the trial transmitted configuration is conserved. However, if forces on the transmitted line act to drive the line towards the interface, the configuration is set back to its initial undissociated state and the dislocation is stopped at the interface. In that case, the transmission process will be reconsidered at the next time step.
In this process, the force calculation on transmitted dislocation lines ensures that dislocations are transmitted solely when local stress conditions allow for such events. Here, the stress includes both the contributions from the microstructure, i.e. from the other dislocation lines present in the volume, and the applied loading. Thus, when the internal stresses and the applied loading are not sufficient for transmission to occur, long untransmitted dislocation portions typically spread along the interface (this will be later shown in figure 5.6(a)). A simple approach to treat transmission would consist in testing for the simultaneous transmission of all consecutive interfacial dislocation nodes so as to determine whether all of them are transmitted or none of them are. However, when interfacial dislocations become long, local transmission conditions might be met solely along a portion of $m \leq n$ nodes of the initial $n$ consecutive interfacial nodes, such that treating all dislocation nodes as a whole is not satisfactory. For this reason, a recursive algorithm has been developed to sequentially test for the transmission of $n, n - 1, n - 2, \ldots$ nodes of the interfacial dislocation, such as to ensure that a portion with $m \leq n$ dislocation nodes can be transmitted if conditions are satisfied locally (e.g. see figure 5.6(b)).

Further, it is to be noticed that in addition to the crystallographic reorientation of the twin with respect to the parent, the rotation of the twin crystal may induce coherency stresses due to the elastic mismatch between both phases. In the case of elastic isotropy, the rotation of the twin crystal does not induce any elastic mismatch, such that forces on both sides of the interface can be computed using the non-singular isotropic formulation developed by Cai et al. [35] implemented in the regular DDD code developed in Chapter 2. Nonetheless, elastic mismatch will arise in general for anisotropic crystals. In this case, the isotropic stress formulation cannot be used and computationally costly bicrystal formulations must be employed [107, 2]. To alleviate this, the heterogeneous DDD-FFT approach developed in Chapter 3 could be employed. However, additional developments would be required to properly implement
the recursive approach to compute forces on transmitted dislocation lines. For this reason, and for the sake of simplicity, the regular DDD code developed in Chapter 2 will be employed in this work to study dislocation-CTB interactions in isotropic crystals.

5.1.4 Results and discussion

For each of the simulations, the sequence of events resulting from the interaction of the dislocation with the CTB is illustrated by the snapshots in figure 5.5 and is detailed in the following. Under constant applied stress, the initial dislocation bows out following the Frank-Read source process and propagates until reaching the CTB. At first, transmission does not systematically occur as the stress state is not necessarily sufficient to allow it. Instead, the portion of the dislocation in contact with CTB spreads into a straight line with a 60° character. Eventually, a pile-up forms as a consequence of the Frank-Read source process continuing behind the CTB front until the stress becomes sufficiently high for the transmission to occur. Naturally, as will be shown in the coming section, the rate at which transmission occurs depends on the value of the applied stress \( \sigma_{xy} \).

Upon transmission, the observed reaction is described by the following relation:

\[
\frac{1}{2}[110]_1(\overline{1}11)_1 \rightarrow \frac{1}{2}[101]_2(\overline{1}11)_2 + \frac{1}{6}[211]_2(111)_2
\] (5.4)

where subscripts 1 and 2 denote the parent and the twin phases, respectively, in which the crystallographic quantities are expressed. In relation (5.4), \( \vec{b}_{inc} = \frac{1}{2}[110]_1 \), \( \vec{b}_{trans} = \frac{1}{2}[101]_2 \) and \( \vec{b}_{res} = \frac{1}{6}[211]_2 \). Since the residual Burgers vector lies in the (111) interface, it is equivalently expressed as \( \vec{b}_{res} = \frac{1}{6}[2\overline{1}\overline{1}]_1 \) in the parent crystal. Relation (5.4) essentially states that, upon intersection, the perfect incoming 60° dislocation on system (A6) in the parent dissociates into another perfect 60° dislocation on system (A3) in the twin and a residual Shockley partial dislocation on the interface. This
Figure 5.5: Snapshots depicting the different steps of dislocation-CTB interactions. 
(a) The dislocation source first stops at the CTB until (b) the stress becomes sufficient for transmission to occur. (c) Transmission events further proceed (d) eventually generating a dense network of parallel interfacial dislocations.

reaction is consistent with that observed in MD \([119, 118]\). Further, given that the Burgers vector \(\mathbf{b}_{\text{res}} = \frac{1}{6}[211]_2\) of the Shockley partial is contained in the (111) CTB plane, reaction (5.4) produces a glissile dislocation which has the same Burgers vector than a twinning dislocation in FCC crystals, and that produces a step whose height is equal to the spacing of the (111) planes. Thereby, such reaction could theoretically evidence a twin growth mechanism via the generation of glissile Shockley partials along the interface. The rate at which dislocations are generated from transmission across the interface is investigated in the next section.
In the current simulations, the transmission of a single initial dislocation source is studied for different values of applied stress $\sigma_{xy}$. For each case, the value of the applied stress is chosen below the critical transmission stress $\sigma_{\text{crit}} = 410$ MPa such that transmission cannot occur spontaneously. The value of the critical stress obtained in this work has been determined as the value beyond which transmission of the dislocation line occurs when the latter first contacts the interface.

Snapshots of the transmission process of a single dislocation source are reported in figure 5.6. As expected, the time after which transmission occurs – or the conditions in which transmission occurs – are found to depend on the magnitude of the applied stress $\sigma_{xy}$. Thus, for $\sigma_{xy} = 190$ MPa, transmission does not occur and the initial dislocation spread along the interface as the Frank-Read source proceeds while the stress induced by the newly formed source resulting from the loop self-annihilation is not sufficient to push the interfacial dislocation across the boundary. In that case, supplementary sources will be required so as to form a pile-up in front of the interface for transmission to occur. For $\sigma_{xy} = 270$ MPa, the initial source similarly spreads along the interface. However, the new source created from self-annihilation of the initial source then pushes the portion of the previously deposited interfacial dislocation as it reaches the boundary. As a result, transmission initiates locally where stress concentrations arising from the pile-up are the most important. For $\sigma_{xy} = 380$ MPa, the process is nearly identical, except that the sole bowing of the initial source is sufficient for the transmission to occur. This result is logical since, in that case, the applied stress is very close to the critical value $\sigma_{\text{crit}} = 410$ MPa.

Besides, the influence of the applied stress is not limited to the activation of the transmission process. The evolutions of dislocation densities associated with the present DDD simulations as a function of time (simulations are performed under constant stress) are reported in figure 5.7. Interestingly, as evidenced in figure 5.7(b)
for \( \sigma_{xy} = 380 \text{ MPa} \), it is found that the sole presence of a twin induces a greater increase in the total dislocation densities (solid lines) than in a single crystal where \( t = 0 \). This can be explained by the rapid multiplication of dislocations at the CTB when transmission occurs. Essentially, as described by relation (5.4), this mainly results from the fact that an initial incoming dislocation dissociates into two new dislocations upon transmission. This phenomenon has two direct consequences. First, it raises the internal stress state in the vicinity of the CTB promoting further transmission events. Second, the profusion of transmission events leads to a rapid multiplication of partial dislocations moving on the CTB. Such mechanism was already pointed out in [47], in which the rapid consumption of the pile-up by the twin was suggested to eventually mitigate the tendency of hardening by the Hall-Petch effect. This observation is also consistent with the very recent work of Fan et al. [82]. Thereby, such mechanism theoretically evidences a twin growth mechanism via the generation of glissile Shockley partials along the interface. This interpretation is reinforced by the significant number of transmission events occurring in a relatively short lapse of time, as attested by the increase in interfacial dislocation densities (dashed lines) in figure 5.7, and by the fact that these are the sole product of a single initial dislocation source.
Figure 5.7: Evolution of the total (solid lines, in $m^{-2}$) and interfacial (dashed lines, in $m^{-1}$) dislocation densities with time as a function of the twin thickness for (a) $\sigma_{xy} = 270$ MPa and (b) $\sigma_{xy} = 380$ MPa. Results show that the presence of the twin (i.e. cases where $t > 0$) induces a greater increase of total dislocation densities than when no twin is present ($t = 0$) in (b), and that the multiplication of interfacial dislocation densities is proportional to the evolution of the total densities.

Another interesting point can be observed by comparing the densities evolutions as a function of the twin thickness $t$. It clearly appears from figure 5.7 that a thinner twin produces a more important total dislocation density. The same observation holds for the evolutions of interfacial densities, whose rates of increase are all the more important than the twin fraction is small, and whose evolutions appear to be closely correlated to the total densities for the case $\sigma_{xy} = 380$ MPa. To obtain a better understanding of the relation between total and interfacial densities, the evolutions of the different populations of dislocations composing the total density, namely the densities in the parent, in the twin and on the interface, are plotted in figure 5.8. For each of the populations, the densities are given as the ratio of the total length of dislocation lines over the whole simulation volume. This figure reveals that the density of interfacial dislocations becomes the most important contribution to the total density, followed by dislocations in the parent and in the twin.

Further, besides the evolution of dislocation densities, another interesting aspect
Figure 5.8: Evolution of the densities (in $m^{-2}$) of the different populations of dislocations with time as a function of the twin thickness for $\sigma_{xy} = 380$ MPa. For each population, the densities are calculated as the ratio of the total length of dislocation lines over the simulation volume $V$.

to investigate is the plastic activity. For this purpose, the plastic shear rates $\dot{\gamma}$ produced by the different populations are reported figure 5.9. First, the figure shows a decrease in the total plastic activity with increasing twin thickness $t$, which is consistent with the lower rate of dislocation multiplication observed in figure 5.8 as the twin fraction increases. However, it is interesting to notice that, although interfacial dislocations are the most important contribution to the total density, those do not contribute much to the plastic activity in this case. Instead, incoming dislocations in the parent crystal account for most of the plastic activity. This result has several origins and consequences. First, in the current simulation setting, the applied stress state was purposely chosen so as to obtain a zero Schmid factor on the interface along the direction of the residual Burgers (see Section 5.1.3.2). This implies that the motion of twinning dislocations is solely driven by internal stresses arising from other dislocations. Second, it is to be noticed that the the norm of twinning Burgers vector
Figure 5.9: Evolution of the plastic shear rate $\dot{\gamma}$ (in $s^{-1}$) of the different populations of dislocations with time as a function of the twin thickness for $\sigma_{xy} = 380$ MPa.

$\|\vec{b}_{res}\| = 0.148$nm is smaller than that of perfect $\frac{1}{2}[110]$ dislocations ($\|\vec{b}\| = 0.257$nm), such that individual twinning dislocations can accommodate less deformation upon motion than their perfect counterparts, and hence are expected to generate less plastic activity under the same stress. Consequently, despite their ability to glide along the interface, residual twinning dislocations resulting from transmission events do not systematically produce the plastic activity required for twin growth. Specifically, in cases where the direction of the applied stress does not favor their motion, internal stresses alone are not expected to generate significant interfacial plastic activity. Instead, interfacial dislocations can be regarded as stress risers (see Section 5.1.4.2).

5.1.4.2 Evolution of internal stresses in the twin

In the previous paragraph, the origin of the antagonistic evolutions of dislocation density and plastic activity associated with twinning dislocations has been discussed. In this section, the focus is placed on the evolution of the interfacial densities and the resulting internal stresses as a function of the twin fraction. Thus, as reported in figure
5.7(b), it is observed for $\sigma_{xy} = 380$ MPa that a higher twin fraction leads to a lower density of interfacial dislocations. To understand this result, the stress state induced by the partial interfacial dislocations alone is investigated. First, as illustrated in figure 5.5(d), the subsequent multiplication of transmission events eventually leads to the formation of a dense network of interfacial dislocations. Remarkably, those dislocations are quasi-parallel, especially because the crystallography constrains transmission to initially produce pure edge interfacial dislocations. In addition, the line directions of dislocations forming on both edges of the twin are opposite. Consequently, dense arrays of dipolar edge partial dislocations are generated from transmission across the CTB, as schematized in figure 5.10. Interestingly, such arrays have been recently used to describe semi-coherent interfaces via the use of the quantized Frank-Bilby equation [237, 239], and have led to the development of models for the design of patterned interface [238]. Given that partial dislocations are here generated on a single system whose Burgers vector is comprised in the interface, tilt or twist interfaces cannot be reconstructed from this configuration, and the later solely corresponds to pure slip, i.e. inducing twin growth/shrinking.

To assess the stress distribution generated by the interfacial dislocations alone,
Figure 5.11: (a) Idealized network of parallel interfacial dipolar dislocations. (b) Average Von Mises stress distribution along the height of the bicrystal as a function of the twin thickness. Positions of the twin interfaces are plotted in dashed lines. It is observed that the average stress concentration is inversely proportional to the twin thickness $t$.

The average stress induced by the idealized dipolar parallel arrays of density $\rho_{int} = 2 \times 10^7 m^{-1}$ shown in figure 5.11(a) is investigated. Figure 5.11(b) shows the resulting Von Mises stress profile averaged at different heights within the bicrystal for several twin thicknesses. The results reveal that, as the twin thickness increases, the average internal stress produced by the interfacial dislocations alone decreases. This is because the distance between interfacial dislocation dipoles resulting from reactions occurring on opposite CTBs is equal to the twin thickness. Therefore, the thinner the twin is, the higher the internal stress concentrations within the twin are. Furthermore, it is seen that the maximum stress concentrations are reached at the CTB, further favoring transmission in their vicinity. Consequently, under a given applied stress, the number of transmission events inversely scales with the twin thickness, hence the higher densities obtained for the case $t = 100a$ in figures 5.7 and 5.8. Conversely, it is observed that internal stresses generated in the parent phase are more important and decay at a slower rate when the twin fraction is important. Thus, interfacial dislocations associated with thin twins generate high stress concentrations in the twin domain while far-field stresses are vanishing rapidly in the parent phase.
5.1.5 New perspectives on dislocation-twin boundary interactions

At higher scales, the observations made in this study are generally not accounted for, and, overall, only few models have attempted to incorporate dislocation-twin interactions in a constitutive fashion or to establish a link with twin-growth. Interestingly, in the work of Capolungo et al. [41] where a slip-assisted twin growth model was proposed, it was suggested that twin growth was predominantly resulting from slip-independent (SI) mechanisms. Specifically, it was suggested that the dislocation activity of partial twinning dislocations at the twin boundary was not sufficient to sustain alone the rate of twin growth. However, it was noticed that the storage coefficient $k'_t$ in the twin was required to be approximately 2 times larger than that in the parent so that experimental responses can be fitted. Although such result is going against intuition – the presence of the twin boundary is expected to affect both the mean free paths of the parent and the twin in the same way –, it was attributed to a greater disorder in the twin leading to a vast number of initial defects. In line with this interpretation, El-Kadiri, Oppedal and co-workers suggested a transmutation model, in which the higher storage rate of dislocations in the twin is attributed to the increasing density and multiplicity of dislocation types initially in the parent to be incorporated in the twin as the latter grows over the parent phase [78, 189]. In this work, the supplementary internal stress contribution essentially generated in the twin and induced by interfacial dislocations provides an additional explanation for the higher storage rate in the twin.

Further, in all these constitutive models, the precise effect of the dislocation multiplication at the interface is not considered, and the interface is regarded as a CTB during twin growth. The important density at the interface that is observed in this work suggests another behavior. First, it must be recalled that the presence of interfacial Shockley dislocations produce steps and leave stacking faults behind as they are pushed away by other partials. Second, the important dislocation density and the
reactions between interfacial dislocations (e.g. formation of junctions or patterns) suggest important modifications in the character of the interface. Thus, the interface is expected to rapidly become incoherent. Such conclusions have been recently supported by experimental TEM observations on metallic nanocrystals [269]. Further, it is to be noted that simulations are here performed for a single dislocation source. In real crystals, it is expected that dislocations on the 9 incoming systems intersecting plane (111) would similarly dissociate and that the resulting core reactions between the induced partials on the interface would produce an increasingly significant modification of the interface structure as transmission proceeds. Although a precise description of the interface cannot be easily modeled in DDD simulations such that the following consequence is not apparent in the present simulations, it is to be expected that the transmission mechanism expressed in relation (5.4) will eventually stop – or at least will be hindered – by the progressive decoherence of the interface.

In light of the above, a different perspective can be adopted regarding the different sequence of events and the resulting behavior pertaining to dislocation-twin boundary interactions. First, the incoming dislocations in the parent phase pile up against the CTB until the stress state is sufficiently high to allow for transmission. Then, transmission occurs, leading to a rapid increase in the dislocation density, whereby the rate of dislocation generation can exceed that observed when no twin is present. During transmission, full dislocations propagate in the twin, while partial dislocations glide along the twin plane, creating steps, both favoring twin growth. In the meantime, the increase in the internal stress induced by interfacial dislocations leads to increasing the dislocation storage rate in the twin. However, the rapid multiplication of interfacial dislocations briefly transforms the coherent interface into an incoherent boundary, eventually leading to the shutdown of the transmission mechanism. After this point, SI mechanisms take over to sustain twin growth.
In some extent, the investigations of this work may also provide an explanation for the overall hardening obtained in nano-twinned FCC metals. Following the classical interpretation, the transmission at twin boundary tends to produce a softening effect by the promotion of twin growth via the creation of mobile interfacial twinning dislocations, thereby acting against the hardening produced by the Hall-Petch effect. However, it has been seen that, when not favorably oriented, interfacial dislocations generate little plastic activity. In addition, the transmission mechanism is expected to become rapidly difficult to operate due to the incoherency of the interface, such that hardening by pile-ups is overall dominant. Therefore, the complexity of the transmission mechanism highlights the difficulty in incorporating such global picture into higher-scale models. This is probably why a simple Hall-Petch law is not always able to describe it well, especially because it does not account for the initial multiplication of dislocations and the rise of internal stresses in the twin that accompany transmission when the twin boundary remains sufficiently coherent to allow it.

5.2 Dislocation-particles interactions

5.2.1 Motivation

5.2.1.1 Particle-strengthening

Particle strengthening, whereby arrays of precipitates are introduced within a crystal matrix, has been extensively studied in the literature from experimental and theoretical standpoints [183]. Essentially, interactions between moving dislocations and precipitates constitute a very important source of strain hardening in metallic materials, and are particularly dominating in the case of alloys.

In details, particles in the matrix can be of different types – shearable or non-shearable, coherent or incoherent –, of different shapes, and of different spatial distributions, and their effect on the mechanical behavior depends on these factors.
Specifically, second-phase particles are expected to play an important role in hindering dislocations via two aspects. First, in the case of impenetrable obstacles such as incoherent particles, dislocations are stopped upon contact. In that case, bypassing of particles only occurs when dislocations entirely bow around the obstacle to self-annihilate on the other side. Second, differences in the elastic moduli between the matrix and the precipitates give rise to elastic interaction fields that remotely affect the behavior and propagation of dislocation segments. In that case, several factors such as the shape of the obstacle and its distance to the dislocation plane govern the dislocation-particle elastic interaction.

In order to obtain a better understanding of precipitation hardening, several modelling capabilities have been developed at different scales over the past decades. At the constitutive scale, models such as the Dispersed Barrier Hardening [210] and Bacon, Kocks and Scattergood (BKS) [15] have been proposed to account for the collective influence of particle strengthening. However, these models typically rely on simple approaches such as the Orowan bowing of dislocation segments [87, 125], not suited to fully capture the complexity of these interactions. Consequently, refinements of the current obstacle-strengthening models are yet to be developed [171, 221]. To this end, DDD simulations have been employed to obtain insights on individual interactions and on their collective effect so as to delineate enhanced higher-scale predictive models.

5.2.1.2 Previous DDD studies from the literature

Several DDD studies have been dedicated to the interactions between dislocations and particles, in which details were accounted for to a greater or lesser extent. For instance, simple line tension approximations were used to study particles strengthening as a function of particles spacing [88], size [137] and strength [76, 58]. Including more details, Mohles et al. successfully studied the propagation of dislocation lines
within an array of coherent and incoherent shearable particles using DDD simulations in which obstacles were modelled by a supplementary stress contribution arising from an antiphase boundary energy density \([171, 173, 172]\). While this supplementary contribution was added to the Peach-Koehler force on dislocation lines inside the particles, the latter was not considered outside the particles, such that elastic interaction effects were ignored. Similarly, in the work of Queyreau and co-workers where the Orowan by-passing mechanism on incoherent carbides was studied in BCC reactor pressure vessel steels, no stress field was associated to the impenetrable obstacles \([199]\). More recently, the regular DDD code developed in this thesis was further used in \([221]\) to assess the validity of particle-hardening models for a combination of voids and self-interstitial atom loops. In this last work, elastic interactions with voids were modelled using an atomistically-informed breakaway angle.

Nonetheless, a few DDD simulations have readily incorporated particles elastic interaction effects. This was first achieved in the seminal work of Shin and co-workers \([219, 217, 218]\). In their approach, the superposition method proposed by Van der Giessen and Needleman \([232]\) (see Section 2.4.2) was further extended to account for second-phase elastic inclusions in the matrix. By coupling the DDD simulations to a FEM code, the heterogeneous stress field generated by the elastic mismatch between the matrix and the precipitate were accounted for in the form of image forces so as to investigate the interaction of dislocations with cubical \([219]\) and spherical \([217]\) precipitates. Using the same superposition approach, interaction forces between a straight dislocation line and spherical particles \([216]\) and voids \([106]\) were calculated. However, such approach is computationally very intensive due to the fine FEM meshes that are required, and studies are therefore limited to the investigation of static or relaxed configurations and cannot be practically extended to perform dynamic simulation up to relevant levels of strain. As an alternative approach to the problem, the DCM-FEM model \([147]\) was used to model the plastic deformation in metal matrix
composites [100], and investigate plasticity in nickel-based single-crystal superalloys in which matrix channels were formed by the presence of precipitate phases [235, 236]. However, as mentioned in Section 3.2, although inherently accounting for heterogeneous elasticity, the DCM-FEM approach is limited to a coarse representation of precipitates and cannot be employed to finely model particles. Furthermore, most of the current methods are limited to use elastic isotropy.

5.2.1.3 Challenges and objectives

In light of the above, current DDD approaches need to be refined and their limitations need to be addressed so as to (1) incorporate more details when studying interactions between particles and dislocations, (2) extend their time and length scales such that refined models to be incorporated at the constitutive level can be delineated. Particularly, an accurate and efficient treatment of image forces arising from the elastic mismatch between the matrix and the particles needs to be incorporated.

For such purpose, and to address the limitations of current approaches, the heterogeneous extension of the DDD-FFT tool developed in Chapter 3 of this thesis appears as a perfectly suited tool. With this approach, it is expected that a level of details never achieved so far can be incorporated to study interactions between dislocation and particles.

This section is organized as follows. First, the elastic interactions between straight dislocations and particles are investigated in a static setting using the elasto-plastic heterogeneous DDD-FFT approach, for which numerical aspects are discussed in Section 5.2.2. Then, the method is employed in the dynamic case to examine the relaxation of a dislocation line near a shearable particle in Section 5.2.3. Finally, perspectives on the present method’s ability to address current open challenges are discussed in Section 5.2.4.
5.2.2 Elastic interactions

As a first application, the heterogeneous DDD-FFT approach is used to study elastic dislocation-particle interactions in a static setting. By assigning different elastic properties to the voxels partitioning the simulation volume, the method is inherently capable of solving for the stress field associated with the heterogeneous elasto-plastic continuum. Further, the numerical efficiency associated with FFT-based solver allows for the use of very fine grids, thereby producing high-resolution results compared to what is currently achievable with DDD-FEM approaches. For a detailed description of the heterogeneous DDD-FFT formulation and its numerical implementation, the reader is referred to Sections 3.5.2 and 3.6.3. As a result, elastic interaction fields between a dislocation line and a particle due to the elastic mismatch between phases – giving rise to image forces on dislocation lines – are directly accounted for in the stress field computed at the Fourier grid points.

In this first section, several aspects of the method and the results are studied. Thus, the elastic interactions obtained for different particle stiffnesses are compared, and the computational efficiency and the numerical convergence of the different heterogeneous iterative schemes presented in Section 3.5.3 are assessed. For this study, HCP Mg, whose material parameters used in this section are given in table 5.2, is chosen as a paradigm material. As reported in table 5.2, transversely isotropic elastic constants are used. Although the corresponding anisotropic ratio $A = 0.979$ (see definition in equation (3.63)) is very close to unity, deviations from isotropic elasticity in the resulting stress field are clearly perceptible, especially because using an isotropic elastic approximation requires averaging the elastic coefficients to obtain two independent values whose choice is not unique (e.g. Reuss or Voigt bounds).

The two settings that are investigated are illustrated in figure 5.12. First, a prismatic loop is introduced on one side of a bicrystal at a distance $d$ from the interface. Then, the interaction with the same prismatic loop is investigated when a
Table 5.2: Material parameters used to model transversely isotropic HCP Mg.

<table>
<thead>
<tr>
<th>Material parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic constants</td>
<td></td>
</tr>
<tr>
<td>$C_{11} = C_{22}$</td>
<td>$59.74 \text{ GPa}$</td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>$61.70 \text{ GPa}$</td>
</tr>
<tr>
<td>$C_{44} = C_{55} = C_{66}$</td>
<td>$16.39 \text{ GPa}$</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>$26.24 \text{ GPa}$</td>
</tr>
<tr>
<td>$C_{13} = C_{23}$</td>
<td>$21.70 \text{ GPa}$</td>
</tr>
<tr>
<td>Lattice parameters</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>$3.21 \times 10^{-10} \text{ m}$</td>
</tr>
<tr>
<td>$c/a$</td>
<td>$1.623$</td>
</tr>
</tbody>
</table>

Figure 5.12: Settings used to investigate the heterogeneous elasto-plastic DDD-FFT framework. (a) A prismatic loop is introduced on the left side (1) of the bicrystal at a distance $d$ from the interface. The position of the dislocation core on the $(yz)$ plane is located with the $\perp$ symbols. (b) A prismatic loop and a spherical inclusion (2) are simultaneously introduced in matrix (1).

In this first setting, a prismatic loop is introduced on the $(xz)$ plane in the left side of a bicrystal at a distance $d$ from the interface (see figure 5.12(a)). The left crystal (1) is chosen as a pure HCP Mg crystal with transversely isotropic elastic constants reported in table 5.2. In contrast with the procedure described in figure 3.4, the width of the prismatic loop in the $x$ direction is chosen as the volume size $L$ in this direction such as to end up with two edge segments parallel to the $x$ direction – by periodicity the two complementary edge segments parallel to the $z$ direction mutually
annihilate on the edge of the simulation volume. As a result, the initial configuration in the left crystal (illustrated along a $yz$ slice in figure 5.12(a)) includes a dislocation dipole composed of two edge $\frac{1}{4}[\overline{1}2\overline{1}0]$ dislocations on (0001) basal planes.

To simulate the interaction of the dislocation with a large square particle, the right crystal (2) is chosen as a coherent HCP crystal with the same lattice spacing $a$ as the Mg crystal (1), but whose contrast $K$ in the elastic constants is given as:

\[
K = \frac{C_{11}^2}{C_{11}^1} = \frac{C_{12}^2}{C_{12}^1} = \frac{C_{13}^2}{C_{13}^1} = \frac{C_{33}^2}{C_{33}^1} = \frac{C_{44}^2}{C_{44}^1} \quad (5.5)
\]

where $C_{ij}^1$ and $C_{ij}^2$ denote the elastic constants of the left Mg crystal (1) and that of the particle (2), respectively.

The periodic simulation volume is chosen as a square box of side $L = 2000a$ where $a = 0.321$nm is the lattice parameter of Mg, discretized into $128^3$ voxels, and the backward scheme (W) is used. First, the dislocation is positioned at the center of the left crystal, i.e. at $d = L/4$. The results at convergence obtained for the $\sigma_{23}$ component along a slice at $x = L/2$ under no loading ($E = 0$) for different contrasts $K$ are plotted in figure 5.13.

Here, the purpose of this analysis does not rely in the assessment of the validity of the method – such is done in Appendix G.2 and to the author’s knowledge no direct analytical solution exists – but rather to provide insights on the influence of heterogeneous elasticity on the stress field of dislocations. Thus, when the dislocation lies in a stiffer medium than the right crystal, i.e. for $K \leq 1$, a contraction at the edge of the resulting stress field occurs, as attested by the case reported in figure 5.13(b) for $K = 10^{-1}$. Such result is consistent since the softer crystal can withstand less stress than when the medium is homogeneous. Conversely, the edge of the stress field appears as stretched when the right crystal is stiffer than the first phase, as plotted in figure 5.13(c) for $K = 10$. The case $K = 10^3$ reported in figure 5.13(d) is interesting as no clear difference appears from a visual comparison with $K = 10$. 
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Figure 5.13: Results for the $\sigma_{23}$ stress component produced by a prismatic dislocation loop in an elastic bicrystal at a distance $d = L/4$ from the interface (see figure 5.12(a)) and for different contrast values $K$. The reported results are obtained with the backward (W) scheme for a resolution of $128^3$ voxels after convergence is reached for a precision $\epsilon_{\text{tol}} = 10^{-4}$ (see equation (3.81)).

A finer comparison can be made by looking at figure 5.14(a) where the evolution of the stress along a $y$-line is given for different values of contrast $K$. As shown, the stress evolutions for $K = 10$ and $K = 10^3$ are extremely close, and it is further seen (not reported here) that increasing the value of $K$ has no further effect on the stress evolution. Therefore, there exists an upper limit (here $K \approx 10^3$) beyond which the stress field asymptotically tends towards the evolution reported for $K = 10^3$. The same is observed for the cases $K \leq 0$. Thus, the case $K = 10^{-3}$ represents the lower asymptotic limit in which the stress in the right crystal vanishes, and below which lower values of $K$ lead to the same stress evolutions.
Regarding numerical aspects, the number of iterations to reach convergence strongly scales with the magnitude of the contrast $K$, as attested by the results provided in table 5.3. Surprisingly, it is also to be noted that, in comparison with the purely elastic results obtained in Appendix G.2, the choice of the gradient operator has no effect on the convergence rate when a distribution of plastic strain exists. Instead, it solely has an influence on the Gibbs phenomenon, as already reported for the case of an homogeneous medium (e.g. see figure G.2). Further, the results show that while the accelerated scheme provides a faster convergence than the basic scheme, the conjugate-gradient method consistently yields superior efficiency, which is especially remarkable for high contrasts. Consequently, the conjugate-gradient scheme will be preferably used in the heterogeneous DDD-FFT formulation.

Besides, as can be suspected from the results in figure 5.14(a), the alteration of the initially homogeneous stress profile as a function of $K$ is intrinsically linked to the distance of the dislocation core to the interface – or more generally, to the distribution of the plastic strain with respect to the heterogeneous elastic distribution. The resulting stresses obtained when the dislocation is positioned at a closer distance

Figure 5.14: Evolution of the $\sigma_{23}$ stress component produced by a prismatic dislocation loop in an elastic bi-crystal for different contrast values $K$ and for a resolution of $128^3$ voxels. The evolution is plotted along the red $y$-line shown in the insets when the dislocation is positioned at a distance (a) $d = L/4$ and (b) $d = L/32$ from the interface located at abscissa $y = L/2 = 0.5$. 
Table 5.3: Effect of the different iterative and gradient operators schemes on the number of iterations \( N \) to reach convergence for a precision \( \epsilon^{\text{tol}} = 10^{-4} \) and for different contrasts \( K \) between both crystals. NC indicates that the scheme does not converge.

<table>
<thead>
<tr>
<th>Iterative scheme</th>
<th>Gradient operator</th>
<th>( K = 10^{-3} )</th>
<th>( K = 10^{-4} )</th>
<th>( K = 2 )</th>
<th>( K = 10 )</th>
<th>( K = 10^2 )</th>
<th>( K = 10^4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td>continuous</td>
<td>85</td>
<td>16</td>
<td>73</td>
<td>611</td>
<td>4951</td>
<td></td>
</tr>
<tr>
<td>accelerated</td>
<td>continuous</td>
<td>28</td>
<td>19</td>
<td>11</td>
<td>42</td>
<td>326</td>
<td>2653</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>continuous</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>basic</td>
<td>centered (C)</td>
<td>NC</td>
<td>85</td>
<td>16</td>
<td>73</td>
<td>611</td>
<td>4951</td>
</tr>
<tr>
<td>accelerated</td>
<td>centered (C)</td>
<td>28</td>
<td>19</td>
<td>11</td>
<td>42</td>
<td>326</td>
<td>2653</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>centered (C)</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>basic</td>
<td>backward (W)</td>
<td>NC</td>
<td>85</td>
<td>16</td>
<td>73</td>
<td>611</td>
<td>4951</td>
</tr>
<tr>
<td>accelerated</td>
<td>backward (W)</td>
<td>28</td>
<td>19</td>
<td>11</td>
<td>42</td>
<td>326</td>
<td>2653</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>backward (W)</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>basic</td>
<td>rotational (R)</td>
<td>NC</td>
<td>85</td>
<td>16</td>
<td>73</td>
<td>611</td>
<td>4951</td>
</tr>
<tr>
<td>accelerated</td>
<td>rotational (R)</td>
<td>28</td>
<td>19</td>
<td>11</td>
<td>42</td>
<td>326</td>
<td>2653</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>rotational (R)</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>17</td>
<td>20</td>
</tr>
</tbody>
</table>

d = L/32 from the interface are reported in figures 5.14(b) and 5.15. As expected, the modification of the stress distribution as a function of the contrast \( K \) is significantly more pronounced than for \( d = L/4 \). Although this result cannot be interpreted as a validation of the heterogeneous DDD-FFT approach, it nevertheless provides insights on the method’s ability to handle elastic interactions between dislocation lines and inclusions. However, recall that the formulation solely ensures that the mechanical equilibrium (3.71) is respected (within the tolerance) everywhere in the medium – including in the vicinity of the interface –, and the question of whether a supplementary interfacial condition must be included is not trivial. A complete validation of the approach would require a comparison with an analytical formulation, which is not directly available. Finally, it is observed that the number of iterations to reach convergence is identical to that reported for \( d = L/4 \) in table 5.3. Therefore, it is expected that, overall, the convergence rate would be rather linked to the contrast \( K \) than to the plastic distribution.

5.2.2.2 Dislocation interaction with spherical inclusion

As a second application, the interaction between a prismatic dislocation loop and a spherical inclusion is investigated.
Figure 5.15: Results for the $\sigma_{23}$ stress component produced by a prismatic dislocation loop in an elastic bicrystal at a distance $d = L/32$ from the interface (see figure 5.12(a)) and for different contrast values $K$. The reported results are obtained with the backward (W) scheme for a resolution of $128^3$ voxels after convergence is reached for a precision $\epsilon_{\text{tol}} = 10^{-4}$.

Figure 5.12(b) is as follows: a dislocation loop and a spherical particle of diameter $d$ are simultaneously introduced at the center of a matrix phase. The resulting stress field obtained on a $(yz)$ slice at $x = L/2$ under no loading for different values of contrasts $K$ and for $d = L/4$ are plotted in figure 5.16. The effect of the elastic interaction with the inclusion on the stress field of the dislocation is clearly apparent and differs according to the contrast. Thus, for $K = 10^{-3}$ where the inclusion is porous and can be assimilated to a void, the side lobes of the stress field are attracted to the void while the main lobes are repelled and pushed backwards. Conversely, when the particle is stiffer than the matrix, as in the case $K = 10^3$ for instance, the edges of...
Figure 5.16: Results for the $\sigma_{23}$ stress component along a $(yz)$ slice resulting from the interaction between a prismatic dislocation loop and a spherical inclusion of diameter $d = L/4$ for different contrasts $K$. The reported results are obtained with the backward (W) scheme for a resolution of $128^3$ voxels after convergence is reached for a precision $\epsilon^{\text{tol}} = 10^{-4}$.

Although no Gibbs oscillations are produced, the stress field obtained at the boundary of the inclusion is jagged. This simply results from the discrete description of the spherical inclusion: in this example, all voxels whose center position lies within the sphere of diameter $d = L/4$ are assigned the inclusion elastic properties, while the other voxels are assigned that of the matrix. As a result, the outer contour of the inclusion is approximated by a succession of small square surfaces (facets of the voxels) forming a staircase delimitation. To attenuate the stress gradients in the vicinity of the inclusion boundary, a smoother description of the contour could be adopted.
For instance, an interpolation based on the volume ratio of each voxel covered by the inclusion could be used to define the elastic properties of the voxels lying in the vicinity of the boundary.

Regarding the convergence rate, it is observed that, independently of the size of the inclusion size $d$, the number of iterations to reach convergence when using the conjugate-gradient scheme systematically lies within a 10% interval around the values reported in table 5.3 in the case of the bi-crystal. For instance, similar convergence results were observed for an array of $10 \times 10$ regularly spaced spherical inclusions of diameter $d = L/50$ (not reported here). Therefore, the number of iterations to convergence is expected to be independent of the geometry and volume fraction of the inclusion(s), but to be primarily a function of the contrast $K$.

Finally, it must be noticed that, as illustrated throughout this section, the heterogeneous DDD-FFT approach provides an efficient way to perform simulations in which the elastic effects of dislocation–particles can be included. Such simulations were already permitted with original DCM model, although precipitates were limited to be represented by coarse square inclusions [235, 236]. In this work, the higher resolutions offered by the FFT-based solver allows for a finer description of particles (e.g. small precipitates).

### 5.2.3 Dynamic interactions

In this section, the heterogeneous DDD-FFT approach is used to study dislocation-particle interactions in a dynamic context. Specifically, the relaxation of an initially straight edge dislocation in the vicinity of a particle introduced on its slip plane is examined. For this purpose, the setting illustrated in figure 5.17 is employed. As in Section 5.2.2, a prismatic dipole is initially introduced in a HCP Mg crystal with properties given in table 5.2. Upon insertion, the prismatic loop is elongated along the $x$-axis such that both segments parallel to the $z$-axis annihilate by periodicity.
Figure 5.17: Setting used to investigate the relaxation of a basal edge dislocation in the vicinity of a spherical particle in a HCP Mg crystal. (a) A prismatic dislocation loop with Burgers vector $\mathbf{b}_{(a)} = \frac{1}{3}[\overline{1}2\overline{1}0]$ and of length $L \times l_0$ is initially introduced on the $(xz)$ plane at the middle of a simulation volume of size $V = L^3$. By periodicity, both dislocation segments parallel to the $z$-axis annihilate. (b) Top view in the (0001) basal plane of the top mobile dislocation. A spherical particle of diameter $d$ is introduced at a distance $e$ from the line pinned at the edges.

As a result, two dipolar edge $\frac{1}{3}[\overline{1}2\overline{1}0]$ dislocations separated by a distance $l_0$ are initially obtained on (0001) basal planes. A spherical shearable particle of diameter $d = L/5$ and elastic contrast $K$ is introduced in the (0001) basal slip plane of the top dislocation at a distance $e = L/5$ from its line. To avoid unconstrained motion, the top dislocation is pinned at the edge of the simulation volume, while the bottom one is held immobile.

Results for a porous particle with contrast $K = 10^{-1}$ are illustrated in figure 5.18. In this dynamic simulation, no external strain is imposed ($\mathbf{E} = \mathbf{0}$) and a resolution of $128^3$ voxels is used. As expected, the dislocation line is attracted by the porous inclusion to reduce the elastic energy of the system. Since the particle is shearable, the dislocation bows out as its middle portion is dragged into the particle until reaching an equilibrium position. For a non-shearable precipitate, the dislocation would have stopped at the surface of the particle. In that case, a special numerical treatment
Figure 5.18: Snapshots of the (a) initial and (b) final states of the relaxation of an initially straight edge basal dislocation in HCP Mg in the vicinity of a porous inclusion with contrast $K = 10^{-1}$ for a resolution of $128^3$ voxels. Upon relaxation, the dislocation is attracted by the particle and the middle part of the line is dragged inside it to a minimum energy state. The driving $\sigma_{23}$ stress component resulting from the interaction between the dislocation and the inclusion is plotted on a ($yz$) slice at $x = L/2$. $\sigma_{23}$ stress fields on the (0001) slip plane of the dislocation are shown in (c) and (d).

such as that employed in [199] should be implemented to ensure that dislocation stop upon contact with the particle.

Results for the relaxation of the dislocation in the vicinity of a stiff particle with contrast $K = 10$ are reported in figure 5.19. Conversely to the porous inclusion, the stiff inclusion repels the dislocation line. As a result, the middle portion of the line
Figure 5.19: Snapshots of the (a) initial and (b) final states of the relaxation of an initially straight edge basal dislocation in HCP Mg in the vicinity of a stiff particle with contrast $K = 10$ for a resolution of $128^3$ voxels. Upon relaxation, the dislocation is repelled by the particle and the line bows out until reaching equilibrium. The driving $\sigma_{23}$ stress component resulting from the interaction between the dislocation and the inclusion is plotted on a ($yz$) slice at $x = L/2$. $\sigma_{23}$ stress fields on the (0001) slip plane of the dislocation are shown in (c) and (d).

- i.e. the closet to the particle – is first pushed away from the particle, after which the self-force comes into play to give the dislocation line a curved shape (see figure 5.19(d)) so as to minimize the elastic energy of the system.

Through these two relaxation examples, the inherent ability of the heterogeneous DDD-FFT method to incorporate image forces resulting from heterogeneous elasticity...
is assessed in the dynamic case. With respect to the DCM-FEM approach, the current approach developed in this thesis is computationally more efficient (see Section 3.7) and allows for finer resolutions that enable a precise description of stress fields and particle morphologies in heterogeneous elasticity. Furthermore, as a full-field method, the current approach allows for a direct visualization of mechanical fields within the whole simulation volume, as reported in figures 5.18 and 5.19 for instance.

5.2.4 Conclusion and perspectives

In Sections 5.2.2 and 5.2.3, a first application of the heterogeneous DDD-FFT method developed in Section 3.5 was successfully dedicated to the investigation the interactions between dislocations and particles of various shapes in transversely isotropic HCP Mg for static and dynamic configurations. Through these diverse examples, the promising potential of the DDD-FFT tool developed in this thesis – which is capable of simultaneously treating anisotropic and heterogeneous elasticity while being numerically efficient – was demonstrated.

Naturally, the results presented in this section constitute a first application and further studies will be undertaken using heterogeneous DDD-FFT approach. Particularly, it is expected that this method could be successfully employed to investigate the effect of the shape (plate, rod, sphere, see figure 5.20) and orientation of precipitates as barriers to dislocation propagation in HCP Mg, so as to assess the validity of the Orowan strengthening models postulated in [184]. For instance, Nie suggested that precipitate plates on prismatic planes should induce higher strengthening compared to all types of possible precipitates in the basal planes, by providing the most efficient barrier to basal slip and \( \{10\overline{1}2\} \) twin propagation [185]. However, such speculations were never investigated at the DDD scale in HCP Mg. In doing this, it is further expected that hardening trends could be extracted to be further incorporated into constitutive laws, thereby guiding microstructural design for fabricating Mg alloys.
In addition, the method could be employed to study dislocation-particle interactions in various metals, and should be particularly useful to examine such mechanisms in low-symmetry crystals in which the amount of elastic anisotropy is important. Furthermore, as demonstrated in this section, the current method is not limited to model precipitates, but can be employed to examine interactions with voids and phases of different shapes. For instance, DDD simulations in bi-crystals or multi-layered laminates could be performed, and the effect of anisotropic elastic mismatch to study dislocation-twin interactions—which was not accounted for in the study presented in Section 5.1—could be examined.

Finally, it is important to notice that, in contrast to the applications presented in this section, the heterogeneous DDD-FFT method can virtually be employed to treat an infinite number of phases simultaneously, thereby paving the way towards performing full-scale DDD simulations in polycrystalline materials.
CHAPTER VI

CONNECTING DDD SIMULATIONS TO
CONSTITUTIVE LAWS: THE HYBRID MODEL

6.1 Introduction

The main objective of this chapter is to delineate novel routes allowing for the connection between DDD and dislocation density based models so as to incorporate in a more direct fashion the information pertaining to the collective effect of unit processes and extracted at lower scales, with the intent to improve the predictive capabilities of constitutive laws. For such purpose, a slip-driven dislocation density-based crystal plasticity model – called the Hybrid Model –, that extends current formulations to incorporate more details on the physics of dislocations is developed.

The primary motivation for this work arises from the various limitations associated with current models. Specifically, it has been observed that current approaches generally focus on describing the evolution of stored dislocations, whereas evolution of mobile dislocations, acting as plastic carriers, is often disregarded. Furthermore, the increasing number of fitting parameters accompanying the incorporation of additional mechanisms in current models may paradoxically lead to a disconnection from the physics of dislocations. Specifically, it has been shown that a given stress-strain response can be identically reproduced by the same model with two different sets of parameters, while predicted internal state variables evolve in drastically distinct manners [22]. In addition, it was reported that predicted dislocation densities often do not concur with experimental observations [49]. In light of the above, a new constitutive model is proposed. The goal of this work is to develop a model that intrinsically accounts for the physics of dislocations, such as to incorporate the treatment of their
motion, interactions and transformations.

The idea is thus to allow for a quantification of the different dislocation densities in a constitutive fashion. To this end, the dislocation density in each slip system is decomposed into glissile and stored dislocations, and interconnected rate equations are introduced for their evolution. This is achieved by introducing a two step-approach in which all glissile non-polar dislocations on a given slip system are represented by a virtual dislocation loop which evolution is modelled by a dislocation dynamics approach, while transformations of dislocations from glissile to stored, resulting from short-range dislocation-dislocation interactions, are based on phenomenological relations informed by dislocation dynamics simulations on dislocation pair interactions.

With this, the proposed Hybrid Model connects DDD to larger scale dislocation based density constitutive models in ways that (1) it will benefit from a reduction in the number of fitting parameters with respect to current dislocation density based models and (2) it should lay the framework of models capable of predicting the mechanical responses under complex loading paths (i.e. strain path changes, shock, Bauschinger effect, etc.).

As a first application, the Hybrid Model is utilized for predicting the stress-strain response of a single crystal aluminum as a function of its orientation, slip activity, and junction formation, all with a single set of parameters.

6.2 Dislocation populations

The core idea of dislocation density based models relies on introducing a distinction between different dislocation types and deriving specific sets of evolution laws for each of them. As each individual dislocation population dominantly contributes to plasticity at different stages of deformation and under different loading conditions, the predictive capabilities of the models ideally increases with the sophistication of the dislocation type description. In general, several possible decompositions of the
total dislocation density have been proposed. Among them, distinctions based on the polarity of the dislocations are often considered. Thus, statistical dislocations— for which the volume integral over all dislocations of the inner product between their Burgers vector and their line tangent is null—are referred to as non-polar dislocations and are distinguished from geometrically necessary dislocations (GNDs), or polar dislocations, whose presence produces a net Burgers vector [187, 53, 10] and that are required to accommodate lattice incompatibilities and misorientations [129, 74, 55, 6].

As a result, the dislocation density at a given material point in the Hybrid Model is decomposed into distinct populations, as shown in figure 6.1. First, each density \( \rho \) contains both polar (\( p \)) and non-polar (\( np \)) densities, i.e.:

\[
\rho = \rho_p + \rho_{np}
\]

Each non-polar and polar density further consists of both glissile \( g \) and stored \( s \) dislocations, which gives:

\[
\rho_{np} = \rho_{np,g} + \rho_{np,s}
\]
\[
\rho_p = \rho_{p,g} + \rho_{p,s}
\]

In this work, glissile dislocations refer to the subset of dislocations whose Burgers vectors lie on the glide plane and can glide in unconstrained motion (e.g., forward and backward). Both actively gliding and inactive dislocations satisfying these constraints are glissile. Stored dislocations are constrained to move in one direction (e.g., stalled in a repulsive state, piled-up against an obstacle) or are sessile.

Each type of dislocation population density in equations (6.1) and (6.2) can be considered the sum of the same type of density present on all slip systems \( \alpha \), \( \alpha = 1, \ldots, n \), where \( n \) is the number of slip systems, such that:
\[ \rho_i = \sum_{\alpha} \rho^\alpha_i \quad \text{with } i = (p, g); (p, s); (np, g); (np, s) \quad (6.3) \]

where superscript \( \alpha \) refers to the slip system. For instance, \( \rho^\alpha_{np,g} \) refers to the non-polar, glissile density on system \( \alpha \).

### 6.3 Single-crystal kinematics

The relationship between the dislocation populations introduced in Section 6.2 and the deformation of the single crystal is discussed in this section. Following the analysis of Asaro and Rice [9], the total deformation gradient \( \mathbf{F} \) relating the deformed configuration of a crystal to its undeformed reference state is decomposed as the product of an elastic and a plastic contribution:

\[ \mathbf{F} = \mathbf{F}^e \cdot \mathbf{F}^p \quad (6.4) \]
where superscripts $e$ and $p$ refer to the elastic and plastic parts, respectively. While the elastic gradient $F^e$ solely accounts for elastic stretches and contractions and rigid rotations of the reference crystal, the plastic part $F^p$ describes the effects of the plastic activity (e.g. presence of dislocations) on the elastically undistorted reference configuration. Following the flow rule, the rate of change of the plastic deformation gradient is given by:

$$L^p = \dot{F}^p \cdot F^p \cdot 1$$ (6.5)

When the plastic activity solely results from the motion of dislocations on their respective slip planes, the plastic velocity gradient $L^p$ can be written as the sum of the contributions from dislocations of different polarities as:

$$L^p = L^p_{np} + L^p_p$$ (6.6)

where $L^p_{np}$ and $L^p_p$ respectively denote the contributions from non-polar (statistical) and polar (geometrically necessary) dislocations. Considering statistical dislocations on all $n$ slip systems of the crystal, tensor $L^p_{np}$ is given as:

$$L^p_{np} = \sum_{s=1}^{n} \dot{\gamma}^s (\vec{m}^s \otimes \vec{n}^s)$$ (6.7)

where the scalar quantity $\dot{\gamma}^s$ is the shear strain rate due to the motion of glissile non-polar dislocations on slip system $s$, and $\vec{m}^s$ and $\vec{n}^s$ denote the unit slip direction and unit normal to the slip plane. Note that equation (6.7) is based solely on kinematics and thus applies to both a discrete and a statistical description of dislocation-mediated plasticity. In the case of polar dislocations, $L^p_p$ is expressed as:

$$L^p_p = \sum_{s=1}^{n} \alpha^s \times \vec{V}^s$$ (6.8)
where $\alpha^s$ is the dislocation density tensor (usually called the geometrically necessary dislocation tensor or Nye’s tensor) associated with system $s$ and $\mathbf{V}^s$ is the velocity vector of dislocations on $s$. For the rest of this chapter, it is interesting to notice that dislocation density tensor $\alpha^s$, whose definition is given in equation (3.60), vanishes for statistical dislocations when considered over a representative volume element in which their net Burgers is null [187, 131, 6]. In equation (6.8), the polar dislocations can be either glissile or stored.

In this framework, the Green-Lagrange tensor $E^e$ can be taken as a measure of the elastic strain. Thus, it is defined from the elastic part of the deformation gradient as:

$$E^e = \frac{1}{2} \left( F^e T \cdot F^e - I_2 \right)$$

(6.9)

where $I_2$ denotes the second-order identity tensor. The second Piola–Kirchoff stress tensor $T$ is related to the strain tensor via:

$$T = C : E^e$$

(6.10)

where $C$ denotes the fourth-order tensor of elastic moduli. From there, the symmetric Cauchy stress $\sigma$ is obtained from the stress tensor $T$ via the elastic deformation gradient as:

$$\sigma = \det \left( F^e T \right)^{-1} F^e \cdot T \cdot F^{eT}$$

(6.11)

Further, at each step of the deformation, the crystal orientation in the current configuration is given by the rotation matrix $R$ computed from the elastic deformation gradient as:

$$R = F^e \cdot R_0$$

(6.12)
where $R_0$ is the initial rotation matrix given by the orientation of the crystal. Note that equation (6.12) holds when elastic strains are assumed to be small, which is generally the case in metals.

### 6.4 Work hardening modelling

Sections 6.2 and 6.3 provide a general framework, including both non-polar and polar dislocations, within which a constitutive law for single crystal deformation can be grounded. In this work, only the contribution from glissile and stored non-polar dislocations will be considered, as it is chosen to emphasize the coupling between DDD and dislocation density based models. In a general case, polar dislocations would have to be considered. However, in this work, the application of the current model is limited to the study of uniaxial tension of single crystals, such that it can be acknowledged that under those conditions, lattice rotations, which are accounted for in this formulation, will be homogenous. Hence no polar dislocations need to be generated.

The non-polar densities are assigned a line orientation, denoted by $\theta$, which corresponds to the minimum angle between the dislocation line and its Burgers vector. As such, $\rho^\alpha_{np}(\theta)$ denotes the density of non-polar dislocations on system $\alpha$ with an orientation $\theta$. The total non-polar density on system $\alpha$, $\rho^\alpha_{np}$, is thus given by:

$$\rho^\alpha_{np} = \int_0^{2\pi} \rho^\alpha_{np}(\theta) d\theta$$

(6.13)

Operations that govern the evolution of $\rho^\alpha_{np}(\theta)$ are shown on the right-hand side of figure 6.1. First, let us consider the glissile component of $\rho^\alpha_{np}(\theta)$. The glissile non-polar dislocation density $\rho^\alpha_{np,g}(\theta)$ increases in line length via dislocation glide (growth in figure 6.1). Glissile non-polar dislocations can also interact with other non-polar dislocations, those from other systems and with other orientations. These interactions lead to a loss in glissile dislocation density either via their annihilation with other
glissile dislocations or transformation into stored non-polar dislocations (see figure 6.1) and are dependent on the relative orientation of the two interacting dislocations. The latter transformation can happen, for instance, when a pair of dislocations form a junction or become locked in a repulsive state that prevents forward motion. The loss in non-polar glissile density via these orientation-dependent transformation interactions directly results in a gain (+) in non-polar stored density. Such glissile-stored transformations have been envisioned in the work of Roters and co-workers [206]. As shown in figure 6.1, orientation-dependent interactions can also lead to a loss (-) in stored non-polar dislocation density via annihilation with other stored dislocations and remobilization. The latter, remobilization, can occur in many ways. For instance, dislocations stored in repulsive and junction states can be remobilized by a simple change in the loading direction, such as in a Bauschinger test, or by a local fluctuation in the stress fields. Junctions can unzip, or a pair of dislocations in a repulsive state can move apart via a change in the sign of the resolved shear stress [166, 135]. The non-polar stored dislocation density $\rho_{\alpha,\alpha'}^{\alpha',\theta}(\theta, \theta')$ is the outcome of all possible interactions with other dislocations, some leading to an increase (+) and other leading to a decrease (-), i.e. it can be written as:

$$\rho_{\alpha,\alpha'}^{\alpha,\theta} = \sum_{\alpha', \theta'} \rho_{\alpha, \alpha'}^{\alpha, \theta} + \rho_{\alpha, \alpha'}^{\alpha, \theta} - \rho_{\alpha, \alpha'}^{\alpha, \theta}$$

where $\rho_{\alpha,\alpha'}^{\alpha,\theta}(\theta, \theta')$ is the density of non-polar stored dislocations on $\alpha$ with orientation $\theta$ due to an interaction with dislocations on system $\alpha'$ and with orientation $\theta'$.

In the following, the growth, annihilation, and transformation operations involved in the evolution of non-polar glissile dislocations are discussed first (Section 6.4.1), followed by a similar description of the evolution of non-polar stored dislocations (Section 6.4.2) and the annihilation and remobilization interactions that are involved in equation (6.14). Hereinafter, glissile and stored dislocations are non-polar only.
6.4.1 Non-polar glissile dislocation density evolution

Each oriented non-polar glissile dislocation density $\rho_{np,g}^\alpha(\theta)$ evolves with the deformation as a result of glide and interactions with other dislocations. The incremental change in $\rho_{np,g}^\alpha(\theta)$ is expressed as:

$$d\rho_{np,g}^\alpha(\theta) = d\rho_{np,g}^{++}(\theta) - d\rho_{np,g}^{--}(\theta)$$

(6.15)

where superscripts $+$ and $-$ refer respectively to processes leading to an increase and decrease in the glissile line length. The processes involved in each are described in turn below.

6.4.1.1 Glissile line density increase

To evaluate the increase in the non-polar density $d\rho_{np,g}^{++}(\theta)$ for a given orientation, the following decomposition can be adopted:

$$d\rho_{np,g}^{++}(\theta) = \sum_{\alpha'} \frac{\partial \rho_{np,g}^{++}(\theta)}{\partial \gamma^{\alpha'}} d\gamma^{\alpha'}$$

(6.16)

where $\partial \gamma^{\alpha'}$ is the increment in slip with respect to time given by $\partial \gamma^{\alpha'} = \dot{\gamma}^{\alpha'} \partial t$. The slip rate $\dot{\gamma}^{\alpha}$ on any slip system $\alpha$ is directly related to the product of the density of glissile dislocations, the Burgers vector and the dislocation velocity according to Orowan’s law, such that:

$$\dot{\gamma}^{\alpha} = \int_0^{2\pi} \rho_{np,g}^\alpha(\theta) b^\alpha \|\vec{V}^\alpha(\theta)\| d\theta$$

(6.17)

where $b^\alpha$ is the magnitude of the Burgers vector and $\|\vec{V}^\alpha(\theta)\|$ is the magnitude of the dislocation velocity directed normal to the loop.

Several processes can cause an increase in the glissile dislocation density $d\rho_{np,g}^{++}(\theta)$, such as line expansion by glide and remobilization of stored dislocations into glissile dislocations. The individual contributions from glide (glide) and remobilization
(remob) on $\alpha$ are additive such that:

$$\frac{\partial \rho_{\alpha, \text{np,g}}^{\alpha+} (\theta)}{\partial \gamma^{\alpha'}} = \frac{\partial \rho_{\alpha, \text{np,g}}^{\alpha+, \text{glide}} (\theta)}{\partial \gamma^{\alpha'}} + \frac{\partial \rho_{\alpha, \text{np,g}}^{\alpha+, \text{remob}} (\theta)}{\partial \gamma^{\alpha'}}$$

(6.18)

Nucleation of glissile dislocations, propagation via cross-slip, and an increase in the number of sources via double cross-slip can also result in an increase in glissile line density. For simplicity, these are not treated, but could, in principle, be added later. The increase in line length due to dislocation glide $d\rho_{\alpha, \text{np,g}}^{\alpha+, \text{glide}} (\theta)$, whose quantification is not is non-trivial, is discussed next in detail and that due to remobilization $d\rho_{\alpha, \text{np,g}}^{\alpha+, \text{remob}} (\theta)$ will be discussed later in connection with the recovery of stored non-polar dislocations in Section 6.4.2.

In the following, the numerical quantification of the increase in non-polar dislocation line density is presented. In the current framework, the increment in the total glissile non-polar density on a due to glide $d\rho_{\alpha, \text{np,g}}^{\alpha+, \text{glide}}$ is given by:

$$d\rho_{\alpha, \text{np,g}}^{\alpha+, \text{glide}} = \int_{0}^{2\pi} d\rho_{\alpha, \text{np,g}}^{\alpha+, \text{glide}} (\theta) d\theta$$

(6.19)

In order for the total $\rho_{\alpha, \text{np,g}}^{\alpha}$ to remain non-polar as it grows, line continuity must be maintained, i.e., by definition, the corresponding dislocation density tensor $\alpha^{\alpha}$ must vanish when averaged over a representative volume element. The line closure constraint leads to a coupling among the increments in all glissile, non-polar oriented dislocation densities $\rho_{\alpha, \text{np,g}}^{\alpha} (\theta), \theta = \{0, ..., 2\pi\}$, belonging to slip system $\alpha$. In the work of Arsenlis and Parks [7] and Cheong and Busso [44], the non-polar glissile density on each slip system is modelled as a square loop in which two opposing sides have pure screw characters and the other two sides pure edge. Propagation of one of the edge segments by $\Delta x$ leads to an increase $\Delta x$ in the length of both screw segments. Thus, the resulting increase in the dislocation density $\Delta \rho$ in a volume $V$ containing this loop is equal to $\Delta \rho = 2\Delta x / V (m^{-2})$. In this picture, the loop is
discrete. However, the square loop can also be conceptually extended to represent the edge and screw dislocation densities on system $\alpha$. In this sense, it becomes a virtual square dislocation. The relationship between the increments in the screw and edge dislocation densities on system $\alpha$ such that the line closure constraint is satisfied, can be determined analytically [7].

In the present approach, rather than constraining the line orientation on slip system $\alpha$ to solely edge and screw segments, a continuous description of dislocation orientations $\theta$ on slip system $\alpha$ is used. Thus, all the oriented densities $\rho^\alpha_{np,g}(\theta)$ composing the total density $\rho^\alpha_{np,g}$ on system $\alpha$ are represented by a single virtual dislocation loop. Each point along the loop represents a different oriented density $\rho^\alpha_{np,g}(\theta)$ with the same Burgers vector $\vec{b}^\alpha$, but different $\theta$ and tangent vector $\vec{t}(\theta)$. If slip system $\alpha$ is active and gliding, the total $\rho^\alpha_{np,g}$ will increase; however, densities of different orientation belonging to this system could grow at different rates, since some lines with specific orientations could be more likely to grow, transform, or annihilate than others (figure 6.1). Recall that, during growth, the change in the total $\rho^\alpha_{np,g}$ must be divergence free to ensure that the density remains non-polar; that is, for all deformation steps, the following circuit integral along a virtual loop for slip system $\alpha$ must be null:

$$\oint \vec{b}^\alpha \cdot d\vec{t}(\theta) = 0 \quad (6.20)$$

The above condition can be inferred from the definition of the Nye’s tensor $\mathbf{\alpha}^\alpha$ in equations (3.60) to (3.62) given as a function of the Burgers vector. More generally, it can also be noticed that any non divergent-free change in $\rho^\alpha_{np,g}$ can be interpreted as a transformation of statistical dislocations into polar (GNDs) densities. Accordingly, in order to maintain line continuity, a change in a $\theta$-oriented density $d\rho^{\alpha+\text{glide}}_{np,g}(\theta)$ due to glide may necessitate changes in others $\theta'$-oriented densities $d\rho^{\alpha+\text{glide}}_{np,g}(\theta')$ belonging to $\alpha$. In summary, representation of the non-polar glissile dislocation content on a given
system $\alpha$ by use of an oriented density $\rho_{np,g}^\alpha(\theta)$ poses the problem of the quantification of $d\rho_{np,g}^{\alpha+\text{glide}}(\theta)$ for all $\theta$, such that line continuity is ensured and Burgers vectors are conserved among all oriented densities belonging to slip system $\alpha$.

In the case where cubic splines are used to define dislocation loops so as to obtain a continuous description of orientation $\theta$, no analytical solution can be found to determine the increment of dislocation density due to the propagation of a segment line, as opposed to what can easily be done when dealing with only pure edge/screw densities. To overcome this problem, a method based on using DDD is developed in order to calculate $d\rho_{np,g}^{\alpha+\text{glide}}(\theta)$ due to glide under the constraint imposed by line closure, thereby alleviating the difficulty of deriving an analytical expression.

Figure 6.2 illustrates the virtual loop representation of the glissile line oriented density on a given slip system $\alpha$. The initial state is presented by the blue loop. Its circular shape signifies that on system $\alpha$ the initial configuration is given by the uniform distribution $\rho_{np,g}^\alpha(\theta) = \rho_{np,g}^\alpha / 2\pi$ for all $\theta \in [0, 2\pi]$, which models an initially random distribution of a large number of Frank-Read sources of equal length.

Due to glide, the virtual loop changes shape from the blue loop to the red loop.
To calculate this expansion, a nodal DDD approach in which each virtual dislocation loop is discretized into $N_s$ splines connected to dislocation nodes is employed. To this end, the regular DDD code developed in Chapter 2 is used to treat the evolution of close dislocation loops representing the densities distribution on each slip system $\alpha$. Because the loop represents the non-polar densities, it must remain closed at all times in the DDD code. To this end, the formulation employed in the DDD code used here only treats closed loops. For the sake of clarity, at each step, the DDD code computes the new position of the dislocations nodes, but the connection between the nodes is not altered, such that the loops remain closed as they were in the previous step. Each position along the splines represents an oriented dislocation density $\rho^\alpha_{np,g}(\theta)$ and a change in the length of the spline corresponds to a non-zero $d\rho^\alpha_{np,g,glide}(\theta)$ for all $\theta$ along the spline. The nodal velocities are governed by the over-damped equation of motion (2.49) whose variational form given by equation (2.50) is expressed as:

$$\oint \delta\vec{x} \cdot (\vec{f}_{pk} - B\vec{v})|d\vec{x}| = 0 \quad (6.21)$$

where the integral is carried out along the closed circuit of the dislocation loop, $\vec{v}$ is the velocity vector of the dislocation that acts normal to the dislocation line, $B$ is the drag coefficient matrix for which a simple expression is given in equation (C.46), and $\delta\vec{x}$ is the virtual displacement of line $d\vec{x}$. For more details on the variational approach to dislocation motion, the reader is referred to Appendix C.1. The Peach-Koehler force $\vec{f}_{pk}$ is the force exerted on each dislocation density (represented by line $d\vec{x}$) by the macroscopic stress $\sigma$ and defined from (2.46) as:

$$\vec{f}_{pk} = \left(\sigma \cdot \vec{b}^\alpha\right) \times \vec{t}(\theta) \quad (6.22)$$

As such, the driving force of dislocation motion does not directly account for the stress field resulting from interactions with the loop itself and other loops, since the
loop is a virtual representation, not an actual discrete dislocation loop. Instead, the influence of the surrounding dislocation network on the velocity for a given $\rho_{np,g}(\theta)$ is accounted for in each deformation step by transformation processes as described in the next paragraph. The velocity for each density is then used to calculate the slip rates, strain rates, and rates of annihilation, transformation, and remobilization according to a set of evolution equations, described hereinafter and in the glissile line removal paragraph.

In the DDD calculation in which the dislocation loop illustrated in figure 6.2 is discretized into a finite number of segments, the shape of each segment line $ij$ (i.e. position and tangent) describing each virtual loop can be represented via the use of the generalized coordinates $\vec{q}_{ij}$ introduced in equations (2.28)–(2.32) \[96, 97\]. For more details on discrete nodal dislocation representation, please refer to Section 2.3.1. In this work, a cubic spline representation for the virtual loop is used, and the position $\vec{x}_{ij}$ and tangent vector $\vec{t}_{ij}$ of each segment $ij$ are thus given by equations (2.28) and (2.29), respectively.

To illustrate the passage from a loop representation to a dislocation density representation, consider again the two virtual loops in figure 6.2; one shown in blue and the other in red. The orientation of each segment is related to the tangent vector by:

$$\theta(s) = \arccos \left( \frac{\vec{b}_{\alpha}}{\|\vec{b}_{\alpha}\|} \cdot \vec{t}(s) \right)$$  \hspace{1cm} (6.23)

where $s$ is the curvilinear coordinate along the spline. The total glissile dislocation density on system $\alpha$, $\rho_{np,g}^\alpha$, is the integral of the position vector $\vec{x}$ over the entire loop. From this, the oriented dislocation density is given by:

$$\rho_{np,g}^\alpha(\theta) = \rho_{np,g}^\alpha \cdot f(\theta)$$ \hspace{1cm} (6.24)

where $\rho_{np,g}^\alpha$ corresponding to the line length of virtual loop $\alpha$ is given from equation
(2.32) as:

\[
\rho_{\text{np},g}^{\alpha} = \sum_{ij} \int_{0}^{1} \left( \sum_{a,b=1}^{4} \vec{q}_{ij}^{a} \cdot N_{a}^{\prime}(s) N_{b}^{\prime}(s) \cdot \vec{q}_{ij}^{b} \right)^{1/2} ds
\]

where the derivatives of the shape functions \( N_{a}^{\prime}(s) \) for cubic splines are expressed in equation (2.31), and where \( f(\theta) \) denotes the distribution function of \( \theta \), which can be obtained by a least-square fit to essentially invert system (2.30).

At each step, the equation of motion (6.21) allows for the determination of the distribution of the velocity vectors \( \vec{v}^{\alpha}(\theta) \) for all orientations \( \theta \) belonging to a single virtual loop for a given slip system \( \alpha \) (see Section 2.5 for more details on the numerical evaluation of nodal velocities). This velocity is then updated to \( \vec{V}^{\alpha}(\theta) \) to account for the influence of the current dislocation (obstacle) network via the rate at which dislocations can overcome obstacles via thermal activation. In this case, \( \vec{V}^{\alpha}(\theta) \) is generally expressed as a product of an average rate term and the temperature \( T \) dependent probability \( P^{\alpha}(T) \) of overcoming an obstacle by thermal activation:

\[
\vec{V}^{\alpha}(\theta) = \vec{v}^{\alpha}(\theta) \cdot P^{\alpha}(T)
\]

The probability \( P^{\alpha}(T) \) for thermally activated dislocation motion most often is modelled using Arrhenius-law, for which several expressions have been proposed [126, 33, 127, 44, 45, 162]. In this work, the thermally activated glide probability model as suggested by Busso [33] is adopted, and its expression reads:

\[
P^{\alpha}(T) = \exp \left( -\frac{F_{0}}{kT} \left\langle 1 - \frac{\langle \tau_{e}\rangle}{\langle \tau_{\text{crit}}^{\alpha} \rangle} \right\rangle^{p} \right)^{q}
\]

where \( k \) and \( F_{0} \) denote Bolzmann’s constant and the Helmholtz free activation energy, exponents \( p \in [0,1] \) and \( q \in [1,2] \) characterize the shape of the activation energy profile [127], and function \( \langle x \rangle = \max(x,0) \).

The basic phenomenological arguments directly follow from the work of Kocks and
co-workers [126, 127]. The stress terms $\tau_{\alpha eff}$ and $\tau_{\alpha crit}$ denote respectively the effective driving stress and the maximum strength at which dislocations can be mobilized without the assistance of thermal activation. These two terms have been described in several ways. For instance, in Busso [33] and Cheong and co-workers [44, 45], $\tau_{\alpha eff}$ is set as the difference between the resolved shear stress $\tau_{\alpha res}$ and a back-stress term related to the density of stored dislocations. Alternatively, one can relate both the back-stresses and the critical resolved shear stress to different dislocation populations, such as in Ma et al. [162], who related dislocations parallel to the slip system to back stresses and forest dislocations that cut-through the slip system to the critical resolved shear stress. Following these ideas, in this work, the driving stress $\tau_{\alpha eff}$ is simply defined as:

$$\tau_{\alpha eff} = |\tau_{\alpha res}| - S^\alpha$$  \hspace{1cm} (6.28)

where $S^\alpha$ is the athermal forest resistance. Both $\tau_{\alpha crit}$ and $S^\alpha$ at the deformation temperature are scaled from their values at 0 K, $\tau_0$ and $S_0^\alpha$, respectively, and the ratio of the shear moduli at the deformation temperature to 0 K, i.e.:

$$\tau_{\alpha crit} = \tau_0 \frac{\mu}{\mu_0}$$

$$S^\alpha = S_0^\alpha \frac{\mu}{\mu_0}$$  \hspace{1cm} (6.29)

For $S_0^\alpha$, the Fransiosi and Zaoui extension [90] of the Taylor formulation to multi-slip systems is used, such that:

$$S_0^\alpha = \mu b \sqrt{\sum_{\alpha'} a^{\alpha\alpha'} \rho_{np,s}^{\alpha'}}$$  \hspace{1cm} (6.30)

where $\rho_{np,s}^{\alpha'}$ denotes the non-polar stored dislocations on system $\alpha'$ that contribute to slip resistance via the strength-inter-action matrix $a^{\alpha\alpha'}$. 
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6.4.1.2 Glissile line density removal

Glissile line density removal $d\rho_{np,g}^{\alpha-}$ occurs by either annihilation between glissile dislocations, transformation of glissile dislocations into stored dislocations via junction formation or repulsion between glissile dislocations. Whether two glissile dislocations repel, form a junction, annihilate, or none of the above depends on their relative orientation. The sum of the individual contributions from different interactions and all possible paired interactions between system $\alpha$ and system $\alpha'$ yields an expression for $d\rho_{np,g}^{\alpha-}(\theta)$:

$$d\rho_{np,g}^{\alpha-}(\theta) = \sum_{\alpha',\theta'} d\rho_{np,g}^{\alpha,\alpha'-}(\theta, \theta')$$ (6.31)

where $d\rho_{np,g}^{\alpha,\alpha'-}(\theta, \theta')$ describes the density of glissile dislocations on system $\alpha$ with orientation $\theta$ that are transformed via interactions with all dislocations on system $\alpha'$. It is the sum of the contributions of junction formation, repulsive interactions and annihilation:

$$d\rho_{np,g}^{\alpha,\alpha'-}(\theta, \theta') = d\rho_{np,g,jun}^{\alpha,\alpha'-}(\theta, \theta') + d\rho_{np,g,ann}^{\alpha,\alpha'-}(\theta, \theta') + d\rho_{np,g,int}^{\alpha,\alpha'-}(\theta, \theta')$$ (6.32)

where the subscripts refer to the end states, that is, jun, ann, or int for junction, annihilation and immobilization by repulsion, respectively. Note that each term in equation (6.32) is generally not a symmetric function of $\alpha$ and $\alpha'$. The increment $d\rho_{np,g,end}^{\alpha,\alpha'-}(\theta, \theta')$ for each end state can be seen to generally follow:

$$d\rho_{np,g,end}^{\alpha,\alpha'-}(\theta, \theta') = H_{end}^{\alpha\alpha'}(\theta, \theta')\frac{L^{\alpha\alpha'}(\theta, \theta')U(\theta, \theta')dN^{\alpha\alpha'}}{V}$$ (6.33)

where the transformation-interaction matrix $H_{end}^{\alpha\alpha'}(\theta, \theta')$ is zero or unity depending on whether the interaction leads to the corresponding end-state, end = {jun, ann, int}. For example, $H_{jun}^{\alpha\alpha'}(\theta, \theta')$ for equals unity if the interaction leads to a junction and
Figure 6.3: Example of a junction formation map for the intersection of two prismatic dislocations in HCP Zr. The map is computed by DDD following the method used in reference [39]. Such a map depicts the nature of the intersection event (junction formation, crossed state, or repulsion) as a function of the orientation of the two interacting dislocations (where $\phi_i$ denotes the angle between dislocation line $i$ and its Burgers vector).

equals zero otherwise. Similarly for $H^{\alpha\alpha'}_{\text{ann}}(\theta, \theta')$ or $H^{\alpha\alpha'}_{\text{int}}(\theta, \theta')$, which take on value of 1 if the interaction leads to annihilation or a repulsive state and zero if not. Maps that define the outcomes of paired $\alpha - \alpha'$ dislocation-dislocation interactions in $(\theta, \theta')$ space have been calculated by DDD [164, 165] for FCC crystals. As an example, figure 6.3 shows a map that indicates whether the interaction of two dislocations with different orientations form a junction or attain a repulsive state or neither (cross-state). Such maps have been calculated for Cu [135], Mg [39], and Zr [176].

The fraction on the right-hand side of equation (6.33) is the total line length, given by $L^{\alpha\alpha'}(\theta, \theta')U(\theta, \theta')dN^{\alpha\alpha'}$, per unit volume $V$ involved in the interaction. $L^{\alpha\alpha'}(\theta, \theta')$ is the dislocation length involved in the interaction between two glissile segments of orientation $\theta$ and $\theta'$ and belonging to system $\alpha$ and $\alpha'$, $U(\theta, \theta')$ is the fraction of $L^{\alpha\alpha'}(\theta, \theta')$ that is transformed, and $dN^{\alpha\alpha'}$ is the number of interactions events that occurred within the increment. $L^{\alpha\alpha'}(\theta, \theta')$ can be approximated as to be proportional to the length of the initially shorter segment or the smaller of the two populations involved, such that one can write $L^{\alpha\alpha'}(\theta, \theta')/V = k \cdot \min(\rho_{np,g}^\alpha(\theta), \rho_{np,g}^{\alpha'}(\theta'))$, where $k$
is a fitting parameter. The fraction $U(\theta, \theta')$ has been observed in DDD simulations to decrease with an increase in misorientation angle of the two initial segments [164]. Therefore, as a first approximation, $U(\theta, \theta')$ can be expressed as a simple function of the misorientation between the lines, e.g. $U(\theta, \theta') = |\cos(\theta - \theta')|$. As a result, the increment $d\rho^{\alpha,\alpha'}_{np,g,end}(\theta, \theta')$ for each end state can be expressed as:

$$d\rho^{\alpha,\alpha'}_{np,g,end} = H_{end}^{\alpha\alpha'} \cdot k |\cos(\theta - \theta')| \cdot \min(\rho^{\alpha}_{np,g}(\theta), \rho^{\alpha'}_{np,g}(\theta')) \cdot dN^{\alpha\alpha'}$$ (6.34)

As a first approximation, $dN^{\alpha\alpha'}$, corresponding to the number of interaction events between systems $\alpha$ and $\alpha'$, can be given as:

$$dN^{\alpha\alpha'} = k_0 \sqrt{\sum_{\alpha''} d^{\alpha\alpha''} (\rho^{\alpha''}_{np,g} + \rho^{\alpha''}_{np,s}) \cdot |d\gamma^{\alpha}|} = \frac{k_0}{\lambda^{\alpha'}} |d\gamma^{\alpha}|$$ (6.35)

where $k_0 |d\gamma^{\alpha}|$ corresponds to the average distance travelled by dislocations on a due to the slip on that system, and

$$\lambda^{\alpha'} = \frac{1}{\sqrt{\sum_{\alpha''} d^{\alpha\alpha''} (\rho^{\alpha''}_{np,g} + \rho^{\alpha''}_{np,s})}}$$ (6.36)

is the mean free path on system $\alpha'$, i.e. the average distance a glissile dislocation is likely to travel before being stopped by another dislocation (either glissile or stored). The matrix $d^{\alpha\alpha''}$ is a length-interaction matrix, which engenders a dependence of the mean free path on the two slip systems that are interacting. The interaction is considered to encompass glissile-glissile and glissile-stored interactions. Generally, the stronger the interaction is, the smaller the mean free path will be. Substituting equation (6.35) into (6.50) introduces a material parameter $k_1 = k \cdot k_0$, which is synonymous with the coefficient for the rate of trapping of glissile dislocations or rate of storage of dislocations in other models [127, 25, 132].
Notice that with equations (6.31)-(6.35), it is possible that, as the overall dislocation density on all systems becomes so large, the fraction of glissile dislocations transformed into stored dislocation can reach one and thus the rate of change in the glissile dislocation density zero.

6.4.2 Non-polar stored dislocation density evolution

As for the case of glissile densities, the evolution of non-polar stored dislocation density on slip system $\alpha$ of a given orientation $h$ results from the interactions with other densities on other slip systems and orientations:

$$d\rho_{\alpha np,s}^\alpha(\theta) = \sum_{\alpha',\theta'} d\rho_{\alpha np,s}^{\alpha',\alpha}(\theta, \theta')$$

(6.37)

The non-polar stored dislocation intersection density evolves via two main phenomena: (1) junction formation and (2) repulsive interactions. The strength of both junction and repulsive states are dependent on the relative orientations of the two interacting segments. Here, it is proposed to formally account for the evolution of each as a function of their orientation relationship $(\theta, \theta')$. Accordingly, the following decomposition is used:

$$d\rho_{\alpha np,s}^{\alpha,\alpha'}(\theta, \theta') = d\rho_{\alpha np,s,jun}^{\alpha,\alpha'}(\theta, \theta') + d\rho_{\alpha np,s,int}^{\alpha,\alpha'}(\theta, \theta')$$

(6.38)

where the subscripts $j$ and $int$ refer to junction and repulsive interactions, respectively. The evolution of each is governed by a balance of storage and removal rates:

$$d\rho_{\alpha np,s,jun}^{\alpha,\alpha'}(\theta, \theta') = d\rho_{\alpha np,s,jun}^{\alpha,\alpha'}^{+}(\theta, \theta') - d\rho_{\alpha np,s,jun}^{\alpha,\alpha'}(\theta, \theta') - d\rho_{\alpha np,s,jun}^{\alpha,\alpha'}^{remob}(\theta, \theta')$$

$$d\rho_{\alpha np,s,int}^{\alpha,\alpha'}(\theta, \theta') = d\rho_{\alpha np,s,int}^{\alpha,\alpha'}^{+}(\theta, \theta') - d\rho_{\alpha np,s,int}^{\alpha,\alpha'}^{recov}(\theta, \theta') - d\rho_{\alpha np,s,int}^{\alpha,\alpha'}^{remob}(\theta, \theta')$$

(6.39)

In the above, the first terms with superscript $+$ in each evolution equation refer to the rates of increase in storage due to junction ($jun$) or repulsive interactions ($int$).
Via the transformation mechanism proposed in this work, they also correspond to
the decrement in the glissile dislocation density in equation (6.32). As a result, the
transformation mechanisms from glissile to stored densities write:

\[
\begin{align*}
\dot{\rho}^{\alpha,\alpha'}_{np,s,jun}(\theta, \theta') &= \dot{\rho}^{\alpha,\alpha'}_{np,g,jun}(\theta, \theta') \\
\dot{\rho}^{\alpha,\alpha'}_{np,s,int}(\theta, \theta') &= \dot{\rho}^{\alpha,\alpha'}_{np,g,int}(\theta, \theta')
\end{align*}
\]  

(6.40)

These mechanisms lead to stage II hardening. The second terms in equation (6.39)
with superscript \textit{recov} represent the decrease due to line removal by dynamic recovery,
which is characteristic of stage III. To model dynamic recovery, we employ the model
suggested by Kocks and Mecking [126, 127]:

\[
\begin{align*}
\dot{\rho}^{\alpha,\alpha'}_{np,s,jun}(\theta, \theta') &= k_2 \cdot \rho^{\alpha,\alpha'}_{np,s,jun}(\theta, \theta') \cdot |\dot{\gamma}^{\alpha}| \\
\dot{\rho}^{\alpha,\alpha'}_{np,s,int}(\theta, \theta') &= k_2 \cdot \rho^{\alpha,\alpha'}_{np,s,int}(\theta, \theta') \cdot |\dot{\gamma}^{\alpha}|
\end{align*}
\]  

(6.41)

where \(k_2\) depends on strain rate and temperature [25]. The example later considers
a fixed temperature and strain rate and thus, \(k_2\) is treated as a fitting parameter.

Note that with the present formulation, \(k_2\) is a single parameter valid for all slip
systems \(\alpha\), whereas it is usually treated as a mode-dependent parameter \(k_2^{\alpha}\) in current
constitutive models (e.g. in reference [25]). As before, \(|\dot{\gamma}^{\alpha}|\) is the increment of shear
due to gliding on system \(\alpha\).

The last terms in equation (6.39) with superscript \textit{remob} represent the loss in
stored non-polar density due to remobilization and hence correspond to a gain in the
glissile non-polar density, such that:

\[
\dot{\rho}^{\alpha,\alpha'}_{np,g}(\theta) = \sum_{\alpha', \theta'} \left[ \dot{\rho}^{\alpha,\alpha'}_{np,s,jun}(\theta, \theta') + \dot{\rho}^{\alpha,\alpha'}_{np,s,int}(\theta, \theta') \right]
\]  

(6.42)

As mentioned earlier, remobilization corresponds to the unzipping of junctions or
unlocking of repulsive states due to a change in local stress state. As such, remobilization is particularly important and non-negligible in the case of complex loading states or when undergoing a change in loading path. The rate of unzipping depends on the local stress state relative to the strength of the junction. The junction strength is a function of the type of junction (e.g. Lomer-Cottrell lock vs Hirth lock), junction length, and line misorientation. In the case of FCC metals, junction strength decreases with junction line length and in turn, the length of the junction formed decreases with increasing line misorientation. Further for HCP metals, as shown in DDD simulations on Mg single crystals, the junction strength can exhibit significant anisotropy [39].

To capture these effects, the rate of remobilization is expressed as the product of the current dislocation junction density, the fraction that is remobilized $U(\theta, \theta')$, and the probability of junction unzipping $Y(\tau^\alpha, \tau^{\alpha'})$ given the junction type and the current resolved shear stress:

$$d\rho_{\text{remob}}(\theta, \theta') = \rho_{\text{remob}}(\theta, \theta') U(\theta, \theta') Y(\tau^\alpha, \tau^{\alpha'})$$ (6.43)

where $\tau^\alpha$ and $\tau^{\alpha'}$ respectively denote the resolved shear stresses on $\alpha$ an $\alpha'$. $Y(\tau^\alpha, \tau^{\alpha'})$ is defined such that it equals unity if the stress state exceeds the strength of a given junction and zero otherwise. The non-polar dislocations stored as result of repulsive interaction can be remobilized via a simple change in the load direction (at the local scale). Similar to equation (6.43), the rate of remobilization of repulsive states is:

$$d\rho_{\text{remob}}(\theta, \theta') = \rho_{\text{remob}}(\theta, \theta') U(\theta, \theta') S(\tau^\alpha, \tau^{\alpha'})$$ (6.44)

where $S(\tau^\alpha, \tau^{\alpha'})$ takes the value one if either resolved shear stresses on $\alpha$ or $\alpha'$ changes in sign. Both $Y(\tau^\alpha, \tau^{\alpha'})$ and $S(\tau^\alpha, \tau^{\alpha'})$ can, in principle, be determined from strength-interaction maps, such as the one in figure 6.3, obtained from DDD calculations.
Sections 6.2 to 6.4 provide the main constitutive equations of the Hybrid Model. In the following, the numerical implementation of the model is discussed and a simple application on uniaxial tension on FCC Copper is presented to highlight the capabilities of the model. Further, note that a simplified version of the model will be used and its constitutive equations will be presented in Section 6.4.3.

6.4.3 Simplified formulation

In Sections 6.4.1 and 6.4.2, the complete set of evolution and transformation laws were given for non-polar glissile and stored dislocations as a function of their orientation. However, there may be some situations in which a simplification to the model is desired and the degrees of freedom associated with all possible orientation pairs \((\theta, \theta')\) can be reduced to consider no orientation dependence.

On top of providing a lighter formulation of the Hybrid Model that should allow to grasp the essence of the model more directly than from the previous sections, the removal of densities orientations also alleviate numerical difficulties (see Section 6.5.1) by restraining the shape of the virtual loops (see figure 6.2) to perfect circles. Further, if one restricts this simplified version to be used in monotonic loading conditions, such as done for single crystal aluminium in Section 6.6, then no remobilization mechanism needs to be considered.

As a result, the simplified version of the model solely accounts for the modelling of non-polar glissile and stored overall densities per system based on the Kocks-Mecking approach [127]. Thus, the various mechanisms affecting their evolution, that may either lead to an increase (+) or a decrease (-) in the dislocation densities, can be described in a simpler fashion by the following set of rate laws for each system \(s\):
Evolution of glissile (g) densities: \[
\dot{\rho}^\alpha_{np,g} = \dot{\rho}^{\alpha+}_{np,g} - \dot{\rho}^{\alpha-}_{np,g}
\]
(6.45)

Transformation (trapping): \[
\dot{\rho}^\alpha_{np,g} = \dot{\rho}^{\alpha+}_{np,s}
\]
(6.46)

Evolution of stored (s) densities: \[
\dot{\rho}^\alpha_{np,s} = \dot{\rho}^{\alpha+}_{np,s} - \dot{\rho}^{\alpha-}_{np,s}
\]
(6.47)

in which the increase \(d\rho^{\alpha+}_{np,g}\) of glissile dislocations due to glide is quantified using circular virtual loops. Further, in this case, the loss in non-polar glissile density via the transformation mechanisms introduced in relations (6.40) directly results in the gain in non-polar stored density. Their quantification, corresponding to equation (6.31) in the complete version, reduces to:

\[
d\rho^{\alpha-}_{np,g} = d\rho^{\alpha+}_{np,s} = \sum_{\text{end}} \sum_{\alpha'} d\rho_{np,g,\text{end}}^{\alpha,\alpha'}
\]
(6.48)

where \(d\rho_{np,g,\text{end}}^{\alpha,\alpha'}\) denotes the increment of transformed glissile non-polar densities stored on system \(\alpha\) due to the interaction with system \(\alpha'\) and for \(\text{end} = \{\text{jun, ann, int}\}\). Following expression (6.33), it is here simply given by:

\[
d\rho_{np,g,\text{end}}^{\alpha,\alpha'} = P_{\text{end}}^{\alpha\alpha'} \cdot \frac{L^{\alpha\alpha'} U dN^{\alpha\alpha'}}{V}
\]
(6.49)

where \(P_{\text{end}}^{\alpha\alpha'}\) is the probability that the intersection between lines due to interaction between systems \(\alpha\) and \(\alpha'\) results in a given \(\text{end}\) stage, i.e. \(\text{end} = \{\text{jun, ann, int}\}\). \(P_{\text{end}}^{\alpha\alpha'}\) can be obtained by integration of the transformation-interaction matrix \(H_{\text{end}}^{\alpha\alpha'}(\theta, \theta')\) over the \((\theta, \theta')\) space. The ratio \(L^{\alpha\alpha'} U/V\) corresponds to the average length of the junction to be formed per unit volume when system \(\alpha\) interacts with system \(\alpha'\). It is proportional to the lesser glissile dislocation density between system \(\alpha\) and \(\alpha'\), i.e. \(\min(\rho_{np,g}^{\alpha}, \rho_{np,g}^{\alpha'})\), such that:

\[
d\rho_{np,g}^{\alpha,\alpha'} = P^{\alpha\alpha'} \cdot k \cdot \min(\rho_{np,g}^{\alpha}, \rho_{np,g}^{\alpha'}) \cdot dN^{\alpha\alpha'}
\]
(6.50)
Finally, the Kocks-Mecking approach for dynamic recovery [127] is employed to model the rate of annihilations of stored dislocations as:

\[ d\rho_{np,s}^\alpha = k_2 \cdot \rho_{np,s}^\alpha |d\gamma^\alpha| \]  \hfill (6.51)

### 6.5 Numerical implementation

In this section, the numerical implementation of the Hybrid Model is briefly discussed. First, the representation of virtual loops using the DDD code is presented for FCC crystals, after which the coupling of the crystal plasticity framework with the finite element method is detailed.

#### 6.5.1 Virtual loops

As introduced in Section 6.4.1, the concept of a virtual loop is used to calculate the increase in the non-polar glissile dislocation density population of orientation \( \theta \) due to glide. In the case of FCC crystals, the 12 \( \langle 110 \rangle \{111\} \) are doubled. Practically, two polarized virtual loops with opposite Burgers vectors (+/-) are associated to each slip system \( \alpha \) to ensure that growth of virtual loops is granted independently of the sign of the applied stress. Table 6.1 lists the 24 virtual slip systems used in this work along with their Schmid and Boas (SB) notation. The (+) and (-) in SB denotes the sign of the Burgers vector, the (+) being the conventionally adopted one in the literature.

Initially, each virtual loop is perfectly circular, i.e., the densities in each orientation are identical (see for instance, the blue loop in figure 6.2). This is intended to represent an initially random distribution of a large number of Frank-Read sources. At each deformation step, only the systems whose virtual loop length has increased are updated. Those systems whose loop length would shrink are forced to remain fixed in their previous position as if their average velocity is zero. Nonetheless, these zero-velocity loops do not contribute to the plastic shearing rate (see equation (6.17)).
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For loops associated with active slip systems, the loops will expand and deform, and will not necessarily remain perfectly circular, as suggested by the red loop in figure 6.2, since some lines with specific orientations could be more likely to grow, transform, or annihilate than others. Once the new non-polar glissile densities $\rho_{np,g}(\theta)$ have been computed for all orientations $\theta$ – based on the rates of annihilation and transformation –, the virtual loops must be reconstructed accordingly. During reconstruction, convexity and closure conditions of the loops are enforced such that (i) the density of each orientation can be uniquely retrieved and (ii) virtual loops represent the glissile non-polar dislocations densities. Therefore the passage between the virtual loop representation and the non-polar glissile dislocation densities proceeds in three steps: (i) the increase in glissile densities $d\rho_{np,g}^{\alpha,+;\text{glide}}(\theta)$ due to glide is computed as described in Section 6.4.1, (ii) the removal $d\rho_{np,g}^{\alpha,-}(\theta)$ due to interactions is computed using equations (6.31)–(6.35) and (iii) the virtual loops are reconstructed from the new densities $s\rho_{np,g}^{\alpha}(\theta)$ (see equation (6.15)).

In the case of the simplification introduced through equation (6.48) and (6.50) in

---

Table 6.1: Properties and notation for the 24 virtual loops used in the model.

<table>
<thead>
<tr>
<th>Slip plane</th>
<th>$\vec{b}^\alpha$</th>
<th>Index</th>
<th>SB</th>
<th>$\vec{b}^\alpha$</th>
<th>Index</th>
<th>SB</th>
</tr>
</thead>
<tbody>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[\bar{1}10]$</td>
<td>1</td>
<td>B5+</td>
<td>$\frac{1}{2}[\bar{1}10]$</td>
<td>13</td>
<td>B5-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[\bar{1}10]$</td>
<td>2</td>
<td>B4+</td>
<td>$\frac{1}{2}[\bar{1}10]$</td>
<td>14</td>
<td>B4-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[101]$</td>
<td>3</td>
<td>B2+</td>
<td>$\frac{1}{2}[101]$</td>
<td>15</td>
<td>B2-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[110]$</td>
<td>4</td>
<td>D6+</td>
<td>$\frac{1}{2}[\bar{1}10]$</td>
<td>16</td>
<td>D6-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[011]$</td>
<td>5</td>
<td>D1+</td>
<td>$\frac{1}{2}[0\bar{1}1]$</td>
<td>17</td>
<td>D1-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[101]$</td>
<td>6</td>
<td>D4+</td>
<td>$\frac{1}{2}[101]$</td>
<td>18</td>
<td>D4-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[110]$</td>
<td>7</td>
<td>C5+</td>
<td>$\frac{1}{2}[\bar{1}10]$</td>
<td>19</td>
<td>C5-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[101]$</td>
<td>8</td>
<td>C3+</td>
<td>$\frac{1}{2}[101]$</td>
<td>20</td>
<td>C3-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[011]$</td>
<td>9</td>
<td>C1+</td>
<td>$\frac{1}{2}[0\bar{1}1]$</td>
<td>21</td>
<td>C1-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[110]$</td>
<td>10</td>
<td>A6+</td>
<td>$\frac{1}{2}[\bar{1}10]$</td>
<td>22</td>
<td>A6-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[011]$</td>
<td>11</td>
<td>A2+</td>
<td>$\frac{1}{2}[0\bar{1}1]$</td>
<td>23</td>
<td>A2-</td>
</tr>
<tr>
<td>(111)</td>
<td>$\frac{1}{2}[101]$</td>
<td>12</td>
<td>A3+</td>
<td>$\frac{1}{2}[101]$</td>
<td>24</td>
<td>A3-</td>
</tr>
</tbody>
</table>
which line orientation dependence is removed, the virtual loops will remain perfectly
circular as they grow. This simplification leads to a significant gain in computation
time since (1) the suppression of orientation dependence enables us to work with only
one density per slip system and per type, and (2) the number of discretization points
required to describe the virtual loop can be reduced to a minimum.

Both approaches for updating \( d\rho_{np,glide}^{\alpha+}(\theta) \) are employed in this work for the case
of monotonic, uniaxial loading of a single crystal. In either case, an increase in
the non-polar glissile density can be associated with the transformation of non-polar
glissile densities into stored densities. The transformations are computed using the
formulation expressed through equations (6.31), (6.33) and (6.35).

6.5.2 Crystal plasticity finite element coupling

Both the fully orientation-dependent and simplified orientation-independent versions
have been implemented in a finite element (FE) framework such that equilibrium
and boundary conditions are respected at each step. The general FEM framework
to incorporate stress-strain formulations is presented in details in Appendix E. The
algorithm for the fully orientation-dependent approach is provided in figure 6.4. The
coupling between the FE and the DDD procedures is based on a two-step approach.
First, the DDD code computes the evolution of the virtual loops solving the dynamics for a given stress state. The new values of every density population are then computed once interactions processes have been handled, yielding the plastic strain increment. Second, the FE code computes the displacement field making use of the plastic deformation gradient computed during the first step. This coupling is performed using an implicit scheme in which the stress state for an element at step \( t \), \( \sigma(t) \), is obtained from the elastic deformation gradient \( F^e(t) \) according to equation (6.11). The latter is computed using the decomposition introduced in equation (6.4) where the total deformation gradient given by the imposed increment of deformation,
**Figure 6.4:** Flowchart of the coupling between DDD and FEM. Fundamental equation of non-linear FEM $R^n = \int_V B^T \sigma^n dV - F = 0$ directly follows from the principle of virtual work applied to a medium (V) subjected to displacement and stress boundary conditions (see Appendix E.4). Here $B$ denotes the spatial partial derivatives matrix of the element discretized nodes and $\sigma^n$ represents the stress at increment $n$ given by equation (6.11). The use of an implicit iterative method (Newton-Raphson) to solve for the non-linear system $R^n = 0$ requires the introduction of the tangent modulus (or material jacobian) $L^{tan} = \partial \sigma / \partial \epsilon$. 

$\sigma^{n-1}$ and $\epsilon^{n-1}$ are known from previous step

**Goal:** compute $\sigma^n$ and $\epsilon^n$

**FEM:** Solve for $R^n = \int_V B^T \sigma^n dV - F = 0$

- Initialize virtual loops: $\rho^{a,n}_{np,m} = \rho^{a,n-1}_{np,m}$
- Applied stress $\sigma^i(n = \sigma^{n-1}$ for $i = 1$)
- Compute line increase due to glide solving
  - EOM by determining velocities of non-polar glissile dislocations

---

**DDD procedure**

- Compute glissile line increase $d\rho^{a+g}_{np,m}$
- Compute glissile line removal $d\rho^{a-}_{np,m}$
- Compute stored line increments $d\rho^{a}_{np,s}$
- Compute plastic deformation gradient $L^{n}_{i}$
- Compute shear strain rate $\dot{\gamma}^{a}$
- Compute plastic deformation gradient

---

**FEM procedure**

- Compute rigidity $K^n_i = \int_V B^T \epsilon^{tan,n} dV$
- Compute residual $R^n_i = \int_V B^T \sigma^n dV$
- Update displacements $u^{n+1}_i = u^n_i - [K^n_i]^{-1} \cdot R^n_i$
- Kinematics

---

**Newton-Raphson: Iteration i**

- NO
- Residual $|R^n_i| \leq TOL$
- YES

$\sigma^n = \sigma^{n}_{conv}$

**Reconstruct virtual loops**
and the plastic deformation gradient $F^p(t)$ at the same step $t$ using equation (6.7). A Newton–Raphson procedure is used to solve the non-linear dependence between the stress and the plastic strain. (The general non-linear FEM formulation for stress calculation is detailed in Appendix E.4.) Therefore, at the beginning of each increment $t$, the stress state $\sigma(t)$ has to be defined everywhere in the FE mesh, as it constitutes an input for the next increment of the DDD code. As indicated by equations (6.21) and (6.22), $\sigma(t)$ is the driving force used to determine the motion of the dislocation lines of the virtual loop.

6.6 Application to FCC single crystal aluminium

As a first application, the Hybrid Model described in the previous sections has been implemented to simulate uniaxial tension of single crystal aluminum. In the present formulation, only the evolution of glissile and stored non-polar dislocations are considered. Under uniaxial tension, the applied deformation does not impose any rotation, and in the calculations that follow, the imposed boundary conditions are such that crystal rotation is uniform, and hence no polar dislocations will be generated. Moreover, because the crystals are being loaded monotonically, the remobilization mechanism is assumed not to affect the mechanical response and is suppressed in the following calculations. Thus, for this application, the rate of growth of non-polar glissile dislocations is due solely to glide, and the rate of storage of non-polar stored dislocations is governed by the rate of annihilation, junction formation and immobilization of non-polar glissile dislocations.

6.6.1 Dislocation interactions

There are three interaction matrices introduced in the present hybrid model. The first is the strength-interaction matrix $a^{\alpha\alpha'}$ found in equation (6.30) in the definition of the critical resolved shear stress for system $\alpha$. This interaction matrix describes the interaction between dislocations from all possible pairs of slip systems in an FCC
crystal that give rise to the glide resistance known as the critical resolved shear stress. Due to the symmetry of the FCC crystal, this matrix is composed of six independent coefficients, each of them accounting for a different type of interaction [90, 89]. An example matrix $a^{\alpha \alpha'}$ for FCC crystals is shown in table 6.2.

The two coefficients $a_0$ and $a_1$ account for in-plane interactions, whereas the four other coefficients $a_2$ through $a_5$ account for out-of-plane interactions. The first $a_0$ describes self-interactions, namely the interactions between dislocations belonging to the same system. Even when gliding on different parallel planes, like-signed, same system dislocations can increase their mutual glide resistance through long-range interactions via dipolar interactions [4]. Next, $a_1$ describes interactions between coplanar dislocations that have different Burgers vectors, while $a_2$ accounts for the collinear dislocations; that is, for dislocations that have the same Burgers vector but are lying on different planes. This last interaction is related to the ability of dislocations to cross-slip. Finally, $a_3$, $a_4$ and $a_5$ describe three types of junctions that are likely to be formed, namely the Hirth lock, the glissile junction and the Lomer-Cottrell lock, respectively. The glissile junctions are able to move since their resulting Burgers vector lies in the plane in which they are formed, but still largely contribute to the hardening of the forest [164]. Alternatively, the Hirth and Lomer-Cottrell locks form sessile junctions of different strengths, with the Hirth lock being the weaker of the two.

The components $a^{\alpha \alpha'}$ are taken from the results of DDD simulations conducted in reference [132]. These are reported in table 6.3. Although interaction coefficients evolve with the dislocation densities [65], they will be taken as constant during deformation.

Second, in equation (6.35), the length-interaction matrix $d^{\alpha \alpha'}$ is introduced to describe the increment in the number of intersection events occurring while systems $\alpha$ and $\alpha'$ are interacting. As described by equation (6.35), this number is related to the
Table 6.2: Strength-interaction matrix $a^{\alpha\alpha'}$ coefficients for FCC crystals.

<table>
<thead>
<tr>
<th>Systems</th>
<th>A2</th>
<th>A3</th>
<th>A6</th>
<th>B2</th>
<th>B4</th>
<th>B5</th>
<th>C1</th>
<th>C3</th>
<th>C5</th>
<th>D1</th>
<th>D4</th>
<th>D6</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_2$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>$a_4$</td>
<td>$a_1$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_2$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A6</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>$a_3$</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td>$a_3$</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C5</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D6</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$a_1$</td>
<td>$a_3$</td>
<td>$a_5$</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$a_4$</td>
<td>$a_5$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Interaction coefficients computed via DDD simulations by Kubin and co-workers [132] and used for the present work.

<table>
<thead>
<tr>
<th></th>
<th>Self $a_0$</th>
<th>Coplanar $a_1$</th>
<th>Collinear $a_2$</th>
<th>Hirth $a_3$</th>
<th>Glissile $a_4$</th>
<th>Lomer $a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values</td>
<td>0.122</td>
<td>0.122</td>
<td>0.625</td>
<td>0.07</td>
<td>0.137</td>
<td>0.127</td>
</tr>
</tbody>
</table>

mean free path, which in turn depends on the average lengths of the two interacting dislocations segments. As such, it gives rise to an orientation dependence on the rate of storage of glissile dislocations. The length-interaction matrix $d^{\alpha\alpha'}$ exhibits the same structure as matrix $a^{\alpha\alpha'}$. It also describes the interaction between all possible pairs of slip systems and has six independent coefficients corresponding to the same interactions as those in matrix $a^{\alpha\alpha'}$. Although the values of its six coefficients may differ from those for matrix $a^{\alpha\alpha'}$, for the sake of simplicity, the coefficients of matrices $a^{\alpha\alpha'}$ and $d^{\alpha\alpha'}$ are assumed identical.

Third, the transformation-interaction matrix $H^{\alpha\alpha'}_{\text{end}}(\theta, \theta')$ was introduced in equation (6.33), and can also be directly determined from DDD simulations. Such maps, for which an example is given in figure 6.3, indicate the end-state attained, i.e. junction, annihilation, repulsive state or otherwise (cross-state), as a function of the orientations of the two interacting glissile segments. Studies performed on collinear interactions in reference [165] have also managed to provide maps for these interactions.
Table 6.4: Averaged intersection probabilities $P_{\text{jun}}^{\alpha\alpha'}$ taken for FCC aluminum.

<table>
<thead>
<tr>
<th>Types of junctions</th>
<th>$P_{\text{jun}}^{\alpha\alpha'}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lomer-Cottrell lock</td>
<td>$P_{\text{Lomer}} = 0.593$</td>
</tr>
<tr>
<td>Glissile</td>
<td>$P_{\text{glissile}} = 0.547$</td>
</tr>
<tr>
<td>Hirth lock</td>
<td>$P_{\text{Hirth}} = 0.378$</td>
</tr>
<tr>
<td>Collinear interactions</td>
<td>$P_{\text{collinear}} = 0.895$</td>
</tr>
</tbody>
</table>

These maps not only inform on the nature of the interaction configuration between two oriented dislocation segments, but also on the length on junctions to be formed according to segments orientations: junctions lengths decrease with an increasing misorientation of the two interacting segments [164]. Here, the transformation-interaction coefficients will be taken as constant and independent of the length of the dislocations during plastic deformation. These are given in table 6.3. It should also be mentioned that very little is known about the interaction between coplanar slip systems, as no studies have been devoted to those interactions. Kubin et al. [132] suggest that the coplanar and self-interactions can be treated in a similar manner. For this reason, as listed in table 6.3, their interaction coefficients are taken as identical.

As mentioned, a simplified approach given in Section 6.4.3 will also be utilized. In this case, the probability of forming a junction or reaching a repulsive configuration $P_{\text{end}}^{\alpha\alpha'}$ (see equations (6.50) and (6.49)) can be related to $H_{\text{end}}^{\alpha\alpha'}(\theta, \theta')$ introduced in equation (6.33). For instance, $P_{\text{jun}}^{\alpha\alpha'}$ for junction formation can then be expressed as:

$$P_{\text{jun}}^{\alpha\alpha'} = \frac{A_{\text{jun}}^{\alpha\alpha'}}{A_{\text{tot}}^{\alpha\alpha'}}$$  \hspace{1cm} (6.52)

where $A_{\text{jun}}^{\alpha\alpha'}$ denotes all the mapped areas corresponding to interactions between systems $\alpha$ and $\alpha'$ that lead to junction formation, and $A_{\text{tot}}^{\alpha\alpha'}$ is the total map area. For the FCC aluminum crystals modelled here, values of $P_{\text{jun}}^{\alpha\alpha'}$ obtained from junction formation maps of Madec and co-workers [164, 165] are reported in table 6.4.
6.6.2 Simulation setting

In the numerical model, the single crystal is represented by a single 3D 8-noded brick element. In order to simulate uniaxial tension of single crystals, the following boundary conditions have been adopted: the element, which is subjected to uniaxial traction on its upper face (along the Z-axis), is set up to represent 1/8th of a cube by taking advantage of the symmetries (FCC materials). Therefore, to reproduce the ideal tension boundary conditions, the lower face of the element is pinned along the traction direction and one of its vertices is pinned, whereas the others are blocked to avoid rotation of the lower face. The lateral sides of the entire cube are traction free. Tension is simulated by imposing a uniaxial strain rate $\dot{\epsilon}_{33}$ on the upper face. All boundary conditions on the 1/8th cube are schematically presented in figure 6.5.

In order to test the response of uniaxial tension to different crystal orientations, a crystal coordinate system has been implemented. Its rotation with respect to the global coordinate system (element) is performed via the use of Euler angles (using Bunge convention). The models were tested for four orientations: [001], [111], [112] and [123], to evaluate their ability to capture and predict the orientation-dependent tensile behavior of single-crystal aluminum. Results are compared to experiments conducted by Hosford et al. [115] at 273 K. Materials parameters used to simulate single crystal aluminum at 273 K are reported in table 6.5.

The initial density of non-polar glissile dislocation is set to $3.5 \times 10^{10} m^{-2}$ on each of the 24 virtual slip systems, which is equivalent to $7 \times 10^{10} m^{-2}$ on each of the 12 actual slip systems. The initial density of non-polar stored dislocations is set to the same value. Uniaxial tensile tests are simulated under a constant strain rate $\dot{\epsilon}_{33} = 3 \times 10^4 s^{-1}$. The time step used in the simulation is set to $\Delta t = 10^{-8} s$ for both the FE and the DDD procedure. The drag coefficient $B$ in equation (6.21) is chosen to be identical for edge and screw orientations, such that its value remains constant for all possible lines orientation. The Helmholtz free activation energy $F_0$ found in
Figure 6.5: Schematic of the 1/8th cube element and its boundary conditions to simulate uniaxial tension on a single crystal Al.

Table 6.5: Materials parameters used to model single crystal aluminum.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic constants</td>
<td></td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>108 GPa</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>61.3 GPa</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>28.5 GPa</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>$\mu = 25$ GPa</td>
</tr>
<tr>
<td>Burgers vector</td>
<td>$b = 2.863 \times 10^{-10}$ m</td>
</tr>
<tr>
<td>Velocity exponents</td>
<td>$p = 0.5$ and $q = 1.5$</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>$B = 10^{-5}$ Pa.s</td>
</tr>
<tr>
<td>Lattice friction at 0K</td>
<td>$\tau_0 = 30$ MPa</td>
</tr>
<tr>
<td>Free activation energy</td>
<td>$F_0 = 5 \times 10^{-20}$ J</td>
</tr>
<tr>
<td>Trapping coefficient</td>
<td>$k_1 = 6.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>Recovery coefficient</td>
<td>$k_2 = 1.7 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

The Boltzmann distribution (equation (6.27)) is typically given in $0.05 \leq \frac{F_0}{\mu b^3} \leq 2$ whereas the exponents $p$ and $q$ are to be comprised in the ranges $0 \leq p \leq 1$ and $1 \leq q \leq 2$.

Finally, it is important to notice that the present model has only two adjustable material parameters, $k_1$ and $k_2$, that are independent of the slip systems. The first parameter represents the coefficient for the rate of trapping of glissile dislocations by other dislocations and the second the recovery processes between stored dislocations. These are determined by fitting the tension response in the perfectly aligned [111]
direction. Simulations of the [001], [112] and [123]-oriented crystals have then been performed using the same values for these two parameters. In doing so, we found that the best agreement of the model with experimental data have been obtained introducing a 1° misorientation for the [001]-oriented crystal. This slight adjustment is well within the expected error of the experiment. The orientations of specimens used in the experiments conducted by Hosford et al. [115] are likely to deviate from the perfect alignment up to 2°.

6.7 Results and discussion

Figure 6.6 compares the hybrid model with experiments conducted by Hosford et al. [115], for four crystal orientations: [001], [111], [112] and [123]. The model captures the strain hardening response and more importantly, the differences and order in the flow stresses among the four orientations. Notably, the response of the [001] orientation is fully reproduced.

Figure 6.6: Stress vs strain predictions for the four tested crystal orientations using the simplified version of the model versus experimental data.
Table 6.6: Schmid factors for the four different tested orientations.

<table>
<thead>
<tr>
<th>System</th>
<th>SB</th>
<th>[001]</th>
<th>[111]</th>
<th>[112]</th>
<th>[123]</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>A2</td>
<td>0.408</td>
<td>0</td>
<td>0.136</td>
<td>0.117</td>
</tr>
<tr>
<td>12</td>
<td>A3</td>
<td>0.408</td>
<td>0.272</td>
<td>0.408</td>
<td>0.467</td>
</tr>
<tr>
<td>10</td>
<td>A6</td>
<td>0</td>
<td>0.272</td>
<td>0.272</td>
<td>0.350</td>
</tr>
<tr>
<td>3</td>
<td>B2</td>
<td>0.408</td>
<td>0</td>
<td>0.272</td>
<td>0.175</td>
</tr>
<tr>
<td>2</td>
<td>B4</td>
<td>0.408</td>
<td>0</td>
<td>0.272</td>
<td>0.350</td>
</tr>
<tr>
<td>1</td>
<td>B5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.175</td>
</tr>
<tr>
<td>9</td>
<td>C1</td>
<td>0.408</td>
<td>-0.272</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>C3</td>
<td>0.408</td>
<td>-0.272</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>C5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>B2</td>
<td>0.408</td>
<td>0.272</td>
<td>0.408</td>
<td>0.292</td>
</tr>
<tr>
<td>6</td>
<td>B4</td>
<td>0.408</td>
<td>0</td>
<td>0.136</td>
<td>0.117</td>
</tr>
<tr>
<td>4</td>
<td>B5</td>
<td>0</td>
<td>0.272</td>
<td>0.272</td>
<td>0.175</td>
</tr>
</tbody>
</table>

6.7.1 Slip activity and work hardening

The model predicts that the two more symmetrical orientations [001] and [111] deform plastically in multi-slip, whereas the other two orientations [112] and [123] deform predominantly by one or two slip systems (although the others are mildly active). This difference classifies these four orientations into two groups, which are discussed in turn below. The Schmid factors computed for the tested orientations are reported in table 6.6.

The [001] and [111] orientations deform in tension by activating eight and six slip systems, respectively. For the [001] oriented crystal, systems A2, A3, B2, B4, C1, C3, D1 and D4 are activated, whereas for the [111]-oriented one, systems A3, A6, C1, C3, D1 and D6 are activated. These systems have identical Schmid factors and are activated simultaneously at the onset of plastic deformation, marking the end of the elastic stage. Because of multi-slip, stage I is not present and strain hardening begins with stage II at a very high hardening rate. All the remaining non-active slip systems have a zero Schmid factor. The [111]-oriented crystal exhibits the highest hardening rate among the four orientations, and a flow stress at 10% strain that is
roughly four times higher than in any other orientation. However, unlike the [111]-
oriented crystal, the hardening rate of the orientation [001] (with eight equally active
slip systems) drops drastically after 2–3% strain, such that the stress level has almost
reached an asymptotic value at 10% strain.

It has been observed experimentally that at most half of the slip systems with non-
zero Schmid factors are actually activated during tensile deformation for [001] and
[111] orientations [113]. For the [111] orientation, Franciosi and Zaoui [90] observed
that only three distinct slip systems are activated. The selection of activated slip
systems has been argued based on the types of junctions that could form. In [90], at
the beginning of plastic deformation, the preferred combinations of systems involved
were those that do not form junctions. Using both DDD and continuum models,
Devincre et al. [64] found that the selection of slip systems proceeds in such a way
that collinear interactions between a slip system and its cross-slip system are avoided.
Collinear junctions form when collinear slip systems, which have the same Burgers
vector but lie on different planes, interact. These junctions are by far the strongest,
as seen through the $a_2$ coefficient in table 6.3, which is more than five times higher
than the second highest glissile junction. In the present hybrid model, the junction
types formed and slip activity are predicted and their relationship is discussed in the
next section.

For orientations [112] and [123], one to two slip systems dominate and accommo-
date most of the strain, although all systems with non-zero Schmid factors are actually
activated during the course of the deformation. This provides an explanation for why
stage I does not manifest in either orientation. In the case of the [112]-oriented crys-
tal, it has been observed experimentally for FCC materials that a small single glide
stage I could occur, with secondary slip on the conjugate slip system (the maximum
resolved shear stress is identical for two slip systems in this direction). This has
been reported for Copper in [90] and appears clearly in the experiments conducted in
However, in the case of aluminum, stage I is not present as double conjugate slip occurs at the onset of the plastic deformation \[90\]. Similarly in the case of tension along the [123] direction for aluminum at 273 K, experiments in \[115\] show that single glide stage I is nonexistent such that stage II immediately occurs after the onset of plasticity, whereas at 4.2 K and 77 K, stage I is clearly present until 2–3% strain.

The main discrepancy of the model is found in the yield stress of the [112] and [123] orientations, measured to be around 2–3 MPa, but predicted to be 10 MPa. The model presented here follows a rate-dependent formulation and hence the elasto-plastic transition is sensitive to strain rate. Therefore, imposing lower strain rates is expected to lead to a decrease in the predicted yield stress.

### 6.7.2 Junction formation and work hardening

In the present formulation, junctions form as a result of the interactions between glissile dislocations. Among them, we account for both active-active (interactions between two active systems) and active–inactive (interactions between an active and a non-active system) interaction pairs. Active-inactive paired interactions contribute to the junction densities to a lesser extent than the active-active pairs, as the rates of transformation from glissile dislocations to stored dislocations is directly limited by the smaller of the two interacting populations (see equation (6.50)). However, these interactions are responsible for reducing the density of the latent systems, despite their inactivity, and more importantly contribute to dislocation storage. This directly characterizes the latent-storage process. Through these various interactions, different types of junctions form, and the present hybrid model determines which junctions form based on the orientation of the two slip systems and frequency of their interaction. Both are tied to the number and distribution of active slip systems in the crystal.

The [111]-oriented crystal has the highest hardening rate due to the large fraction
Table 6.7: Active slip systems and resulting interaction types predicted by the model. In (a), active slip systems are ranked in terms of predominance. For the [001] and [111]-oriented crystals, the activation of each slip system is identical due to the symmetrical configuration.

<table>
<thead>
<tr>
<th>Traction direction</th>
<th>[001]</th>
<th>[111]</th>
<th>[112]</th>
<th>[123]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Active slip systems</td>
<td>A2, A3, B2, B4, C1, C3, D1, D4</td>
<td>A3, A6, C1, C3, D1, D6</td>
<td>A3, D1, A6, B2, B4, D6, A2, D4</td>
<td>A3, A6, B4, D1, B5, D6, B2, D4, A2</td>
</tr>
<tr>
<td>(b) Number of distinct active-active pairs interactions</td>
<td>28</td>
<td>15</td>
<td>28</td>
<td>36</td>
</tr>
<tr>
<td>Collinear</td>
<td>4 (14%): A2-B2, A3-C3, B4-D4, C1-D1</td>
<td>3 (20%): A3-C3, A6-D6, C1-D1</td>
<td>3 (11%): A2-B2, A6-D6, B4-D4</td>
<td>3 (8%): A2-B2, A6-D6, B4-D4</td>
</tr>
<tr>
<td>Coplanar</td>
<td>4 (14%): A2-A3, B2-B4, C1-C3, D1-D4</td>
<td>3 (20%): A2-A3, A3-A6, B2-B4, D1-D4, C1-D1, D1-D6</td>
<td>7 (25%): A2-A3, A2-A6, A3-A6, B2-B4, D1-D4, D1-D6, D4-D6</td>
<td>9 (25%): A2-A3, A2-A6, A3-A6, B2-B4, B2-B5, B4-B5, D1-D4, D1-D6, D4-D6</td>
</tr>
<tr>
<td>Lomer-Cottrell</td>
<td>4 (14%): A2-D4, A3-D1, B2-C3, B4-C1</td>
<td>3 (20%): A3-D1, A6-C1, C3-D6</td>
<td>4 (14%): A2-D4, A3-D1, A6-B4, B2-D6</td>
<td>6 (17%): A2-D4, A3-B5, A3-D1, A6-B4, B2-D6, B5-D1</td>
</tr>
<tr>
<td>Glissile</td>
<td>9 (32%): A2-B4, A2-C3, A3-B2, A3-C1, A3-D4, B2-D4, B4-D1, C1-D4, C3-D1</td>
<td>6 (40%): A3-C1, A3-D6, A6-C3, A6-D1, C1-D6, C3-D1</td>
<td>11 (39%): A2-B4, A2-D6, A3-B2, A3-D4, A3-D6, A6-B2, A6-D1, A6-D4, B2-D4, B4-D1, B4-D6</td>
<td>12 (33%): A2-B4, A2-B5, A2-D6, A3-B2, A3-D6, A6-B2, A6-D1, A6-D4, B2-D4, B4-D1, B4-D6, B5-D4</td>
</tr>
<tr>
<td>Hirth locks</td>
<td>7 (25%): A2-C1, A2-D1, A3-B4, B2-C1, B2-D1, B4-C3, C3-D4</td>
<td>0 (0%)</td>
<td>3 (11%): A2-D1, A3-B4, B2-D1</td>
<td>6 (17%): A2-D1, A3-B4, A3-D4, A6-B5, B2-D1, B5-D6</td>
</tr>
</tbody>
</table>

of strong junctions, particularly the strongest collinear junctions, formed from its slip activity. In the [111]-oriented crystal, the six activated systems lead to 15 distinct systems interactions, as reported in table 6.7. Among them, the collinear, coplanar and Lomer locks interactions account for the total interactions in the same proportion (20% each), whereas the glissile junctions occur twice as often, representing 40% of the overall interactions. However, the weakest junction, the Hirth lock, cannot form for the given set of activated systems. As a result, interactions leading to the harder rather than weaker junction configurations occur more often, which in turn gives rise to the highest hardening rate in stage II among the four orientations tested.

The [001]-oriented crystal activates the largest number of slip systems, namely eight, leading to the largest number of distinct interaction types predicted among all
Figure 6.7: Predicted densities of junctions populations for the four orientations.

four orientations. As in the [111]-oriented crystal, glissile junctions are the dominant junction type (32% of the total interactions) and the collinear, coplanar and Lomer interactions form in equal proportions. However, unlike in the [111]-oriented crystal, this orientation favors the formation of Hirth locks, as shown in figure 6.7. This large proportion of weak junctions is partly responsible for the lower hardening of the [001]-oriented crystal during stage II than the [111]-oriented crystal.

The model also captures the lower hardening rate for the [123] orientation than the [112] orientation in agreement with experiment. Although eight and nine slip systems are activated during the course of the deformation for the [112] and [123]-oriented crystals, respectively, the slip activity is inhomogeneous. Only two systems A3 and D1 are found to be predominant for the [112] orientation, and only one system A3 in the [123] orientation. The model predicts that compared to that of the [123] orientation, the slip activity of the [112] orientation produces more collinear junctions and glissile junctions, which are commonly considered as being some of the strongest
ones. As a result, stage II hardening for the [112] orientation is calculated higher than the one for the [123] direction. The extent of straining involved in stage II, however, is the same; in both the [112] and [123] orientations, stage II transitions to stage III at around 4–5% strain.

6.7.3 Glissile dislocation density evolution

One advantage of the hybrid single crystal constitutive law is that it contains evolution laws for both glissile and stored dislocation densities. For both [111] and [001] orientations, it is found that the evolution of glissile densities on all active slip systems are identical (see figure 6.8(a) and (b)). This corresponds to the fact that the velocities of the dislocations are uniform among the active system throughout deformation. For the [112] and [123] orientations, slip is inhomogeneous, with one to two systems being the most active among several systems of lesser activity. Consequently, glissile dislocation velocities are distributed, and do not evolve at the same rate, as observed on figure 6.8(c) and (d).

The total dislocation density and the ratio of glissile-to-stored densities predicted by the model are given in figure 6.9. The total densities predicted by the model ranges from $1 \times 10^{14} \text{m}^{-2}$ for the [123]-oriented crystal to $3.2 \times 10^{14} \text{m}^{-2}$ for the [111]-oriented crystal at 10% strain. X-ray measurements conducted on copper and aluminum single crystals by Hordon et al. [114] have shown dislocation densities to reach magnitude between $10^{14}$ and $10^{15} \text{m}^{-2}$ for a plastic shear strain of 30%. More recently, Groma et al. [103] have measured dislocations densities of $10^{14} \text{m}^{-2}$ using X-ray line profile analysis on compressed Cu single crystal. Other techniques such as TEM imaging have also been used by Staker and Holt [223] where the dislocation density in a Cu sample deformed at 10% strain in tension was measured to be $1.18 \times 10^{14} \text{m}^{-2}$. Similar results were obtained by Heuser [109], using neutron scattering techniques, who measured $1.9 \times 10^{14} \text{m}^{-2}$ at 16% compression of Cu single crystal. Thus, the total
Figure 6.8: Predicted densities of glissile and stored non-polar dislocations for the four orientations.
Figure 6.9: (a) Total densities of non-polar dislocations and (b) ratio of the glissile to the stored dislocation densities.

Dislocation densities reported in figure 6.9(a) are in good agreement with the ones obtained experimentally.

Calculations for these monotonic loading conditions indicate that during plastic deformation, most dislocations are glissile. In other words, the stored densities comprised of junctions and repulsive states make up a small fraction of the total dislocation density. As shown in figure 6.8 and figure 6.9(b), the model predicts glissile dislocation densities that are roughly one order of magnitude greater than those predicted for stored dislocations. This result largely agrees with many DDD simulations of single crystal deformation [248, 249, 250]. In the present model, the calculated velocities of the glissile dislocations are distributed and so the glissile distribution includes a velocity range from the immobile, inactive systems to the slowly moving dislocations that contribute little strain to the very fast glissile dislocations that accommodate most of the strain [248]. The stored densities correspond only to the small portions of dislocations that have formed junctions or that are stalled by a repulsive interaction.

Apart from a few exceptions [276, 206, 11, 249, 250, 38] wherein evolution laws for glissile and stored dislocations were also introduced, in most single crystal constitutive laws, the glissile density is assumed constant (having reached a saturation value) and/or some fraction of the total density. Under this assumption, only the evolution
of stored dislocations is treated [127, 25, 29, 122]. For instance, in the work of Devincre and Kubin [70] and Kubin et al. [132, 133], it is assumed that glissile dislocations account for no more than 5% to 10% of the total densities, such that the density of stored dislocations can be approximated by the total density. Alternatively, in the work of Arsenlis and Parks [7], all dislocations are assumed glissile. The glissile densities and their evolution govern both the plastic shearing rate via Orowan’s law and the glide resistance.

6.7.4 Discussion

In order to quantify the effects of latent-storage and latent-hardening independently, simulations were performed on a [111]-oriented crystal in two specific cases: (a) only self-storage is accounted for, i.e. transformations from glissile to stored dislocations is solely due to interactions of dislocations belonging to the same slip system families, and (b) only self-hardening is accounted for, i.e. all other coefficients of the strength-interaction and length-interaction matrices are set to zero.

Figure 6.10(A) shows the stress responses of the [111]-oriented crystal in cases (a) and (b) where the parameters $k_1$ and $k_2$ are equal to that of the initial fitted response. As expected, for both simulations (a) and (b), the hardening rate is higher when full latent-storage and latent-hardening are taken into account. In case (a) the transformations from glissile to stored dislocations result exclusively from coplanar interactions. As all densities are contributing to the hardening of the material, case (a) has the highest flow stress as well as the lowest stored dislocation density, as shown in figure 6.10(B). In case (b) in which the strength and length-interaction coefficients of table 6.3 are set to zero (only self-hardening is present), the hardening rate is reduced substantially (by approximately half). Interestingly in this case (b), the density of stored dislocations is about two times greater than for the initial configuration (full hardening). Also, the total glissile dislocation density is the lowest among the three
configurations, and because only self-interactions contribute to strain hardening, the flow stress is the lowest as well.

For these two simulations (a) and (b), the two constitutive law parameters $k_1$ and $k_2$ have also been fitted such that the mechanical response of the [111]-oriented crystal concur with experimental results. Values of parameters $k_1$ and $k_2$ are reported in table 6.8 for simulations (a) and (b), and for the initial configuration presented in figure 6.6, where latent-storage and latent-hardening are fully accounted for.

In case (a) the results show that in order to achieve the same level of stress, the amount of transformations needs to be identical to that of the initial case. Hence, as shown in figure 6.11(a), the total densities of glissile and stored dislocations are nearly identical to the case where latent-storage is fully accounted for. However, in case (a), the stored dislocations are uniquely comprised of coplanar junctions, whereas they are comprised of glissile, collinear, Lomer and coplanar junctions populations in the case where transformation coefficients are chosen according to table 6.4, as shown in

---

**Table 6.8:** Values of the trapping coefficient $k_1$ and the recovery coefficient $k_2$ to achieve the same stress response.

<table>
<thead>
<tr>
<th></th>
<th>Initial configuration</th>
<th>(a) Self-storage only</th>
<th>(b) Self-hardening only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trapping coefficient $k_1$</td>
<td>$k_1 = 6.7 \times 10^{-3}$</td>
<td>$k_1 = 2.1 \times 10^{-2}$</td>
<td>$k_1 = 2.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>Recovery coefficient $k_2$</td>
<td>$k_2 = 1.7 \times 10^{-8}$</td>
<td>$k_2 = 1.7 \times 10^{-8}$</td>
<td>$k_2 = 1.2 \times 10^{-8}$</td>
</tr>
</tbody>
</table>
Figure 6.11: Total glissile and stored dislocations densities in all slip systems for (a) self-storage only and (b) self-hardening only compared to that of the initial configuration for the [111]-oriented crystal.

For simulation (b), the results show that the attainment of the same level of stress, when the material is solely hardened by the self-interactions, requires a significantly larger amount of transformations from glissile to stored dislocations. As a result, as shown in figure 6.11(b), the model now predicts a total amount of stored dislocations much larger than when full hardening is accounted for. In case (b), it is interesting to notice that the total amount of glissile dislocations on all systems is quasi equivalent to that when full latent-hardening is simulated. This type of approach is somehow similar to models where the plastic shearing rate is expressed as an exponential thermally activated factor (e.g. equation (6.27)) pre-multiplied by a reference shearing rate \( \dot{\gamma}_0 \) [33, 45].

The model presented here is therefore able to replicate features of other simpler validated models by simple choice of parameters, and more generally, poses the question of the quantification of densities from an experimental standpoint.

Figure 6.12 shows the evolution of the mean dislocation velocities for the [111]-oriented crystal. At the onset of dislocation glide, the dislocation velocities computed from the DDD procedure, denoted DDD velocities, range from 20–100 m/s. These
Figure 6.12: Comparison between averaged DDD dislocation velocities $\vec{v}^\alpha(\theta)$ and thermally activated velocities $\vec{V}^\alpha(\theta)$ entering the model (see equation (6.26)).

values are consistent with those measured experimentally [192, 231] for comparable level of stresses. The DDD velocities represent the speed at which dislocations are gliding when they are not impeded or pinned by other dislocations in the crystal. In thermally activated dislocation glide, only a fraction of the dislocations are moving at full speed. To determine this fraction, DDD velocities are multiplied by a temperature-dependent probability $P^\alpha(T)$ that represents the probability that thermal fluctuations are sufficient to unpin dislocations (see equation (6.26)). The product is referred to as the model velocity. Fig. 11 shows that the model velocity decreases and varies between 0.01 and 0.002 m/s. This indicates that most of the glissile segments are impeded by local obstacles. As strain increases, the dislocation density increases, causing more dislocations to become pinned and the model velocity to decrease. Fewer dislocations are actually moving. Because fewer are required to accommodate most of the deformation, their velocity is much higher than the average value shown in figure 6.12. In other words, the plastic deformation is being carried by fewer and fewer dislocations as straining increases, a result consistent with DDD simulations in [248].

In this model, dislocation density based evolution laws and DDD simulation have
been coupled to address two separate underlying mechanisms of strain-hardening, namely latent-storage and latent-hardening. First, latent-storage described by the transformation-interaction matrix $H_{\alpha\alpha'}^\text{end}(\theta, \theta')$ introduced in equation (6.33) (or $P_{\alpha\alpha'}^\text{end}$ in its simplified form in equation (6.49)) pertains to the transformation rate of glissile into stored dislocations according to the nature of the interactions between intersecting dislocations, and is directly informed by DDD simulation data. To the author’s knowledge, except for the model suggested by Roters et al. [206], transformations such as those described in equation (6.40) have not been explicitly accounted for before in those terms. Second, latent-hardening, which describes the hardening of slip systems that are not active during plastic flow, is treated in a classical fashion via the use of an individual CRSS for each slip systems (see equation (6.30)). This formulation was first presented by Teodosiu et al. [228] as an extension of Taylor law to account for the effects of different forest densities. It introduces a multi-system strength-interactions matrix $a^{\alpha\alpha'}$ [90], which in this work is informed by DDD results.

Note that in order to obtain results for the four different orientations tested here, the two parameters of the model – namely the trapping coefficient $k_1$ and the recovery coefficient $k_2$ – were fitted for the perfectly aligned [111]-oriented crystal. Simulations of the [001], [112] and [123]-oriented crystals were then performed using the same values for these two parameters. Alternatively, in the work of Kubin et al. [132] and Devincre and Kubin [70], where the storage rate is expressed as:

$$\frac{d \rho}{d \gamma} = \frac{1}{bL_f} \quad \text{with} \quad L_f = \frac{K_{hkl}}{\sqrt{\sum_u a^{su} \rho^u}}$$

(6.53)

where $L_f$ is the mean free path. This implies an orientation dependence of strain hardening, such that the dimensionless mean free path coefficient $K_{hkl}$, which is dependent of the number of active slip systems, needs to be computed using DDD simulations.
for each deformation path, although in practice many authors use an orientation-independent coefficient in their models. In the model proposed here, however, determining the orientation-independent trapping parameter $k_1$ does not require massive DDD simulations involving numerous dislocations, but a simple fitting procedure.

In summary, the Hybrid Model proposes a new approach for integrating DDD information into larger length scale dislocation density based constitutive models. This allows for (1) the explicit integration of junctions formation and (2) a significant reduction in computational time thanks to the use of a small set of virtual dislocation loops. In order to simulate a representative volume describing a single crystal, classic DDD simulations usually treat up to several thousands of dislocation segments. In this model, the evolution of only 24 virtual loops has to be calculated, with each loop being representative of one of the polarized slip systems presented in table 6.1.

Finally, the overarching goal of the Hybrid Model is to predict single crystal and polycrystal response under complex loading conditions. Achieving this necessarily requires inclusion of polar dislocation densities. In metallic polycrystals, generation of polar dislocations is required in order to accommodate strain gradients arising from strain and curvature incompatibilities. The framework proposed here can be extended to account for such effects. Following the same reasoning as that taken in the above, it is likely that as a result of transformation of mobile non-polar segments, polar segments could be generated at a rate that can be estimated by direct computation of the incompatibility arising from the transformed lines due to junction formation and to forward immobilizations. One could therefore suggest a complementary source mechanism for the generation of polar dislocations coupled with the kinematically based rate evolution laws, by virtue of which the polar dislocation density tensor evolves at a rate equal to that of the curl of the plastic strain tensor.
6.8 Conclusion

In this section, a dislocation density based constitutive model referred to as the Hybrid Model is introduced. The model proposes a decomposition of dislocation densities into glissile and stored as well as polar and non-polar densities. The present formulation introduces highly coupled and separate rate laws for glissile (with unconstrained motion) and stored (sessile or constrained motion) dislocations, the latter including different junction types. The rate laws of the (non-polar) glissile dislocations make use of a virtual dislocation loop representation for dislocations of all orientations belonging to the same system. The interconnected motion of these dislocations is numerically calculated via the DDD method. Rate laws for stored dislocations are also developed such that several model parameters can be directly extracted from DDD simulations, such as outcomes of paired dislocation interactions and dislocation junction yield surfaces. As a first application, the model demonstrated its capability to capture the crystal orientation dependence in the uniaxial tensile response of single crystal aluminum with one small set of material parameters. The model reveals quantitatively the relationship between dislocation storage rates, junction formation, strain hardening, and slip activity. Prediction of the material behavior under more complex strain paths entails further refining the Hybrid Model such as to incorporate junction remobilization mechanisms and as to account for polar dislocation densities. In doing so the model shall be applicable to well-known strain path change tests, such as the Bauschinger test and cross tests.
CHAPTER VII

CONCLUSIONS

The main goal of the present research was to contribute to scale transitioning by introducing novel numerical tools and techniques to investigate and obtain a better understanding of dislocation interactions with lattice defects in metals, such as to address the questions of dislocation-dislocation, dislocation-twin, and dislocation-precipitates interactions. For such purpose, a careful and rigorous methodology was used to (1) develop a novel powerful discrete dislocation dynamics approach that addresses the limitations of current simulations and extends their range of applicability, (2) use it to extract critical parameters and laws that will be used into higher-scale models, and (3) develop a new constitutive framework that delineates novel routes allowing for the connection between discrete dislocation dynamics simulations and dislocation density based models.

The first challenge of this work was to build a robust, efficient and trustworthy discrete dislocation dynamics tool capable of treating any kind of crystalline structure and incorporating the treatment of junctions’ formation in an explicit and physically relevant manner. This first step was particularly important as this tool was further intended to serve as a basic framework for all other models developed and all studies undertaken in this thesis. This was achieved by implementing state-of-the-art numerical techniques and by devising an appropriate parallel computing strategy.

The DDD tool was first employed to quantify dislocation-dislocation interaction coefficients for HCP magnesium for the first time. In doing so, the asymmetry in the hardening matrix and the strong stability of basal / pyramidal interactions were notably revealed. As such parameters have never been calculated thus far, generic
coefficients obtained through a fitting procedure were used in constitutive models. Therefore, the impact of their precise estimation on the macroscopic response of polycrystalline aggregate was assessed, and it was found that their values have a significant impact on the predictions of dislocation densities and plastic anisotropy response. The DDD tool was further used to demonstrate the validity of the FZ slip-hardening law – for which an extension for HCP crystals was proposed –, while it was shown that the FZ law consistently overestimates the multi-hardening predictions.

In order to study the interaction between dislocations and twin boundaries, a transmission scheme was then implemented in the DDD framework to model dislocation reactions upon crossing of a coherent interface. By studying the collective effect of transmission events, a rapid multiplication of dislocations due to dissociations of perfect dislocations at the TB was revealed. Further, it was observed that, in addition to providing a mechanism for twin growth, partial interfacial dislocations generated in this process act as stress riser agents in the twin while their profusion rapidly transforms the interface into an incoherent boundary.

The next challenge was to devise a novel approach that addresses the limitations of current DDD simulations, especially regarding the treatment of anisotropic and heterogeneous elasticity, so as to enable the study of plasticity in heterogeneous structures. To address both these limitations at the same time, a novel computationally efficient DDD approach based on an eigenstrain formalism and on the use of fast Fourier transforms was devised and implemented: the DDD-FFT. As a first approach, the method was used to examine the interaction between dislocations and second-phase particles. From a more general perspective, this approach offers new perspectives to DDD simulations. Particularly, it is expected that it could be successfully employed to investigate the effect of the shape and orientation of precipitates on dislocation propagation with a level of details never achieved before, so as to extract hardening trends that will be incorporated into constitutive laws, thereby guiding
microstructural design for fabricating alloys with higher strength. Furthermore, the heterogeneous DDD-FFT method developed in this thesis can virtually be employed to treat an infinite number of phases simultaneously, thereby paving the way towards performing full-scale DDD simulations in polycrystalline materials that include the effects of anisotropic elasticity.

Using the knowledge gained from fine-scale applications, a new strain hardening constitutive framework informed by DDD was then developed. In order to account for the evolution of glissile dislocations that is generally overlooked in current approaches, the core idea of the model relied in introducing a direct coupling with a DDD approach so as to precisely quantify the motion due to glide and dislocation interactions leading to glissile to stored transformations. The model was first applied to simulate tension in aluminium and demonstrated its capability to capture the orientation dependence response while highlighting the prominent role of glissile dislocations. Furthermore, the model could be ideally extended to incorporate a stochastic approach so as to account for the field distributions observed at lower scales, for which the full-field DDD-FFT method would provide a powerful tool for their quantification.

Finally, the work done in this thesis paves the way towards bridging the gap between fine and macro scales by providing new tools that allow for an exchange of information between the scales. In that sense, the present work opens up new potential areas of research. Particularly, the expertise earned and the novel approaches developed in this thesis are expected to guide the development of new predictive constitutive laws that are in direct connection with the physics of the dislocations.
APPENDIX A

STRESS FIELD OF A DISLOCATION IN AN ISOTROPIC MEDIUM

In this appendix, the formulations used for evaluating the stress field produced by dislocations in an elastically isotropic infinite medium are presented in detail. First, the general singular formulation introduced for a closed dislocation loop is recalled and details on its derivation are provided. Then, the non-singular formulation proposed by Cai et al. [35] is presented and the derivation of a fully analytical coordinate-independent form is detailed.

A.1 General formulation

As derived in Section 2.2.2, the stress field induced by a static dislocation loop in an infinite medium is given by the general line integral (2.14) first obtained by Mura [180, 181]:

$$\sigma_{ij}(\vec{x}) = C_{ijkl} \oint_L \epsilon_{lnh} C_{pnmn} G_{kp,q}(\vec{x} - \vec{x}') b_m dx'_h$$  \hspace{1cm} (A.1)

where $\vec{x}$ is the field point at which the stress is evaluated, $C_{ijkl}$ is the elasticity tensor of the medium, $\vec{b}$ is the Burgers vector of the dislocation, and where the integral of the first derivative of the Green’s function $G_{kp,q}$ is carried out along the closed dislocation line $L$ spanned with coordinate $\vec{x}'$. For an elastically isotropic infinite medium, an analytical expression of the static Green’s function is given by (e.g. see refs [99, 72, 181]):

$$G_{kp}(\vec{x} - \vec{x}') = \frac{1}{8\pi\mu} \left[ \delta_{kp} R_{qq} - \frac{1}{2(1-\nu)} R_{kp} \right]$$  \hspace{1cm} (A.2)
where \( \mu \) and \( \nu \) are the shear modulus and the Poisson’s ratio of the medium, respectively, \( \delta_{ij} \) is the Kronecker symbol, and \( R = \| \vec{x} - \vec{x}' \| \) is the norm of the radius vector linking the field point \( \vec{x} \) and the source point \( \vec{x}' \). If one denotes the radius vector as \( \vec{R} = \vec{x} - \vec{x}' \) with coordinates \( R_i = x_i - x'_i \), its norm \( R \) is explicitly given as:

\[
R = \sqrt{\vec{R} \cdot \vec{R}} = \sqrt{R_i R_i} = \sqrt{(x_i - x'_i)(x_i - x'_i)} \quad (A.3)
\]

In equation (A.2), \( R_{ij} = \partial_i \partial_j R = \frac{\partial^2}{\partial_i \partial_j} R \). Taking the first derivative of the Green’s function yields:

\[
G_{kp, q}(\vec{x} - \vec{x}') = \frac{1}{8 \pi \mu} \left[ \left( \delta_{kp} R_{mmq} - \frac{1}{2(1 - \nu)} R_{kpq} \right) \right] \quad (A.4)
\]

In isotropic elasticity, the stiffness tensor \( C_{ijkl} \) is conveniently written as:

\[
C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) \quad (A.5)
\]

Combining equations (A.1), (A.4) and (A.5) yields the line integral isotropic expression (2.17) for evaluating the stress field of a dislocation:

\[
\sigma_{ij}(\vec{x}) = \frac{\mu b_n}{8 \pi} \oint_L \left[ R_{mpp} (e_{jmn} dx'_i + e_{imn} dx'_j) + \frac{2}{1 - \nu} e_{kmn} (R_{ijm} - \delta_{ij} R_{gpm}) dx'_k \right] \quad (A.6)
\]

where the derivatives of the radius norm \( R \) are given by:

\[
R_i = \frac{R_i}{R} \\
R_{ij} = \left( \delta_{ij} - \frac{R_i R_j}{R^2} \right) / R \\
R_{ijk} = \left[ 3 \frac{R_i}{R} \frac{R_j}{R} \frac{R_k}{R} - \left( \delta_{ij} \frac{R_k}{R} + \delta_{jk} \frac{R_i}{R} + \delta_{ki} \frac{R_j}{R} \right) \right] / R^2 \quad (A.7)
\]

The terms in (A.7) are obtained by successively differentiating the norm of the radius
vector given in (A.3) with respect to the field coordinates $x_i$. Thus, the explicit expressions of $R_i$, $R_{ij}$ and $R_{ijk}$ are obtained as:

\[ R_i = \frac{\partial R}{\partial x_i} = \frac{\partial}{\partial x_i} \sqrt{R_j R_j} = \frac{2R_i}{2\sqrt{R_j R_j}} = \frac{R_i}{R} \tag{A.8} \]

\[ R_{ij} = \frac{\partial R_i}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{R_i}{R} \right) = R_i \frac{\partial}{\partial x_j} \left( \frac{1}{R} \right) + \frac{1}{R} \frac{\partial R_k}{\partial x_j} - \frac{1}{R^2} \frac{R_i R_j}{R} = \frac{1}{R} \left( \delta_{ij} - \frac{R_i R_j}{R^2} \right) \tag{A.9} \]

\[ R_{ijk} = \frac{\partial R_{ij}}{\partial x_k} = \frac{\partial}{\partial x_k} \left( \frac{1}{R} \delta_{ij} - \frac{R_i R_j}{R^3} \right) - \frac{\partial}{\partial x_k} \left( \frac{R_i R_j}{R^3} \right) = \delta_{ij} \left( -\frac{R_k}{R^3} - R_k R_i \frac{\partial}{\partial x_k} \left( \frac{1}{R^3} \right) - \frac{1}{R^3} \frac{\partial}{\partial x_k} \left( R_i R_j \right) \right) = -\delta_{ij} R_k \frac{R_k}{R^3} - R_k R_j \frac{-3 R_k}{R^4} - \frac{1}{R^3} (R_i \delta_{jk} + R_j \delta_{ik}) = 3 R_i R_j R_k \frac{R_k}{R^5} - \delta_{ij} \frac{R_k}{R^3} - \delta_{jk} \frac{R_i}{R^3} - \delta_{ik} \frac{R_j}{R^3} \tag{A.10} \]

Notice that the expression of $R_{ijk}$ in (A.10) presents a symmetry between all indices, such that $R_{ijk} = R_{jki} = R_{kji}$. Further, the terms $R_{mpp}$ and $R_{ppm}$ in equation (A.6) involve an implicit summation on index $p$, such that one can write:

\[ R_{mpp} = R_{m11} + R_{m22} + R_{m33} \tag{A.11} \]

where the expression of $R_{m11}$ is given from equation (A.10) as:

\[ R_{m11} = \frac{3R_m R_1 R_1}{R^5} - \delta_{m1} \frac{R_1}{R^3} - \delta_{11} \frac{R_m}{R^3} - \delta_{m1} \frac{R_1}{R^3} = \frac{3R_m R_1^2}{R^5} - \frac{R_m}{R^3} - 2\delta_{m1} \frac{R_1}{R^3} \tag{A.12} \]
and that of $R_{m22}$ and $R_{m33}$ are similarly obtained by replacing index 1 by indices 2 and 3, respectively, such that $R_{mpp}$ is expressed as:

$$R_{mpp} = R_{m11} + R_{m22} + R_{m33}$$

$$= \frac{3R_m}{R^5} \left( \frac{R_1^2 + R_2^2 + R_3^2}{R^2} \right) - 3 \frac{R_m}{R^3} - \frac{2}{R^3} \left( \delta_{m1}R_1 + \delta_{m2}R_2 + \delta_{m3}R_3 \right) \quad (A.13)$$

and since the first two terms cancel out, $R_{mpp}$ finally writes:

$$R_{mpp} = R_{ppm} = -\frac{2R_m}{R^3} \quad (A.14)$$

With this, equation (A.6) can be evaluated at every field point $\vec{x}$ in the medium. However, when $\vec{x} = \vec{x}'$ the expression of the stress field becomes singular. In other words, the stress field is not defined on the dislocation line itself when using this approach. To address this issue, Cai and co-workers [35] recently developed a non-singular approach that is presented in Appendix A.2.

Note further that expression (A.6) is given for a dislocation loop, i.e. when the integral is performed over a closed contour $L$. As detailed in Section 2.2.2, this results from the eigenstrain definition of the dislocation line that corresponds to the boundary $L$ of the arbitrary defect surface $\vec{S}$. However, since a dislocation loop can be regarded as a succession of parametric segments, equation (A.6) can be used to evaluate the stress on finite segments. Nevertheless, difficulties arise when evaluating the stress field along terminating segments, i.e. for segments whose at least one end finishes within the crystal. This is because the stress field for such segment cannot be determined uniquely [80, 14].

**A.2 Non-singular formulation**

The expression of the stress field induced by a dislocation given in equations (2.17) and (A.6) presents a singularity when evaluated on the dislocation line, i.e. for
\( \vec{x} = \vec{x}' \). This is because the Green’s function and its derivative become unbounded as \( R \to 0 \). Mathematically, this results from the description of the discontinuity in the displacement field \( [\vec{u}] = \vec{b} \) across defect surface \( \vec{S} \) whose boundary defines the dislocation line in the eigenstrain-based approach: specifically, the dislocation core (i.e. the Burgers vector) is represented by a Dirac delta function that vanishes everywhere except on the dislocation line. Obviously, such core singularity does not exist in real materials, and, despite taking complex forms in this region, the stress field remains finite.

Numerically, different approaches have been adopted to remove the stress singularity in the dislocation core. The most straightforward one consists in introducing a cut-off radius beyond which the stress field is assumed to be constant. However, this approach remains unsatisfactory since it corresponds to a crude approximation that is physically questionable.

To address this issue in a more rigorous way, Cai and co-workers recently proposed a consistent non-singular formulation whose main idea relies on introducing a spread of the Burgers vector, such as to remove the singularity on the core [35]. This approach is more consistent with the physics of dislocations and allows for a direct connection with molecular dynamics simulations: for instance, the distribution of the Burgers vector may be chosen such as to mimic arrangements of atoms in MD simulations. However, for the sake of simplicity, the authors first suggested to find an isotropic distribution of the Burgers vector such that the non-singular radius vector \( R_a \) expresses as:

\[
R_a = \sqrt{R^2 + a^2} = \sqrt{R_i R_i + a^2} = \sqrt{(x_i - x'_i)(x_i - x'_i) + a^2} \tag{A.15}
\]

where parameter \( a \), denoting the core width, is introduced, and where \( R \) is the original radius vector of the classical theory whose expression is given in (A.3). Mathematically, \( R_a \) can be seen as the convolution between \( R \) and a particular isotropic
distribution of the Burgers vector. The obvious advantage of choosing the form for $R_a$ given in (A.15) lies in the fact that its derivatives follow the expressions given in (A.7). Thus, one directly obtains:

\[
R_{a,i} = \frac{R_i}{R_a}
\]

\[
R_{a,ij} = \left( \delta_{ij} - \frac{R_i R_j}{R_a^2} \right) / R_a
\]

\[
R_{a,ijk} = \left[ 3 \frac{R_i R_j R_k}{R_a^3 R_a} - \left( \delta_{ij} \frac{R_k}{R_a} + \delta_{jk} \frac{R_i}{R_a} + \delta_{ki} \frac{R_j}{R_a} \right) \right] / R_a^2
\]  \hspace{1cm} (A.16)

Note however that the non-singular stress field cannot be readily obtained from equation (A.6) by simply substituting $R$ by $R_a$. Specifically, care must be taken when calculating $R_{a,mpp}$, that is given as:

\[
R_{a,mpp} = R_{a,m11} + R_{a,m22} + R_{a,m33}
\]

\[
= 3 \frac{R_m}{R_a^3} \left( R_1^2 + R_2^2 + R_3^2 \right) - 3 \frac{R_m}{R_a^3} \left( \delta_{m1} R_1 + \delta_{m2} R_2 + \delta_{m3} R_3 \right)
\]

\[
= - \left( 3 \frac{a^2}{R_a^3} + 2 \frac{1}{R_a^3} \right) R_m
\]  \hspace{1cm} (A.17)

in which a supplementary term involving $a^2$ appears with respect to $R_{a,mpp}$. With this formulation, the non-singular stress field produced by a dislocation can be obtained at every point field $\vec{x}$ by evaluating:

\[
\sigma_{ij}(\vec{x}) = \frac{\mu b_n}{8\pi} \int_L \left[ R_{a,mpp} \left( e_{jmn} dx_i' + e_{imn} dx_j' \right) 
\right.
\]

\[
\left. + \frac{2}{1-\nu} e_{kmn} \left( R_{a,ijm} - \delta_{ij} R_{a,ppm} \right) dx_k \right] \]

\hspace{1cm} (A.18)

The absence of singularity facilitates the derivation of a general analytical formulation of expression (A.18). Thus, considering that dislocation loop $L$ with Burgers vector $\vec{b}$ is approximated by a prismatic loop composed of successive straight dislocation
segments, one has for each segment defined between end points $\vec{x}_1$ and $\vec{x}_2$:

$$
\sigma_{ij}(\vec{x}) = \frac{\mu b_n}{8\pi} \int_{\vec{x}_1}^{\vec{x}_2} \left[ R_{a,mpp} \left( e_{jmn} dx'_i + e_{imn} dx'_j \right) + \frac{2}{1 - \nu} e_{kmn} \left( R_{a,ijm} - \delta_{ij} R_{a,ppm} \right) dx'_k \right] \quad (A.19)
$$

A coordinate-independent analytical expression of (A.19) can be obtained as follows. As depicted in figure A.1, if one denotes by $\vec{x}_0$ the orthogonal projection of field point $\vec{x}$ on the dislocation line, the following segment parametric representation can be introduced:

$$
\vec{d} = \vec{x} - \vec{x}_0 \quad \text{with} \quad \vec{d} \cdot \vec{t} = 0 \quad \text{(A.20)}
$$

such that

$$
\vec{d} = \vec{R} - (\vec{R} \cdot \vec{t}) \vec{t} \quad \text{(A.21)}
$$

where $\vec{d}$ is the constant vector linking the field point $\vec{x}$ to its projection $\vec{x}_0$, such that $d = ||\vec{d}||$ is the distance from the field point to the segment, and $\vec{t}$ is the unit tangent vector to the segment defined by:

---

**Figure A.1:** Parametrization used to describe the straight dislocation segment defined between end points $\vec{x}_1$ and $\vec{x}_2$. Point $\vec{x}_0$ is the orthogonal projection of field point $\vec{x}$ on the dislocation line. With this representation, the unit tangent $\vec{t}$ and vector $\vec{d} = \vec{x} - \vec{x}_0$ form an orthogonal basis, such that coordinate $\vec{x}' = \vec{x}_0 + s\vec{t}$ spans segment 12 and the radius vector is defined by $\vec{R} = \vec{d} - s\vec{t}$ with $s \in [s_1, s_2]$. 

---
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With this, the dislocation segment $\vec{x}'$ can be conveniently described with the following parametric representation:

$$
\vec{x}' = \vec{x}_0 + s \vec{t}
$$

where the bounds for parameter $s$ are given by:

$$
\begin{align*}
    s_1 &= (\vec{x}_1 - \vec{x}_0) \cdot \vec{t} \\
    s_2 &= (\vec{x}_2 - \vec{x}_0) \cdot \vec{t}
\end{align*}
$$

With this setting, vectors $\vec{t}$ and $\vec{d}$ form an orthogonal basis such that the original radius vector $\vec{R} = \vec{x} - \vec{x}'$ and its non-singular norm $R_a$ can be expressed as:

$$
\begin{align*}
    \vec{R} &= \vec{d} - s \vec{t} \\
    \vec{R} \cdot \vec{R} &= (\vec{d} - s \vec{t}) \cdot (\vec{d} - s \vec{t}) = \vec{d} \cdot \vec{d} + s^2 \\
    R_a &= \sqrt{\vec{R} \cdot \vec{R} + a^2} = \sqrt{\vec{d} \cdot \vec{d} + s^2 + a^2}
\end{align*}
$$

such that $R_a$ is solely a function of parameter $s$, both other terms being known constants associated with the segment. Thus, the first integral to be carried in expression (A.19) can be written as:

$$
I_{im}(\vec{x}) = \int_{\vec{x}_1}^{\vec{x}_2} R_{a,mpp} d\vec{x}' = t_i \int_{s_1}^{s_2} R_{a,mpp} ds
$$

$$
= -t_i \int_{s_1}^{s_2} \left( \frac{3a^2}{R_a^5} + \frac{2}{R_a^3} \right) R_m ds
$$

where the segment parametric representation (A.23) is used to perform the change of variable and $R_{a,mpp}$ is replaced by its expression in (A.17). $R_m$ here denotes the $m$-th
component of the radius vector, such that one has:

\[ R_m = \vec{R} \cdot \vec{e}_m = (\vec{d} - s \vec{t}) \cdot \vec{e}_m \]

\[ = \frac{\vec{d} \cdot \vec{e}_m - s \vec{t} \cdot \vec{e}_m}{d_m - t_m} \tag{A.30} \]

where \( d_m \) et \( t_m \) denote the \( m \)-th components of vectors \( \vec{d} \) and \( \vec{t} \), respectively. Integral (A.29) is therefore decomposed as:

\[ I_{im}(\vec{x}) = -t_i \left[ d_m \int_{s_1}^{s_2} \left( \frac{3a^2}{R_a^5} + \frac{2}{R_a^3} \right) ds - t_m \int_{s_1}^{s_2} \left( \frac{3a^2}{R_a^5} + \frac{2}{R_a^3} \right) s ds \right] \tag{A.31} \]

Further, by defining \( J_{ij} \) to be the following line integral:

\[ J_{ij} = \int_{s_1}^{s_2} \frac{s^i}{R_a^3} ds \tag{A.32} \]

expression (A.31) writes:

\[ I_{im}(\vec{x}) = -t_i \left[ 3a^2d_m J_{05} + 2d_m J_{03} - 3a^2t_m J_{15} - 2t_m J_{13} \right] \tag{A.33} \]

Similarly, the remaining integral to be evaluated in equation (A.19) writes:

\[ K_{ijkm}(\vec{x}) = \int_{\vec{x}_1}^{\vec{x}_2} R_{a,ijm} dx'_k = t_k \int_{s_1}^{s_2} R_{a,ijm} ds \]

\[ = t_k \int_{s_1}^{s_2} \left( \frac{3R_i R_j R_m}{R_a^5} - \delta_{ij} \frac{R_m}{R_a^3} - \delta_{jm} \frac{R_i}{R_a^3} - \delta_{im} \frac{R_j}{R_a^3} \right) ds \]

\[ = t_k \left[ -(\delta_{ij} d_m + \delta_{jm} d_i + \delta_{im} d_j) J_{03} + (\delta_{ij} t_m + \delta_{jm} t_i + \delta_{im} t_j) J_{13} \right. \]

\[ + 3(d_i d_j d_m) J_{05} - 3(d_i d_j t_m + d_i t_j d_m + t_i d_j d_m) J_{15} \]

\[ + 3(t_i t_j d_m + t_i d_j t_m + t_i t_j d_m) J_{25} - 3(t_i t_j t_m) J_{35} \] \tag{A.34} \]

Finally, inserting expressions (A.33) and (A.34) in (A.19) yields the following expression for the non-singular stress field:
\[
\sigma_{ij}(\vec{x}) = \frac{\mu b_n}{8\pi} \left[ e_{jmn} I_{im}(\vec{x}) + e_{imn} I_{jm}(\vec{x}) \right. \\
\left. + \frac{2}{1-\nu} e_{kmn} \left( K_{ikmn}(\vec{x}) - \delta_{ij} I_{km}(\vec{x}) \right) \right] 
\]  
(A.35)

where tensors \( I_{im}(\vec{x}) \) and \( K_{ikmn}(\vec{x}) \) depend on specific line integrals \( J_{ij} \) for which an analytical solution is given as follows:

\[
J_{03} = \int_{s_1}^{s_2} \frac{1}{R_a^3} ds = \left. \frac{s}{(\vec{d} \cdot \vec{d} + a^2)R_a} \right|_{s_1}^{s_2}
\]

\[
J_{13} = \int_{s_1}^{s_2} \frac{s}{R_a^3} ds = -\left. \frac{1}{R_a} \right|_{s_1}^{s_2}
\]

\[
J_{05} = \int_{s_1}^{s_2} \frac{1}{R_a^3} ds = \left. \frac{2s^3}{3(\vec{d} \cdot \vec{d} + a^2)^2 R_a^3} \right|_{s_1}^{s_2} + \left. \frac{s}{(\vec{d} \cdot \vec{d} + a^2)R_a} \right|_{s_1}^{s_2}
\]

\[
J_{15} = \int_{s_1}^{s_2} \frac{s}{R_a^3} ds = -\left. \frac{1}{3R_a^3} \right|_{s_1}^{s_2}
\]

\[
J_{25} = \int_{s_1}^{s_2} \frac{s^2}{R_a^3} ds = \left. \frac{s^3}{3(\vec{d} \cdot \vec{d} + a^2)R_a^3} \right|_{s_1}^{s_2} 
\]  
(A.36)

Thus, equations (A.33) to (A.36) together provide a fully analytical solution for the stress field induced by a dislocation segment. Note besides that a vectorial form of this coordinate-independent expression might be convenient. Thus, equation (A.19) can be written as [35]:

\[
\sigma(\vec{x}) = -\frac{\mu}{8\pi} \int_{\vec{x}_1}^{\vec{x}_2} \left( \frac{2}{R_a^3} + \frac{3a^2}{R_a^3} \right) \left[ (\vec{R} \times \vec{b}) \otimes \vec{d}x' + \vec{d}x' \otimes (\vec{R} \times \vec{b}) \right] \\
+ \frac{\mu}{4\pi(1-\nu)} \int_{\vec{x}_1}^{\vec{x}_2} \left( \frac{1}{R_a^3} + \frac{3a^2}{R_a^3} \right) \left[ (\vec{R} \times \vec{b}) \cdot \vec{d}x' \right] I_2 \\
- \frac{\mu}{4\pi(1-\nu)} \int_{\vec{x}_1}^{\vec{x}_2} \frac{1}{R_a^3} \left[ (\vec{b} \times \vec{d}x') \otimes \vec{R} + \vec{R} \otimes (\vec{b} \times \vec{d}x') \right] \\
+ \frac{\mu}{4\pi(1-\nu)} \int_{\vec{x}_1}^{\vec{x}_2} \frac{3}{R_a^3} \left[ (\vec{R} \times \vec{b}) \cdot \vec{d}x' \right] \vec{R} \otimes \vec{R} 
\]
(A.37)

where \( I_2 \) is the second-order identity tensor and operator \( \otimes \) denotes the vector outer
product. Following the line parametrization introduced through equations (A.20) to (A.28), the tensorial form of (A.35) is given as a function of line integrals $J_{ij}$ as [197]:

$$
\sigma(\vec{x}) = \left\{ -\frac{\mu}{4\pi} \left[ (\vec{d} \times \vec{b}) \otimes \vec{t} + \vec{t} \otimes (\vec{d} \times \vec{b}) \right] + \frac{\mu}{4\pi(1-\nu)} \left[ \left\{ \left( \vec{d} \times \vec{b} \right) \cdot \vec{t} \right\} I_2 + (\vec{t} \times \vec{b}) \otimes \vec{d} + \vec{d} \otimes (\vec{t} \times \vec{b}) \right] \right\} \cdot J_{03}

\left\{ -\frac{\mu\nu}{4\pi(1-\nu)} \left[ (\vec{t} \times \vec{b}) \otimes \vec{t} + \vec{t} \otimes (\vec{t} \times \vec{b}) \right] \right\} \cdot J_{13}

\left\{ -\frac{3\mu a^2}{8\pi} \left[ (\vec{d} \times \vec{b}) \otimes \vec{t} + \vec{t} \otimes (\vec{d} \times \vec{b}) \right] + \frac{3\mu}{4\pi(1-\nu)} \left[ \left\{ \left( \vec{d} \times \vec{b} \right) \cdot \vec{t} \right\} \left( a^2 I_2 + \vec{d} \otimes \vec{d} \right) \right] \right\} \cdot J_{05}

\left\{ -\frac{3\mu a^2}{8\pi} \left[ (\vec{t} \times \vec{b}) \otimes \vec{t} + \vec{t} \otimes (\vec{t} \times \vec{b}) \right] + \frac{3\mu}{4\pi(1-\nu)} \left[ \left\{ \left( \vec{d} \times \vec{b} \right) \cdot \vec{t} \right\} \left( \vec{t} \otimes \vec{d} + \vec{d} \otimes \vec{t} \right) \right] \right\} \cdot J_{15}

\left\{ \frac{3\mu}{4\pi(1-\nu)} \left[ \left\{ \left( \vec{d} \times \vec{b} \right) \cdot \vec{t} \right\} \left( \vec{t} \otimes \vec{t} \right) \right] \right\} \cdot J_{25}
$$

(A.38)

Thus, expressions (A.35), (A.37) or (A.38) provide an analytical non-singular formulation of the stress field of a dislocation segment within an infinite elastically isotropic medium. Practically, these expressions are directly used in regular DDD simulations to compute the internal stress state associated with the presence of the microstructure. However, as extensively discussed in Section 2.5, the computation of nodal velocities requires the calculation of segment forces. From equation (2.63), the force on segment 34 induced by dislocation segment 12 is expressed as:

$$
\vec{f}_{34}^{12} = l_{34} \int_0^1 (1 - s) \left[ \left( \sigma^{12}((1 - s)\vec{x}_3 + s\vec{x}_4) \cdot \vec{b}_{34} \right) \times \vec{t}_{34} \right] ds \quad (A.39)
$$

where $\vec{b}_{34}$ and $\vec{t}_{34}$ are the Burgers vector and the line direction of segment 34, respectively, and where $\sigma^{12}(\vec{x})$ denotes the stress field of dislocation 12 that is given by equations (A.35), (A.37) or (A.38). Thus, the calculation of segment forces requires an additional integration over segment 34 length. However, when stress field $\sigma^{12}(\vec{x})$
is non-singular and 34 is a straight segment, an analytical formulation of expression (A.39) can be obtained following a similar methodology as that described above. Full details and expressions for segment forces $\mathbf{f}_{ij}^{kl}$ are provided in reference [5].
APPENDIX B

STRESS FIELD OF A DISLOCATION IN AN ANISOTROPIC MEDIUM

B.1 General anisotropic formulation

In this appendix, the numerical approaches to calculate the stress field of a dislocation loop in an anisotropic medium are presented. As derived in Section 2.2.2, the stress field induced by a static dislocation loop $L$ at point $\bar{x}$ in an infinite medium is given as a function of the first derivative of the Green’s function $G_{ij,k}$ by the general line integral (2.14) first obtained by Mura [180, 181]:

$$\sigma_{ij}(\bar{x}) = C_{ijkl} \oint L e_{inh} C_{pqmn} G_{kp,q}(\bar{x} - \bar{x}') b_m dx'_{h}$$

where $e_{ijk}$ is the permutation tensor, $\bar{b}$ is the Burgers vector and $C_{ijkl}$ is the fourth-order elastic stiffness tensor expressed in the global frame ($\vec{e}_1, \vec{e}_2, \vec{e}_3$). In the case of an anisotropic elastic medium, the primary difficulty lies in the fact that no closed form expression of the Green’s function exists. In general, it has been shown that its determination can be achieved by solving a sextic equation in terms of the Stroh eigenvalues following the method proposed by Ting and Lee [230], but the numerical evaluation of its derivatives cannot be directly obtained with this approach [146, 32]. Alternatively, the use of Fourier transforms techniques is probably the most straightforward approach to obtain an expression for $G_{ij}$ [181]. Thus, as detailed in Section 3.3.1, the static Green’s function for an infinite homogeneous linear elastic medium can be expressed from equation (3.26) as:
\[ G_{ij}(\vec{x} - \vec{x}') = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \tilde{G}_{ij}(\vec{\xi}) e^{i(\vec{x} - \vec{x}') \cdot \vec{\xi}} d\vec{\xi} \]  

(B.2)

where \( \tilde{G}_{ij}(\vec{\xi}) \) is the static Green’s function in the Fourier space that can be conveniently written from expression (3.21) as:

\[ \tilde{G}_{ik}(\vec{\xi}) = N_{ik}(\vec{\xi}) D^{-1}(\vec{\xi}), \quad \forall \vec{\xi} \neq \vec{0} \]  

(B.3)

where \( N_{ik}(\vec{\xi}) \) and \( D^{-1}(\vec{\xi}) \) are the cofactor and the determinant of quantity \( K_{ik} = C_{ijkl} \xi_l \xi_j \), respectively, and whose general expressions are given by relations (3.22) as:

\[ N_{ij}(\vec{\xi}) = \frac{1}{2} e_{ilk} e_{jmn} K_{km}(\vec{\xi}) K_{ln}(\vec{\xi}) \]
\[ D(\vec{\xi}) = e_{mln} K_{m1}(\vec{\xi}) K_{n2}(\vec{\xi}) K_{l3}(\vec{\xi}) \]  

(B.4)

where \( \vec{\xi} \) denotes the frequency coordinate in the Fourier space. By plugging the analytical expressions of \( N_{ij}(\vec{\xi}) \) and \( D^{-1}(\vec{\xi}) \) given in equations (3.40) for isotropic elasticity, the closed-form expression for \( G_{ij} \) given in equations (2.16) and (A.2) is directly retrieved. However, for general anisotropy, such direct expressions do not exist. Nevertheless, as proposed by Bacon and Barnett, an angular integral expression of the Green’s function expressed in (B.2) can be obtained [14] as:

\[ G_{kp}(\vec{R}) = \frac{1}{4\pi^2 R} \int_0^\pi M^{-1}_{kp}(\vec{\xi}) d\psi \]  

(B.5)

where \( \vec{R} = \vec{x} - \vec{x}' \) is the radius vector of norm \( R = ||\vec{R}|| \), and where \( M^{-1}_{kp}(\vec{\xi}) = G_{kp}(\vec{\xi}) \) is used to conserve the original notation. Equation (B.5) is obtained by successively transforming the triple integration in (B.2) into a double integration on the unit sphere in the \( \vec{\xi} \)-space, and into a line integral over the unit circle formed by the intersection of the unit sphere and the plane perpendicular to \( \vec{R} \). Full details of these integrations can be found in reference [181]. Consequently, by denoting \( (\vec{e}_{R1}, \vec{e}_{R2}) \)
any arbitrary plane orthogonal to \( \vec{R} \), and \( \vec{T} = \vec{R}/R \) the unit vector direction of \( \vec{R} \), \( \vec{\xi}(\psi) \) in equation (B.5) denotes the unit vector on plane \((\vec{e}_{R1}, \vec{e}_{R2})\) making an angle \( \psi \) with \( \vec{e}_{R1} \), and that satisfies \( \vec{T} \cdot \vec{\xi} = 0 \) by definition. With this, the first derivative of the anisotropic Green’s function expressed in equation (B.1) is given by [17]:

\[
G_{kp,q}(\vec{R}) = \frac{1}{4\pi^2R^2} \int_0^\pi \left( -T_qM_{kp}^{-1}(\vec{\xi}) + \xi_qC_{jrnw}M_{kj}^{-1}(\vec{\xi})M_{np}^{-1}(\vec{\xi})(\xi_rT_w + \xi_wT_r) \right) d\psi
\] (B.6)

that can be conveniently rewritten as:

\[
G_{kp,q}(\vec{R}) = \frac{g_{kpq}(\vec{T})}{4\pi^2R^2}
\]

\[
g_{kpq}(\vec{T}) = \int_0^\pi \left( -T_qM_{kp}^{-1}(\vec{\xi}) + \xi_qC_{jrnw}M_{kj}^{-1}(\vec{\xi})M_{np}^{-1}(\vec{\xi})(\xi_rT_w + \xi_wT_r) \right) d\psi
\] (B.7)

where \( g_{kpq}(\vec{T}) \) is the angular part of the Green’s function derivative that is solely a function of the unit direction vector \( \vec{T} = \vec{R}/R \).

No closed form solution exists for equation (B.7). As a result, the stress of a dislocation in an anisotropic medium is usually computed by successive numerical integrations of equations (B.7) and (B.1) [202, 108]. However, such integrations are extremely prohibitive in term of computational cost and render anisotropic regular DDD simulations impractical.

### B.2 Spherical harmonics-based approach

Until very recently, the use of anisotropic elasticity to perform full-size DDD simulations was prohibited by the significant increase in computational time induced by the absence of analytical solution for the Green’s function (B.7). To address this issue, Aubry and co-workers developed an approach based on spherical harmonics expansions as a way to numerically approximate equation (B.7) and decrease the computational cost of anisotropic calculations [12]. In this section, the method developed in reference [12] is presented.
The decomposition in spherical harmonics can be regarded as a numerical method to approximate a function on the unit sphere. Thus, the application of such technique to the calculation of the stress field of dislocations directly follows from the angular formulation of the derivative of the Green’s function introduced by Barnett [17] in equation (B.7). In this expression, \( g_{kpq}(\vec{T}) \) is solely a function of the unit vector \( \vec{T} = \vec{R}/R \) whose union of all possible orientations spans the unit sphere. Consequently, if one denotes by \((\theta, \varphi)\) the coordinates of \( \vec{T} \) in the spherical coordinate system, one has \( g_{kpq}(\vec{T}) = g_{kpq}(\theta, \varphi) \), and the function \( g_{kpq} \) is suitable for a decomposition in spherical harmonics. Practically, it can be expanded in the following series:

\[
g_{kpq}(\vec{T}) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} g_{kpq}^{lm} Y_{lm}(\vec{T}) \tag{B.8}
\]

which converges on the unit sphere, and where \( g_{kpq}^{lm} \) are the coefficients of expansion and \( Y_{lm}(\vec{T}) \) are the spherical harmonics. The main advantage of such decomposition lies in the fact that the expansion coefficients are independent of \( \vec{T} \) and express as:

\[
g_{kpq}^{lm} = \int_{0}^{2\pi} \int_{0}^{\pi} g_{kpq}(\theta, \varphi) Y_{lm}^{*}(\theta, \varphi) \sin \theta d\theta d\varphi \tag{B.9}
\]

where \( Y_{lm}^{*} \) denotes the complex conjugate of the spherical harmonic \( Y_{lm} \) defined by:

\[
Y_{lm}(\theta, \varphi) = (-1)^{m} M_{lm}^{m} P_{lm}^{m}(\cos \theta) e^{im\varphi}
\]

with

\[
M_{lm}^{m} = \sqrt{\frac{(2l + 1)(l - m)!}{4\pi (l + m)!}} \tag{B.10}
\]

where \((-1)^{m}\) is the Condon-Shortley phase factor and \( P_{lm}^{m}(\cos \theta) \) are the associated Legendre polynomials. For any \( m \in [-l, l] \), the spherical harmonics \( Y_{lm} \) on the unit sphere can be explicitly expressed in spherical coordinates as:
\[ Y^n_l(\theta, \varphi) = (-1)^m M^n_l e^{im\varphi} (\sin \theta)^{|m|} \]
\[
\sum_{k=0}^{[l-|m|]/2} (-1)^k \frac{m!}{2^l} \binom{l}{k} \binom{2l-2k}{l-2k} (\cos \theta)^{l-|m|-2k} \] (B.11)

Incidentally, the similitude between the graphical representation of the first spherical harmonics \( Y^n_l \) and the isocontours of the stress field of a dislocation is striking. In Cartesian coordinates, \( Y^n_l(x, y, z) \) is obtained from (B.11) as:

\[ Y^n_l(x, y, z) = (-1)^m M^n_l e^{im\varphi} (x + iy)^m \]
\[
\sum_{k=0}^{[l-|m|]/2} (-1)^k \frac{m!}{2^l} \binom{l}{k} \binom{2l-2k}{l-2k} z^{l-|m|-2k} \] (B.12)

In equations (B.11) and (B.12), \([n]\) refers to the largest integer \( \leq n \). Of particular interest, the expansion coefficients \( g_{kpq} \) do not depend on the geometry of the dislocations but solely on the stiffness tensor \( C_{ijkl} \), and are therefore identical for any dislocation segments. Consequently they can be conveniently computed once at the beginning of the simulation. Besides, equation (B.8) can be regarded as an interpolation of function \( g_{kpq}(\vec{T}) \) making use of the Legendre interpolation polynomials \( Y^n_l(\vec{T}) \) that form a complete set of orthonormal functions, and of the constant interpolation coefficients \( g_{kpq}^{lm} \). Note that through their definition in equation (B.9), the expansion coefficients are analogous to Fourier coefficients. Following expression (B.12), when \( \vec{T} \) is expressed in the global frame \((\vec{e}_1, \vec{e}_2, \vec{e}_3)\), \( g_{kpq}(\vec{T}) \) in equation (B.8) writes:

\[ g_{kpq}(\vec{T}) = \sum_{l=0}^{\infty} \sum_{m=0}^{l} 2\Re \left( \left( \vec{T} \cdot \vec{e}_1 + i(\vec{T} \cdot \vec{e}_2) \right)^m g_{kpq}^{lm} \right) \sum_{s=0}^{[l-m]/2} \frac{4\pi^2}{2} Q_{s}^{lm} (\vec{T} \cdot \vec{e}_3)^{l-m-2s} \] (B.13)

where \( \Re(x) \) denotes the real part of complex number \( x \) and scalar quantity \( Q_{s}^{lm} \) is defined as:
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Further, by substituting \( \vec{T} = \vec{R}/R \) in equation (B.13) and by denoting \( \vec{e}_{12} = \vec{e}_1 + i\vec{e}_2 \), the expansion of the Green’s function derivative \( G_{kp,q}(\vec{R}) \) in equation (B.7) in spherical harmonics series reads:

\[
G_{kp,q}(\vec{R}) = \sum_{l=0}^{\infty} \sum_{m=0}^{l} \sum_{s=0}^{\lfloor (l-m)/2 \rfloor} \Re \left( Q_{s}^{lm} g_{kpq}^{lm} (\vec{R} \cdot \vec{e}_{12})^m (\vec{R} \cdot \vec{e}_3)^{l-2s-m} / R^{l-2s+2} \right) \tag{B.15}
\]

Note that the expression of the Green’s function derivative in (B.15) contains even powers of \( 1/R \) which may be removed as the Green’s function derivative is solely a function of odd powers of \( 1/R \). One can further notice that the terms that are functions of \( R \) solely depend on indices \( l - 2s \) and \( m \). Therefore, by introducing the change of index \( l = 2q + 1 \), expression (B.15) can be simplified as:

\[
G_{kp,q}(\vec{R}) = \sum_{q=0}^{\infty} \sum_{m=0}^{2q+1} \Re \left( S_{qm} g_{kpq}^{lm} (\vec{R} \cdot \vec{e}_{12})^m (\vec{R} \cdot \vec{e}_3)^{2q+1-m} / R^{2q+3} \right) \tag{B.16}
\]

where only odd powers of \( 1/R \) remain and where the terms \( Q_{s}^{lm} \) and the expansion coefficients \( g_{kpq}^{lm} \) are conveniently lumped into \( S_{qm} \) as:

\[
S_{qm} = \sum_{i=0}^{\infty} Q_{i}^{2i+1+2q,m} g_{kpq}^{2i+1+2q,m} \tag{B.17}
\]

In practice, the summation over \( q \) in (B.16) is truncated to the order of the expansion \( q_{max} \), whose choice is conditioned by the level of precision to be achieved, the computational cost and the ratio of anisotropy \( A \) (e.g. see equation (3.63)) of the medium \[12\]. For instance, the solution obtained for \( G_{kp,q}(\vec{R}) \) for isotropic elasticity would be exact for \( q_{max} = 1 \), while it may require \( q_{max} = 10 \) for large ratios of anisotropy.
\(A > 7\). Combining equations (B.1) and (B.16), the stress field of a dislocation segment defined between vertices \(\vec{x}_1\) and \(\vec{x}_2\) and with Burgers vector \(\vec{b}\) in an anisotropic medium can be approximated by:

\[
\sigma_{ij}(\vec{x}) = C_{ijkl} c_{inh} C_{pgmn} b_m \sum_{q=0}^{q_{max}} \sum_{m=0}^{2q+1} R \left( S_{kpg}^{qm} \int_{\vec{x}_1}^{\vec{x}_2} \frac{(\vec{R} \cdot \vec{e}_{12})^m (\vec{R} \cdot \vec{e}_3)^{2q+1-m}}{R^{2q+3}} d\vec{x}_h \right)
\]

with \(S_{kpg}^{qm} = \sum_{i=0}^{q_{max}-q} Q_{i}^{2i+1+2q,m} g_{kpg}^{2i+1+2q,m}\) \(\ldots (B.18)\)

Since \(S_{kpg}^{qm}\) is independent of the geometry of the dislocations, it can be precomputed at the beginning of the simulation. Conveniently, the line integral from \(\vec{x}_1\) to \(\vec{x}_2\) can be computed analytically using recurrences relations when dealing with straight segments so as to obtain a computationally efficient approximation of dislocation stress fields and segment forces [12].
APPENDIX C

FINITE ELEMENT FORMULATION FOR NODAL DISLOCATION MOTION

C.1 Garlekin variational method for dislocation motion

The linear equation of motion (EOM) (2.49) expresses the general relation between dislocation force and velocity from thermodynamical considerations. Using a variational approach, a weak formulation can be obtained to solve for dislocation motion when the dislocation network is discretized into segments. From equation (2.49), the EOM relating the force $\vec{f}$ and the velocity $\vec{v}$ at each position along a closed dislocation loop can be expressed as [97]:

$$\oint \delta \vec{x} \cdot (\vec{f} - \mathcal{B} \vec{v}) |d\vec{x}| = 0 \quad (C.1)$$

where $\delta \vec{x}$ is a virtual displacement of the dislocation line and the integration is performed along the entire dislocation line. Equation (C.1) holds when inertial effects are neglected. Knowing the force $\vec{f}$ exerted at each point along the dislocation line and the drag matrix $\mathcal{B}$, corresponding to the viscous resistance to dislocation motion, the velocity $\vec{v}$ at each point $\vec{x}$ along the dislocation line can be determined from equation (C.1). Using a discrete nodal representation, as detailed in Section 2.3, whereby each dislocation line is discretized into $N_s$ segments $ij$ delimited by nodes $i$ and $j$ at positions $\vec{x}_i$ and $\vec{x}_j$, equation (C.1) rewrites:

$$\sum_{ij} \int_{\vec{x}_i}^{\vec{x}_j} \delta \vec{x}_{ij} \cdot \left( \vec{f}(\vec{x}_{ij}) - \mathcal{B}(\vec{v}(\vec{x}_{ij})) \right) |d\vec{x}| = 0 \quad (C.2)$$

where $\vec{x}$ is the vector that spans segment $ij$ taking positions $\vec{x}_{ij}(\vec{x})$. Here, subscript
$ij$ is used to specify that integral (C.2) is performed from node $i$ to node $j$ along the dislocation line connecting these two nodes. Therefore, throughout the rest of this section, note that subscript $ij$ does not stand for the components of the vectors/matrices such that no implicit summation using Einstein’s convention is meant. $\mathcal{B}(\theta_{ij}(\vec{x}_{ij}))$ is the drag matrix associated with the angle $\theta_{ij}(\vec{x}_{ij})$ that makes dislocation segment $ij$ at point $\vec{x}_{ij}$ with its Burgers vector $\vec{b}_{ij}$. Describing each dislocation segment $ij$ as a parametric line spanned with coordinate $\vec{x}$ ($\vec{x}_i \leq \vec{x} \leq \vec{x}_j$), the position $\vec{x}_{ij}(\vec{x})$ at coordinate $\vec{x}$ along the segment can be obtained from the interpolation between $N_d$ nodes as defined in (2.28) by:

$$\vec{x}_{ij}(\vec{x}) = \sum_{a}^{N_d} N_a(\vec{x})\vec{x}_{ij}^a$$

where $N_a(\vec{x})$ and $\vec{x}_{ij}^a$ denote the interpolation function and the coordinate of the $a$-th node of segment $ij$, respectively. (Note that the use of generalized coordinates in (2.28) has been replaced by nodal coordinates in (C.3) for the sake of simplicity).

For straight segments, the linear nodal interpolation is recovered by using the setting introduced by relations (2.33). Similarly to expression (C.3), one can write the virtual displacement $\delta \vec{x}_{ij}$ and the velocity $\vec{v}(\vec{x}_{ij})$ as:

$$\delta \vec{x}_{ij}(\vec{x}) = \sum_{a}^{N_d} N_a(\vec{x})\delta \vec{x}_{ij}^a$$

$$\vec{v}(\vec{x}_{ij}(\vec{x})) = \sum_{a}^{N_d} N_a(\vec{x})\vec{v}_{ij}^a$$

where $\vec{v}_{ij}^a$ denotes the unknown velocity of node $a$ belonging to segment $ij$. Using such parameterization and the expressions given in equations (C.3) to (C.5), equation (C.2) can be written as:

$$\sum_{ij}^{N_s} \int_{\vec{x}_i}^{\vec{x}_j} \left( \sum_{a}^{N_d} N_a(\vec{x})\delta \vec{x}_{ij}^a \right) \cdot \left( \vec{f}(\vec{x}_{ij}) - \mathcal{B}(\theta_{ij}(\vec{x}_{ij})) \sum_{b}^{N_d} N_b(\vec{x})\vec{v}_{ij}^b \right) |d\vec{x}| = 0$$

(C.6)
From equation (C.6), one can express the following nodal quantities:

\[ \vec{f}_{ij}^a = \int_{\bar{x}_i}^{\bar{x}_j} N_a(\bar{x}) \vec{f}(\bar{x}) d\bar{x} \]  \hspace{1cm} (C.7)

\[ b_{ij}^{ab} = \int_{\bar{x}_i}^{\bar{x}_j} N_a(\bar{x}) N_b(\bar{x}) B(\theta_{ij}(-\bar{x}_i)) d\bar{x} \]  \hspace{1cm} (C.8)

where \( \vec{f}_{ij}^a \) denotes the nodal force on segment \( ij \) acting at node \( a \) and \( b_{ij}^{ab} \) is the drag matrix of segment \( ij \) associated with nodes \( a \) and \( b \). With expressions (C.7) and (C.8), system (C.6) rewrites:

\[ \sum_{ij}^{Ns} \sum_{a}^{Nd} \delta \bar{x}_{ij}^a \cdot \left( \vec{f}_{ij}^a - \sum_{b}^{Nd} b_{ij}^{ab} \bar{v}_{ij}^b \right) = 0 \]  \hspace{1cm} (C.9)

The discretization of continuous dislocation lines induces that dislocation segments share some common nodes when connected to each other. As a result, the two quantities in equation (C.9) can be assembled as done in a classical finite element approach:

\[ \sum_{ij}^{Ns} \sum_{a}^{Nd} \delta \bar{x}_{ij}^a \cdot \vec{f}_{ij}^a = \sum_{k}^{Nt} \delta \bar{X}_k \vec{F}_k \]  \hspace{1cm} (C.10)

\[ \sum_{ij}^{Ns} \sum_{a}^{Nd} \sum_{b}^{Nd} \delta \bar{x}_{ij}^a \cdot (b_{ij}^{ab} \bar{v}_{ij}^b) = \sum_{k}^{Nt} \sum_{l}^{Nl} \delta \bar{X}_k B_{kl} \bar{V}_l \]  \hspace{1cm} (C.11)

where \( N_t \leq N_s \times N_d \) is the total number of nodes used in the description of the entire dislocation line. Therefore system (C.9) reduces to:

\[ \sum_{k}^{Nt} \delta \bar{X}_k \cdot \left( \vec{F}_k - \sum_{l}^{Nl} B_{kl} \bar{V}_l \right) = 0 \]  \hspace{1cm} (C.12)

Since equation (C.12) must hold for any arbitrary virtual line displacement \( \delta \bar{X}_k \), the system of equations finally writes:
In equation (C.13), \( \vec{F}_k \) and \( \vec{V}_k \) respectively denote the force and velocity at node \( k \), and \( B_{kl} \) denotes the drag matrix pertaining to nodes \( k \) and \( l \). Therefore, expression (C.13) corresponds to the full system of equation of size \( N_t \) necessary to describe the motion of a dislocation line discretized into \( N_s \) segments and governed by the linear mobility law (2.49). Note however that \( B_{ij} \) is only defined along dislocation segments, i.e. when nodes \( i \) and \( j \) are connected. Consequently, system (C.13) is generally extremely sparse. With that in mind, the \( N_t \) nodal forces \( \vec{F}_i \) can be expressed as:

\[
\vec{F}_i = \sum_j B_{ij} \vec{V}_j \quad \forall \text{ node } i, \forall \text{ node } j \text{ connected to node } i, \text{ including } i = j \quad (C.14)
\]

With equation (C.14), the velocity of each dislocation node can be determined from the forces acting at each node. The assembly and the computation of nodal forces are presented in Appendix C.2 while the construction of the resistivity matrix \( B \) is detailed in Appendix C.3.

### C.1.1 Equation of motion accounting for inertial effects

At high strain rates, inertial effects on dislocation motion become important and need to be accounted for in order to obtain accurate predictions [248]. (Notice that relativistic effects are usually neglected in DDD simulations.) To directly account for inertial effects, equation (C.1) may be replaced by:

\[
\oint \delta \vec{x} \cdot (\vec{f} - B \vec{v} - m \vec{a}) |d\vec{x}| = 0 \quad (C.15)
\]

where \( \vec{a} \) denotes the acceleration and \( m \) is the effective dislocation mass per unit length. Taking advantage of time discretization used in the DDD framework (see
In Section 2.1.1, the acceleration associated with the dislocation line can be approximated using a backward finite difference scheme, such that:

$$\ddot{a} = \frac{d\vec{v}}{dt} = \frac{\vec{v} - \vec{v}_{prev}}{dt}$$  \hspace{1em} (C.16)

where \(\vec{v}_{prev}\) designates the velocity at previous time step, \(\vec{v}\) is the unknown velocity to be solved for from equation (C.15), and \(dt\) denotes the current time step increment of the DDD simulation. Inserting expression (C.16) into equation (C.15) leads to the following EOM:

$$\int \delta \vec{x} \cdot \left( \vec{f} - B \vec{v} - \frac{m}{dt}(\vec{v} - \vec{v}_{prev}) \right) \left| d\vec{x} \right| = 0 \hspace{1em} (C.17)$$

Rearranging the terms in (C.17) yields the alternative EOM for high strain rates:

$$\int \delta \vec{x} \cdot \left( \vec{f} + \frac{m}{dt} \vec{v}_{prev} - \left( B + \frac{m}{dt} I_3 \right) \vec{v} \right) \left| d\vec{x} \right| = 0 \hspace{1em} (C.18)$$

$$\int \delta \vec{x} \cdot (\vec{f}^* - B^* \vec{v}) \left| d\vec{x} \right| = 0 \hspace{1em} (C.19)$$

In cases where inertial effects are to be accounted for, equation (C.1) can be substituted by equation (C.19), for which the corresponding inertial forces \(\vec{f}^*\) and inertial \(B^*\) drag matrices are expressed with respect to the actual forces \(\vec{f}\) and drag matrices \(B\) as follows:

$$\vec{f}^* = \vec{f} + \frac{m}{dt} \vec{v}_{prev}$$

$$B^* = B + \frac{m}{dt} I_2$$ \hspace{1em} (C.20)

In equation (C.20), \(I_2\) denotes the 3 \times 3 identity matrix and \(m\) is the effective mass per unit length associated with the dislocation line. An expression of the latter was derived by Hirth et al. [110]. Considering pure screw and pure edge dislocations,
Their effective mass, respectively denoted \( m_s \) and \( m_e \), can be expressed as:

\[
m_s = \frac{W_0}{v^2} \left(-\gamma^{-1} + \gamma^{-3}\right) \\
m_e = \frac{W_0 C^2}{v^4} \left(-8\gamma_l - 20\gamma_l^{-1} + 4\gamma_l^{-3} + 7\gamma + 25\gamma_l^{-1} - 11\gamma^{-3} + 3\gamma^{-5}\right)
\]

(C.21)

where \( \gamma_l \) and \( \gamma \) are two quantities related the longitudinal \( C_l \) and transversal \( C \) sound velocities, respectively, such that:

\[
\gamma_l = \left(1 - \frac{v^2}{C_l^2}\right)^{1/2} \\
\gamma = \left(1 - \frac{v^2}{C^2}\right)^{1/2}
\]

(C.22)

where \( v \) is the magnitude of the velocity of the dislocation line. To avoid equation (C.19) from being non-linear, the velocity in equation (C.22) can be taken as that of the previous step \( \vec{v}_{\text{prev}} \). In equations (C.21), \( W_0 \) is the rest energy factor of dislocation lines, expressed as:

\[
W_0 = \frac{\mu b^2}{4\pi} \ln \left(\frac{R}{r_0}\right)
\]

(C.23)

where \( R \) and \( r_0 \) are the inner and outer cut-off radii in the integration of energy terms, generally chosen such that \( W_0 = \mu b^2 \). With that, the effective mass of screw dislocation at zero velocity expresses as \( \mu b^2/C^2 \), and the rest energy of an edge dislocation is \( \mu b^2/C^2 (1 + C^4/C_l^4) \). As a simple approximation, the effective mass \( m \) of a mixed dislocation line can be taken as a simple interpolation from the effective masses of pure edge and screw dislocations given in equations (C.21), such that:

\[
m = m_e \sin^2 \theta + m_s \cos^2 \theta
\]

(C.24)

where \( \theta \) is the angle between the dislocation line tangent and its Burgers vector. Finally, it follows from equations (C.20) that the nodal forces and resistivity matrices
when accounting for inertia are expressed from (C.7) and (C.8) as:

\[
\vec{f}_{ij}^a = \int_{\vec{x}_i}^{\vec{x}_j} N_a(\vec{x}) \left[ \vec{f}(\vec{x}_{ij}) + \frac{m}{dt} \vec{v}_{prev}(\vec{x}_{ij}) \right] |d\vec{x}|
\]  \hspace{1cm} (C.25)

\[
b_{ij}^{ab} = \int_{\vec{x}_i}^{\vec{x}_j} N_a(\vec{x}) N_b(\vec{x}) \left[ \mathbf{B}(\theta_{ij}(\vec{x}_{ij})) + \frac{m}{dt} \mathbf{I}_3 \right] |d\vec{x}|
\]  \hspace{1cm} (C.26)

Finally, assembly of equations (C.25) and (C.26) with the finite element approach to obtain system (C.14) for the nodal velocities at high-strain rates is performed with equations (C.10) and (C.11).

**C.2 Nodal forces and segment elastic interactions**

**C.2.1 Assembly of nodal forces**

Expression (C.14) defining the system of equations to solve for the nodal velocities \( \vec{V}_j \) requires the evaluation and the assembly of the nodal forces \( \vec{F}_i \). For each dislocation node, the latter is assembled according to the classical finite element method and is given from (C.10) as:

\[
\vec{F}_i = \sum_j \vec{f}_{ij}^i
\]  \hspace{1cm} (C.27)

where \( \vec{f}_{ij}^i \) is the contribution at node \( i \) of the force on segment \( ij \), and the summation is performed over every node \( j \) connected to node \( i \). Expressions of \( \vec{f}_{ij}^i \) are given from equation (C.7) when inertial effects are neglected, and from (C.25) when these are accounted for. However, for the rest of this section, for the sake of simplicity, the expression of the forces will be given for the case when inertial effects are disregarded.

As defined in equation (C.7), \( \vec{f}_{ij}^a \) corresponds to the force on segment \( ij \) acting at node \( a \), where index \( a \) takes the values corresponding to the segment end nodes, i.e. \( i \) and \( j \). When using the linear interpolation between the end nodes defined by relations (2.28) and (2.33) such as to consider dislocation segments as straight lines,
the nodal force (C.7) expresses as:

\[ \vec{f}_{ij}^{a} = \int_{\bar{x}_i}^{\bar{x}_j} N_a(\bar{x}) \vec{f}(\bar{x}_{ij}) \, |d\bar{x}| = l_{ij} \int_{0}^{1} N_a(s) \vec{f}(\bar{x}_{ij}(s)) \, ds \]  \tag{C.28}

with \( |d\bar{x}| = \|\bar{x}_j - \bar{x}_i\| ds = l_{ij} ds \)  \tag{C.29}

where \( l_{ij} = \|\bar{x}_j - \bar{x}_i\| \) denotes the length of segment \( ij \) delimited by end nodes \( i \) and \( j \) at positions \( \bar{x}_i \) and \( \bar{x}_j \), respectively, and where \( s \in [0, 1] \) is the curvilinear abscissa used for the parametric representation of the segment. Recall from (2.33) that the linear interpolation function at first node \( i \) is given by \( N_i(s) = 1 - s \) and that at second node \( j \) is given by \( N_j(s) = s \). For the sake of simplicity, when superscript \( a \) takes the value of the first node \( i \), exponent \( i \) will be omitted such that \( \vec{f}_{ij}^i = \vec{f}_{ij} \). Similarly, by virtue of the symmetry induced by the linear interpolation, when \( a \) refers to the second node \( j \), we will denote \( \vec{f}_{ij}^j = \vec{f}_{ji} \). With this notation, equation (C.27) rewrite:

\[ \vec{F}_i = \sum_j \vec{f}_{ij} \]  \tag{C.30}

and the force contribution \( \vec{f}_{ij} \) at node \( i \) of segment \( ij \) can be interchangeably computed from (C.28) as:

\[ \vec{f}_{ij} = \vec{f}_{ij}^i = l_{ij} \int_{0}^{1} (1 - s) \vec{f}(\bar{x}_{ij}(s)) \, ds \]

or \( \vec{f}_{ij} = \vec{f}_{ij}^j = l_{ji} \int_{0}^{1} s \vec{f}(\bar{x}_{ji}(s)) \, ds \)  \tag{C.31}

As explained in Section 2.4, in the regular nodal DDD approach, the force \( \vec{f} \) in equations (C.31) acting on a dislocation segment encompasses two stress contributions, internal and external, when defined according to equation (2.47). The internal stress state arises from the elastic stress field induced by the presence of the other dislocations while the external contribution pertains to the imposed loading. Therefore,
the Peach-Kohler force per unit length (see equation (2.46)) at any point $\vec{x}_{ij}$ along dislocation segment $ij$ is generally written as:

$$\vec{f}_{pk}^{ij}(\vec{x}_{ij}) = (\sigma(\vec{x}_{ij}) \cdot \vec{b}_{ij}) \times \vec{t}_{ij}$$  \hspace{1cm} (C.32)

where $\vec{b}_{ij}$ and $\vec{t}_{ij}$ are the Burgers vector and the unit tangent to segment $ij$, respectively. Here, the total stress tensor $\sigma$ encompasses both the internal $\sigma^{int}$ and the external $\sigma^{ext}$ contributions. As detailed in Section 2.4.2, both these contributions are generally superimposed in the regular approach to define the effective total stress $\sigma$ driving dislocation motion:

$$\sigma = \sigma^{int} + \sigma^{ext}$$  \hspace{1cm} (2.41 repeated)

Note here that an alternative approach to define the total stress without invoking the superposition principle is discussed in Chapter 3. In practice, to account for the lattice friction stress, the effective force $\vec{f}_{ij}$ integrated along dislocation segment $ij$ in equations (C.31) is obtained as:

$$\vec{f}_{ij} = \begin{cases} \vec{f}_{ij}^{pk} - |\vec{f}_{ij}^{fric}| \cdot \text{dir} (\vec{f}_{ij}^{pk}) & \text{if } |\vec{f}_{ij}^{pk}| > |\vec{f}_{ij}^{fric}| \\ 0 & \text{if } |\vec{f}_{ij}^{pk}| \leq |\vec{f}_{ij}^{fric}| \end{cases}$$  \hspace{1cm} (C.33)

where $\vec{f}_{ij}^{fric}$ is the force arising from the lattice friction resistance (here function $\text{dir}(\vec{v})$ denotes the unit vector pointing in the direction of vector $\vec{v}$ such that the friction force is opposed to dislocation movement) and $\vec{f}_{ij}^{pk}$ is the Peach-Koehler force obtained from integration of expression (C.32) along the segment length. Here it is interesting to notice that by combining equations (C.32) and (2.41), the Peach-Kohler force is obtained as the sum of two contributions:

$$\vec{f}_{ij}^{pk} = \vec{f}_{ij}^{int} + \vec{f}_{ij}^{ext}$$  \hspace{1cm} (C.34)
where \( \vec{f}_{ij}^{\text{ext}} \) corresponds to the external applied force whose calculation is detailed in Appendix C.2.4, and \( \vec{f}_{ij}^{\text{int}} \) corresponds to the force arising from the internal stress fields induced by all dislocations in the medium. Following the framework introduced in Section 2.4.3, the internal stresses \( \sigma_{\text{int}} \) at each point of the simulation volume in regular DDD codes are calculated by virtue of the superposition principle, whereby the contributions of the elastic stress field of each dislocation segment computed in an infinite medium are added. Therefore, the force \( \vec{f}_{ij}^{\text{int}} \) on segment \( ij \) resulting from the internal stresses can be expressed as:

\[
\vec{f}_{ij}^{\text{int}} = \sum_{kl} \vec{f}_{ij}^{kl} \tag{C.35}
\]

where \( \vec{f}_{ij}^{kl} \) denotes the force acting at node \( i \) induced by the stress field of dislocation segment \( kl \) on segment \( ij \). Note that the sum is performed over all dislocation segments \( kl \) present in the volume, including segment \( ij \) itself. As a matter of fact, \( \vec{f}_{ij}^{ij} = \vec{f}_{ij}^{s} \) corresponds to the self-force of segment \( ij \), i.e. the force of the segment on itself. To avoid singularities, the self-force is usually computed separately (see Appendix C.2.3), such that equation (C.35) is decomposed as:

\[
\vec{f}_{ij}^{\text{int}} = \vec{f}_{ij}^{s} + \sum_{kl \neq ij} \vec{f}_{ij}^{kl} \tag{C.36}
\]

where the summation over the segment-segment elastic interaction forces \( \vec{f}_{ij}^{kl} \) is performed on every segment \( kl \) different from \( ij \). From equation (C.36) it clearly appears that the computation of the force on each dislocation segment requires the evaluation of the stress field induced by all other dislocations present in the volume. Therefore, the computation of all nodal forces is a \( \mathcal{O}(N_{\text{seg}}^2) \) process where \( N_{\text{seg}} \) is the total number of dislocation segments in the simulation volume, which can become extremely computationally expensive. Thus, special care needs to be taken so as to implement efficient methods for the computation of the segment elastic forces \( \vec{f}_{ij}^{kl} \). While
segment-segment elastic interactions forces $\vec{f}_{ij}^{kl}$ are detailed in Section 2.5.3, approximations to improve the efficiency of their computation are presented in Section 2.9.2.

C.2.2 Segment-segment elastic interactions

See Section 2.5.3.

C.2.3 Self force

The self-force $\vec{f}_{ij}^{s}$ corresponds to the force exerted by a segment $ij$ on itself. The general expression of the self-force can be readily deduced from equation (2.64) as:

$$\vec{f}_{ij}^{s} = \int_{\vec{x}_i}^{\vec{x}_j} N_i(\vec{x}_{ij}) \left[ (\sigma^{ij}(\vec{x}_{ij}) \cdot \vec{b}_{ij}) \times \vec{t}_{ij} \right] |d\vec{x}| \quad (C.37)$$

where $\sigma^{ij}$ denotes the stress field of dislocation segment $ij$. Therefore, the evaluation of the self-force involves the integration of the stress field produced by the segment along itself, hence its name. The precise evaluation of the self-force is a very important aspect of DDD simulations as it directly affects the bowing of dislocations, and hence plays a major role in the activation of dislocation glide. However, in the general expression given from the classical theory in equation (2.14), the stress field of a dislocation is singular in its core, i.e. is not defined along the dislocation segment itself, such that contribution (C.37) cannot be directly evaluated. To circumvent this, different expressions of the self-force based on the dislocation local curvature have been proposed [71, 87, 98, 97]. In this case, the self-force is referred to as the line tension, corresponding to the restoring force induced by the increase in energy associated with the increase in line length of a bowing segment (e.g. Frank-Read source). However, the accuracy of curvature-based approaches are closely tied to the parametric line representation, and are inconsistent with the use of straight segments.

In the case of isotropic elasticity, the non-singular approach developed by Cai
and coworkers [35] (see Appendix A.2) allows for an analytical expression of the self-force (C.37). The latter is directly derived from the general closed-form solution for computing the forces between two parallel segments, and is simplified due to the fact that both segments are identical in this specific case. As a result, its expression simplifies to the following for isotropic elasticity [5]:

\[
\vec{f}_{ij}^s = -\frac{\mu}{4\pi} \left[ \vec{t}_{ij} \times \left( \vec{t}_{ij} \times \vec{b}_{ij} \right) \right] \left( \vec{t}_{ij} \cdot \vec{b}_{ij} \right) \left[ -\frac{1}{1 - \nu} \left( \ln \left( \frac{l_a + l_{ij}}{a} \right) - 2\frac{l_a + a}{l_{ij}} \right) - \frac{(l_a - a)^2}{2l_a l_{ij}} \right] \tag{C.38}
\]

where \(\mu\) and \(\nu\) are the shear modulus and Poisson’s ratio, \(a\) is the dislocation core width and \(l_a = \sqrt{l_{ij}^2 + a^2}\). In this formulation, the core width radius \(a\) is a key parameter that governs the stiffness of dislocation bowing. Thus, the choice of \(a\) is usually calibrated such as to obtain a correct activation stress for dislocation sources. Furthermore, it clearly appears from equation (C.38) that the contribution of the self-force of segment \(ij\) on node \(j\) can be directly computed as \(\vec{f}_{ji}^s = -\vec{f}_{ij}^s\).

When dealing with anisotropic elasticity, the self-force can be efficiently computed using the Willis-Steeds-Lothe formalism and a cut-off radius to remove core singularities [257, 264].

### C.2.4 Applied force

The applied force \(\vec{f}_{ij}^{ext}\) corresponds to the contribution of the external stress to the Peach-Kohler force, as defined in equations (C.32) and (2.41). As introduced in Section 2.4.4, the external stress \(\sigma^{ext}\) results from the imposed loading and boundary conditions, and the different methods that can be used for its evaluation are presented in Section 2.8.2. The general expression for the applied force \(\vec{f}_{ij}^{ext}\) on segment \(ij\) can be readily obtained from the Peach-Kohler force expression as:
\[ \vec{f}_{ij}^{\text{ext}} = \int_{\vec{x}_i}^{\vec{x}_j} N_i(\vec{x}_{ij}) \left[ \left( \sigma^{\text{ext}}(\vec{x}_{ij}) \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right] |d\vec{x}| \quad (C.39) \]

When using the linear interpolation defined in (2.33) such as to consider straight dislocation segments, expression (C.39) reduces to:

\[ \vec{f}_{ij}^{\text{ext}} = \int_{0}^{1} (1 - s) \left[ \left( \sigma^{\text{ext}}(\vec{x}_{ij}(s)) \cdot \vec{b}_{ij} \right) \times \vec{t}_{ij} \right] ds \quad (C.40) \]

where \( \sigma^{\text{ext}} \) is integrated along dislocation segment \( ij \) with Burgers vector \( \vec{b}_{ij} \) and unit tangent \( \vec{t}_{ij} \). In the case where the external stress is uniform over the simulation volume (see Section 2.8.2), the integration in (C.40) reduces to the following analytical form:

\[ \vec{f}_{ij}^{\text{ext}} = \frac{1}{2} l_{ij} \left( \left[ \sigma^{\text{ext}} \cdot \vec{b}_{ij} \right] \times \vec{t}_{ij} \right) \quad (C.41) \]

### C.3 Determination of nodal velocities

#### C.3.1 Assembly of the resistivity matrix

The determination of nodal velocities of dislocation segments at each time step is achieved by solving the system of equations defined in (C.14):

\[ \vec{F}_i = \sum_j B_{ij} \vec{V}_j \quad \forall \ \text{node } i, \ \forall \ \text{node } j \ \text{connected to node } i, \ \text{and for } i = j \quad (C.14 \text{ repeated}) \]

where \( \vec{V}_j \) is the velocity of dislocation node \( j \), \( \vec{F}_i \) is the force at node \( i \), and \( B_{ij} \) is the resistivity matrix associated with the viscous drag of segment \( ij \). Once the dislocation nodal forces \( \vec{F}_i \) have been obtained through the procedure detailed in Appendix C.2, matrix \( B_{ij} \) is assembled using a classical finite element approach. From expression (C.11) one obtains:
\[ B_{ij} = b_{ij}^{ij} \text{ if } i \neq j \]
\[ B_{ii} = \sum_k b_{ik}^{ii} \text{ if } i = j, \forall \text{ node } k \neq i \text{ connected to node } i \quad (C.42) \]

where \( b_{ij}^{ab} \) is the nodal quantity defined in equation (C.8). When straight lines are used to describe dislocation segments between connected nodes by using the linear interpolation defined in (2.33), \( b_{ij}^{ab} \) can be written as:

\[ b_{ij}^{ab} = l_{ij} \int_0^1 N_a(s)N_b(s)B(\theta_{ij}(s))ds \quad (C.43) \]

with \(|d\vec{x}| = \|\vec{x}_j - \vec{x}_i\|ds = l_{ij}ds \quad (C.44)\]

Note that in expression (C.43), the drag matrix \( B(\theta_{ij}) \) is now solely a function of the orientation \( \theta_{ij} = \arccos \left( \frac{\vec{b}_{ij}}{||\vec{b}_{ij}||} \cdot \vec{t}_{ij} \right) \) of the dislocation segment \( ij \), which is constant throughout the entire segment when using a linear interpolation. With this, submatrices \( b_{ij}^{ab} \) pertaining to the drag resistance of segment \( ij \) can be evaluated for \( a = i, j \) and \( b = i, j \) from equation (C.43) as:

\[ b_{ij}^{ii} = l_{ij} B(\theta_{ij}) \int_0^1 (1 - s)(1 - s)ds = \frac{l_{ij}}{3} B(\theta_{ij}) \]
\[ b_{ij}^{ij} = l_{ij} B(\theta_{ij}) \int_0^1 (1 - s)sds = \frac{l_{ij}}{6} B(\theta_{ij}) \]
\[ b_{ij}^{ji} = l_{ij} B(\theta_{ij}) \int_0^1 s(1 - s)ds = \frac{l_{ij}}{6} B(\theta_{ij}) \]
\[ b_{ij}^{jj} = l_{ij} B(\theta_{ij}) \int_0^1 s^2ds = \frac{l_{ij}}{3} B(\theta_{ij}) \quad (C.45) \]

Assuming a simple mobility law whereby the drag resistance exerted on a dislocation line continuously vary with its character, a simple interpolation from edge to screw properties can be used, such that:

\[ B(\theta_{ij}) = (B_{ij}^c \sin^2 \theta_{ij} + B_{ij}^s \cos^2 \theta_{ij}) I_2 \quad (C.46) \]
where $\mathcal{B}_{ij}$ and $\mathcal{B}_{ij}^s$ are the edge and screw mobilities of segment $ij$, and $I_2$ is the second-order identity tensor. As mentioned in Section 2.5, the mobility coefficients account for the phonon interactions with moving dislocations. Their values depend on the material properties and on the temperature, and can be measured experimentally or estimated via atomistic simulations.

Using equations (C.42) to (C.45), the velocity $\vec{V}_j$ of each node $j$ can be determined by solving the system of equations given in (C.14). Separating the case $i = j$ from that of $i \neq j$, equation (C.14) can be decomposed as:

$$\vec{F}_i = B_{ii} \vec{V}_i + \sum_{j \neq i} B_{ij} \vec{V}_j \quad (C.47)$$

From the definition of $B_{ij}$ given in (C.42), expression (C.47) reads:

$$\vec{F}_i = \sum_{j \neq i} b_{ij}^{ii} \vec{V}_i + \sum_{j \neq i} b_{ij}^{ij} \vec{V}_j \quad (C.48)$$

where sub-matrices $b_{ij}^{ii}$ and $b_{ij}^{ij}$ are obtained from (C.45) as:

$$b_{ij}^{ii} = \frac{l_{ij}}{3} \mathcal{B}(\theta_{ij}) \quad \text{for } a = b = i$$

$$b_{ij}^{ij} = \frac{l_{ij}}{6} \mathcal{B}(\theta_{ij}) \quad \text{for } a \neq b \quad (C.49)$$

Finally, inserting (C.49) into (C.48) yields the following system of equations:

$$\vec{F}_i = \sum_{j \neq i} \frac{l_{ij}}{6} \mathcal{B}(\theta_{ij})(2\vec{V}_i + \vec{V}_j) \quad (C.50)$$

System of equations (C.50) describe the motion of groups of connected dislocation nodes. Thus, for a group of $N$ connected nodes, system (C.50) is of size $3N$. However, because all nodes are not individually connected to all other nodes, such system is generally extremely sparse. For example, in the case of a dislocation group comprising no junction node (i.e. for a dislocation line where each node, except for the end nodes,
is connected to two nodes), system (C.50) results in a banded matrix of width 9. For such reason, special algorithms dedicated to sparse systems have been implemented to efficiently compute nodal velocities. Furthermore, a local velocity approximation is presented in Section 2.9.2.

**C.3.2 Glide velocity**

As presented in Section 2.2.4, dislocation lines are physically constrained to glide on their slip plane(s). As a result, each nodal velocity \( \vec{V}_i \) computed in equation (C.50) must be projected on the glide plane(s) on which the dislocation node lies, i.e. on the glide plane(s) associated with each connection of node \( i \). Therefore, for each node \( i \) connected to nodes \( j \), the nodal velocity \( \vec{V}_i \) must satisfy:

\[
\vec{V}_i \cdot \vec{n}_{ij}^k = 0 ; \quad \forall \text{ node } j \text{ connected to node } i \\
\forall \text{ plane } k \text{ associated with segment } ij
\]

(C.51)

where \( \vec{n}_{ij}^k \) designates the unit normal associated with the \( k \)-th glide plane of segment \( ij \). Note that the glide plane of any dislocation segment that is not a sessile junction is defined by its Burgers vector and its line direction.

**C.3.3 Junction case**

The motion of nodes belonging to junction segments requires a specific treatment. As mentioned in Appendix C.3.2, the velocity of a dislocation node needs to be projected into the glide plane(s) of all segments connected to the node. Thus, in the case of a sessile junction node, lying at the intersection of two planes, the direction of the velocity becomes collinear to the line formed by the intersection of both planes, such that the node can only move along the direction of the junction. Therefore, the resulting motion is artificial in the sense that the movement is purely tangential to the line direction, leading to either an increase or a decrease in the junction length. Physically, the growth of a junction occurs via the zipping process, which is solely
governed by segment-segment collisions and whose implementation is detailed in Section 2.6. Therefore, to remain consistent with the collision procedure and adopt a numerical framework closely based on the physics of dislocations, only the shrinking of junction segments is allowed by motion of dislocation nodes. This can be enforced by ensuring that the velocity of each junction node \(i\) is pointing in the same direction as junction segment \(ij\) oriented from node \(i\) to node \(j\), i.e. each node \(i\) connected to node \(j\) for which segment \(ij\) is a junction segment must verify:

\[
\vec{V}_i \cdot \vec{t}_{ij} = 0 ; \quad \forall \text{ junction segment } ij
\]  

(C.52)

where \(\vec{t}_{ij}\) denotes the line direction (or unit tangent) of junction segment \(ij\), i.e. the line defined by the intersection of the slip planes of the two dislocations that formed the junction. Note here that the use of equation (C.52) applies to simple sessile junctions only, i.e. to junctions that result from the intersection between two dislocations belonging to two different slip systems, and for which the Burgers vector is not comprised in one of the existing slip planes of the crystal. If the junction is glissile, i.e. if its Burgers vector lies in one of the slip planes of the crystal, the dislocation node is treated as a regular dislocation node and projected on its unique slip plane defined by its Burgers vector and its line direction. In the case of more complex junction segments resulting from the intersection of more than two dislocation segments, two cases may appear: (1) the motion of the junction node is null if the junction is sessile, since the intersection of three planes reduces to a single point, or (2) the nodes are treated as glissile nodes in the case of glissile triple junctions as evidenced in [31].

**C.4 Time integration**

System of equations (C.14) allows for the determination of nodal velocities \(\vec{V}_i\) for each dislocation node \(i\). The conversion of the velocities into nodal displacements
defining dislocation motion therefore requires time integration. The choice of an appropriate time integrator is crucial in DDD, especially as it controls the time step size versus the numerical stability [5, 220]. Thus, the choice of a stable time integrator may allow for the use of large time steps improving the computational efficiency of the simulations. On the other hand, the choice of a poor time integrator may impose the use of small time steps to avoid numerical instabilities in dislocations motion. The different types of time integrators are broken down into two classes, explicit and implicit. While explicit integrators are usually very simple to implement as they only require the evaluation of forces and positions from the previous time step, their stability is known for being very sensitive to the size of the time step. On the other hand, implicit integrators allows for larger time steps thanks to their more robust stability, but the use of an implicit formulation to determine dislocation motion requires the knowledge of positions and forces at the previous and next time step. Therefore, when implicit integrators are used, the determination of nodal velocities must be achieved by iterative implicit schemes, such as the Newton-Raphson method, thereby requiring significant additional computational work. Particularly, each iteration within an implicit scheme involves the evaluation of the nodal forces, which is known to be the most intensive computational process in DDD simulations (see Appendix C.2). Moreover, the use of very large time steps in DDD simulations is not always desired, and depends on the dislocation configuration. This is because when time steps are too large, interactions and collisions between dislocation segments may be missed, leading to non-physical behaviors. This last point is particularly important since dislocation-dislocation interactions are known to play a crucial role in strain hardening [227, 52, 136, 93] (see Chapter 4). As a result, the vast majority of current DDD codes are using explicit time integrators to date [97, 68, 254, 5, 69]. For this reason, explicit methods have been implemented.

The simplest explicit method consists in a backward Euler integration, where the
new position \( \vec{x}_i^{t+\Delta t} \) of each dislocation node \( i \) at time \( t + \Delta t \) is updated from the position and the velocity at previous step as:

\[
\vec{x}_i^{t+\Delta t} = \vec{x}_i^t + \vec{V}_i \left( \vec{x}_i^t \right) \Delta t \quad (C.53)
\]

where \( \vec{V}_i = \vec{V}_i \left( \vec{x}_i^t \right) \) is the velocity at node \( i \) given as a function of the nodal positions \( \vec{x}_i^t \) at time \( t \) and \( \Delta t \) is the current time step increment. Although this method is the simplest to implement, it is also the less stable one. Thus, when the time step is large and the dislocation discretization is fine, i.e. when the nodal displacement \( \vec{V}_i \Delta t \) approaches the size of the segments to which it is connected, vibrations may appear, leading to non-physical multiplication of dislocations, that can further lead to the collapse of the simulation. To address this issue, enhanced explicit integration schemes have been proposed. Among them, the trapezoidal Euler integration relies on a predictor-corrector scheme in which the nodal position \( \vec{x}_i^{t+\Delta t} \) at each node \( i \) and time step \( t + \Delta t \) is iteratively determined as:

\[
\vec{x}_i^{t+\Delta t} \big|_0 = \vec{x}_i^t + \vec{V}_i \left( \vec{x}_i^t \right) \Delta t \quad (C.54)
\]

\[
\vec{x}_i^{t+\Delta t} \big|_{j+1} = \vec{x}_i^t + \frac{\vec{V}_i \left( \vec{x}_i^{t+\Delta t} \big|_j \right) + \vec{V}_i \left( \vec{x}_i^t \right)}{2} \Delta t \quad (C.55)
\]

where \( \vec{x}_i^{t+\Delta t} \big|_j \) denotes the \( j \)-th iterate of the corrector, and the iterative process is stopped when all nodes converge towards a new position, i.e. when the error between two subsequent iterations becomes smaller than a prescribed tolerance. Although this method yields a better numerical stability, and therefore theoretically allows for larger time steps or finer segment mesh sizes, the total cost of the evaluations of nodal forces required in the calculations of the correctors \( \vec{x}_i^{t+\Delta t} \big|_j \) at each iterate \( j \) needs to be balanced against the gain in time step increment it permits.

Note also that very recently, the development of a local time-step subcycling approach has demonstrated potential significant improvement of the global efficiency.
for explicit and implicit integrators [220], but has not been implemented in this work.
APPENDIX D

NUMERICAL IMPLEMENTATION OF THE DDD SIMULATION TOOL

In this appendix, important details on the numerical implementation of the DDD simulation tool developed in the course of this thesis and presented in Chapter 2 are provided.

D.1 Topological changes of the dislocation network

During a DDD simulation, dislocation segments multiply and interact with one another as a result of their motion. Therefore, an adaptive meshing of dislocation segments must be implemented in order to (1) keep the dislocation network well discretized, such as to allow for a good description of dislocation line curvature and avoid numerical vibrations, and (2) permit the treatment of dislocation core reactions whose incorporation is fundamental to reproduce strain hardening behaviors. For these purposes, specific topological operations are implemented to serve as supporting functions of dislocation line operations inducing changes in the network topology.

D.1.1 Topological operations

In the present nodal code, a set of topological operations allowing to perform topological changes in the dislocation network is implemented. A topological change here refers to a modification of the dislocation network that induces a change in the segments connectivity. Such changes principally occur during dislocation intersections (e.g. junctions formation and annihilations) and allows for dynamical line remeshing (see Section 2.7). The two main topological operations implemented in the DDD code, namely the split of a segment and the merge of nodes, are presented below.
D.1.1.1 Split of dislocation segment

\[ \vec{b}_S = \vec{b}_{Sj} = \vec{b}_{ij} \]

**Figure D.1:** Schematic of the split of a dislocation segment \( ij \) defined between end nodes at positions \( \vec{x}_i \) and \( \vec{x}_j \) and with Burgers vector \( \vec{b}_{ij} \). The original segment is split by inserting a new node \( S \) at coordinate \( \vec{x}_{ij}(s) \). In doing so, the properties of original segment \( ij \) (Burgers vector, Miller indices, ...) are transferred to new segments \( iS \) and \( Sj \).

As depicted in figure D.1, the procedure to split a dislocation segment consists in inserting a new node at a given abscissa along the segment, in between the existing end nodes defining the segment. Through this procedure, the connectivity between the nodes is updated, and the properties of the original segment are transferred to the new segments, such that (1) the Burgers convention introduced in Section 2.3.1 is respected, and (2) the dislocation slip plane remains definite for each segment.

D.1.1.2 Merge of dislocation nodes

**Figure D.2:** Schematic of the merge of two dislocation nodes \( i \) and \( j \). From stages (a) to (b), nodes \( i \) and \( j \) are merged into new node \( i \) who lies into the intersection of the slip planes of the initial nodes. In case (c), nodes \( i \) and \( j \) are connected to a common node \( k \), such that the outcome of the merging procedure leads either (d) to the formation of a junction or (e) to an annihilation.
As illustrated in figure D.2, the procedure for merging two dislocation nodes consists in merging nodes $i$ and $j$ into the single node $i$. In this procedure, the new position of node $i$ is determined by the union of the geometrical constraints applying to both nodes $i$ and $j$. Thus, if nodes $i$ and $j$ belong to two different planes, the merged node will necessarily be located along the intersection of both planes, such as to conserve the properties of initial intersecting segments. However, the merge can also be performed between two coplanar nodes or two nodes belonging to the same dislocation line. When the merge has been performed, all connections of node $j$ are transferred to node $i$, and node $j$ is finally deleted.

Note however that a special case occurs when nodes $i$ and $j$ are connected to a common node $k$, as depicted in figure D.2(c). In that case, a new segment $ik$ will be formed, whose resulting Burgers vector is equal to the sum of the Burgers vectors of the two initial segments $ik$ and $jk$. If the resulting Burgers vector is null, it corresponds to an annihilation and new segment $ik$ is deleted by removing the connection between nodes $i$ and $k$ (see figure D.2(e)).

### D.1.2 Numerical implementation of junction formation

In this section, the numerical implementation of junction formation and annihilations presented in Section 2.6.1 is detailed. The numerical implementation of the dislocation segment-segment interactions requires the development of different steps, which are detailed in the following. First, a list of dislocation neighbor segments is created for each dislocation segment. Then, the minimum distance between a dislocation segment and each of its neighbors is computed, such that pairs of segments whose minimum distance $d_{min}$ satisfies $d_{min} \leq d_{crit}$ are considered as intersecting. Using the topological procedures presented in Appendix D.1.1 enabling the split of dislocation segments and the merge of dislocation nodes, segment intersections are performed, and, finally, newly formed topology is checked for potential errors arising from the
above procedures. All the steps are described in detail below.

**D.1.2.1 Determination of neighbor segments**

Potential segment interactions only occur between close unconnected segments. For this reason, and for avoiding a time-consuming $O(N_{seg}^2)$ distance calculation procedure involving all $N_{seg}$ dislocation segments present in the simulation volume, a neighbor list is created to reduce the number of segment-segment distances to compute. To create the neighbor list, the simulation volume is partitioned into a certain number of boxes. The optimum box size is determined from the length of the longest segment of the simulation. With this partitioning, each dislocation segment lying in a box $B$ will have as neighbors all segments lying in the 27 surrounding boxes (26 surrounding boxes and box $B$ itself). Although $d_{crit}$ is usually way smaller than the average segment length, the use of 27 boxes is required in order to properly handle the case where a segment lies closely to the boundary of the central box $B$.

**D.1.2.2 Calculation of the minimum distance between two segments**

Once the neighbor list has been created, the minimum distance between a segment and each of its neighbors is computed. Assuming straight segments, the shortest distance $d_{min}(ij, kl)$ between two segments $ij$ and $kl$ is found by minimizing the following expression:

$$d_{min}(ij, kl) = \min_{s,t} \|\vec{x}_{ij}(s) - \vec{x}_{kl}(t)\|$$

with

$$0 \leq s \leq 1$$
$$0 \leq t \leq 1$$
$$i \neq j \neq k \neq l$$

(D.1)

From this expression, the curvilinear positions $s$ and $t$ corresponding to the positions for which the distance between the two segments reaches a minimum can also be determined. If the distance satisfies $d_{min}(ij, kl) \leq d_{crit}$, and the dislocation segments are moving towards each other, the intersection procedure is performed. Note here
**Figure D.3:** Sequence of operations performed during the intersection procedure. (a) When two dislocation segments $ij$ and $kl$ are moving towards each other and are approaching at a distance lower than $d_{crit}$, the intersection procedure is as follows: (b) first, both segments are split via insertion of nodes $S$ and $T$. Then, (c) nodes $S$ and $T$ are merged into single node $S$ lying at the intersection of the glide planes of the initial segments. As a result, the initial dislocation segments become connected through a 4-connected junction node $S$.

that for the sake of consistency, the value of $d_{crit}$ must be chosen such that (1) $d_{crit}$ is smaller than the average dislocation length, and (2) $d_{crit}$ is not too large with respect to dislocation nodal displacements.

### D.1.2.3 Intersection procedure

The sequence of operations performed during the intersection procedure depicted in figure D.3 is detailed here. When two dislocation segments meet the intersection criterion, new nodes $S$ and $T$ are inserted along segments $ij$ and $kl$ at curvilinear positions $s$ and $t$, respectively. Such is done by using the split procedure. Nodes $S$ and $T$ are then merged into a new single node $S$ using the merge nodes procedure (see Appendix D.1.1). In order to respect the physics of dislocations, $S$ is constrained to lie in the intersection of the glide plane(s) of initial segments $ij$ and $kl$. Further, in order to avoid numerical instabilities induced by the creation of short segments, when position $\vec{x}_{ij}(s)$ along segment $ij$ (that corresponds to the minimum distance to segment $kl$) is very close to node $i$ (respectively to node $j$), segment $ij$ is not split, and node $i$ (respectively $j$) is used in the merging procedure. As shown in figure 2.13 and discussed in Section 2.6.1, with this process, junction formation and annihilation
result from successive intersections of connected segments.

**D.1.2.4 Verification of the new topology**

As presented in the above, the numerical treatment of intersections induces topological changes in the discretized dislocation network. After interactions have been performed between all intersecting segments, the new dislocation topology is verified to ensure that potential errors that may have occurred are fixed or circumvented, such that the simulation can continue running properly. The verifications mainly consist in checking the consistency of the segment slip systems and the reciprocity of the nodal connectivity.

**D.1.3 Numerical implementation of node dissociation**

In this section, the numerical implementation of the dissociation procedure presented in Section 2.6.2 is detailed. From a topological perspective, the dissociation of a junction node is similar to the passage from the configuration depicted in figure 2.13(b) to that in figure 2.13(c), where the formation of the junction segment results from the sequence of operations illustrated in figure D.3 performed on two arms of the junction node. The two arms on which the split and merge occur depend on the dissociation configuration. Thus, for a 4-connected node \( i \), the dissociation procedure yields three different possible outcomes, each of whose corresponds to a different choice of arms on which the split and merge operations are performed. When node \( i \) connected to nodes 1 to 4, i.e. \( i \rightarrow \{1, 2, 3, 4\} \), is dissociated into connected junction nodes \( j \) and \( k \), the three final possible configurations are as follows: (1) \( j \rightarrow \{1, 2\} \) and \( k \rightarrow \{3, 4\} \), (2) \( j \rightarrow \{1, 3\} \) and \( k \rightarrow \{2, 4\} \), and (3) \( j \rightarrow \{1, 4\} \) and \( k \rightarrow \{2, 3\} \). For each case, the new configuration is created and the nodal forces and velocities on newly created junction nodes \( j \) and \( k \) are calculated, such that the power dissipation of the configuration can be evaluated. Then, the initial 4-connected node configuration is restored and the dissipation of the next possibility
is evaluated. After evaluations of the dissipation of the three configurations, the one yielding the maximum power dissipation is recreated and kept in the simulation. Also, to ensure that junction segment \( jk \) would not vanish after its creation, only configurations in which velocities of nodes \( j \) and \( k \) are in opposite directions are considered, i.e. configurations corresponding to a zipping process. Further note that the length of junction segment \( jk \), that is created as a result of the dissociation procedure of initial node \( i \), is chosen to be slightly greater than the critical intersection radius \( d_{\text{crit}} \) to ensure that nodes \( j \) and \( k \) are not merged through the intersection procedure immediately after their creation (see Section 2.6.1). With this process, the Burgers vector of junction segment \( jk \) generally differs for each configuration. Of special interest, the dissociation procedure is able to treat unpinning events by ways of selecting configurations in which the junction Burgers vector is null.

**D.2 Parallelization of the DDD simulation tool**

In this section, details on the numerical implementation of the critical stages of the DDD cycle are presented. For a global overview of the parallel computing and load balancing strategies adopted in this work, the reader is referred to Section 2.9.3.

**D.2.1 Short-range interactions calculation**

Practically, the implementation of the current strategy based on an homogeneous distribution of total number of neighbors across the CPUs includes several steps. It also to be noticed that such distribution tacitly relies on the assumption that the computational cost of interaction forces is identical for any pair of segments. When using the non-singular analytical formulation for isotropic elasticity given in [5] and presented in Section 2.5.3, two cases are distinguished, collinear and non-collinear segments, whose costs differ. However, the occurrence of collinear cases is statistically limited compared to the general non-collinear case, such that, on average, an equivalent cost between all interactions can be safely considered. With that in
mind, the parallel distribution can be performed as follows. First, the number of neighbors must be determined for each segment. Here, the definition of short-range neighbors must remain consistent with the use of the Box Method (see Section 2.9.2.1) used in the current code. Thus, to avoid either disregarding or double counting segment interactions, the neighbors of each segment lying in box $\alpha$ are taken as the ensemble of segments lying in the union $U_\alpha$ composed of the 26 boxes surrounding box $\alpha$ and box $\alpha$ itself. Therefore, the number of neighbors $N_{nei} = N_\alpha$ of each segment belonging to box $\alpha$ can be efficiently determined using a bucket sort algorithm on the 3D spatial coordinates of the segments. For the sake of efficiency, all segments are sorted by box at the beginning of each time step so as to define both short-range and long-range interactions simultaneously. Once the number of neighbors is determined for each segment, a distribution of segments ensuring an optimal load balance can be achieved using the inexpensive best fit decreasing algorithm. With this process, the segments are first sorted in decreasing order by their number of neighbors, and then sequentially assigned in order to the CPU with the largest remaining space (i.e. the lowest total load). Here, the decreasing sort is used to ensure that the segments with the largest number of neighbors are not to be distributed once the bins are already filled. This sort is achieved using a $O(N_{seg} \log N_{seg})$ heapsort algorithm. Note that in general, a simple selection sort algorithm of complexity $O(N_{seg}^2)$ will lead the overall scalability to dramatically drop as $N_{seg}$ increases.

Once dislocation segments have been distributed on each CPU, short-range interactions can be computed locally and nodal velocities and displacements can be determined (see Section 2.5) thanks to the nodal velocities approximation (see Section 2.9.2.2). The new nodal positions are then updated on all CPUs via point-to-point communications. At this stage, most of the computational work of the DDD cycle has been performed, as the calculation of interaction forces usually accounts for more than 90% of the total cost per simulation step. However, as stated by Amdahl’s
law, the maximum theoretical speed-up that can be achieved with parallel computing quickly saturates when all portions of a program are not parallelized, i.e. when sequential operations remain [3]. In other words, the scalability will fall all the more quickly than the fraction of sequential operations is large when the number of processors increases. Therefore, other important stages such as long-range calculations, the dissociation procedure and the treatment of dislocation intersections (see Section 2.6 and Appendix D.1), require a parallel implementation as well.

D.2.2 Long-range calculation

When using the Box Method (see Section 2.9.2.1), the most straightforward strategy consists in equally distributing the $N_{box}$ boxes across the CPUs so as to locally compute the total stress arising from long-range dislocations at the center of each box. Naturally, this approach will provide a good scalability when dislocation segments are well distributed within the volume. However, as for short-range interactions, the optimal strategy consists in distributing the boxes according to the total number of long-range interactions associated with each of them.

D.2.3 Dissociation procedure

For the dissociation procedure, the 4-connected nodes are first distributed among the processors (ensuring that pairs of 4-connected nodes connected to each other remain on a single CPU so as to avoid treating topological conflicts between CPUs) and the determination of the optimal configuration is determined locally (see Section 2.6.2 and Appendix D.1.3). Note that this determination involves the computation of several interaction forces and is in general identical in terms of computational cost for every 4-connected node. Every new configuration is then transferred back to all other CPUs.
D.2.4 Dislocation intersections

In the case of dislocation intersection, the picture is slightly different. As detailed in Section 2.6.1, the treatment of dislocation collisions involve two main steps, namely the determination of potential pairs of intersecting segments and the application of the resulting topological changes. Clearly, the last step does not involve any calculation, but solely invokes topological operations to modify the dislocation data (see Appendix D.1.1). In this case, the reduction in the sequential fraction of operations of the code must be balanced with the cost of the communication induced by the parallelization, which is not accounted for in Amdahl’s model [3]. Practically, following the numerical intersection procedure detailed in Appendix D.1.2, it appears that only the parallelization of the determination of neighbor segments and of the calculation of the minimum distance between pairs of neighbor segments will contribute to an increase in the scalability of the code. Here, the determination of neighbor segments can be achieved using the same strategy as that described earlier to distinguish between short and long-range interactions. However, the metric used to determine the size of the boxes is not the same in both cases. In the first case, the choice is dictated by the validity of the long-range approximation based on the $1/R$ physical decay of the elastic stress fields. In the case of intersections, the size of the box is typically chosen to be smaller since neighbor segments in the context of intersections only pertain to pairs of segments whose distance is potentially smaller than the critical radius $d_{\text{crit}} \leq l_{\text{avg}}$, where $l_{\text{avg}}$ is the average length of dislocation segments. Using a bucket sort algorithm, dislocation neighbors can be determined and distributed across the CPUs. Then, the computation of the minimum distance between pairs of neighbors can be performed locally. Further, potential collisions are transferred to all CPUs and the relatively inexpensive topological changes are finally performed sequentially.
APPENDIX E

FINITE ELEMENT FORMULATION FOR
STRESS-STRAIN CALCULATION

E.1 Principle of virtual work

In continuum mechanics, the mechanical state at each point of a body $V$ subjected to
displacements and traction boundaries conditions can be determined by considering
the following fundamental boundary value problem:

\[ \sigma_{ij} = C_{ijkl} \epsilon_{kl} \]  \hspace{1cm} (E.1)
\[ \sigma_{ij,j} = 0 \]  \hspace{1cm} (E.2)
\[ u_i = u^* \text{ on } S_u \]  \hspace{1cm} (E.3)
\[ \sigma_{ij} n_j = t^* \text{ on } S_t \]  \hspace{1cm} (E.4)

where $\sigma_{ij}$ denotes the components of the stress tensor, $\epsilon_{kl}$ is the elastic strain, and
$C_{ijkl}$ is the fourth-order elastic stiffness tensor. In equations (E.3) and (E.4), $\vec{u}^*$
and $\vec{t}^*$ denote the applied displacements and tractions boundary conditions imposed
on volume external surfaces $S_u$ and $S_t$ with normal $\vec{n}$, respectively. Under the small
strain framework, the total strain $\epsilon$ is expressed as the symmetric part of the gradient
of the displacement:

\[ \epsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}) \]  \hspace{1cm} (E.5)

Since the mechanical equilibrium $\sigma_{ij,j} = 0$ (here the body forces are neglected) must
hold at every material point in volume $V$, the following relation must hold for the en-
tire medium, for any differentiable suitable trial function $\vec{\psi}$ that satisfies the boundary
conditions:

\[ \int_V \sigma_{ij,j} \psi_i dV = 0 \]  
(E.6)

Performing an integration by parts on (E.6) and using the divergence theorem, one can derive the weak formulation associated with the boundary value problem (E.1)–(E.4):

\[
\int_V \sigma_{ij,j} \psi_i dV = \int_V (\sigma_{ij} \psi_i)_j dV - \int_V \sigma_{ij} \psi_{i,j} dV = 0
\]
\[
= \int_S \sigma_{ij} \psi_i n_j dS - \int_V \sigma_{ij} \psi_{i,j} dV = 0
\]  
(E.7)

where \( S = \partial V \) denotes the outer surface enclosing volume \( V \), with normal \( \vec{n} \). Since relation (E.7) must hold for any suitable vector field \( \vec{\psi} \), one can denote \( \delta \vec{u} \) any admissible virtual displacement field in the body and use \( \vec{\psi} = \delta \vec{u} \) as a trial function. With that, and using the definition of the traction vector \( t_i = \sigma_{ij} n_j \), equation (E.7) can be written as:

\[
\int_V \sigma_{ij} \delta u_i,j dV - \int_S t_i \delta u_i dS = 0
\]  
(E.8)

Equation (E.8) is generally known as the Principle of Virtual Work (PVW). Essentially, the PVW states that the stresses and tractions are in equilibrium in the medium if the internal virtual work (left side of (E.8)) equates the external work (right side of (E.8)) done when a virtual displacement field is applied. The weak form (E.8) of the fundamental boundary value problem (E.1)–(E.4) is the starting point of the Finite Element Method (FEM) formulation of the classical approach in continuum mechanics. Depending on the ingredients of the constitutive law, it can be used to solve for linear elastic problems, or be extended to inelastic formulations, such as to account for elasto-plastic or elasto-viscoplastic behaviors.
This section is dedicated to the derivation of the mechanical FEM formulation in the case of linear elastic behaviors. This formulation is for instance used in DDD simulations to solve for the correction problem when using the superposition approach (see Section 2.4.2). In a linear elastic medium, the constitutive law simply writes:

\[
\sigma_{ij} = C_{ijkl}\epsilon_{kl} = C_{ijkl}\epsilon_{kl} = C_{ijkl}u_{k,l} \tag{E.9}
\]

where the elastic strain \(\epsilon^e\) is equal to the total strain \(\epsilon\) such that the strain definition in (E.5) can be directly used. Replacing the stress in the weak form (E.8) by its definition in (E.9) for linear elasticity yields:

\[
\int_V C_{ijkl}u_{k,l}\delta u_{i,j}dV - \int_S t_i\delta u_idS = 0 \tag{E.10}
\]

Expression (E.10) describes a linear partial differential equation on displacements \(\vec{u}\), that can be numerically solved for using the FEM technique. Introducing a spatial discretization whereby medium \(V\) is partitioned using three-dimensional elements, the \(i\)-th component of the displacement field \(u_i\) at position \(\vec{x}\) anywhere in the volume can be interpolated from the displacement values \(u_i^a\) at mesh nodes as:

\[
u_i(\vec{x}) = \sum_{a=1}^{N_d} N^a(\vec{x})u_i^a \tag{E.11}\]

where \(N^a\) is the shape function at node \(a\) and \(N_d\) is the number of nodes per element. More details on the type of elements used in the DDD code and their properties are given in Appendix E.5. Following the FEM framework, the spatial derivative of the displacement can be expressed as a function of the spatial derivative of the shape functions:
\[ u_{i,j}(\vec{x}) = \sum_{a=1}^{N_d} N^a_j(\vec{x}) u^a_i \quad (E.12) \]

where \( N^a_j \) designates the spatial derivative of the shape function \( N^a \) with respect to the \( j \)-th component. By plugging the discretization introduced in equations (E.11) and (E.12) into equation (E.10), one obtains:

\[
\sum_{a=1}^{N_d} \left[ \sum_{b=1}^{N_d} \int_V C_{ijkl} N^b_j u^b_k N^a_j dV - \int_S t_i N^a dS \right] \delta u^a_i = 0 \quad (E.13)
\]

and since system of equations (E.13) must hold for any virtual displacement \( \delta \vec{u} \) satisfying the boundary conditions (E.3) and (E.4), it can be written as:

\[
\sum_{a=1}^{N_d} \left[ \sum_{b=1}^{N_d} \left( K^a_{ik} u^b_k \right) - F^a_i \right] = 0 \quad (E.14)
\]

where the nodal quantities \( K^a_{ik} \) and \( F^a_i \) are defined as:

\[
K^a_{ik} = \int_V C_{ijkl} N^b_j N^a_j dV \quad (E.15)
\]

\[
F^a_i = \int_S t_i N^a dS \quad (E.16)
\]

System (E.14) is assembled using the conventional FEM assembly procedure. With equation (E.14), displacements \( \vec{u}^a \) at each FE node \( a \) can be can solved for, leading to the determination of the strain and stress fields using constitutive equations (E.5) and (E.9). Evaluation of the integrals (E.15) and (E.16) at mesh nodes is usually done by performing a Gaussian integration over the elements/surfaces. In matrix form, system of equations (E.14) can be simply written:

\[
K [u] = F \quad (E.17)
\]

where \( K \) is a square matrix of size \( 3N_t \times 3N_t \) where \( N_t \) is the total number of nodes
in the FEM mesh, and $F$ and $[u]$ are column vectors of length $3N_t$. Here vector $[u]$ is populated with values $u_i^a$ associated with the components of the nodal displacements, for $i = \{1, \ldots, 3\}$ and $a = \{1, \ldots, N_t\}$. Therefore, solving linear system (E.17) for $[u]$ leads to the determination of all nodal displacements $\tilde{u}^a$. From there, the resulting strain and stress can be calculated at the mesh nodes using constitutive relations (E.5) and (E.9). Numerically, system (E.17) can be solved for using direct methods such as the LU decomposition or the QR factorization. However, although such methods are robust and allow to obtain the solution in a single pass, the computational cost is usually prohibitive. As a matter of fact, their computational complexity scales with $O(N_t^3)$, which becomes impractical for large systems. As a result, iterative techniques such as the Jacobi method or the Gauss-Seidel method are usually preferred as their complexity drops to $O(N_t^2)$. Further, the density of matrix $K$ directly results from the mesh connectivity between elements. Consequently, system (E.17) is usually very sparse and dedicated sparse system solvers are generally used. Although from a general standpoint it is hard to evaluate the computational complexity of sparse solver (it generally depends on the sparsity of the system), the lowest complexity that can usually be achieved with standards FEM approaches is $O(N_t^2)$.

Note that it is sometimes convenient to write the whole formulation using a matrix notation. In order to benefit from the symmetry of stress and strain tensors, the Voigt notation is generally used. With this, the elastic constitutive law (E.9) can be written for general anisotropy as:

$$\sigma = C : \epsilon$$

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{13} \\
\sigma_{23}
\end{bmatrix} = \begin{bmatrix}
C_{11} & C_{12} & C_{13} & C_{14} & C_{15} & C_{16} \\
C_{12} & C_{22} & C_{23} & C_{24} & C_{25} & C_{26} \\
C_{13} & C_{23} & C_{33} & C_{34} & C_{35} & C_{36} \\
C_{14} & C_{24} & C_{34} & C_{44} & C_{45} & C_{46} \\
C_{15} & C_{25} & C_{35} & C_{45} & C_{55} & C_{56} \\
C_{16} & C_{26} & C_{36} & C_{46} & C_{56} & C_{66}
\end{bmatrix} \begin{bmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
\epsilon_{33} \\
2\epsilon_{12} \\
2\epsilon_{13} \\
2\epsilon_{23}
\end{bmatrix}
\]

(E.18)
where coefficients $C_{IJ}$ with indices $I, J = \{1, \ldots, 6\}$ correspond to the Voigt counterparts of stiffness coefficients $C_{ijkl}$ with indices $i, j, k, l = \{1, 2, 3\}$, and where the correspondence $ij \leftrightarrow I$ and $kl \leftrightarrow J$ defines the convention that is adopted. With this, the strain definition (E.5) writes:

$$
\epsilon = \frac{1}{2} \left[ \nabla \vec{u} + (\nabla \vec{u})^T \right] = D\vec{u} \quad (E.19)
$$

whose terms and their dimensions are explicitly given by:

$$
\vec{u} = \begin{pmatrix} u_1 \\ u_2 \\ u_3 \end{pmatrix} \quad (3 \times 1); \quad \epsilon = \begin{pmatrix} \epsilon_{11} \\ \epsilon_{22} \\ \epsilon_{33} \\ 2\epsilon_{12} \\ 2\epsilon_{13} \\ 2\epsilon_{23} \end{pmatrix} \quad (6 \times 1); \quad D = \begin{bmatrix} \frac{\partial}{\partial x_1} & 0 & 0 \\ 0 & \frac{\partial}{\partial x_2} & 0 \\ 0 & 0 & \frac{\partial}{\partial x_3} \end{bmatrix} \quad (6 \times 3) \quad (E.20)
$$

where $\vec{u}$ is the displacement vector field, and $D$ is the symmetrized gradient operator. When the medium is discretized into $N_d$-noded elements, the value of vector field $\vec{u}$ at every material point can be interpolated from the mesh nodal displacement values as:

$$
\vec{u} = N [\vec{u}] \quad (E.21)
$$

where $N$ is the matrix of shape functions and $[\vec{u}]$ denotes the nodal displacements vector. Essentially, for each element defined with $N_d$ nodes, $[\vec{u}]$ can be expressed as:

$$
[\vec{u}] = \begin{pmatrix} u_1^1 & u_2^1 & u_3^1 & u_1^2 & u_2^2 & u_3^2 & \cdots & u_1^{N_d} & u_2^{N_d} & u_3^{N_d} \end{pmatrix}^T \quad (3N_d \times 1) \quad (E.22)
$$

where $u_i^a$ denotes the $i$-th component of nodal displacement vector $\vec{u}^a$. The interpolation function matrix $N$ in (E.21) is given by:
where the nodal interpolation functions $N^n$ depend on the types of element and interpolation, and are provided in Appendix E.5. With definitions (E.22) and (E.23), it can be noticed that equation (E.21) is the matrix form of (E.11). Combining equations (E.19) and (E.21), the strain can be expressed as a function of the nodal displacements as:

$$\epsilon = D\bar{u} = DN [\bar{u}] \equiv B [\bar{u}]$$  \hspace{1cm} (E.24)

where $B = DN$ is the matrix whose components are literally given from relations (E.20) and (E.23) as:

$$B = DN = \begin{bmatrix}
N^1_1 & 0 & 0 & N^2_1 & 0 & 0 & \ldots & N^{Nd}_1 & 0 & 0 \\
0 & N^1_2 & 0 & 0 & N^2_2 & 0 & \ldots & 0 & N^{Nd}_2 & 0 \\
0 & 0 & N^1_3 & 0 & 0 & N^2_3 & \ldots & 0 & 0 & N^{Nd}_3 \\
N^1_2 & N^1_1 & 0 & N^2_2 & N^2_1 & 0 & \ldots & N^{Nd}_2 & N^{Nd}_1 & 0 \\
N^1_3 & 0 & N^1_1 & N^2_3 & 0 & N^2_1 & \ldots & N^{Nd}_3 & 0 & N^{Nd}_1 \\
0 & N^1_3 & N^1_2 & 0 & N^2_3 & N^2_2 & \ldots & 0 & N^{Nd}_3 & N^{Nd}_2
\end{bmatrix} \hspace{1cm} (6 \times 3Nd)$$  \hspace{1cm} (E.25)

where $N^n_j = \partial N^n / \partial x_j$ denotes the derivative of $N^n$ with respect to the $j$-th spatial coordinate. Therefore, the PVW expressed in (E.8) reads in matrix notation:

$$\left( \int_V B^T \sigma dV - \int_S N^T \bar{t} dS \right) [\delta \bar{u}]^T = 0$$  \hspace{1cm} (E.26)

where $B^T$ and $N^T$ denotes the transpose of the $B$ matrix and the shape functions matrix, respectively, and $\bar{t}$ is the traction vector. Expression (E.26) is obtained by noticing that $\sigma_{ij} \delta u_{i,j} = \sigma_{ij} \delta \epsilon_{ij}$ thanks to the symmetry between indices $i$ and $j$. Further, since it must hold for any admissible displacement field $\delta \bar{u}$, the PVW
rewrites:

$$\int_V B^T \sigma dV - \int_S N^T \vec{t} dS = 0 \quad (E.27)$$

Finally, substituting $\sigma$ by the constitutive expression in (E.2) and using the nodal stain expression in (E.24), one obtains:

$$\int_V B^T C B [\vec{u}] dV - \int_S N^T \vec{t} dS = 0 \iff K_{el} [\vec{u}] = F_{el} \quad (E.28)$$

where the matrix quantities associated with each element are given by:

$$K_{el} = \int_V B^T C B dV \quad (3N_d \times 3N_d) \quad (E.29)$$

$$F_{el} = \int_S N^T \vec{t} dS \quad (3N_d \times 1) \quad (E.30)$$

The global system in equations (E.14) and (E.17) is finally constructed by assembly of element quantities $K_{el}$ and $F_{el}$ following the classical FEM assembly procedure.

The FEM approach using linear elasticity is used in DDD simulations to account for specific boundary conditions, especially in the case of the presence of free surfaces (see Section 2.4). As depicted in figure 2.12, DDD simulations performed on confined volumes require the determination of the mechanical state associated with a correction problem. In this correction problem, the boundary conditions account for both the initial boundary conditions imposed on the original volume, and the virtual boundary conditions arising from the presence of dislocations within an infinite medium. With that, correction fields $\sigma^{ext}$ and $\vec{u}^{ext}$ are directly determined by solving the linear system of equation (E.17).

**E.3 Linearized elasto-plastic framework**

The use of linear elastic behavior laws in continuum mechanics remains a special case whose validity is limited to specific problems. In general, the finite element
method is used to solve for more sophisticated behaviors such as elasto-plastic or elasto-visco-plastic responses.

In the case of an elasto-plastic behavior, the constitutive law can be written as:

\[ \sigma_{ij} = C_{ijkl} (\epsilon_{kl} - \epsilon_{kl}^p) \]
\[ = \frac{1}{2} C_{ijkl} (u_{k,l} + u_{l,k}) - C_{ijkl} \epsilon_{kl}^p \]
\[ = C_{ijkl} u_{k,l} - C_{ijkl} \epsilon_{kl}^p \]  

(E.31)

where \( \epsilon_{kl} \) and \( \epsilon_{kl}^p \) are the total and plastic strain tensors, respectively, and where the small strain relation (E.5) is used. Physically, the stress is generally the driving force of the plastic activity, such that equation (E.31) describes a non-linear relation. In practice, such behavior may be linearized for the sake of simplicity. Therefore, in this section, the formulation for linear elasto-plastic behaviors is introduced, while the case of more complex non-linear behaviors will be detailed in Appendix E.4.

The simplest approach to linearize the elasto-plastic behavior in (E.31) is to consider that the plastic strain is a constant input of the FEM procedure. Under this assumption, the PVW in (E.8) expresses as:

\[ \int_V C_{ijkl} u_{k,l} \delta u_{i,j} dV - \int_V C_{ijkl} \epsilon_{kl}^p \delta u_{i,j} dV - \int_S t_i \delta u_i dS = 0 \]  

(E.32)

such that the weak form using the FEM discretization introduced in expressions (E.11) and (E.12) writes:

\[ \sum_{a=1}^{N_d} \sum_{b=1}^{N_d} \int_V C_{ijkl} \delta u_{i,j} dV - \int_V C_{ijkl} \epsilon_{kl}^p \delta u_{i,j} dV - \int_S t_i \delta u_i dS = 0 \]  

(E.33)

Following the same procedure as that described in Appendix E.2, the system of equation (E.33) to solve for the displacement field can be written as:
\[ \sum_{a=1}^{N_d} \sum_{b=1}^{N_d} \left( K_{ik}^{ab} u_k^b - F_i^a \right) = 0 \] (E.14 repeated)

where the nodal quantities \( K_{ik}^{ab} \) and \( F_i^a \) associated with the linearized elasto-plastic behavior are given by:

\[
K_{ik}^{ab} = \int_V C_{ijkl} N_k^b N_j^a dV
\]

(E.34)

\[
F_i^a = \int_V C_{ijkl} \epsilon_{kl}^p N_j^a dV + \int_S t_i N^a dS
\]

(E.35)

Essentially, the resistivity matrix \( K_{ik}^{ab} \) is similar to that obtained in the linear elastic case, while the force vector \( F_i^a \) requires the computation of an additional volume integral related to the plastic strain field \( \epsilon_{kl}^p \). Therefore, when the plastic strain field is assumed to be a constant input at each time step of the FEM procedure, the latter can be directly accounted for in the formulation as a supplementary body force.

**E.4 Non-linear formulation**

Non-linear behaviors arise when the stress tensor \( \mathbf{\sigma} \) can no longer be expressed as a linear function of the displacement \( \mathbf{\ddot{u}} \). Common non-linear examples include the cases of elasto-plastic and elasto-viscoplastic behaviors in which the plastic strain can no longer be considered as a constant input of the model. In visco-plastic behaviors for instance, the constitutive law is often written as:

\[
\dot{\mathbf{\sigma}} = \mathbf{C} : (\dot{\mathbf{\epsilon}} - \dot{\mathbf{\epsilon}}^p(\mathbf{\sigma}))
\]

(E.36)

where the plastic strain rate \( \dot{\mathbf{\epsilon}}^p \) is a function of the stress state \( \mathbf{\sigma} \). Such behavior is for instance found in the classical flow rule, in which the plastic strain rate is expressed as:

\[
\dot{\mathbf{\epsilon}}^p = \mathbf{\lambda} \mathbf{S}
\]

(E.37)
where $\lambda$ is the plastic multiplier and $S$ denotes the deviatoric stress tensor, and is also very common in crystal plasticity laws in which a power law is used to model the plastic slip such that the plastic strain rate is expressed as:

$$\dot{\epsilon}^p = \sum_s M^s \dot{\gamma}^s \equiv \sum_s M^s \dot{\gamma}_0 \left| \frac{M^s : \sigma}{\tau_c^s} \right|^n$$  \hspace{1cm} (E.38)

where $M^s$ is the symmetric Schmid tensor, $\tau_c^s$ denotes the CRSS, $\dot{\gamma}_0^s$ the reference plastic shear and $n$ an exponent related to the rate sensitivity.

Thus, when considering non-linear behaviors, the stress $\sigma(\vec{u})$ becomes a non-linear function of the displacement $\vec{u}$. As a result, the PVW in equation (E.8) is expressed in matrix form (see equation (E.27)) as:

$$\int_V B^T \sigma(\vec{u})dV - \int_S \bar{N}^T \bar{t}_dS = 0 \hspace{1cm} (E.39)$$

Since equation (E.39) cannot be be solved for directly, a practical solution consists in resorting to iterative methods to minimize the residual quantity $R(\vec{u})$ defined as:

$$R(\vec{u}) = \int_V B^T \sigma(\vec{u})dV - \int_S \bar{N}^T \bar{t}_dS \hspace{1cm} (E.40)$$

For such purpose, the Newton-Raphson method can be employed. With this method, a new solution for the displacement $\vec{u}_{i+1}$ can be evaluated at each iteration $i + 1$ as:

$$\vec{u}_{i+1} = \vec{u}_i - \left[ \frac{\partial R(\vec{u}_i)}{\partial \vec{u}} \right]^{-1} \cdot R(\vec{u}_i) \hspace{1cm} (E.41)$$

Further, by denoting $\Delta \vec{u}_{i+1} = \vec{u}_{i+1} - \vec{u}_i$ the correction obtained at each iteration of the Newton-Raphson, equation (E.41) can be conveniently rewritten as:

$$K'(\vec{u}_i) [\Delta \vec{u}_{i+1}] = -R(\vec{u}_i) \hspace{1cm} (E.42)$$

where the expression of quantity $K'(\vec{u}_i)$ is given from equation (E.40) as:
\[ K'(\bar{u}_i) = \frac{\partial R(\bar{u}_i)}{\partial \bar{u}} = \int_V B^T \frac{\partial \sigma(\bar{u}_i)}{\partial \bar{u}} dV = \int_V B^T \frac{\partial \sigma(\bar{u}_i)}{\partial \epsilon} \frac{\partial \epsilon}{\partial \bar{u}} dV \]  \hspace{1cm} (E.43)

such that equation (E.43) can finally be written as:

\[ K'(\bar{u}_i) = \int_V B^T L_{tan}^i B dV \]  \hspace{1cm} (E.44)

where \( L_{tan}^i \) is referred to as the tangent modulus, or material jacobian, and is defined as:

\[ L_{tan}^i = \frac{\partial \sigma}{\partial \epsilon}_{|\bar{u}_i} \]  \hspace{1cm} (E.45)

In this context, the Newton-Raphson procedure iterates until convergence is reached, at which step the final value displacement field \( \bar{u}_{conv} \) is obtained as:

\[ \bar{u}_{conv} = \bar{u}_0 + \sum_{i=1}^{n} \Delta \bar{u}_i \]  \hspace{1cm} (E.46)

where \( \bar{u}_0 \) denotes the initial guess for the displacement, and \( n \) is the total number of iterations to achieve convergence.

**E.5 Element and shape functions**

In this work, height-noded C3D8 elements are used. With this, any field variable \( X \) can be interpolated from its nodal values \( X^a \) from equation (E.11) as:

\[ X(\bar{x}) = \sum_{a=1}^{N_d=8} N^a(\bar{s}) X^a \]  \hspace{1cm} (E.47)

where \( N_d = 8 \) for C3D8 elements, and for which the shape functions \( \{N^a(\bar{s})\}_{a=1,8} \) of the curvilinear abscissa \( \bar{s} \) with spatial components \( \{s_i\}_{i=1,3} \in [-1, 1] \) are given as:
\begin{align*}
N^1(\vec{s}) &= 1/8(1 - s_1)(1 - s_2)(1 - s_3) \\
N^2(\vec{s}) &= 1/8(1 + s_1)(1 - s_2)(1 - s_3) \\
N^3(\vec{s}) &= 1/8(1 + s_1)(1 + s_2)(1 - s_3) \\
N^4(\vec{s}) &= 1/8(1 - s_1)(1 + s_2)(1 - s_3) \\
N^5(\vec{s}) &= 1/8(1 - s_1)(1 - s_2)(1 + s_3) \\
N^6(\vec{s}) &= 1/8(1 + s_1)(1 - s_2)(1 + s_3) \\
N^7(\vec{s}) &= 1/8(1 + s_1)(1 + s_2)(1 + s_3) \\
N^8(\vec{s}) &= 1/8(1 - s_1)(1 + s_2)(1 + s_3) \quad \text{(E.48)}
\end{align*}

Spatial derivatives of the shape functions given in expressions (E.48) are obtained as:

\begin{align*}
N^1_{,1}(\vec{s}) &= -1/8(1 - s_2)(1 - s_3) \\
N^1_{,2}(\vec{s}) &= -1/8(1 - s_1)(1 - s_3) \\
N^1_{,3}(\vec{s}) &= -1/8(1 - s_1)(1 - s_2) \\
\ldots \quad \text{(E.49)}
\end{align*}
In this appendix, the mathematical concepts underlying FFT-based approaches are presented. First, the expansion of functions in Fourier series is recalled and the resulting continuous Fourier transform is derived. Then, the discrete Fourier transform for numerical application is introduced and the efficient Fast Fourier Transform algorithm for calculating the latter is exposed.

F.1 Fourier series

Let us consider a piecewise continuous function \( f \) over the one-dimensional Cartesian space \( \mathbb{R} \). If function \( f \) is \( L \)-periodic such that \( f(x) = f(x + L), \forall x \in \mathbb{R} \), then one can define for all \( N \in \mathbb{N} \) its Fourier series expansion \( S_N f(x) \), also referred to as Fourier projection, as:

\[
S_N f(x) = a_0(f) + \sum_{k=1}^{N} \left( a_k(f) \cos \frac{k \pi x}{L} + b_k(f) \sin \frac{k \pi x}{L} \right)
\]

(F.1)

where the trigonometric Fourier coefficients are defined by:

\[
a_0(f) = \frac{1}{L} \int_{[L]} f(x)dx
\]

\[
a_n(f) = \frac{2}{L} \int_{[L]} f(x) \cos \frac{n \pi x}{L}dx
\]

\[
b_n(f) = \frac{2}{L} \int_{[L]} f(x) \sin \frac{n \pi x}{L}dx
\]

(F.2)

where \([L]\) denotes every segment of length \( L \). Further, using Euler’s formula, it can
be easily shown that expression (F.1) can be equivalently written as:

\[ S_N f(x) = \sum_{k=-N}^{N} \hat{f}(k) e^{\frac{ik\pi x}{L}} \]  

(F.3)

with

\[ \hat{f}(k) = \frac{1}{L} \int_0^L f(x) e^{-\frac{ik\pi x}{L}} dx \]  

(F.4)

where the coefficients \( \{ \hat{f}(k) \}_{-N \leq k \leq N} \) are called the spectral or Fourier coefficients of function \( f \), and \( i = \sqrt{-1} \) is the complex number. One of the most remarkable properties of the Fourier series is that, when \( f \) is piecewise continuous, defined and integrable over \( \mathbb{R} \), its expansion \( S_N f(x) \) is convergent for all \( x \) when \( N \to \infty \) and its sum is:

\[ S_\infty f(x) = \sum_{k=-\infty}^{\infty} \hat{f}(k) e^{\frac{ik\pi x}{L}} = \frac{1}{2} (f(x^+) + f(x^-)) \]  

(F.5)

In other words, such property, known as the Dirichlet’s theorem, states that the infinite Fourier series \( S_\infty f(x) \) is equal to \( f(x) \) where \( f \) is continuous. Furthermore, one very interesting practical property of \( S_N f(x) \) is its exponential convergence \( |S_N f(x) - f(x)| \leq e^{-\eta \sqrt{N}}, x \in \mathbb{R} \), where the root exponent \( \alpha > 1 \) and factor \( \eta \) are tied to the global smoothness of \( f \). Thus, \( S_N f(x) \) enjoys the spectral accuracy, that is, benefits from the exponential decay rate of \( S_N f(x) - f(x) \). Therefore, \( S_N f(x) \) constitutes a good approximation of \( f(x) \), and conversely, and more importantly, a good approximation of \( f \) can be practically reconstructed from a limited set of its Fourier coefficients \( \{ \hat{f}(k) \}_{-N \leq k \leq N} \) according to relation (F.3).

**F.2 Continuous Fourier transform**

The case \( L \to \infty \) is of particular interest since it no longer requires the periodicity of function \( f \). In this case, the infinite sum in (F.5) tends to an integral such that the
function can be expressed as:

\[ f(x) = \int_{-\infty}^{+\infty} \hat{f}(\xi)e^{i\xi x} d\xi \quad (F.6) \]

with

\[ \hat{f}(\xi) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} f(x)e^{-i\xi x} dx \quad (F.7) \]

where \( \xi = \frac{n\pi}{L} \). Expressions (F.6) is called the Fourier integral form of \( f \) and (F.7) is known as the continuous Fourier transform of \( f \). However, note that depending on the domain of application, the definition of the Fourier transform and its inverse is not unique. Specifically, factors \( 2\pi \) or \( \sqrt{\pi} \) may be removed or added, and the sign in the exponential may vary depending on the formulations. In the current work, the definition of the Fourier transform is given by:

\[ \hat{f}(\xi) = \int_{-\infty}^{+\infty} f(x)e^{-i\xi x} dx \quad (F.8) \]

Practically, expression (F.8) can be regarded as a way to transform the original function \( f \) defined in the real space into its spectral/frequency representation defined in the Fourier space via the calculation of the Fourier coefficients. Then, the original function \( f \) can be retrieved from its spectral representation from the inverse Fourier transform that is defined in this work as:

\[ f(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \hat{f}(\xi)e^{i\xi x} d\xi \quad (F.9) \]

**F.3 Discrete Fourier transforms**

Any numerical application involving Fourier transforms requires to work with discretized data. Let us therefore assume that the piecewise continuous \( L \)-periodic function \( f \) is sampled at \( N \) evenly spaced grid points along the \( x \) direction for \( 0 \leq x \leq L \).
If we denote $\delta = L/N$ the interval between two consecutive sample positions, then the sampled function values $\{f_j\}_{0 \leq i \leq N-1}$ are defined as:

$$f_j = f(x_j), \quad x_j = \delta j, \quad j = 0, ..., N - 1$$ (F.10)

Taking advantage of the spectral accuracy resulting from the exponential convergence of the Fourier series given in (F.1), let us assume that writing the Fourier series of a function $f$ sampled at $N$ grid points requires $N$ Fourier coefficients values to obtain a good approximation. Thus, following the expression given in (F.1) in the case of continuous Fourier series, the approximated discrete function can be reconstructed from its Fourier coefficients $\{\hat{f}_n\}_{0 \leq n \leq N-1}$, such that one can has:

$$f_j = f(x_j) = \sum_{n=0}^{N-1} \hat{f}_n e^{ik_n x_j}, \quad j = 0, ..., N - 1$$

with $\hat{f}_n = \hat{f}(k_n) = \frac{1}{L} \int_0^L f(x) e^{-ik_n x} dx$ (F.11)

where $k_n$ is the discrete wave number and $x_j$ the discrete $j$-th position in the real space at which $f_j$ is sampled. Values of the discrete wave numbers $k_n$ should be chosen such that the Fourier coefficients satisfy the periodicity conditions and should be equally spaced. The following choice satisfies both these conditions:

$$k_n = \frac{2\pi n}{N \delta}, \quad n = 0, ..., N - 1$$ (F.12)

where $\omega = \frac{2\pi}{L} = \frac{2\pi}{N \delta}$ is the pulsation associated with a $L$-periodic function. Using the definitions given in (F.10) and (F.12), the discrete transformation expressed in (F.11) writes:

$$f(x_j) = f_j = \sum_{n=0}^{N-1} \hat{f}_n e^{i2\pi n \delta j} = \sum_{n=0}^{N-1} \hat{f}_n e^{i2\pi j n / N}, \quad j = 0, ..., N - 1$$ (F.13)
In order to reconstruct the discrete function $f$, the $N$ Fourier coefficients $\{\hat{f}_n\}_{0 \leq n \leq N-1}$ in (F.13) need to be computed. These coefficients define the spectral representation of function $f$ in the frequency domain. Numerically, as opposed to their continuous formulation given in (F.11), the discrete Fourier coefficients $\hat{f}_n$ are obtained from the sampled values $\{f_j\}_{0 \leq j \leq N-1}$ through the discrete Fourier transform (DFT). Given that $N$ sampled values $f_i$ are known, it cannot be expected to obtain more than $N$ independent output values $\hat{f}_n$. More importantly, from the fundamental sampling theorem, there exists a special frequency $\xi_c = \frac{1}{2\delta}$ associated to any sampling interval $\delta$. This frequency is called the Nyquist frequency and the spectral representation of $f$ is said to be not aliased only within the frequency interval $[-\xi_c, \xi_c]$. Therefore, to avoid aliasing and ensure that the function can be entirely recovered without loss of information, the $N$ discrete values $\hat{f}_n$ are solely estimated in the range $[-\xi_c, \xi_c]$, i.e. at discrete frequencies:

$$\xi_n = \frac{n}{N\delta}, \quad n = -\frac{N}{2}, \ldots, \frac{N}{2} \quad (F.14)$$

for which the extremes values at $n = -N/2$ and $n = N/2$ corresponds to the Nyquist frequencies $-\xi_c$ and $\xi_c$, respectively. Note that equation (F.14) provides a set of $N+1$ frequencies, but since the extreme values produce identical spectral coefficients by periodicity, only $N$ independent values are obtained. If we associate each frequency $\xi_n$ with its wave number $k_n$ given in (F.12), the discrete formulation in (F.11), i.e. the Discrete Fourier Transform (DFT) of $f$ – to obtain the discrete Fourier coefficients $\{\hat{f}_n\}_{0 \leq n \leq N-1}$ – writes:

$$\hat{f}_n = \hat{f}(k_n) = \frac{1}{L} \int_0^L f(x)e^{-i k_n x} \, dx$$

$$= \frac{1}{L} \sum_{j=0}^{N-1} f(x_j)e^{-i k_n x_j \delta} = \frac{1}{N} \sum_{j=0}^{N-1} f_j e^{-i \frac{2\pi j n}{N}} \quad (F.15)$$
To summarize, the discrete Fourier coefficients \( \{ \hat{f}_n \}_{0 \leq n \leq N-1} \) of any discrete function \( f \) sampled at \( N \) evenly spaced grid points can be obtained from the sampled values \( \{ f_j \}_{0 \leq j \leq N-1} \) through the direct DFT expressed in (F.15) as:

\[
\hat{f}_n = \frac{1}{N} \sum_{j=0}^{N-1} f_j e^{-\frac{2\pi j n}{N}}, \quad n = 0, ..., N - 1 \quad (F.16)
\]

where the Fourier coefficients \( \{ \hat{f}_n \}_{0 \leq n \leq N-1} \) define the discrete spectral representation of the discrete function \( f \) in the frequency domain. Conversely, from its \( N \) Fourier coefficients, the values \( f_j = f(x_j) \) of any discrete function \( f \) can be accurately recovered at its \( N \) grid sampled positions \( x_j \) through the inverse DFT defined in expression (F.13) as:

\[
f_j = \sum_{n=0}^{N-1} \hat{f}_n e^{\frac{2\pi j n}{N}}, \quad j = 0, ..., N - 1 \quad (F.17)
\]

Naturally, by relating the DFT and the inverse DFT to the spectral accuracy of the Fourier series, it appears that increasing the number of sampling values \( N \) leads to an increase of resolution and accuracy in the discrete Fourier representation and consequently in the reconstruction from the discrete Fourier coefficients. Also, one can notice from expressions (F.16) and (F.17) that the complete determination of the discrete Fourier transforms in their fundamental form each initially requires \( \mathcal{O}(N^2) \) calculations.

Fortunately, the Fourier transforms are not limited to one-dimensional functions, and can be easily extended to higher dimensions. For instance, the Fourier transform (and its inverse) of any complex function \( f = f(\bar{x}) \) defined over the three-dimensional Cartesian space \( \mathbb{R}^3 \) with coordinates \( \bar{x} = \{ x_i \}_{i=1,3} \) can be extended from expressions (F.8) and (F.9) so as to write:
\[ \hat{f}(\vec{\xi}) = \iiint_{-\infty}^{+\infty} f(\vec{x})e^{-i\vec{\xi} \cdot \vec{x}} d\vec{x} \]

\[ f(\vec{x}) = \frac{1}{(2\pi)^3} \iiint_{-\infty}^{+\infty} \hat{f}(\vec{\xi})e^{i\vec{\xi} \cdot \vec{x}} d\vec{\xi} \]  (F.18)

where \( \vec{\xi} = \{\xi_i\}_{i=1,3} \) denotes the frequency in the Fourier space and \( \vec{\xi} \cdot \vec{x} = \xi_i x_i \) is the dot product between frequency and spatial coordinates \( \vec{\xi} \) and \( \vec{x} \) using indicial notation. Such three-dimensional definitions are those used in relations (3.17) when introducing spectral methods for continuum mechanics in Section 3.3. Essentially, the three-dimensional Fourier transforms expressed in equations (F.18) can be regarded as one-dimensional Fourier transforms sequentially taken on each dimension.

For any periodic numerical simulation performed in 3D such as in DDD-FFT simulations, the primary volume \( V = L_1 \times L_2 \times L_3 \) can be discretized into \( N_i \) voxels in each \( i \)-th spatial direction, leading to the determination of a 3D grid of \( N = N_1 \times N_2 \times N_3 \) points \( \{\vec{x}\} \) in the Cartesian real space. Following the definition in (F.18) and the DFT expression in (F.16), the direct 3D DFT of any \( L_i \)-periodic discrete function \( f = f(x_1, x_2, x_3) \) evenly sampled in all spatial directions \( i = \{1, \ldots, 3\} \) with intervals \( \delta_i = L_i/N_i \) is computed as:

\[ \hat{f}_{npq} = \frac{1}{N_1N_2N_3} \sum_{i=0}^{N_1-1} \sum_{j=0}^{N_2-1} \sum_{k=0}^{N_3-1} f(\vec{x}_{ijk})e^{-i(\vec{k}_{npq} \cdot \vec{x}_{ijk})}, \quad n, p, q = 0, \ldots, N_{1,2,3} - 1 \]  (F.19)

where \( \vec{k}_{npq} = \left( \frac{2\pi n}{N_1\delta_1}, \frac{2\pi p}{N_2\delta_2}, \frac{2\pi q}{N_3\delta_3} \right) \) is the 3D discrete wave number and \( \vec{x}_{ijk} = (\delta_1 i, \delta_2 j, \delta_3 k) \) is the spatial position at which function \( f \) is sampled. By denoting \( f(\vec{x}_{ijk}) = f_{ijk} \) and using the definitions of \( \vec{k}_{npq} \) and \( \vec{x}_{ijk} \), the 3D DFT of \( f \) can be written as:

\[ \hat{f}_{npq} = \frac{1}{N} \sum_{i=0}^{N_1-1} \sum_{j=0}^{N_2-1} \sum_{k=0}^{N_3-1} f_{ijk}e^{-i2\pi \left( \frac{ni}{N_1} + \frac{pj}{N_2} + \frac{kq}{N_3} \right)}, \quad n, p, q = 0, \ldots, N_{1,2,3} - 1 \]  (F.20)

and following equation (F.17), the inverse DFT of \( f \) is given as:
\[ f_{ijk} = \sum_{n=0}^{N_1-1} \sum_{p=0}^{N_2-1} \sum_{q=0}^{N_3-1} \hat{f}_{npq} e^{-i2\pi \left( \frac{in}{N_1} + \frac{jp}{N_2} + \frac{kq}{N_3} \right)}, \quad i, j, k = 0, ..., N_{1,2,3} - 1 \] (F.21)

Note that 3D DFTs given in equations (F.20) and (F.21) can be computed using the FFT algorithm. Practically, the transforms are obtained by sequentially applying the one-dimensional FFT algorithm to the three spatial dimensions of \( f \).

**F.4 FFT algorithm: Fast Fourier Transforms**

As presented in the previous section, the determination of the DFT (or its inverse) of a function is basically a \( \mathcal{O}(N^2) \) process according to their definitions in (F.16) and (F.17), or in (F.20) and (F.21) for their three-dimensional extensions. However, Fourier-based methods would probably not have received that much attention and being so widely employed if the computation of DFT would have practically required \( \mathcal{O}(N^2) \) calculations. As a matter of fact, in 1965, James Cooley and John Tukey proposed a fast algorithm to compute the DFT of a function, taking advantage of the recursivity appearing between the different spectral coefficients – which was already spotted by Danielson and Lanczos in 1942 – and coupling it with a numerical scheme based on the divide-and-conquer technique [51]. Incidentally, it was later discovered that this algorithm has already been devised by Gauss in 1805. With this fast algorithm, commonly known as the Fast Fourier Transform (FFT) algorithm, the number of computations required to obtain the DFT (or its inverse) falls to \( \mathcal{O}(N \log N) \).

Obviously, for large values of \( N \), the difference between \( N \log N \) and \( N^2 \) rapidly becomes considerable, hence the phenomenal success of numerical Fourier-based methods. However, the only limitation is that, to enjoy such theoretical performances, the choice of \( N \) should be restricted to power of 2 (e.g. \( N = 64, 128, 256, 512, ... \)). If not the case, the performance of the algorithm drastically departs from the \( \mathcal{O}(N \log N) \) complexity.
G.1 Removal of the Gibbs oscillations

One of the main numerical difficulties associated with FFT-based spectral methods is the apparition of spurious oscillations in the computed solution fields. This phenomenon occurs in taking Fourier transforms of discontinuous fields, and is for instance illustrated in figure 3.5(b) in the context of this work. In the DDD-FFT approach, the undesirable Gibbs effect arises because of the discontinuities in the plastic strain field induced by dislocation motion – the glide of a dislocation segment produces a jump in the displacement field across its slip plane, see Section 2.2.

For instance, when a single dislocation loop is introduced in the simulation volume, the plastic strain in the volume presents a delta-function like distribution. Thus, for the configuration illustrated in figure 3.4(a), the value of the plastic strain along a $y$-line taken at height $z = L/2$ on slice (100) at position $x = L/2$, is 0 everywhere, except at position $y = L/2$ where its value is related to the area swept by the loop during its introduction in the simulation volume. Naturally, interpolating such delta distribution with a finite set of sinusoidal functions – such as done when computing the Fourier coefficients via the FFT algorithm – leads to the apparition of spurious oscillations in the areas surrounding the discontinuities, that further spread to the region of smoothness when computing the inverse discrete Fourier transforms. Consequently, oscillations arise in the resulting stress calculation leading to a global loss of accuracy.
In order to tackle this undesirable effect pertaining to spectral methods in general, several techniques have been proposed. In signal processing where the FFT is extensively used, low-pass filters on the discrete spectral signal are generally used in order to attenuate the numerical oscillations carried out by high frequencies. Following this, exponential filters have for instance been used in the spectral method developed in [75] to solve for the dislocation density transport equation. Alternatively, an approach based on a numerical spreading was proposed in the work of Brenner et al. [26]. In their two-dimensional implementation of static field dislocation mechanics, the authors proposed to spread any dislocation density \( \alpha \) defined at a pixel across its neighboring pixels and studied the effect of different distribution schemes. The authors reported that spreading the core of a dislocation over \( 3 \times 3 \) pixels using a triangular distribution was sufficient to strongly attenuate the oscillations produced from the Gibbs phenomenon. As another approach, the use of discrete gradient operators in the Fourier space has provided an efficient manner to attenuate the oscillations. In this approach, the continuous derivatives taken in the Fourier space are replaced by discrete operators derived from finite difference schemes. Thus, Berbenni and co-workers used discrete gradient operators based on the centered-scheme in their implementation of the two-dimensional static field g-disclinations mechanics [20]. Note also that very recently, Willot proposed a novel discrete operator based on a rotational scheme allowing to substantially accelerate the convergence of iterative spectral methods [258] while reducing the oscillations. Interestingly, in developing the DDD-FFT method, it appears that the efficiency of the different methods to attenuate the Gibbs oscillations cannot be assessed from a general perspective, but strongly depends on the formulation of the specific problem to which it is applied. Therefore, while the discrete gradient approach based on the centered-scheme is seen to perform very well when solving the Poisson equation in two dimensions, it is seen to completely fail when applied to the DDD-FFT method.
In this work, several numerical techniques to attenuate the Gibbs oscillations have been investigated. First, the implementation of the numerical spreading technique used in the homogeneous FFT formulation and whose effects are studied in Section 3.4.2 is detailed in Appendix G.1.1. Then, the discrete gradient operators approach and their results are discussed in Appendix G.1.2. Finally, the effects of the discrete gradients on the convergence of the heterogeneous iterative schemes are examined in Appendix G.2.

G.1.1 Numerical spreading

Following the work of Brenner and co-workers [26], a similar numerical spreading of the plastic strain with a three-dimensional triangular distribution over $3 \times 3 \times 3$ voxels has been implemented to the DDD-FFT code. Practically, the plastic shear computed at each grid point from the numerical regularization in equations (3.5) to (3.8) (for which an analytical alternative procedure is developed in Section 3.6) is distributed over the 27 neighboring voxels using a triangular distribution. As depicted in figure G.1(a), the 27 neighboring voxels of each grid point can be classified into four sets of voxels as a function of their distance to the center point, such that the ensemble comprises 1 center voxel, 6 face center voxels, 12 edge voxels and 8 corner voxels. Thus, a triangular distribution around the center point consists in affecting the following weights to the different sets: $w$ to the center voxel, $w/n$ to a face center voxel, $w/n^2$ to an edge voxel, and $w/n^3$ to a corner voxel, where $n$ is the spread parameter of the distribution. To ensure that the plastic shear transferred to the mesh remains valid, the total weight $W$ of the distribution must respect:

$$W = \sum_{i} n_i w_i = w + \frac{6w}{n} + \frac{12w}{n^2} + \frac{8w}{n^3} = 1 \quad (G.1)$$

where coefficients $n_i$ and $w_i$ denote the number of voxels and the weight associated to each set of voxels $i$. To select the best distribution, the effect of the spreading for
different values of $n$ has been tested. The different values of $n$ and their resulting weight $w$ are given in table G.1(b). Logically, the smaller $n$, the smoother the distribution. In contrast, the removal of the numerical spreading is theoretically recovered for $n \to \infty$, i.e. for $w \to 1$. From the results (not reported here), it is seen that for the value $n = 1$, the spread is too important in that it produces a smearing out of the dislocation core. As a result, the oscillations disappear, but the description of the stress field in the vicinity of the core departs from the analytical solution. On the opposite, choosing a value of $n = 4$ does not produce a sufficient spread so that the oscillations are not fully removed. However, it appears that the spread for $n = 2$ offers a satisfactory compromise: the description of the dislocation core remains accurate while the oscillations become imperceptible. Besides, despite the fact that a two-dimensional setting was used, the triangular distribution used in [26] was tacitly based on this choice of parameter. Note however that other types of distributions could be considered. Ideally, the best achievable distribution would be that which ensures consistency with the non-singular formulation of Cai et al. [35] that is used to compute local interactions, so as to prevent any double counting to occur [100]. Such approach was for instance suggested, although in a different context, in the work of

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
value of $n$ & value of $w = w_1$ \\
\hline
$n = 1$ & $w = 1/27 \approx 0.037$ \\
$n = 2$ & $w = 1/8 = 0.125$ \\
$n = 3$ & $w = 27/125 = 0.216$ \\
$n = 4$ & $w = 8/27 \approx 0.296$ \\
\hline
\end{tabular}
\caption{(b) Values of the weight $w$ for the different tested values of the spreading parameter $n$. Here $w = w_1$ refers to the weight of the center voxel. The weights of the other sets of voxels are calculated using the quantities given in equation (G.1).}
\end{table}

Figure G.1: (a) Classification of the different sets of voxels in an ensemble of 27 neighbors surrounding the center voxel. (b) Values of the weight $w$ for the different tested values of the spreading parameter $n$. Here $w = w_1$ refers to the weight of the center voxel. The weights of the other sets of voxels are calculated using the quantities given in equation (G.1).
Nevertheless, for the sake of simplicity, a numerical spreading with parameter $n = 2$ is chosen in this work.

G.1.2 Discrete gradient operators

In this section, the effect of the discrete gradients operators presented in Section 3.5.3.2 on the resulting stress field of a static dislocation in an homogeneous medium is assessed. To this end, the setting used in Section 3.4.2.1 and depicted in figure 3.4 is reused and results are given for a $(yz)$ slice at $x = L/2$ made of $N \times N$ pixels. The dislocation loop with unit Burgers $\vec{b}$ in the $y$-direction is similarly introduced using a Volterra-like process in the middle of the simulation volume of size $V = 1 \times 1 \times 1$. The medium is chosen as elastically isotropic with Lamé constants $\lambda^1 = 0.4$ and $\mu^1 = 0.6$ and no load is prescribed, i.e. the average imposed strain is set to $E = 0$.

Results for the $\sigma_{23}$ stress component for a resolution of $64 \times 64$ pixels on the $(yz)$ slice are presented in figure G.2. When using the continuous gradient operator (3.89), Gibbs oscillations appear. Here, the numerical spreading technique employed in Section 3.4.2.1 is not used in order to solely test for the effect of discrete gradient operators alone. As already explained in details, these oscillations result from the spectral representation of the discontinuous (delta-like) plastic strain field distribution produced by the dislocation loop. Interestingly, it is seen that the centered scheme (C) using discrete operator (3.83) leads to a disastrous propagation of these oscillations through the entire volume. Such observation seems all the more surprising that the centered scheme has been reported to be particularly efficient to remove oscillations in the context of static field dislocation mechanics [20]. Beyond any mathematical and numerical considerations, this result highlights the importance in selecting the appropriate strategy in accordance with the specific problem when dealing with spectral approaches.

Conversely, the backward (W) and rotational (R) discrete schemes allow for a
removal of all spurious fluctuations by producing smooth stress fields within the volume. However, a difference between both schemes is spotted in the vicinity of the dislocation core. This difference is highlighted in figure G.3 where the evolution of the stress is plotted along a $y$-line passing through the core of the dislocation. As shown, the rotational scheme (R) produces a clean profile in which the staircase evolution of the continuous operator is entirely smoothed out. Alternatively, the backward scheme (W) exhibits a slight loss of accuracy in the vicinity of the core as attested by the

Figure G.2: Effect of the different discrete gradient schemes on the $\sigma_{23}$ stress component produced by a static prismatic dipole in an homogeneous isotropic elastic medium for a resolution of $64 \times 64$ pixels on the $(yz)$ slice. (a) When using the continuous gradient operator, Gibbs oscillations are produced as a result of the delta function-like distribution of the plastic strain field. (b) With the centered scheme (C), the oscillations widely propagate through the whole domain. In (c) and (d), the oscillations are removed with schemes (W) and (R), but the description of the core is different for both schemes.
**Figure G.3:** Evolution of the $\sigma_{23}$ stress component produced by a prismatic dislocation loop for a resolution of $128 \times 128$ pixels on the $(yz)$ slice. The evolution is plotted along the red $y$-line passing through the core of the dislocation as shown in the inset. While the rotational scheme (R) produces a smooth and accurate profile in which all oscillations have been removed, the backward scheme (W) suffers from a slight loss of accuracy in the immediate vicinity of the core whose position has been slightly translated due to its unsymmetrical definition.

lower maximum magnitude that is obtained. Also, by looking closely at figure G.3, it appears that its unsymmetrical definition (see equation (3.86)) leads to a small translation of the actual position dislocation of the dislocation core.

In figure G.4, the results for the $\sigma_{yz}$ stress component on the $(yz)$ slice are reported for a finer resolution of $512 \times 512$ pixels. Globally, the conclusions are similar than that drawn for a resolution of $64 \times 64$ pixels, and the oscillations produced by the centered scheme (C) are still preventing the use of this approach. Furthermore, it becomes apparent than the Gibbs oscillations naturally fade with increasing resolution, and, consequently, it is expected that the different schemes will eventually converge as $N \to \infty$, where $N$ is the number of pixels.

From these observations, it appears that the *numerical spreading* introduced in Section 3.4.2.1 and employed in the homogeneous DDD-FFT formulation can be replaced by the use of the discrete operators (W) or (R) defined in equations (3.85) and (3.87), respectively, or both can techniques be combined so as to simultaneously ensure that spurious oscillations are removed while preserving a mean to control the
**Figure G.4:** Effect of the different discrete gradient schemes on the $\sigma_{23}$ stress component produced by a static prismatic dipole in an homogeneous isotropic elastic medium for a resolution of $512 \times 512$ pixels on the $(yz)$ slice. Conclusions are similar than that drawn for a resolution of $64 \times 64$ pixels, although the increase in resolution naturally induces an increase in accuracy and an attenuation of the Gibbs oscillations in (a).

width of the dislocation core via the selection of the spreading distribution.

**G.2 Validation and comparison of the heterogeneous schemes**

In this section, the accuracy and convergence rate of the different schemes presented in Section 3.5.3 are compared in the context of the DDD-FFT framework. To ease the comparison with existing results, the following results are given for a two-dimensional setting. Given that, to the author’s knowledge, no analytical solution exits for an
elasto-plastic problem in heterogeneous elasticity, the heterogeneous DDD-FFT approach will be assessed here for elastic problems, i.e. when no dislocations are present in the medium. The presence and effects of dislocations in heterogeneous elastic media will be investigated in Section 5.2 to study the interactions between dislocations and phases or precipitates.

To validate the implementation of the heterogeneous DDD-FFT approach and that of the different iterative schemes presented in the previous section (for which full details are given in Section 3.6.3), the results produced by Willot in reference [258] where the different discrete gradient operators are compared are first reproduced. To this end, the setting depicted in figure G.5(a) is used: a square inclusion with elastic constants $\lambda^2$ and $\mu^2$ is embedded at the top-right corner of a matrix with elastic constants $\lambda^1 = 0.4$ and $\mu^1 = 0.6$ and of size $L \times L$. In this configuration, the setting is linear elastic and no dislocation is present in the domain. To simulate the deformation, an average pure shear $E_{ij} = 1/2(\delta_{i1}\delta_{j2} + \delta_{i2}\delta_{j1})$ is imposed to the periodic medium. The medium size is set to $L = 1$ and the contrast between the inclusion and the matrix defined as

$$K = \frac{\lambda^2}{\lambda^1} = \frac{\mu^2}{\mu^1}$$

is first varied between values of $K = 1$ and $K = 10^3$, i.e. for stiff inclusions.

The case $K = 1$ corresponds to an elastic homogeneous medium. In this case, all schemes are converging to an uniform elastic response in a single step. Although not fundamental, this result ensures that the heterogeneous DDD-FFT formulation can be regarded as a general framework to which homogeneous elasticity is a special case. The analytical result of the $\sigma_{yz}$ component for a contrast of $K = 10^3$ is provided in figure G.5(b). As no analytical solution for this specific problem has been found in the literature, the solution corresponds to that consistently obtained with the (W) and the (R) gradient operators at convergence for a precision $\epsilon^{tol} = 10^{-4}$, for which
Figure G.5: Setting used for investigating the accuracy of local responses and the convergence rate associated with the different discrete gradient operations and iterative schemes. (a) A sharp white square inclusion (2) is embedded at the top-right corner of a gray matrix (1) of size $L \times L$. The red domain of size $\Omega = \frac{2}{25}L \times \frac{2}{25}L$ centered in the medium delineates the region on which an emphasis on the results will be placed. (b) Analytical solution for the $\sigma_{yz}$ stress component over the entire medium for a contrast $K = 10^3$. This solution is given as the consistent convergent solution obtained with the (W) and (R) gradient operators for a $512 \times 512$ resolution.

The convergence is reached when:

$$\|\epsilon_{i+1} - \epsilon_i\| \leq \epsilon^{tol} \quad (G.3)$$

where $\epsilon_{i+1}$ denotes the full strain vector of length $3N_{pix}^2$ composed of rows of the spatial components of $\epsilon$ for each pixel at iteration $i + 1$, where $N_{pix}$ is the number of pixels in each direction. Further, the solution in figure G.5(b) is given for a resolution of $512 \times 512$ pixels and is in perfect agreement with that obtained in the work of Willot [258], thereby validating the current implementation. As depicted, and unsurprisingly, the most severe stress concentrations arise at the corners of the inclusion (recall that the medium is periodically repeated in the $y$ and $z$ directions). For this reason the analysis of the accuracy of the local responses of the different schemes is performed in the following for a subdomain $\Omega = \frac{2}{25}L \times \frac{2}{25}L$ centered around the lower-left corner of the inclusion, as delineated in figure G.5(a).
The effect of the different discrete gradient schemes on the $\sigma_{yz}$ stress component produced by a square inclusion using isotropic elasticity for a contrast $K = 10^3$ and a resolution of $512 \times 512$ pixels. The reported results are obtained after convergence is reached for each scheme (i.e. not after the same number of iterations) and for a precision $\epsilon_{tol} = 10^{-4}$. The continuous gradient operator suffers from Gibbs oscillations while the centered scheme (C) exhibits a downgraded resolution. No oscillations are present when using discrete schemes (W) or (R). While the backward scheme (W) produces a sharp stress distribution at the corner, the latter is more diffuse with the rotational scheme (R).

The results on $\Omega$ for the continuous gradient and the three discrete gradient operators are reported in figure G.6 for a grid made of $512 \times 512$ pixels total and for the same contrast $K = 10^3$. The results reported in this figure are given after convergence has been reached for each different case. Therefore, they do not correspond to the results obtained after the same number of iterations, but those obtained when the precision defined in (G.3) is set to $\epsilon_{tol} = 10^{-4}$. In case of the continuous gradient
operator, Gibbs oscillations arise along the boundary of the inclusion and the stress state around the corner tip seems muddled. When using the centered scheme (C), it is not evident if the oscillations are removed as the resolution appears as blurred and downgraded outside of the vicinity of the inclusion tip. Conversely, the backward (W) and rotational (R) schemes provide smooth and clean stress fields. However, both schemes exhibit different stress distribution profiles at the corner tip: while the backward (W) method produces a sharp stress distribution with important gradients between neighboring pixels, the rotational scheme provides a narrower but smoother stress distribution.

Up until this point, the effect of the different gradient operators has been solely assessed in terms of accuracy in the local fields. However, their impact on the convergence rate of the implicit schemes has not been investigated. As presented earlier, the iterative methods considered in this work are the basic and the accelerated schemes, whose formulations are respectively given in equations (3.74) and (3.77), and the conjugate-gradient method formulated in (3.79). The number of iterations $N$ required to achieve convergence with the different iterative and discrete gradient schemes for a precision $\epsilon_{\text{tol}} = 10^{-4}$ are reported in table G.1. The results are given for a resolution of $128 \times 128$ pixels and for contrasts of $K = 2, 10, 10^2$, and $10^3$. Clearly, the contrast is the most important factor on the number of iterations. Thus, for $K = 2$, six to eight iterations are expected for every scheme, and, apart from removing the oscillations, the effect of the iterative and discrete gradient operators on the convergence rate remains limited. However, as the contrast increases to large values, the efficiency of the discrete schemes becomes obvious as they substantially accelerate the convergence. Besides, the use of the conjugate-gradient scheme consistently allows for the fastest convergence, and the accelerated scheme shows superior efficiency with respect to the basic scheme.
Table G.1: Effect of the different iterative and gradient operators schemes on the number of iterations $N$ to reach convergence for a precision $\epsilon_{tol} = 10^{-4}$ and for different contrasts $K$ between the matrix and the upper-right inclusion. Values are reported for a resolution of 128 $\times$ 128 pixels.

<table>
<thead>
<tr>
<th>Iterative scheme</th>
<th>Gradient operator</th>
<th>$K = 2$</th>
<th>$K = 10$</th>
<th>$K = 100$</th>
<th>$K = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td>continuous</td>
<td>8</td>
<td>34</td>
<td>281</td>
<td>2303</td>
</tr>
<tr>
<td>accelerated</td>
<td>continuous</td>
<td>8</td>
<td>17</td>
<td>101</td>
<td>587</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>continuous</td>
<td>6</td>
<td>14</td>
<td>42</td>
<td>107</td>
</tr>
<tr>
<td>basic</td>
<td>centered (C)</td>
<td>8</td>
<td>30</td>
<td>88</td>
<td>112</td>
</tr>
<tr>
<td>accelerated</td>
<td>centered (C)</td>
<td>8</td>
<td>17</td>
<td>39</td>
<td>49</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>centered (C)</td>
<td>7</td>
<td>15</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td>basic</td>
<td>backward (W)</td>
<td>8</td>
<td>31</td>
<td>107</td>
<td>147</td>
</tr>
<tr>
<td>accelerated</td>
<td>backward (W)</td>
<td>8</td>
<td>17</td>
<td>49</td>
<td>67</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>backward (W)</td>
<td>7</td>
<td>14</td>
<td>26</td>
<td>30</td>
</tr>
<tr>
<td>basic</td>
<td>rotational (R)</td>
<td>8</td>
<td>25</td>
<td>47</td>
<td>51</td>
</tr>
<tr>
<td>accelerated</td>
<td>rotational (R)</td>
<td>8</td>
<td>17</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>rotational (R)</td>
<td>6</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

For the sake of direct comparison, the resulting stress state for a contrast of $K = 10^3$ when using the continuous gradient with (a) the basic scheme and (b) the accelerated scheme is plotted in figure G.7 after 100 iterations. The difference between the convergence rates of both schemes distinctively appears: while the stress obtained with the accelerated scheme strongly resembles its state at convergence (see figure G.6(a)), that provided by the basic scheme, particularly in the inclusion domain, is far from providing a satisfactory approximation and exhibits very high gradients between neighboring pixels. In contrast, convergence is practically established at this stage with the conjugate-gradient method (107 iterations are required). In addition to its superior efficiency, the conjugate-gradient method is also shown to be nearly insensitive to the choice of the reference medium. Note that the biconjugate gradient stabilized method has been tested in this work, and, although it allows for a decrease in the number of iterations with respect to the standard conjugate gradient technique, it eventually leads to an overall increase in the computational cost (four FFTs need to be performed per iteration when only two are required in the standard conjugate
Figure G.7: Effect of the different iterative schemes on the convergence of the $\sigma_{yz}$ stress component produced by a square inclusion using isotropic elasticity for a resolution of $512 \times 512$ pixels. The results presented here are those obtained after 100 iterations when using the continuous gradient operator (3.89) with (a) the basic scheme (3.74) and (b) the accelerated scheme (3.77).

gradient). Further, it is interesting to notice that, although the convergence criterion (G.3) is directly linked to the size of the grid, the resolution does not have a great impact on the convergence rate. For instance, for a resolution of $512 \times 512$ pixels, the number of iterations to convergence is seen to increase by less than 10% on average with respect to a $128 \times 128$ grid, while the number of pixels is increased by a factor 16.

As another important factor, the precision $\epsilon_{tol}$ defined in equation (G.3) plays a crucial role in controlling the accuracy of the results and governs the number of iterations to reach convergence. For instance, the effect of the precision has been tested for a contrast $K = 10$ and a grid of $128 \times 128$ pixels, for which the results are reported in table G.2 for $\epsilon_{tol} = 10^{-4}$ and $\epsilon_{tol} = 10^{-10}$. As expected, a lower tolerance leads to a decrease in the convergence rate for all schemes, and, given that the schemes are mathematically proven to be convergent for elastic behaviors and finite contrasts [168], to a better accuracy in the response. Therefore, as with any iterative method, the efficiency of the heterogeneous approach resides in finding a compromise between the accuracy and the computational cost. Nevertheless, it must be noticed that from
Table G.2: Effect of the precision $\epsilon^{tol}$ on the number of iterations to convergence for a contrast $K = 10$ between the matrix and the upper-right inclusion and for a resolution of $128 \times 128$ pixels. The results are reported for two values $\epsilon^{tol} = 10^{-4}$ and $\epsilon^{tol} = 10^{-10}$ of the precision defined in (G.3).

<table>
<thead>
<tr>
<th>Iterative scheme</th>
<th>Gradient operator</th>
<th>$\epsilon^{tol} = 10^{-4}$</th>
<th>$\epsilon^{tol} = 10^{-10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td>continuous</td>
<td>34</td>
<td>103</td>
</tr>
<tr>
<td>accelerated</td>
<td>continuous</td>
<td>17</td>
<td>52</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>continuous</td>
<td>14</td>
<td>41</td>
</tr>
<tr>
<td>basic</td>
<td>centered (C)</td>
<td>30</td>
<td>82</td>
</tr>
<tr>
<td>accelerated</td>
<td>centered (C)</td>
<td>17</td>
<td>39</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>centered (C)</td>
<td>15</td>
<td>32</td>
</tr>
<tr>
<td>basic</td>
<td>backward (W)</td>
<td>31</td>
<td>86</td>
</tr>
<tr>
<td>accelerated</td>
<td>backward (W)</td>
<td>17</td>
<td>43</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>backward (W)</td>
<td>14</td>
<td>33</td>
</tr>
<tr>
<td>basic</td>
<td>rotational (R)</td>
<td>25</td>
<td>48</td>
</tr>
<tr>
<td>accelerated</td>
<td>rotational (R)</td>
<td>17</td>
<td>34</td>
</tr>
<tr>
<td>conjugate gradient</td>
<td>rotational (R)</td>
<td>9</td>
<td>17</td>
</tr>
</tbody>
</table>

On a numerical standpoint, choosing a very low tolerance may lead the different schemes never to reach convergence. As a matter of fact, the number of iterations reported in this section are those obtained when using the FFTW library, but it has been observed that the use of others library or FFT algorithms produces different results. Specifically, convergence cannot be reached for low tolerances with certain libraries, as the convergence measure (G.3) starts fluctuating around an asymptotic value in some cases. For this reason, a conservative value of $\epsilon^{tol} = 10^{-4}$ is chosen for the DDD-FFT approach.

In the following, the case of a porous inclusion $K \leq 1$ is investigated. To this end, the classical problem of a hole in a plate depicted in figure G.8(a) is examined. Although a direct comparison with the analytical solution for this simple problem cannot be made – here it must be recalled that the 2D setting neither corresponds to a plane-stress or plane-strain situation and that PBC are to be accounted for –, the resulting stress profile still provides a qualitative appreciation of the validity of the method. In the present setting, the hole of diameter $d = L/4$ is placed at the center.
**Figure G.8:** Setting used for investigating the solution of a porous inclusion $K \leq 1$. (a) A circular inclusion $(2)$ of diameter $d = L/4$ is embedded at the center of a rectangular plate $(1)$ of side $L = 1$. (b) Results for the $\sigma_{yy}$ stress component when the infinite plate is subjected to an uniaxial tension $E_{yy} = 0.5$ and for a contrast $K = 10^{-3}$. On the right, the $\sigma_{yy}$ component is plotted along the vertical white $z$-line delineated on the left figure.

At this stage, the validity of the DDD-FFT approach to treat dislocations in homogeneous elasticity has been assessed (see Section 3.4.2) and the effect of the gradient operators on the resulting stress field has been investigated in Appendix G.1.2. Further, the validity of the solution of elastic problems in heterogeneous media has
been assessed and the impact of the discrete and iterative schemes on the convergence rate has been investigated in this section. Consequently, by virtue of the superposition principle – the plastic strain distribution is considered as a constant input of the elastic Lippmann-Schwinger problem in the heterogeneous DDD-FFT formulation, see equation (3.73) –, independent validations of the homogeneous elasto-plastic and heterogeneous elastic formulations demonstrate the validity of the heterogeneous elasto-plastic DDD-FFT method. Application of the heterogeneous DDD-FFT approach when accounting for the presence of dislocations in heterogeneous elastic media will be presented Section 5.2 when investigating the interactions between dislocations and second-phase particles.

### G.3 Analytical regularization implementation

#### G.3.1 Intersection area calculation using Green’s theorem

As described in Section 3.6.1, a new analytical regularization procedure is introduced in this work to distribute the plastic shear produced by the glide of a dislocation segment. As illustrated in figure 3.10, the new procedure requires the calculation of the area \( dS_{ij}^\vec{p} \) defined by the intersection between the quadrilateral sheared area produced by the glide of dislocation segment \( ij \) and the sphere \( d\phi(\vec{p}) \) of radius \( h/2 \) centered at grid point \( \vec{p} \). From a purely geometrical perspective, the intersection between a sphere and a quadrilateral reduces to an in-plane intersection between a circle – resulting from the intersection between the sphere and the plane containing the quadrilateral – and the quadrilateral itself. As result, the contour of such intersection is exclusively composed of a succession of straight segments and arcs, as depicted in figure 3.10. Following that, \( dS_{ij}^\vec{p} \) can be analytically computed by line integration using Green’s theorem that establishes the relation between a curvilinear integral carried out along a simple closed contour \( C \) and the double integral integral on the region \( D \) delimited par \( C \). Thus, if \( C^+ \) denotes a positively oriented, piecewise smooth,
simple closed curve in plane \((x, y)\) that delimits region \(\mathcal{D}\), and if \(P\) and \(Q\) are functions of \((x, y)\) that have continuous partial derivatives on \(\mathcal{D}\), one has:

\[
\oint_{C^+} P \, dx + Q \, dy = \iint_{\mathcal{D}} \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dxdy
\]  

(G.4)

Of particular interest, this theorem allows for the area calculation \(\mathcal{A}(\mathcal{D})\) of any bounded domain \(\mathcal{D}\) defined by \(\mathcal{C} = \partial \mathcal{D}\) by choosing \(P\) and \(Q\) that satisfy \(\frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} = 1\). For instance, the choice \(P(x, y) = -y/2\) and \(Q(x, y) = x/2\) verifies the latter condition, and leads to:

\[
\mathcal{A}(\mathcal{D}) = \iint_{\mathcal{D}} dxdy = \frac{1}{2} \oint_{C^+} (-ydx + xdy) 
\]  

(G.5)

Consequently, surface \(dS_{ij}^\mathcal{P}\) in equation (3.6) can be analytically determined by:

\[
dS_{ij}^\mathcal{P} = \frac{1}{2} \oint_{C_{ij}^\mathcal{P}} (-ydx + xdy) 
\]  

(G.6)

where \(C_{ij}^\mathcal{P}\) denotes the closed contour defined by the intersection between the quadrilateral defined by the motion of segment \(ij\) and the sphere \(d\phi(\mathbf{p})\) centered in grid point \(\mathbf{p}\), and \(x\) and \(y\) are the coordinates spanning the contour in the two-dimensional frame defined in the dislocation glide plane. Notice that equation (G.6) generally holds for any types of dislocation motion since the swept area produced by the latter is expected to generate non-intersecting quadrilaterals, thereby generating simple closed contours \(C\). Here the notion of *simplicity* refers to the absence of self-intersection.

However, in the case of purely rotational dislocation motion, self-intersecting swept areas may be generated: in this case, Green’s theorem cannot be applied, but the resulting cross-quadrilateral can be decomposed into two connected triangles, whose intersection areas with sphere \(d\phi(\mathbf{p})\) can be independently computed using (G.6).

Importantly, as stated in equation (G.4), the contour \(C_{ij}^\mathcal{P}\) must be oriented, i.e. the
sequence of each portion of the contour delimiting the intersection area must be care-
fully determined and consistently oriented when travelling along the closed curve.
Further, the area is obtained when the contour is positively oriented. This is because
when the contour is negatively oriented, the resulting area is negative. Practically,
to avoid dealing with the difficulty associated with contour orientation, the absolute
value of equation (G.6) is used.

For a closed contour formed of \( n \) successive straight segments and arcs, expression
(G.6) can be further decomposed as the summation of individual line integrals (see
figure 3.10(b)):

\[
\sum_{k=1}^{n} \frac{1}{2} \oint_{C_k} (-y dx + x dy) = \sum_{k=1}^{n} I_{C_k}
\]

where \( \{C_k\}_{k=1,n} \) denotes the piecewise continuous set of individual curves defining the
entire contour \( C_{ij} \). As mentioned earlier, the contour delimiting the intersection of
a circle and a quadrilateral (or a triangle for self-intersecting swept areas) is neces-
sarily formed of a set of straight segments and arcs. Therefore, \( I_{C_k} \) can be computed
analytically. The easiest way to evaluate the line integral in (G.7) probably lies in
rewriting equation (G.4) in vector field notation such that:

\[
\int_{C_k} P dx + Q dy = \int_{C_k} \vec{F} \cdot d\vec{s}
\]

where \( \vec{F} = (P, Q) \) and \( d\vec{s} = (dx, dy) \) is the differential field, such that upon parametriza-
tion of line contour \( C_k \) using vector function \( \vec{r}(t) \) with parameter \( t \) ranging from \( t_0 \) to
\( t_1 \), one obtains:

\[
\int_{C_k} \vec{F} \cdot d\vec{s} = \int_{t_0}^{t_1} \vec{F}(\vec{r}(t)) \cdot \vec{r}'(t) dt
\]

where vector function \( \vec{r}'(t) \) denotes the derivative of function \( \vec{r}(t) \) with respect to pa-
rameter \( t \). Following this, it appears convenient to parametrize any straight segment
$\mathcal{C}_k$ defined between vertices $(x_0, y_0)$ and $(x_1, y_1)$ with the following vector function:

\[
\begin{cases}
\vec{r}(t) = ((x_1 - x_0)t + x_0, (y_1 - y_0)t + y_0) \\
\vec{r}'(t) = (x_1 - x_0, y_1 - y_0)
\end{cases}
\quad 0 \leq t \leq 1 \quad (G.10)
\]

Consequently, the line integral $I_{\mathcal{C}_k}^{seg}$ along this segment can be analytically derived from equation (G.7) as:

\[
I_{\mathcal{C}_k}^{seg} = \frac{1}{2} \int_{\mathcal{C}_k} (-y \, dx + x \, dy) = \int_0^1 \vec{F}(\vec{r}(t)) \cdot \vec{r}'(t) \, dt
\]

\[
= \frac{1}{2} \int_0^1 (- (y_1 - y_0)t - y_0, (x_1 - x_0)t + x_0) \cdot (x_1 - x_0, y_1 - y_0) \, dt
\]

\[
= \frac{1}{2} \int_0^1 [- (y_1 - y_0)(x_1 - x_0)t - y_0(x_1 - x_0)
\]

\[
+ (x_1 - x_0)(y_1 - y_0)t + x_0(y_1 - y_0)] \, dt
\]

\[
= \frac{1}{2} (-y_0(x_1 - x_0) + x_0(y_1 - y_0))
\]

\[
= \frac{1}{2} (x_0y_1 - y_0x_1) \quad (G.11)
\]

where $\vec{F} = (-y/2, x/2)$. Similarly, for any arc $\mathcal{C}_k$ defined as a portion of a circle of radius $r$ centered in $(x_c, y_c)$ and delimited by end vertices $(x_0, y_0)$ at angle $\theta_0$ and $(x_1, y_1)$ at angle $\theta_1$ (assuming $\theta_1 > \theta_0$), the following parametric representation can be used:

\[
\begin{cases}
\vec{r}(t) = (r \cos t + x_c, r \sin t + y_c) \\
\vec{r}'(t) = (-r \sin t, r \cos t)
\end{cases}
\quad \theta_0 \leq t \leq \theta_1 \quad (G.12)
\]

With this, the line integral $I_{\mathcal{C}_k}^{arc}$ along this arc can be analytically derived from equation (G.7) as:
\[ I_{C_k}^{arc} = \frac{1}{2} \int_{C_k} (-ydx + xdy) = \int_{\theta_0}^{\theta_1} \bar{F}(\vec{r}(t)) \cdot \vec{r}'(t)dt \]

\[ = \frac{1}{2} \int_{\theta_0}^{\theta_1} (-r \sin t - y_c, r \cos t + x_c) \cdot (-r \sin t, r \cos t) dt \]

\[ = \frac{1}{2} \int_{\theta_0}^{\theta_1} [r^2 \sin^2 t + y_c r \sin t + r^2 \cos^2 t + x_c r \cos t] dt \]

\[ = \frac{1}{2} \left[ r^2 (\theta_1 - \theta_0) + x_c r (\sin \theta_1 - \sin \theta_0) - y_c r (\cos \theta_1 - \cos \theta_0) \right] \]

\[ = \frac{1}{2} \left[ r^2 (\theta_1 - \theta_0) + x_c (r \sin \theta_1 + y_c - r \sin \theta_0 - y_c) - y_c (r \cos \theta_1 + x_c - r \cos \theta_0 - x_c) \right] \]

\[ = \frac{1}{2} \left[ r^2 (\theta_1 - \theta_0) + x_c (y_1 - y_0) - y_c (x_1 - x_0) \right] \]

Thus, expressions (G.11) and (G.13) provide fully analytical solutions to compute the intersection area \( dS_{ij}^{\vec{P}} \) with equation (G.7), provided the individual pieces \( \{C_k\}_{k=1,n} \) forming the contour \( \mathcal{C} \) bounding region \( dS_{ij}^{\vec{P}} \) are determined. The numerical algorithm developed in this work for the determination of such contour is presented in Appendix G.3.2

**G.3.2 Numerical construction of the contour of the intersection area**

The full contour \( \mathcal{C} \) of the intersection area \( dS_{ij}^{\vec{P}} \) described in Appendix G.3.1 is constructed by ordering and joining the quadrilateral vertices and the circle-quadrilateral intersection points through straight segments and arcs (see figure G.9(a)). Note that this contour can be directly obtained by using computational geometry libraries such as CGAL [42]. In the present work however, the following numerical algorithm is implemented.

Let us consider a dislocation segment \( ij \) defined between end nodes \( i \) and \( j \) moving from their initial positions \( \vec{x}_i \) and \( \vec{x}_j \) at velocities \( \vec{v}_i \) and \( \vec{v}_j \) during time \( dt \), respectively, and gliding on plane \( \mathcal{P} \) with unit normal \( \vec{n} \). First, the sheared area produced by the glide of the segment forms a quadrilateral \( Q \) defined by vertices \( \{\vec{P}_1, \vec{P}_2, \vec{P}_3, \vec{P}_4\} = \{\vec{x}_i, \vec{x}_j, \vec{x}_j + \vec{v}_jdt, \vec{x}_i + \vec{v}_i dt\} \) (see figure 3.10(a)). Second, the
Figure G.9: Schematic of the intersection between quadrilateral \(Q\) defined by the sheared area produced by the glide of a dislocation segment on a plane \(P\) and circle \(C\) of radius \(r_{\text{eff}}\) resulting from the intersection between the sphere \(d\phi(\vec{p})\) and plane \(P\). (a) The intersection area \(dS_{ij} = \text{area}(Q \cap C)\) (shaded region) can be analytically calculated using Green’s theorem (G.7) by following the oriented contour composed of the straight segments \(I_1P_2, P_2P_3\) and \(P_3I_2\) and the arc \(\overrightarrow{I_2I_1}\) where \(\{\vec{P}_j\}_{j=1,4}\) denotes the vertices of \(Q\) and \(\{\vec{I}_k\}_{k=1,n}\) the \(n\) intersection between edges of \(Q\) and \(C\) (here \(n = 2\)). (b) Arc \(\overrightarrow{I_2I_1}\) can possibly be travelled along the positive (+) or the negative (−) direction. When \(n = 2\), the direction along which it must be travelled can be determined as that whose middle point, respectively \(\vec{m}_+\) and \(\vec{m}_-\), lies within quadrilateral \(Q\). In the present case, \(\vec{m}_+ \in Q\) and the arc should be travelled in the positive (+) direction.

intersection between the sphere \(d\phi(\vec{p})\) and the glide plane \(P\) results in a circle \(C\) of radius \(r_{\text{eff}} = \sqrt{\frac{h^2}{4} - d^2}\) centered at \(\vec{p}_n\), where \(\vec{p}_n\) is the orthogonal projection of \(\vec{p}\) onto plane \(P\) such that \(\vec{p} - \vec{p}_n = d\vec{n}\). Therefore, as depicted in figure G.9, the intersection area \(dS_{ij}\) (shaded region) is defined by the area of the region \(Q \cap C\).

As mentioned earlier, the contour of \(Q \cap C\) can be solely composed of straight segments and arcs. Numerically, its determination can be achieved using the method described hereafter. First notice that \((Q \cap C) \in P\) such that the problem can be conveniently solved in the two-dimensional space. Let us select a frame \((O, x, y)\) on plane \(P\) in which the coordinates of vertices \(\{\vec{P}_j\}_{j=1,4}\) are given by \((x_j, y_j)\). The first step to determine the contour of \(Q \cap C\) consists in sequentially finding the intersections points \(\{\vec{I}_k\}_{k=1,n}\) of coordinates \((x_i^k, y_i^k)\) between the oriented edges \(\{s_j\}_{j=1,4}\) of \(Q\) and the circle \(C\), where \(s_j\) denotes the segment defined between points \(\vec{P}_j\) and \(\vec{P}_{j+1}\). Since each edge \(s_j\) may either not intersect with circle \(C\), intersect in one point,
or intersect in two points, the total number of intersections \( n \) can take values of \( 0 \leq n \leq 8 \). Region \( Q \cap C \) is then delimited by sequentially joining the intersection points \( \{\vec{I}_k\}_{k=1,n} \) and the quadrilateral vertices \( \{\vec{P}_j\}_{j=1,4} \) through straight segments and arcs while travelling the entire contour in one given direction. With that, area \( dS_{ij} \) is computed using expression (G.7), in which straight segments and arcs line integrals are calculated using equations (G.11) and (G.13), respectively.

The only remaining difficulty lies in the determination of the angle \( \theta_j - \theta_i \) (see equation (G.13)) in the case of arc portions \( \vec{I}_i \vec{I}_j \), as a circle can always be travelled along two different paths from coordinates \((x_i^j, y_i^j)\) to \((x_k^i, y_k^i)\), namely along the positive (+) or negative (−) direction, i.e. anti-clockwise or clockwise. In other words, contrary to a segment, the knowledge of the entry point on an arc supported by a circle does not determine its orientation. This difficulty can easily be tackled in the case where more than two intersections are detected (i.e. for \( n > 2 \)): in that case, the arc defined between two intersection points should be travelled along the path that does not include any other intersection point \( \vec{I}_k \). If the only detected intersection points are those defining the arc, the middle point of each possible path can be tested to choose the path for which the middle point lies inside the quadrilateral \( Q \) (see figure G.9(b)). The latter condition can be checked using a Point-In-Polygon (PIP) algorithm based on the ray casting approach. Note that in the case where no intersection between the circle and the quadrilateral are found (i.e. for \( n = 0 \)), either the circle is entirely comprised into the quadrilateral, or the quadrilateral is fully comprised into the circle, or both are well separated. Such configurations can be easily identified, especially via the use of bounding boxes and PIP techniques.
Traditionally, the use of graphics processing units (GPUs) was dedicated to numerical calculations related to computer graphics, as way to supplement the primary computational capacities of the CPUs. Primary applications include effect rendering in video and image processing. However, in the recent years, general-purpose computing on graphics processing units (GP-GPU) has developed out to scientific computing in various domains such as bioinformatics and molecular biology.

The main advantage of GPU computing is to benefit from the massively parallel architecture offered by the profusion of interconnected processing units in GPUs. Further, the development of dedicated interfaces and libraries for mathematical calculations such as CUDA provides a convenient solution to accelerate up to orders of magnitudes any sort of parallelizable computations traditionally handled by CPUs.

In this thesis, a GPU-accelerated version of the DDD-FFT code is developed. Although several stages of the DDD cycle might benefit from a GPU implementation, the focus is placed here on developing a GPU implementation of the FFT-based solver. This choice is dictated by the observation that, in the DDD-FFT approach, most of the computation time is dedicated to the evaluation of the stress state via the FFT-based approach. Other stages of the cycle such as local dislocation-dislocation calculations could as well benefit from a GPU implementation following the procedure developed in [83] – although their overall computational cost is expected to remain limited when the resolution is chosen adequately –, but, by lack of time, their implementation would not be considered in this work.

G.4.1 General principles and constraints

The general principle for GPU computing through the use of the CUDA framework is as follows. First, the fundamental processing flow describing the interaction between the host (CPU) and the device (GPU) can be summarized by the 4 following steps:
(1) Copy the main memory to the GPU memory
(2) CPU instructs the process to GPU
(3) GPU executes the process in parallel in each thread
(4) Copy the GPU results back to the main memory

The main difficulty of the GPU implementation lies in the development and design of the computational processes to be performed on the GPU, i.e. step (3) in the above. The efficiency of GPU-accelerated calculations essentially stems from a fully parallel program architecture, which practically involves the implementation of kernels. A kernel is the equivalent of a function on the CPU, and for the sake of simplicity, can be regarded as a set of instructions that will be executed on each thread. The total number of threads available defines the performance of the GPU device (it corresponds to the total number of logical cores) and corresponds to the maximum simultaneous parallel calculations the GPU can treat. Threads are further regrouped into blocks, such that a thread corresponds to the execution of a kernel with a given index.

The design and implementation of kernels are subjected to specific constraints. First, the kernels can only access the memory of the GPU. Therefore, when performing calculations on arrays originally defined and populated on the host CPU, these must be copied to the GPU memory in order to be accessible for the kernels. As CUDA features a fully shared memory, data will be accessible to every thread. Nonetheless, when working with large arrays, the sole cost associated with their copies can in certain cases exceed the total computational cost, and can therefore significantly impact the performance. Although it can be alleviated by using asynchronous memory transfers, the cost of the copies, i.e. steps (1) and (4), should not be overlooked in the evaluation of the overall speed up that can be achieved.

Further, the number of threads per block should be a multiple of the warp size (32 threads). Although each group can execute different branch of a program, the performance is not expected to be impacted as long as the load remains balanced...
across each group. However, the use of divergent paths within a group significantly affects the performance, and should be avoided. For this reason, the usage of if-else statements (or any other divergent instructions) is usually prohibited in kernels, or should be coupled with templated kernels dedicated to specific groups. This induces strong algorithmic constraints so as to ensure that each specific branch of a program is designed to be executed by a minimum of a multiple of 32 parallel threads.

Finally, other parameters and procedures can greatly influence the performance of GPU computations (synchronization, double-precision, loop-unrolling, ...) but are not detailed here. For more information on GPU implementation using CUDA, the reader is referred to the CUDA documentation [186].

G.4.2 GPU-FFT-solver implementation

The development and implementation of a GPU-accelerated version of the DDD-FFT code developed in this thesis comprises two principal components. The first component pertains to the development of an interface between the original Fortran code and the CUDA kernels, and the second to the implementation of the kernels to perform the calculations associated with the FFT-based solver in a parallel fashion.

As mentioned in Chapter 2, the DDD code developed in this thesis and on which the DDD-FFT approach is inserted is written in Fortran 90. This host program, running on the CPU, will call the GPU kernels to execute the GPU-FFT-solver. Alternatively, the GPU kernels need to be programmed using CUDA. Practically, CUDA instructions are coded using CUDA C++, that can be regarded as an overloaded version of the C++ language featuring specific additional instructions, and that need to be compiled with the dedicated CUDA C++ compiler (nvcc). As a result, an interface between Fortran and C++ is developed to bind the host program to the GPU kernels.

The general algorithm describing the main stages of the homogeneous DDD-FFT
cycle is presented in figure 3.14. The use of a GPU-FFT-solver solely consists in performing the sequence of operations in step (iv) in figure 3.14 on the GPU device. In the heterogeneous formulation, the operations of step (iv) are replaced by those given in figures 3.15, 3.16 or 3.17 depending on the numerical scheme. Essentially for both the homogeneous and heterogeneous approaches, the computational operations to be performed involve 5 elementary steps, namely (a) the calculation of the polarization tensor, (b) the direct FFT, (c) the calculation of the strain in the Fourier space, (d) the inverse FFT, and (e) the calculation of the stress state. For the heterogeneous formulation, the main difference lies in that those 5 steps are repeatedly calculated in an outer iterative loop, so that both formulations can share the same implementation.

Devising a parallel strategy for the kernels of the GPU-FFT-solver is a straightforward task. This is because, whether in the real space or in the Fourier domain, the behaviors associated with each voxel are independent from a voxel to another. Thus, in the real space, the calculation of the polarization tensor (a) and that of the stress state (e) at a given voxel do not require the knowledge of the state at other voxels. Similarly, in the Fourier domain, the calculation of the Green’s function at a given frequency is independent of any other frequencies. Mathematically, this results from the orthogonality of the Fourier decomposition, and the interactions between voxels solely pertain to the FFT calculations. As a result, the kernels associated with elementary steps (a), (c) and (e) can be conveniently implemented such as to process one voxel per thread. This way, it can be further ensured that these kernels do not contain any divergent path.

The computation of the FFTs (direct FFT of the polarization tensor (b) and inverse FFT of the strain tensor (d), see figure 3.14) is performed via the use of the CUDA native cufft library. The cufft library is a pre-built kernel that computes the complex FFT of any complex input data. As done in the CPU implementation, the computation of the FFT of a tensor field is achieved by independently computing the
FFT on each component, i.e. 6 FFTs for a second-order symmetric tensor field.

Following the above, the solution employed in this work to handle memory in the most efficient way and avoid costly unnecessary copies is to fragment and copy the real-valued array \( \{ \epsilon^p(\vec{x}_d) \}_{d=1,N_{vox}} \) of size \( 6N_{vox} \) stored on the CPU into 6 real-valued arrays of size \( N_{vox} \) in the GPU memory, each of them storing a different tensor component. After the plastic strain array is copied to the GPU at each simulation step, the computation of the steps (a) to (e) is performed as indicated in the above. During these computations, intermediate tensor fields are sequentially stored in 6 complex-valued arrays of size \( N_{vox} \) allocated on the GPU. After step (e), the resulting stress distribution \( \{ \sigma(\vec{x}_d) \}_{d=1,N_{vox}} \) is transferred back to the CPU memory.

Apart from the plastic strain distribution \( \{ \epsilon^p(\vec{x}_d) \}_{d=1,N_{vox}} \), the calculations in the 5 elementary steps (a)–(e) require the knowledge of the elastic stiffness tensors \( C \) of every phase. Such data, independent of the microstructure evolution, can be copied to the GPU memory once at the beginning of each simulation.

In the case of the heterogeneous formulation, a supplementary convergence test needs to be performed to determine whether the computation of the 5 elementary steps needs to be repeated in a subsequent iteration to reach convergence (e.g. see figure 3.15). As defined in equation (3.81), the convergence criterion, that consists in evaluating the norm of the change in the strain tensor between two consecutive iterations, is efficiently computed using the reduce kernel of the CUDA thrust library. The same library is used to performed vector operations in the case of the conjugate-gradient scheme (see figure 3.17).

Although GPU implementations generally allow for substantial computational accelerations, their performance remains dictated by the specifications the GPU device(s) that are used. Further, as mentioned earlier, the cost of the memory copy is generally significant; therefore, it is expected that the GPU-FFT-solver will provide larger speed-up in the heterogeneous formulation, in which case the overall copy time
accounts for a smaller portion of the total calculations. Finally, it is to be noted that, extending Amdahl’s law [3], the overall gain allowed by GPU-implementation is limited by the fraction of the program executed on GPU. Performance of the GPU-accelerated version of the DDD-FFT code is assessed in Section 3.7.2.
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