ROBUST OPTIMIZATION WITH APPLICATIONS IN MARITIME INVENTORY ROUTING

Approved by:

Professor George L. Nemhauser,
Co-advisor
School of Industrial and Systems
Engineering
Georgia Institute of Technology

Professor Shabbir Ahmed
School of Industrial and Systems
Engineering
Georgia Institute of Technology

Professor Joel Sokol, Co-advisor
School of Industrial and Systems
Engineering
Georgia Institute of Technology

Professor Alan Erera
School of Industrial and Systems
Engineering
Georgia Institute of Technology

Dr. Myun-Seok Cheon
Corporate Strategic Research
ExxonMobil Research and Engineering

Date Approved: February 19, 2015
In loving memory of my grandparents.
ACKNOWLEDGEMENTS

First of all, I would like to express my sincerest gratitude to my advisors, Prof. George Nemhauser and Prof. Joel Sokol. It was their support, guidance and patience that made this thesis possible. I am deeply grateful to them for their invaluable advice, constant encouragement and all the time they spent on cultivating me to be a researcher. I appreciate every bit of help they gave me along the way.

I would like to thank ExxonMobil researchers, Dr. Myun-Seok Cheon, Dr. Ahmet Keha and Dr. Dimitri Papageorgiou for introducing me to an interesting topic and helping me shape my research directions. I am grateful for their time and collaboration. I would also like to thank ExxonMobil Research and Engineering company for financial support. Special thanks to Prof. Shabbir Ahmed and Prof. Alan Erera for serving on my thesis committee.

I am thankful to all the faculty and staff members in ISyE for their helps throughout my graduate studies. I am also indebted to my fellow students at Georgia Tech. Their friendship made my life in Atlanta much more enjoyable.

I would like to express my gratitude to my family for their unconditional love and support. This thesis would not have been completed without their encouragement. Finally, I would like to thank my girlfriend for her love and for sharing the wonderful years with me.
# TABLE OF CONTENTS

**DEDICATION** ................................................................. iii
**ACKNOWLEDGEMENTS** ....................................................... iv
**LIST OF TABLES** ............................................................... viii
**LIST OF FIGURES** .............................................................. ix
**SUMMARY** ............................................................................. x

## I  INTRODUCTION ................................................................. 1
1.1 Robustness in maritime transportation .................................. 1
   1.1.1 Motivation ................................................................. 1
   1.1.2 Literature review ....................................................... 5
1.2 Technical preliminaries ....................................................... 7
   1.2.1 Mixed integer linear programming ................................. 7
   1.2.2 Lagrangian relaxation ............................................... 9
   1.2.3 Optimization under uncertainty .................................. 10
1.3 Primary contributions ....................................................... 12

## II  ROBUST MARITIME INVENTORY ROUTING WITH DELIVERY TIME WINDOWS ................................................................. 15
2.1 Introduction ........................................................................ 15
2.2 Problem description .......................................................... 16
2.3 A lagrangian heuristic based on relaxing auxiliary soft constraints .......................... 22
2.4 A simulator for evaluating the robustness of solutions ............... 25
   2.4.1 Random disruptions .................................................... 25
   2.4.2 A recovery model ....................................................... 27
2.5 Computational results ....................................................... 28
   2.5.1 Test instances ............................................................ 28
   2.5.2 Simulation tests ......................................................... 30
III ROBUST ROUTING AND FLEXIBLE TIME WINDOW ALLOCATION ........................................... 35

3.1 Introduction .................................................. 35
   3.1.1 Relevant studies ........................................ 37
   3.1.2 Contributions .......................................... 38
3.2 Problem description ........................................... 39
3.3 Mathematical formulations .................................... 42
   3.3.1 Full model ............................................. 42
   3.3.2 Decomposition models for a two-phase heuristic approach ... 45
   3.3.3 An aggregate model based on ship class ................. 47
3.4 Phase I: Robust routing ....................................... 48
   3.4.1 Slack (idle time) reallocation .......................... 48
   3.4.2 Separating consecutive deliveries ...................... 50
   3.4.3 Phase I computational results .......................... 50
3.5 Phase II: time window placement ............................ 53
   3.5.1 Disruption scenarios .................................... 53
   3.5.2 Construction heuristic ................................ 53
   3.5.3 Phase II computational results ........................ 56
3.6 Iterations: updating routes and time-window placement .......... 59
3.7 Summary ..................................................... 61

IV ROBUST SOLUTIONS TO A SINGLE-ITEM UNCAPACITATED LOT-SIZING PROBLEM WITH MACHINE BREAKDOWNS ........................................... 63

4.1 Introduction .................................................. 63
   4.1.1 Relevant studies ........................................ 64
   4.1.2 Contributions .......................................... 66
4.2 Problem description and mathematical formulation ............... 66
   4.2.1 Problem description and budget of uncertainty .......... 66
   4.2.2 A mixed integer programming formulation .............. 67
4.3 Solution approach ........................................... 69
4.3.1 Notation .................................................. 70
4.3.2 Properties of worst-case scenarios ...................... 71
4.3.3 Robust optimal solutions ............................... 79
4.4 Numerical experiments .................................... 80

V CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS 85

REFERENCES ..................................................... 88
LIST OF TABLES

1  Instances description ................................................. 29

2  Simulation results for instances where the robust solution increases the planning cost but performs significantly better when disrupted. .... 32

3  Simulation results for instances where the robust solution performs significantly better than the original planning solution, and with no increase in planning cost. ................................. 32

4  Simulation results for instances with no increase in planning costs and little difference in performance when disrupted. ................................. 34

5  Phase II: Cost comparisons for various visit sequences .................. 57

6  Phase II: Computational performances of the construction heuristic . 60

7  Cost changes of VS1 solutions in Phase III compared to in Phase II . 61

8  Cost changes of VS2 solutions in Phase III compared to in Phase II . 62

9  Saved inventory amounts and stockout levels (case 1, $w_1 + w_2 \leq q$) . 72

10 Saved inventory amounts and stockout levels (case 1, $w_1 + w_2 > q$) . 73

11 Inventory and stockout status (case 2, $w_1 + w_2 \leq q$) .............. 73

12 Inventory and stockout status (case 2, $w_1 + w_2 > q$) .............. 74
LIST OF FIGURES


2. International seaborne trade, selected years (Millions of tons loaded). Source: Review of Maritime Transport 2014, UNCTAD. ....................... 2

3. Ship rerouting under a disruption ........................................... 18

4. Extended time window .......................................................... 21

5. Simulated cost difference (robust/original) for Instance 4 ............... 33

6. Simulated cost difference (robust/original) for Instance 12 ............. 33

7. Simulated cost difference (robust/original) for Instance 17 ............. 34

8. Slack reallocation ................................................................. 49

9. Discount factor for longer travel arcs ...................................... 49

10. Phase I – Travel cost comparison relative to model without robustness strategy .............................................................. 52

11. Phase I – Slack day comparison ............................................. 52

12. Types of disruptions and their impact on the network .................... 54

13. Phase II: Time window distribution ....................................... 58

14. Cost changes due to machine breakdowns under different base stock levels ......................................................... 82

15. Cost changes due to machine breakdowns under different stockout rates .......................................................... 82

16. Cost changes due to machine breakdowns under different demand rates .......................................................... 83

17. Robust cost comparisons for various base-stock levels and uncertainty budgets ..................................................... 84
SUMMARY

In recent years, the importance of incorporating uncertainty into planning models for logistics and transportation systems has been widely recognized in the Operations Research (OR) and transportation science communities. Maritime transportation, as a major mode of transport in the world, is subject to a wide range of disruptions at the strategic, tactical and operational levels. This thesis is mainly concerned with the development of robustness planning strategies that can mitigate the effects of some major types of disruptions for an important class of optimization problems in the shipping industry.

The problem is motivated by an application in the design and negotiation of an Annual Delivery Plan (ADP) involving a single vendor and multiple customers in the Liquefied Natural Gas (LNG) business. The overall ADP planning activity is to develop contractual agreements of delivery plans that specify delivery dates (or time windows) and the corresponding delivery quantities over a long-term horizon. In the first part of the thesis, we study a maritime inventory routing problem with given time windows for deliveries with uncertain disruptions. We propose a Lagrangian heuristic scheme to obtain robust solutions by incorporating soft constraints, whose satisfaction can aid robustness, into the objective function with Lagrange multipliers. By simulating random disruption events, we show that the actual operational costs in case of disruptions can be significantly reduced when robust plans are implemented. In addition, the simulator enables us to determine the cost of achieving the robustness and to generate recovery solutions under various disruption events with different lead times.

In the second part, we study a more general robust maritime inventory routing
problem with time windows, where the length and placement of the time windows are also decision variables. The vendor must simultaneously decide routes for all the vessels and time windows at all the customers. We formulate the problem as a two-stage stochastic mixed-integer program and propose a two-phase solution approach that considers a sample set of disruptions as well as their recovery solutions. In the first phase, we introduce two planning strategies to generate robust routes, and in the second phase, we propose a multi-scenario construction heuristic to obtain good feasible solutions. We also investigate an iterative procedure between updating the routes and re-optimizing the time windows by coupling the Lagrangian heuristic approach proposed in the first part.

Finally, we study a robust single-item uncapacitated lot-sizing problem with backlogging and random machine breakdowns. The objective is to optimize the costs of production, inventory and backlogging against the worst-case scenario. By identifying the solution characteristics of the worst-case disruptions, we show that the optimal solutions to the robust model can be characterized by a set of stationary production plans.
CHAPTER I

INTRODUCTION

Seaborne shipping is a major mode of transportation in the world. Over the past forty years, the world seaborne trade has witnessed a rapid development which is interlinked with the growth in the world merchandise trade and GDP (Figure 1). The gross loading quantity reached 9548 million tons in 2013, and has more than doubled since 1980 (Figure 2). Corresponding to the increase in importance of the maritime industry, new challenges arise for the OR and transportation science communities. In recent years, more and more researchers have recognized the importance of incorporating uncertainty into planning models for logistics and transportation systems. However, compared with other major modes of transport such as air and road-based transportation, studies within the sector of maritime transportation, especially from a perspective of robustness scheduling, have received much less attention. To help bridge the gap, the primary contribution of this thesis is the development of robustness planning strategies that can mitigate the effects of some major types of disruptions for a class of optimization problems in the maritime industry. In this chapter, we introduce the topic of robustness in maritime transportation and provide some core technical preliminaries.

1.1 Robustness in maritime transportation

1.1.1 Motivation

There are many uncertain factors that may result in delays and lack of fulfillment of plans in the shipping industry. [23] discusses some problems from the shipping industry where robustness plays an important role and categorizes them into strategic, tactical and operational planning problems. At the strategic level, the uncertainties
Figure 1: The OECD Industrial Production Index and indices for the world: Gross domestic product, merchandise trade and seaborne shipments, 1975-2013 (1990 = 100). Source: Review of Maritime Transport 2014, UNCTAD.

Figure 2: International seaborne trade, selected years (Millions of tons loaded). Source: Review of Maritime Transport 2014, UNCTAD.
can affect the quality of decisions regarding fleet sizing and composition. At the tactical level, they state that “several unpredictable factors influence the fulfillment of plans and should be considered in the planning process. The two most important are probably: (1) weather conditions that can strongly influence the sailing time, and (2) port conditions such as strikes and mechanical problems that can affect the time in port” (p.273). At the operational level, we may consider delays due to tides and restricted open hours at ports.

Decisions at the tactical level consist of ship routing, inventory planning and delivery/berth window scheduling. Specifically, ship routing refers to the assignment of a number of ports in a sequence to a ship; inventory planning determines the amount of loading or discharging of a ship at a port; delivery/berth window scheduling determines the discharging time of a ship at a discharging port. This thesis is mainly concerned about dealing with the disruptions at the tactical level. Depending on the locations of the disruptions, they can be categorized into port delays and en-route delays.

- **Port delays** or *terminal delays* refer to the disruptions that occur during the interval between the arrival and departure of a vessel at a port. Labor strikes are a significant source of port delays and may cause great losses. For example, in December 2014, nearly 108.4 million U.S. dollars was lost due to a one-day strike by the Maritime Workers Union of Nigeria. Multiple parties including the Nigeria Customs Service, licensed customs agents, shipping companies, terminal operators and transporters suffered from the loss. Another major source of port delays is equipment breakdown. According to APM Terminals, there were 3455 crane breakdowns at terminals in 2009 which resulted in more than 600 hours of downtime during operation.

- **En-route delays** or *travel delays* refer to the disruptions that occur between
the departure and arrival of a vessel at two different ports. En-route delays are usually caused due to unforeseen severe weather conditions such as snow, hurricanes and tornados. In 2005, hurricane Katrina caused serious destruction across the U.S. Gulf Coast, which resulted in significant delays to nearly all the ships inbound and outbound to the ports along the coast. Since over 500 million tons of cargo a year, which is nearly 20% of the total cargo tonnage in the United States, both foreign and domestic, moves through the ports in Louisiana and Mississippi, the hurricane caused a tremendous economic loss in the industry.

The disruptions that we consider in this thesis can affect various aspects of our tactical decisions. First of all, they can affect the selection of routes for ships. In a deterministic setting, we are interested in a feasible plan with the lowest travel cost. However, en-route delays can increase travel times between ports and ultimately affect the deliveries at one or more locations. In order to deal with such uncertainties, we may develop routes possessing robust characteristics that allow for flexible re-routing when a disruption occurs. Secondly, we need to manage the inventory levels under uncertainty. Since some storage limit is always specified for a port, delayed arrivals at a loading port may result in an excessive inventory buildup. On the other hand, a loading port that is located favorably for re-routing might experience inventory depletion after a disruption. Thirdly, berth scheduling is also subject to disruptions, especially port delays. Severe port delays can cause port congestion, and largely prolong the waiting time of ships for discharging. Therefore, in this thesis, we consider a class of optimization problems with integrated decisions and unplanned disruptions. We implicitly assume that minor disruptions that can be recovered from by actions such as speeding up ships are accounted for operationally and thus are not considered in our models. Instead, we focus on disruptions that are measured in days, which might cause major delays or have at least a regional impact on the original schedules.
1.1.2 Literature review

Within the OR community, there are numerous studies for inventory routing problems (IRPs) which involve an integrated decision-making process combining inventory management and vehicle routing. Maritime inventory routing problems (MIRPs) are the IRPs in maritime transportation. We refer to [9] and [31] for comprehensive reviews of IRPs, and [24], [23] and [58] for comprehensive reviews of MIRPs. Below we review the studies in transportation scheduling under uncertainty in the maritime, air and road-based transportation industries, respectively.

Despite the importance of incorporating robustness into planning models to handle uncertainties, few efforts have been devoted to developing robust optimization models in maritime transportation. [26] studies a multi-ship pickup and delivery problem with soft time windows. They design robust schedules that are less likely to result in ships staying idle at ports during weekends by imposing penalty costs for arrivals at risky times. Also motivated by uncertainties in maritime transportation, [5] and [6] investigate a vehicle routing problem with time windows where travel times are uncertain and belong to a predetermined polytope. A robust optimization framework is used to find routes that are feasible for all values of the travel times in the uncertainty polytope. Similarly, the robust optimization framework is applied in [7] to solve a multi-period fleet sizing and deployment problem with uncertainty in price and demand. A simulation study for a LNG ship routing problem with uncertainty in sailing time and production rate is presented in [41], and several robustness strategies are discussed in the paper. [77] applies three heuristics to a dynamic and stochastic maritime routing problem, and demonstrate that average cost savings of 2.5% can be achieved by including stochastic information in the model.

More work has been done on stochastic airline scheduling problems. [4] studies a robust aircraft routing problem. By adding extra constraints to eliminate optimal solutions already generated at each iteration, multiple solutions are created and then
evaluated based on a robust measure defined as the potential opportunity of swapping planes. [67] presents an optimization model that reschedules legs and reroutes aircraft by minimizing an objective function involving rerouting and cancellation costs, and evaluates the model using a simulation of airline operations. [68] considers a robust fleet assignment problem and defines the robust measure as the hub connectivity of solutions. They propose two fleet assignment models in which one minimizes total costs with limited hub connectivity, and the other isolates hubs with controlled total costs. The results indicate that solutions embedded with many short cycles perform better in operations. [69] studies a robust airline crew scheduling problem under uncertainty. The computational results from three fleets indicate that the crew schedules obtained from their proposed method perform better in a model with disruptions than the crew schedules found via deterministic methods. [50] presents two approaches to minimize passenger disruptions and achieve robust airline schedules. The first approach involves routing aircraft, and the second involves retiming flight departure times. [71] proposes a crew pairing model with move-up crew count. The model aims to maximize the number of move-up crews, i.e. the crews that potentially can be swapped in operations. Delayed column generation and Lagrangian relaxation are used in solving the model. Moreover, it evaluates various crew schedules by generating random disruptions in a crew recovery model. [73] develops fleet assignment solutions that increase planning flexibility and reduce cost by imposing station purity, which limits the number of fleet types allowed to serve each airport in the schedule. [79] proposes a stochastic integer programming model for the airline crew scheduling problem and develops a branching algorithm to identify expensive flight connections and to find alternative robust solutions. [19] investigates slack allocation approaches for robust airline schedule planning. An aircraft re-routing model, a flight schedule re-timing model, and a block time adjustment model, together with their variants are proposed to generate robust schedules.
Compared with maritime and air transportation, much more effort has been devoted in developing robust solutions for road-based vehicle routing problems. In the existing body of studies, the most considered source of uncertainty is stochastic demands. Since uncertain demand is not a focus of this thesis, we restrict our attention to the problems concerned with stochastic travel times in our review. [51] considers vehicle routing problems with stochastic service and travel times, and present a general branch and cut algorithm for a chance constrained model, a three-index simple recourse model and a two-index recourse model. [49] designs vehicle routes between bank branches on a network with stochastic travel times using a heuristic procedure. [46] proposes embedding a branch-and-cut scheme within a Monte Carlo sampling-based procedure, to solve a stochastic vehicle routing problem with random travel and service times. [72] considers a vehicle routing problem to minimize unmet demand with uncertain demands and travel times. A chance constrained formulation of the problem is proposed and solved by a tabu heuristic. More recently, [42] considers a vehicle routing problem with uncertain travel times. They replace the point estimates of travel times in a scenario by range estimates. For each scenario, the robust routes that protect against the worst case within the given ranges are found, and finally the routes with minimum expected cost over all the scenarios are obtained.

1.2 Technical preliminaries

In this section, we review some major methodologies that are applied in this thesis. We collect some essential concepts of Mixed-Integer Linear Programming (MIP) and Lagrangian Relaxation in Sections 1.2.1 and 1.2.2, respectively. In Section 1.2.3, we discuss some approaches in dealing with optimization problems under uncertainty.

1.2.1 Mixed integer linear programming

A mixed-integer linear program is an optimization problem given by:

$$\min \quad c^T x + d^T y \quad (1)$$
\[ \begin{align*}
\text{s.t.} & \quad Ax + By \geq b. \\
& \quad x \in \mathbb{Z}_m^+, \quad y \in \mathbb{R}_n^+. 
\end{align*} \]  \tag{2}

where \( c \in \mathbb{R}^m, d \in \mathbb{R}^n, A \in \mathbb{R}^{l \times m}, B \in \mathbb{R}^{l \times n}, b \in \mathbb{R}^l \). It consists of an objective function (1), a set of linear constraints (2), and variable restrictions (3). By replacing the integrality constraints on \( x \) with \( x \in \mathbb{R}_m^+ \), we obtain a linear programming relaxation, whose optimal value provides a lower bound to the mixed-integer linear program. Numerous studies have been conducted in this area from both theoretical and computational perspectives over the past decades. MIP has been widely used in many real applications, and is one of the most important techniques, if not the most, in the applied OR community. \cite{57} provides a thorough treatment of this subject.

A fundamental approach for solving MIP optimization problems is branch and cut, which involves running a branch and bound algorithm and using cutting planes to tighten the linear programming relaxations. Since the class of MIP optimization problems is \( \mathcal{NP} \)-hard, a large variety of techniques are proposed for solving the problems in addition to the branch and cut algorithm. This extensive subject is beyond the scope of the introduction, so we just briefly review some classes of the techniques that will be applied in the thesis. One of them is primal heuristics. The heuristics are used to find good feasible solutions \((x, y)\) that satisfy (2) and (3) quickly by orientating themselves on some information about the problem which seems helpful to lead to the desired result (\cite{13}). On the dual objective side, cutting-plane methods are another common technique. By adding valid inequalities to cut off solutions with fractional values, they strengthen the linear programming relaxations. Many of the cutting planes are problem-specific, and can be added by users in the branch and cut procedure. A third approach is branching heuristics. Since the branch and bound algorithm consists of two major ingredients, how to split a problem (branching) and which sub-problem to select next, the branching decision is a significant part of the
algorithm. A variety of branching strategies have been proposed for different problems and proven very effective. For an extensive discussion of this topic, we refer to [3].

1.2.2 Lagrangian relaxation

Lagrangian relaxation is a relaxation method that can be used to approximate a difficult MIP problem. Suppose constraints (2) are composed of two sets of constraints

\[ A^1 x + B^1 y \geq b^1, \]  
\[ A^2 x + B^2 y \geq b^2, \]

(4)  
(5)

where \( A^1 \in \mathbb{R}^{l_1 \times m}, B^1 \in \mathbb{R}^{l_1 \times n}, b^1 \in \mathbb{R}^{l_1}, A^2 \in \mathbb{R}^{l_2 \times m}, B^2 \in \mathbb{R}^{l_2 \times n}, b^2 \in \mathbb{R}^{l_2} \) and \( l_1 + l_2 = l \). We include the \( l_1 \) constraints that are easier to solve in (4), and \( l_2 \) relatively more complicated constraints in (5). By dualizing constraints (5), we obtain a Lagrangian relaxation problem whose optimal value is a lower bound (for minimizations problems) on the optimal value of the original problem. The bound provided by the Lagrangian relaxation problem is at least as good as the bound given by the linear programming relaxation. The problem of maximizing the Lagrangian function of the dual variables (the Lagrangian multipliers) is the Lagrangian dual problem, which is given by:

\[
\max_{\lambda \geq 0} \min_{x, y} \ c^T x + d^T y + \lambda^T (b^2 - A^2 x - B^2 y) \]  
\[ \text{s.t.} \quad (3), \ (4). \]  

[34] provides a review of the Lagrangian relaxation method for solving integer programming problems. Stimulated by a wide range of applications in Lagrangian relaxation, the subgradient method and its variants are extensively studied as a common method to solve the Lagrangian dual problem. The subgradient method is an iterative procedure where at the \( k \)-th iteration, \( \lambda^{(k+1)} \) is determined by

\[
\lambda^{(k+1)} = \lambda^{(k)} + t_k (b^2 - A^2 x^{(k)} - B^2 y^{(k)}) \]  
(7)
where $t_k > 0$ is a step size, and $x^{(k)}$ and $y^{(k)}$ are the optimal values of the inner minimization problem at the $k$-th iteration.

1.2.3 Optimization under uncertainty

Various definitions and approaches for solving optimization problems under uncertainty have appeared in the literature. Among them, robust optimization and stochastic programming are the two methods that have been most extensively studied.

Robust optimization is one modeling framework for dealing with uncertain data in optimization. A notable advantage of robust optimization is that it does not rely on the probability distributions of data or uncertain scenarios, which makes this approach attractive when limited information is available to specify a particular distribution. By assuming an uncertainty set, for example, ellipsoidal or polyhedral, we optimize against the worst-case realization of the data. However, the worst-case assumption of robust optimization can lead to solutions that are too conservative. Tractability results depend on the structure of the nominal problem as well as the class of uncertainty set. For detailed explanations of robust optimization, we refer to [15], [10] and [14].

Another major approach for solving optimization problems under uncertainty is stochastic programming. The objective is to find a solution or policy that is feasible for (almost) all the scenarios and minimizes the expected cost under a probability distribution that governs the occurrence of uncertain scenarios. Stochastic programming is a natural framework for problems involving multi-stage decisions. For instance, a solution of a two-stage stochastic program can be regarded as a first-stage policy and a collection of recourse decisions defining what second-stage action should be taken in response to each random scenario. There are two main difficulties when using the stochastic programming approach. One is that the method relies on a particular probability distribution, while estimating such a distribution is often difficult. For
instance, little historical information is available when we try to forecast the demand of a new product or predict the occurrence of natural events. The other difficulty is that stochastic programming has computational limitations as the number of uncertain scenarios grows. We refer to [70] for a comprehensive discussion of stochastic programming.

Instead of using a multi-stage recourse model, the idea of guaranteeing constraint feasibility with a certain probability is related to an approach called chance constrained stochastic programming. Chance constrained programming is a stochastic optimization framework that can accommodate the cases in which the violation of some constraints can almost never be avoided due to the existence of extreme events. By including a set of chance constraints or probabilistic constraints of the form of $P(\tilde{A}z \geq \tilde{b}) \geq p$ into a stochastic program, we regard a solution feasible in a stochastic setting if it satisfies constraints $\tilde{A}z \geq \tilde{b}$ with some high probability $p$ ($\tilde{A}$ and $\tilde{b}$ are functions of random variables). We can categorize chance constrained stochastic programs by identifying whether the probabilistic constraints are disjoint and whether the random variables are independent. There is not a general solution method for chance constrained stochastic programming models. For an extensive discussion of the topic, see [64].

In addition to the most common approaches mentioned above, some other concepts of robustness are proposed in the literature. [12] first extends the static robust optimization model to an adjustable (multi-stage) model in which some of the variables must be determined before the realization of the uncertain parameters (“non-adjustable variables”), while the other variables can be chosen after the realization (“adjustable variables”). [33] investigates a framework called light robustness which couples robust optimization with a simplified two-stage stochastic programming approach. [52] presents a concept called recoverable robustness which aims to find
solutions that can be recovered by limited means in all likely scenarios. [11] proposes a framework called soft robust optimization by assuming that the probability distribution of the data belongs to a given set.

1.3 Primary contributions

The primary aim of this thesis is to develop robustness planning strategies for a class of optimization problems in maritime transportation which involve integrated decisions including ship routing, inventory planning, berth scheduling and delivery time-window placement. Despite the fact that various methods have been proposed for dealing with optimization problems under uncertainty, it is not clear how these approaches can be adapted into the models concerned with robust scheduling in the shipping industry. In this thesis, we propose several robustness approaches and evaluate their performances in generating robust solutions for MIRPs with random disruptions.

The Lagrangian heuristic approach proposed in Chapter II is a general framework for dealing with a class of optimization problems under uncertainty. The framework can be applied to any optimization problem concerned with robustness for which we can identify a set of constraints whose satisfaction is not necessary but can promote the robustness of solutions. By incorporating such constraints in the objective function with Lagrangian multipliers and updating the multipliers in the dual space, we obtain a pool of candidate robust solutions for simulation evaluation. In Chapter III, we study a more general MIRP that simultaneously considers robust routes and flexible delivery time windows. We introduce two strategies to generate robust routes in which time buffers are spread among deliveries and consecutive deliveries at a port are separated by at least some minimum number of periods. In addition, we propose a multi-scenario construction heuristic to reduce the solution times in determining good and flexible time windows in our proposed two-stage stochastic programming
model.

From a practical perspective, the methodologies proposed in the thesis can be applied to help a vendor design and negotiate long-term delivery contracts with its customers. In vendor managed inventory problems, customers do not reveal their actual inventory levels or consumption rates to the suppliers. Instead, they enter contractual agreements with their vendors. Each agreement specifies a total delivery quantity over the planning horizon, a list of delivery time windows and associated delivery quantity for each time window. Instead of committing a single day for each delivery, placing delivery time windows might be more favorable for the vendor in the presence of disruptions, but is usually associated with a higher cost. Therefore, from the perspective of the single vendor, the problem involves a combination of decisions regarding not only routing and inventory management, but also time window placement. Motivated by this need, in Chapter III, we first introduce a robust maritime inventory routing problem with time window allocation (MIRPTWA) where the length and placement of the time windows are also decision variables, and propose an integrated solution procedure that leads us to robust solutions with lower expected costs under random disruptions. To the best of our knowledge, this generalized maritime inventory routing problem has not been studied in the literature.

In addition, to evaluate the robustness of solutions, we build a simulator that can generate both travel and port disruptions which might affect one or multiple ships and ports for one or several days. The recovery model allows for flexible rerouting so that any ship that is en-route or at a port can be rerouted or rescheduled to a different destination once a disruption is realized. We also consider the effect of lead time in being able to respond to the disruptions.

In Chapter IV, we study a robust lot-sizing problem with random machine disruptions, and use the traditional robustness notion of optimizing against the worst-case scenario. Although the min-max optimization model is intractable, by investigating
the solution structures, we show that the optimal solutions are contained in a set of stationary production plans.
CHAPTER II

ROBUST MARITIME INVENTORY ROUTING WITH DELIVERY TIME WINDOWS

2.1 Introduction

The classical Maritime Inventory Routing Problem with Time Windows (MIRPTW) is to find an optimal routing plan that minimizes the total cost of transportation, while satisfying inventory constraints and contractual delivery constraints. However, in practice, unpredictable disruptions may affect the execution of an optimal deterministic plan. Among all the uncertain factors in maritime transportation, one of the most common ones is that travel times are affected by weather conditions. Focusing on this type of uncertainty, we consider MIRPTW with unpredictable disruptions.

Various definitions and approaches for schedule robustness have appeared in the literature. Robust optimization ([10]) is one modeling framework for dealing with uncertain data in optimization. However, the worst-case assumption of robust optimization can lead to solutions that are too conservative. On the other hand, because of the large number of uncertain scenarios that need to be considered, stochastic programming ([70]) has computational limitations for this class of problems. [33] proposes a general heuristic scheme for robustness called Light Robustness where a set of slack variables is used to measure an estimate of the solution robustness and their sum is minimized in the objective function. In this study, we focus on generating robust solutions with limited vulnerability to unpredictable disruptions, and use a different approach for dealing with the uncertainty. After analyzing problem characteristics that may provide robustness, we quantify them as soft constraints that are
incorporated in the objective function with Lagrange multipliers. We use a subgradient algorithm to find candidate solutions to evaluate. Furthermore, to evaluate the robustness of schedules, we build a simulator that generates disruptions and recovery solutions. By simulating various disruption events, we show that the actual operational costs in case of disruptions can be significantly reduced when robust plans are implemented. To the best of our knowledge, only [16] discusses this kind of approach for dealing with robustness in the literature. They propose a Lagrangian heuristic for solving a robust train timetabling problem. The process collects a set of “Pareto optimal” heuristic solutions, and the robustness of a solution is evaluated by calculating a predefined measure.

The main contributions of this chapter are: (i) a general Lagrangian heuristic scheme to deal with robustness where soft constraints are used to promote solution characteristics that lead to robustness, and (ii) a simulator that evaluates the quality of the solutions found by the Lagrangian heuristic algorithm and determines the cost of achieving the robustness.

The remainder part of the chapter is organized as follows. Section 2.2 provides a description of the problem and the mathematical model formulation. Section 2.3 presents soft constraints that are used to enhance robustness and proposes the Lagrangian heuristic scheme to generate robust solutions. Section 2.4 discusses the simulator, random disruptions and the recovery model. We report computational results in Section 2.5.

2.2 Problem description

The MIRPTW is motivated by the ADP planning problem in the LNG industry. The overall ADP planning activity is to develop contractual agreements of delivery plans that specify delivery dates (or time windows) and the corresponding delivery quantities. Because customers receive product from numerous sources, they typically
negotiate delivery amounts and delivery times with each of their vendors. Therefore, from the vantage point of a single vendor, final agreements are reached through many rounds of negotiations and discussions with multiple customers. At each iteration of the negotiations and after the final agreements are determined, the vendor must generate routing solutions according to the tentative (or final) agreements to check their feasibility, and examine the operational costs and the robustness of the voyages. The scope of this chapter is limited to developing an optimization framework that generates robust routing solutions with given delivery time windows and quantities.

We assume there is a set of loading ports denoted by \( J^L \). The \( i \)-th port has a constant production rate \( p^i \) of a single product per period, an initial inventory level \( I^i_0 \) and a specified storage capacity \( F^i \). \( I^i_t \) tracks the inventory level at port \( i \) at the end of period \( t \). We consider a set of discharging ports denoted by \( J^D \) where the \( j \)-th port has a set \( K_j \) of time windows. For the \( k \)-th time window at discharging port \( j \), we assume that \( u_{jk} \) and \( v_{jk} \) are the first and the last day in the time window respectively, and \( q_{jk} \) is the committed delivery quantity. We assume the time windows at each discharging port do not overlap with each other. The contractual agreements are to deliver quantity \( q_{jk} \) of product in each specified time window \([u_{jk}, v_{jk}]\) at each discharging port by using a heterogeneous fleet of ships denoted by \( \mathcal{V} \), each with some load capacity \( W_v \). We assume vessel speeds are fixed, and service time is already built into the travel time. Let \( \mathcal{T} \) be the set of periods in the planning horizon and \( \mathcal{J} = \mathcal{J}^L \cup \mathcal{J}^D \) be the set of all ports. We restrict our attention to problems where ships discharge their entire load at one port. However, we do not assume that ships necessarily carry full loads. Therefore, we track the quantities on ships for all periods, and use \( O^v_t \) to denote the quantity on ship \( v \in \mathcal{V} \) after period \( t \in \mathcal{T} \). Also, we assume that more than one ship may serve the same time window.

The model we consider is an abstraction of real maritime transportation planning problems that focuses on the core difficulty of dealing with robustness. Therefore, we
make some simplifications in the model that do not affect our approach to robustness. For instance, all the ships have the same sailing cost per period and service time at ports. Similar to [66], [76] and [65], we do not include inventory costs in the objective function. One notable difference from most inventory routing and vehicle routing problems considered in the literature is that instead of just providing the distance between each pair of ports, we represent each port by a two-dimensional vector in a coordinate plane. By assuming that ships travel in a straight line between two ports at a constant speed, we can track the geographic locations of ships for all periods. The purpose of doing this is that we are able to adjust the original plan by rerouting some ships en route in case of disruptions. Figure 3 shows an example of rerouting with two loading ports, two discharging ports and three ships. The ships follow the solid lines until a disruption occurs at discharging port D1. Once the disruption is known, each ship can either continue to the original destination or be rerouted to the other loading/discharging port (dash lines). However, the travel times to D1 are extended due to the disruption. Although ships usually do not follow a straight line in reality, we make this assumption to demonstrate our robustness approach while simplifying the physical routing computation. This will be discussed further in Section 2.4.

[74] introduces a practical modeling framework for a class of MIRPs, and the
model we use in this study shares many features with this proposed framework. The model is constructed on a time-space network. The network has a source node $n_0$, a sink node $n_T$ and a set $\mathcal{N}$ of regular nodes where each regular node $n$ is a port-time pair $(j,t)$, $j \in \mathcal{J}, t \in \mathcal{T}$. The nodes are shared by all the ships, while each ship has its own travel and waiting arcs in the network. The travel arcs from node $(j_1, t_1)$ to node $(j_2, t_2)$ represent travel between ports $j_1$ and $j_2$, and the waiting arcs from node $(j, t)$ to node $(j, t + 1)$ represent staying at port $j$ in both period $t$ and $t + 1$. We use $\mathcal{A}$ to denote the set of all arcs, and $\mathcal{A}^+$ to denote the set of all travel arcs. In addition, the sets of incoming and outgoing travel arcs associated with ship $v$ and node $n = (j, t)$ are denoted by $\mathcal{RS}(j, t, v)^+$ and $\mathcal{FS}(j, t, v)^+$ respectively, while the sets of incoming and outgoing arcs associated with ship $v$ and node $n = (j, t)$ are denoted by $\mathcal{RS}(j, t, v)$ and $\mathcal{FS}(j, t, v)$ respectively.

Let $x_a = 1$ if arc $a \in \mathcal{A}$ is used and $x_a = 0$ otherwise, and $f_{nv}$ be the loading/discharging quantity at node $n \in \mathcal{N}$ by ship $v \in \mathcal{V}$. An arc-flow mixed integer programming model is given by (P):

$$\min \sum_{a \in \mathcal{A}^+} c_a x_a \quad (8)$$

s.t. \hspace{1cm} \sum_{a \in \mathcal{FS}(n,v)} x_a - \sum_{a \in \mathcal{RS}(n,v)} x_a = 0, \quad \forall v \in \mathcal{V}, \forall n \in \mathcal{N} \quad (9)$$

$$\sum_{a \in \mathcal{FS}(n_0, v)} x_a = 1, \quad \forall v \in \mathcal{V} \quad (10)$$

$$\sum_{a \in \mathcal{RS}(n_T, v)} x_a = 1, \quad \forall v \in \mathcal{V} \quad (11)$$

$$I^i_t = I^i_{t-1} + p^i - \sum_{v \in \mathcal{V}} f_{nv}, \quad 0 \leq I^i_t \leq P^i, \quad \forall i \in \mathcal{J}, \forall t \in \mathcal{T} \quad (12)$$
\[ O^v_t = O^v_{t-1} + \sum_{j \in J^L} f_{nv} - \sum_{j \in J^D} f_{nv}, \quad 0 \leq O^v_t \leq W^v_v, \quad \forall t \in \mathcal{T}, \forall v \in \mathcal{V} \]  
(13)

\[ \sum_{v \in \mathcal{V}} \sum_{u_{jk} \leq t \leq v_{jk}} f_{nv} = q_{jk}, \quad \forall j \in J^D, \forall k \in K_j \]  
(14)

\[ f_{nv} \leq W^v_v \sum_{a \in \mathcal{FS}(j,t,v)} x_a, \quad \forall j \in \mathcal{J}, \forall t \in \mathcal{T}, \forall v \in \mathcal{V} \]  
(15)

\[ O^v_t \leq W^v_v (1 - \sum_{a \in \mathcal{FS}(j,t,v)^+} x_a), \quad \forall j \in J^D, \forall t \in \mathcal{T}, \forall v \in \mathcal{V} \]  
(16)

\[ x_a \in \{0, 1\}, \quad f_{nv} \geq 0, \quad \forall a \in \mathcal{A}, \forall v \in \mathcal{V}, \forall n \in \mathcal{N}. \]  
(17)

The objective is to minimize total transportation costs, where \( c_a \) is the travel cost associated with arc \( a \in \mathcal{A}^+ \). (9)-(11) are network flow conservation constraints. (12) and (13) are balance constraints of the product at loading ports and ships respectively. (14) ensures that deliveries are completed within the time windows. (15) states that loading or discharging can occur only when the ship is at port. (16) is the full discharge constraint.

Since a ship might have more time than needed to get from one port to another, there can be some slack in planning solutions. Therefore, as a post-processing procedure to improve the robustness of solutions by giving ships as much time as possible for their next voyage, we reallocate the slacks to force ships to depart as soon as possible by using the modified planning model (MP):

\[
\min \quad g_1(x) = \sum_{a \in \mathcal{A}^+} c_a x_a + \sum_{n=(j,t):j \in J^D} \varepsilon_n \sum_{v \in \mathcal{V}} \sum_{a \in \mathcal{FS}(n,v)^+ \cup \mathcal{RS}(n,v)^+} x_a
\]  
(18)

\[
s.t. \quad f_{nv} \leq W^v_v \sum_{a \in \mathcal{FS}(j,t,v)^+} x_a, \quad \forall j \in J^D, \forall t \in \mathcal{T}, \forall v \in \mathcal{V}
\]  
(19)
where $\varepsilon_n$ is an artificial cost whose magnitude is much smaller than the travel cost.

Figure 4 shows a discharging port with two consecutive time windows. An extended time is defined as a set of periods that range from the first period after a time window to the last period within the next time window. To model our post-processing stage described above, we set $\varepsilon(j,t_1) < \varepsilon(j,t_2)$ if $t_1 < t_2$ and they both belong to the same extended time window.

The second term in (18) together with constraints (19) ensures that ships leave immediately once they collect enough inventory at loading ports and finish discharging at discharging ports. Slack reallocation does not affect the routing decisions since we choose epsilon small enough so that it is dominated by the transportation costs in (18). Moreover, because slack reallocation also breaks symmetry, (MP) is much easier to solve than (P).

Two techniques are applied to speed up solution times. First, we control the order in which variables are branched by specifying a priority order. Specifically in our model, we create a set of ancillary integer variables defined by

$$b_{vjk} = \sum_{u_{jk} \leq t < v_{jk}} \sum_{a \in FS(j,t,v)} x_a + \sum_{a \in FS(j,v_{jk},v)} x_a, \quad \forall v \in V, \forall j \in J^D, \forall k \in K_j. \quad (20)$$

By summing the outgoing travel arcs of ship $v$ over all periods within time window $k$ at discharging port $j$, and the waiting arc of ship $v$ at the last period within the time window, we define $b_{vjk}$, which represents the total number of visits of the ship to the time window. We give the $b_{vjk}$ variables the highest branching priority.
Secondly, we add a set of enhanced knapsack cover cuts. Since demands are exclusively satisfied from ship deliveries, the inequalities

\[ \sum_{v \in V} W_v b_{vjk} \geq q_{jk}, \quad \forall j \in J^D, \quad \forall k \in K_j \]  

are valid for the planning model.

2.3 A lagrangian heuristic based on relaxing auxiliary soft constraints

In this section, we propose a Lagrangian heuristic scheme to obtain robust solutions to our model. The technique is general and can be applied to any optimization problem concerned with robustness for which soft constraints can be identified that are not necessary, but whose satisfaction can aid robustness. Since it may not be possible to satisfy all of the soft constraints while satisfying the hard constraints, we incorporate soft constraints in the objective function with Lagrange multipliers. When we increase the Lagrange multipliers by using a subgradient algorithm, various heuristic solutions of potentially higher planning cost are generated.

For problem (MP), suppose \([u_{jk}, v_{jk}]\) is the \(k\)-th time window at discharging port \(j\), where \(u_{jk}\) and \(v_{jk}\) are the first and the last period within the time window respectively. An \(m\)-day soft constraint associated with \([u_{jk}, v_{jk}]\) is defined as

\[ \sum_{v \in V} \sum_{v_{jk} - m + 1 \leq t \leq v_{jk}} \sum_{a \in RS(j,t,v)} x_a = 0. \]  

(22)

It implies that there are no incoming ships in the last \(m\) periods before the end of the time window. Combined with the hard constraint (14), (22) makes all ships that are going to serve time window \([u_{jk}, v_{jk}]\) get to the port at least \(m\) days in advance. An alternative way of modeling the soft constraints is to replace \(x_a\) in (22) with a continuous variable representing the quantity that ship \(v\) brings to discharging port \(j\) at period \(t\). Since the two approaches give very similar computational results, for the remainder of the chapter we use the soft constraints defined by (22).
By associating each soft constraint with a multiplier and including \( m \)-day soft constraints (\( m = 1, 2, \ldots, r \)) for all time windows in the objective function, we have the Lagrangian optimization problem:

\[
LR(\theta) = \min \{ g_2(x) = g_1(x) + \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_j} \sum_{m=1}^{r} \theta_{jkm} x_{jkm} \} \quad (23)
\]

s.t. \( (9) - (17), (19) \)

where \( x_{jkm} = \sum_{v \in \mathcal{V}} \sum_{v_{jk} - m+1 \leq t \leq v_{jk}} \sum_{a \in \mathcal{R}(j,t,v)^+} x_a \) and \( \theta_{jkm} \geq 0 \) is a Lagrange multiplier. The dual problem \( \max_{\theta \geq 0} LR(\theta) \) might be unbounded since if all the soft constraints are included the planning problem is likely to be infeasible. Therefore, we impose an upper bound on \( \theta_{jkm} \) for all \( j \in \mathcal{J}, k \in \mathcal{K}_j, m \in \{1, \cdots, r\} \) and have

\[
\max_{0 \leq \theta \leq M} LR(\theta) \quad (24)
\]

where \( M = (M^0, \cdots, M^0) \) is a vector and \( M^0 \) is a large number.

We use a subgradient algorithm to explore the solution space with the step size at the \( k \)-th iteration given by

\[
t_k = \frac{\lambda_k (Z^* - LR(\theta^k))}{\| \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_j} \sum_{m=1}^{r} \theta_{jkm} x_{jkm} \|^2} \quad (25)
\]

where \( \lambda_k \) is a scalar satisfying \( 0 \leq \lambda_k \leq 2 \), \( Z^* \) is an upper bound on problem (24), and \( x^k \) is the optimal solution found at the \( k \)-th iteration. Justification of the formula is given in [44]. The next proposition gives the optimal value of problem (24), and thus can be used as \( Z^* \) in formula (25).

**Proposition 1**

\[
\max_{0 \leq \theta \leq M} LR(\theta) = LR(M). \quad (26)
\]

**Proof:** Let \( \theta^* \) be a Lagrange multiplier such that \( 0 \leq \theta^*_i \leq M^0 \) for each \( i \). We assume that \( x \) is an optimal solution of \( LR(\theta^*) \) and \( y \) is an optimal solution of \( LR(M) \).
Since $y_{jkm} \geq 0$, $\forall j \in \mathcal{J}$, $\forall k \in \mathcal{K}_j$, $\forall m = \{1, 2, \ldots, r\}$, we have

\[
LR(\theta^*) = g_1(x) + \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_j} \sum_{m=1}^{r} \theta^*_{jkm} x_{jkm} 
\leq g_1(y) + \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_j} \sum_{m=1}^{r} \theta^*_{jkm} y_{jkm} 
\leq g_1(y) + M \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_j} \sum_{m=1}^{r} y_{jkm} 
= LR(M).
\]

Therefore, $\max_{0 \leq \theta \leq M} LR(\theta) = LR(M)$.  

Algorithm 1: Lagrangian heuristic algorithm for finding robust solutions

0. Solve $LR(M)$. Let $U = LR(M)$, and $x_{(M)}$ be an optimal solution.

1. Set $\theta^0 = 0$, $k = 0$, $A = \{x_{(M)}\}$.

2. Solve $LR(\theta^k)$. If $LR(\theta^k) \geq (1 - \epsilon)U$ and $x^k \notin A$, $A \leftarrow A \cup \{x^k\}$.

3. If $k = \Omega$ and $A \neq \{x_{(M)}\}$, go to 4.

   Else if $k = \Omega$ and $A = \{x_{(M)}\}$, $A \leftarrow A \cup \{x^\Omega\}$, go to 4.

   Else, update $\theta^{k+1} = \theta^k + t_k (Ax^k - b)$ where $t_k = \frac{2(U - LR(\theta^k))}{\|Ax^k - b\|^2}$, $k \leftarrow k + 1$ and go to 2.

4. Simulate solution $x$, $\forall x \in A$.

Now we give the Lagrangian heuristic algorithm for finding robust solutions. In our algorithm, we assume the initial Lagrange multiplier vector $\theta^0 = 0$ and use set $A$ to collect candidate robust solutions. We use $U$ as the upper bound in formula (25), and set $\lambda = 2$ for every iteration. If the gap between the optimal value of $LR(\theta^k)$ and $U$ is no larger than a pre-specified parameter $\epsilon$, solution $x^k$ is labeled as a candidate robust solution. $\Omega$ is a pre-specified maximal limit on the number of iterations of the subgradient algorithm, and $k$ denotes the current iteration number. If $x_{(M)}$ is the only candidate robust solution after the last iteration, we include $x^\Omega$ (the solution in the last iteration) in set $A$. The final output of the algorithm is a set $A$ that contains
all the different candidate robust solutions that will be processed in the simulator presented in the next section to evaluate their actual performance when disrupted.

### 2.4 A simulator for evaluating the robustness of solutions

To evaluate how solutions respond to unexpected disruptions, we built a simulator to study the recovery process from disruptions. The simulator generates random disruptions one by one and reoptimizes the original schedule in each case. To respond to a disruption, we solve a recovery model that incorporates the following three recovery options:

1. **Push-back.**
   
   If the slacks in the schedule or the time windows are sufficient to absorb the delays, we simply delay the affected routes and do not re-route any ships. Push-back does not increase cost.

2. **Ship re-routing.**
   
   If necessary, the simulator is able to re-route ships en route to ports different from their original destinations. This recovery option often increases transportation costs.

3. **Spot market.**
   
   If it is impossible to meet all time window demands by only using the first two options, an expensive spot market acts as an additional supply source in the recovery model.

#### 2.4.1 Random disruptions

A disruption at a loading port is defined as a four-dimensional vector \((t, p, h, l)\) which means that all the ships that are scheduled to arrive at loading port \(p\) at period(s) \(t, \ldots, t + h - 1\) are delayed to period \(t + h\), and the recovery model is able to respond
to the disruption at period \(t - l\). A disruption at a discharging port is defined as a triple \((w, h, l)\) where \(w\) is the affected time window, \(h\) is the number of extra extended travel days to time window \(w\) on ships that are scheduled to serve \(w\), and \(l\) is the lead time of being able to respond to the disruption before it occurs.

By the definition of a disruption, \(h\) represents the extent of the disruption and \(l\) controls the lead time of when it is possible to respond to the disruption. We now show the obvious result that for a single disruption, the total actual cost is a nonincreasing function of lead time.

**Proposition 2** Suppose \(c(s, d)\) is the total actual cost over the entire horizon if \(s\) is the planning solution and disruption \(d\) occurs during execution. Assume \(d_1 = (w, h, l_1)\) (or \(d_1 = (t, p, h, l_1)\)), \(d_2 = (w, h, l_2)\) (or \(d_2 = (t, p, h, l_2)\)) and \(l_1 > l_2\). Then \(c(s, d_1) \leq c(s, d_2)\).

**Proof:** Assume disruption \(d_1\) becomes known at period \(t_1\) and disruption \(d_2\) becomes known at period \(t_2\) for \(t_1 < t_2\). The proof would be trivial if at the earlier time \(t_1\), one could wait until the later time \(t_2\) to take action. However, if rerouting is chosen in our recovery model, it needs to be done immediately at the time of recovery. Consider any ship rerouted in the recovery at time \(t_2\). Rerouting the ship to the same new destination at time \(t_1\) instead will yield a lower (or equal) cost given the triangle inequality, and will remain feasible because its arrival time at the new destination will be no later. Therefore, \(c(s, d_1) \leq c(s, d_2)\). \(\square\)

Proposition 2 can be used to obtain a lower bound on the actual cost for disruptions with the same location and intensity.

**Corollary 1** Assume \(c(d^*)\) is the optimal cost of the planning model with the disruption \(d^* = (w, h)\) already known at the start of the planning horizon. Then \(c(d^*) \leq\)
\(c(s,d)\), where \(s\) is any planning solution, \(d = (w,h,l)\) (or \(d = (t,p,h,l)\)) and \(l\) is any lead time up to the start of the horizon.

Proof: It follows immediately from Proposition 2. \(\square\)

2.4.2 A recovery model

The recovery model is used to reoptimize over the remaining periods once a disruption occurs. By following a two-stage format of planning and recovery, we focus on responding to a single disruption in the time horizon. So only one disruption is generated in each simulation run. However, real situations may involve sequential disruptions while the original schedule is being executed. Therefore, it is reasonable to include robustness in the recovery model despite the fact that only a single disruption is considered for each scenario. To achieve this, the Lagrangian terms are kept and the strategy of slack reallocation is also applied in the recovery model. The recovery model also includes the proposed recourse options. We use the same notation in the recovery model as in the planning model, but the notation actually represents different sets since we solve a problem with a shorter time horizon in the recovery stage.

\[
\min g_2(x) + M' \sum_{j \in J^d} \sum_{k \in K_j} s_{jk} 
\]

\text{s.t.} \quad \sum_{a \in FS'_{(u_0,v)}} x_a = 1, \quad \forall v \in V \quad (28)

\[
\sum_{v \in V} \sum_{u_{jk} \leq t \leq v_{jk}} f_{nv} + s_{jk} = q_{jk}, \quad \forall j \in J^d, \forall k \in K_j \quad (29)
\]

(9), (11) – (13), (15) – (17), (19).

The objective function (27) includes spot market costs where \(M'\) is a huge number \((M' > M^0)\) so that the spot market is only used to avoid infeasibility. (28) is the flow
conservation constraint on the source node, but with $\mathcal{FS}'(n_0,v)$ defined differently. Specifically, if the disruption becomes known at time $t - l$, then

$$
\mathcal{FS}'(n_0,v) = \begin{cases} 
\{n_0 \rightarrow (j_0,0)\} & \text{if ship } v \text{ is at port } j_0 \text{ at time } t - l, \\
\{n_0 \rightarrow (j,d_j) \forall j \in \mathcal{J}^L\} & \text{if ship } v \text{ is on the route to some loading port at time } t - l, \\
\{n_0 \rightarrow (j,d_j) \forall j \in \mathcal{J}^D\} & \text{if ship } v \text{ is on the route to some discharging port at time } t - l,
\end{cases}
$$

where $d_j$ is the distance between the geographic location of ship $v$ at time $t - l$ and the port $j$. (29) assures that demands are satisfied either from the ship deliveries or the spot market.

### 2.5 Computational results

The dual problem (24) incorporates two robustness strategies: the slack reallocation and the soft constraint approach. By running the simulator, we show their effects on solutions in terms of robustness. Section 2.5.1 gives a description of the instances we use and Section 2.5.2 shows the simulation results.

#### 2.5.1 Test instances

A total of 18 instances are created based on the MIRPTW described in Section 2.2. The instances can be categorized into five classes according to the number of loading and discharging ports, and for each instance, a 60-period problem is defined. Depending upon different instances and ports, one-way voyage durations range from 3 to 9 periods. Table 1 provides some detailed information.

Once the simulator is called to evaluate a solution, three types of disruptions are generated in the simulation program:

1. Disruptions at loading ports. A disruption at a loading port is represented as a four dimensional vector $(t,p,h,l)$. In the simulation program, we randomly
generate five different pairs of \((t, p)\), and then run a total of 30 disruptions that have the form \(\{(t_i, p_i, h, l) : i = 1, \ldots, 5, \ h = 1, 2, 3, \ l = 2, 5\}\).

2. Disruptions of a single time window of a discharging port. A disruption at a discharging port is represented as a triple \((w, h, l)\). In the simulation program, we enumerate the disruptions over all the time windows \(K\), and run a total of \(6|K|\) disruptions that have the form \(\{(w_{jk}, h, l) : j \in J^D, \ k \in K_j, \ h = 1, 2, 3, \ l = 2, 5\}\).

3. Disruptions of two time windows that are close in time. The purpose is to represent a big disruption that first hits one port and then another. Let \(C = \{(w_{jk}, w_{j'k'}) : |u_{jk} - u_{j'k'}| \leq 5, \ j, j' \in J^D, \ k, k' \in K_j, \ (j, k) \neq (j', k')\}\) be a set that defines all pairs of close time windows. In the simulation program, we randomly generate \(6 \min \{5, |C|\}\) disruptions, each involving two close time windows with a 1, 2 or 3-day disruption and a 2 or 5-day lead time.

We set the limit on the maximum number of iterations \(\Omega = 10\) and the gap tolerance \(\epsilon\) between the optimal value of \(LR(\theta^k)\) and \(U\) as 1\%. 1-day, 2-day and 3-day soft constraints (22) for all the time windows are included in the Lagrangian optimization model. The integer programs are solved using CPLEX 12.5. The solver is stopped after 3600 seconds (planning model) or 600 seconds (recovery model). If no integer solution has been found, another 3600 or 600 seconds is given, repeating until an integer solution is found.

We simulate these scenarios and solve the corresponding recovery problems in
sequence. The scenarios are sorted such that for disruptions that only differ in extent $h$ and lead time $l$, the ones with larger $h$ (the first sorting priority) and smaller $l$ (the second sorting priority) are simulated first. This allows us to use MIPStart features in CPLEX, since any feasible solution for a disruption with larger $h$ or smaller $l$ is also feasible for the same disruption with smaller $h$ or larger $l$. Since the timing of disruptions means that we usually solve a problem with a shorter time horizon in the recovery stage, most disruption scenarios are solved to optimality in the first 600 seconds and only a few scenarios in which the disruptions occur at the very beginning of the planning horizon require another 600 seconds.

2.5.2 Simulation tests

Tables 2-4 show the results of instances 1 – 18. For every test instance, we select the solution from set $A$ that has the lowest average simulated cost over all the scenarios and consider it as the robust solution. The cost of the robust solution operated without disruption is called the robust planning cost and the optimal cost of the planning model (P) is called the original planning cost. In each table, the second column gives the percent cost increase of the robust solution above the optimal planning solution, i.e.

$$\frac{\text{robust planning cost} - \text{original planning cost}}{\text{original planning cost}} \times 100.$$

Let

$$AO = \frac{\text{average simulated cost of the original solution} - \text{original planning cost}}{\text{original planning cost}} \times 100,$$

and

$$AR = \frac{\text{average simulated cost of the robust solution} - \text{robust planning cost}}{\text{robust planning cost}} \times 100.$$

Then the first number in columns 3 – 8 is $AR$, and the number in parenthesis is $AO - AR$. 
The instances are grouped in three tables. For those in Table 2, the robust solution is not the optimal as planning solution. The Lagrangian approach produces a different solution with additional planned travel cost. However, the average simulated cost is reduced significantly when the robust plan is executed. In Figure 5, we provide scenario-by-scenario simulation results for Instance 4 as an example. The scenarios are sorted by the simulated cost improvement of the robust solution over the original solution. There were no instances where the planning solution cost increased without a significant average performance improvement under disruption.

The contrast is even sharper in Table 3, where the robust plans are alternative optimal planning solutions. For some instances, the routing decision of the robust solution is different from that of the original plan, while for the others, their routing decisions are the same but with slacks allocated differently. In Figure 6, we show scenario-by-scenario simulation results for Instance 12. Without paying any price in the planning solution, we improve the robustness of the system significantly.

However, our approach does not make much improvement for the instances shown in Table 4, and sometimes the robust solution is slightly inferior to the original solution. One possible reason is that given all the pre-specified hard time windows, it is likely that there exists no plan that could make all the deliveries robust simultaneously. In this case, a planner has to make tradeoffs among these plans, or in other words, among various deliveries. We use Instance 17 to illustrate this. The scenario-by-scenario simulation results are given in Figure 7. The two solutions perform equally well under more than 85% of the scenarios, but neither dominates for all of the rest. Given the hard constraints, there is always some limitation on the robustness of all the feasible solutions. When the original solution nearly reaches the robustness limitation, our approach usually provides some alternative solutions that perform as well in an average sense, but might emphasize different deliveries in terms
of robustness. In addition, since the recovery model for reoptimizing the robust solutions includes the Lagrangian terms while the recovery model for reoptimizing the original solutions does not, it is likely that under some disruptions, the recovery costs associated with the robust solutions could be slightly higher than the original ones.

Finally, the lead time effect stated in Proposition 2 can be observed in the average simulated cost with 5 days of lead time as opposed to 2.

Table 2: Simulation results for instances where the robust solution increases the planning cost but performs significantly better when disrupted.

<table>
<thead>
<tr>
<th>Ins.</th>
<th>Planning cost increase</th>
<th>Average simulated cost over all scenarios $AR(AO - AR)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>lead time = 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 day 1-2 days 1-3 days</td>
</tr>
<tr>
<td>1</td>
<td>10.2</td>
<td>0.0 (15.8) 0.0 (21.5) 4.4 (25.3)</td>
</tr>
<tr>
<td>3</td>
<td>1.7</td>
<td>11.1 (24.1) 22.5 (22.9) 29.9 (18.9)</td>
</tr>
<tr>
<td>4</td>
<td>3.4</td>
<td>0.0 (22.6) 5.0 (25.6) 6.7 (32.8)</td>
</tr>
<tr>
<td>6</td>
<td>1.6</td>
<td>6.9 (15.6) 6.9 (18.8) 15.5 (14.8)</td>
</tr>
<tr>
<td>13</td>
<td>4.8</td>
<td>4.4 (11.2) 7.0 (18.1) 10.9 (28.8)</td>
</tr>
<tr>
<td>14</td>
<td>5.4</td>
<td>13.5 (35.4) 14.2 (35.8) 20.0 (34.8)</td>
</tr>
<tr>
<td>15</td>
<td>1.2</td>
<td>4.4 (17.4) 8.8 (23.2) 15.1 (23.2)</td>
</tr>
</tbody>
</table>

Table 3: Simulation results for instances where the robust solution performs significantly better than the original planning solution, and with no increase in planning cost.

<table>
<thead>
<tr>
<th>Ins.</th>
<th>Planning cost increase</th>
<th>Average simulated cost over all scenarios $AR(AO - AR)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>lead time = 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 day 1-2 days 1-3 days</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>12.7 (24.7) 27.6 (16.6) 36.9 (12.7)</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>9.9 (17.5) 12.9 (30.3) 17.3 (31.3)</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>7.4 (14.5) 9.6 (15.7) 14.6 (15.6)</td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td>5.5 (5.7) 7.4 (8.4) 10.1 (14.3)</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>8.4 (6.0) 11.4 (5.7) 15.1 (9.1)</td>
</tr>
<tr>
<td>12</td>
<td>0.0</td>
<td>0.0 (14.0) 3.0 (14.5) 9.2 (17.9)</td>
</tr>
</tbody>
</table>
Figure 5: Simulated cost difference (robust/original) for Instance 4

Figure 6: Simulated cost difference (robust/original) for Instance 12
Table 4: Simulation results for instances with no increase in planning costs and little difference in performance when disrupted.

<table>
<thead>
<tr>
<th>Ins.</th>
<th>Planning cost increase</th>
<th>Average simulated cost over all scenarios $AR(AO - AR)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>lead time = 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 day</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>5.7 (0.0)</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>16</td>
<td>0.0</td>
<td>4.1 (-0.4)</td>
</tr>
<tr>
<td>17</td>
<td>0.0</td>
<td>1.7 (0.0)</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>4.9 (0.0)</td>
</tr>
</tbody>
</table>

Figure 7: Simulated cost difference (robust/original) for Instance 17
CHAPTER III

ROBUST ROUTING AND FLEXIBLE TIME WINDOW ALLOCATION

3.1 Introduction

In this chapter, we study a robust maritime inventory routing problem with time windows for deliveries with uncertain disruptions, where the length and placement of the time windows are also decision variables. In a traditional inventory routing problem, a vendor is responsible for both the inventory management at suppliers and customers, and for the routing of vehicles to pick up and deliver products. A variant is to assume that time windows are present (as given data) to account for the fact that pick-ups and deliveries may only be permitted within pre-specified time intervals (Chapter II). In this chapter, we consider the problem faced by a single vendor who must simultaneously decide routes for all the ships and delivery time windows.

The motivation for this work stems from vendor managed inventory problems where a vendor is responsible for delivering product to several customers over a planning horizon. Because the customers receive product from numerous sources, they typically negotiate delivery amounts and delivery times with each of their vendors. Customers do not reveal their actual inventory levels or consumption rates to the suppliers. Instead, they enter contractual agreements with vendors for deliveries over the planning horizon. Meanwhile, from the vantage point of a single vendor, the problem becomes an inventory routing problem with time windows (IRPTW) in which the time windows are decision variables. The vendor must provide to each individual customer a list of time windows for the entire planning horizon. There is an important tradeoff to be made when generating these time windows. On the one hand,
customers prefer to have small time windows to better plan their day-to-day operations, reduce their inventory levels, and lower their overall risk exposure. On the other hand, the vendor prefers to have large time windows so that it is possible to meet all contractual requirements even in the presence of disruptions in the planned delivery routes.

There are two fundamental ways to better withstand disruptions. First, the vendor can strategically develop routes possessing characteristics that allow for flexible recovery when a disruption occurs. Second, he can judiciously place delivery time windows at customers so that there are more opportunities to satisfy a delivery. However, in the absence of disruptions, both options may incur an additional cost above the optimal deterministic delivery solution. Since the vendor is interested in developing a delivery plan that is both economical as well as robust against uncertain disruptions, it is more favorable to have an integrated solution procedure that simultaneously considers the routing and time window allocation. Therefore, the objective of the robust inventory routing problem with time window allocation considered in this chapter is to determine robust routes for all the vehicles and flexible time windows at all the customers under unknown disruptions, so as to minimize the total expected costs.

An important motivating application of this work is in the creation and negotiation of an ADP in the LNG business. We refer to [39] and [8] for a review of the LNG supply chain. [40] proposes a branch-and-price method and implement different accelerating strategies to solve a LNG inventory routing problem. [66], [76] and [65] study a deterministic ADP problem in the LNG supply chain. The goal is to find an optimal plan for a heterogeneous fleet of ships that delivers two types of products from a single depot to a set of discharging ports such that constraints related to inventory storage at loading ports and contractual obligations at discharging ports are satisfied. Delivery time windows are not considered in their studies.
3.1.1 Relevant studies

IRPs involve a combination of inventory management and vehicle routing. [9] and [31] give comprehensive reviews of IRPs. “Several applications of the IRP have been documented. Most arise in maritime logistics, namely in ship routing and inventory management.... Problems arising in the chemical components industry and in the oil and gas industries are also a frequent source of applications in a maritime environment” ([31], p.2). Surveys on maritime inventory routing problems are given by [27] and [60].

The IRPTW is a variant of the IRP in which time windows for pick-ups and deliveries are given exogenously (as data). Early work in the maritime sector includes [28] and [25] who study the Inventory Pickup and Delivery Problem with Time Windows, which involves scheduling of a fleet of ships while respecting the service time windows and inventory restrictions. [32] studies a multi-ship pickup and delivery problem with soft time windows. The objective is to find shipping schedules with significant reduction in transportation cost by introducing soft time windows which can be violated at the expense of paying inconvenience cost. For a similar problem, [26] designs robust schedules that are less likely to result in ships staying idle at ports during weekends by imposing penalty costs for arrivals at risky times. [5] and [6] investigate a vehicle routing problem with time windows (VRPTW) where travel times are uncertain and belong to a predetermined polytope. A robust optimization framework is used to find routes that are feasible for all values of the travel times in the uncertainty polytope. [80] develops a Lagrangian heuristic scheme for generating robust solutions to a MIRPTW with uncertain travel disruptions.

However, the problem of assigning time windows has largely been overlooked in the VRP and IRP literature. To the best of our knowledge, this is the first study to consider an inventory routing problem with time window allocation. [75] considers a related problem, referred to as the time window assignment vehicle routing problem,
which focuses exclusively on demand uncertainty. It consists of determining a time window assignment before demand is known, and finding a vehicle routing schedule for each scenario satisfying the time windows such that the expected costs are minimized. Another related work is the vehicle routing problem with self-imposed time windows (VRP-SITW) studied in [45]. Unlike in the traditional VRPTW where time windows are given exogenously by the customers, in the VRP-SITW, the vendor assigns customers to vehicles, sequences the customers allocated to each vehicle, and sets the time windows in which it plans to serve the customers. The term “self-imposed” refers to the fact that the vendor selects the time windows by itself, independently of the customer, and therefore time windows are treated as endogenous to the routing problem. The work also aims to cope with travel time disruptions by inserting slack time into the schedule. Like the VRP-SITW, our problem treats time window allocation as a decision variable to cope with various disruptions. However, compared with the VRP-SITW, we consider a more complex problem which involves a heterogeneous fleet of ships, a multi-period planning horizon and multiple loading ports. Also, unlike in the VRP-SITW where the length of time windows is given, we treat it as a decision variable in our problem.

3.1.2 Contributions

The main contributions of this chapter are:

1. We introduce a robust MIRPTWA where the length and placement of the time windows are also decision variables. The problem involves a combination of not only inventory management and vehicle routing, but also time window placement. To the best of our knowledge, this generalized maritime inventory routing problem has not been studied in the literature.

2. We formulate the problem as a two-stage stochastic mixed-integer program and
propose a two-phase solution approach that considers various types of disruptions that may affect the travel time or availability of vessels to deliver in certain time periods.

3. We develop a modeling technique that aims to generate robust routes in which time buffers are spread among deliveries and consecutive deliveries at a port are separated by at least a minimum number of periods.

4. We propose a stochastic multi-scenario construction heuristic to reduce the solution times in determining good and flexible time windows.

The remainder of the chapter is organized as follows. Section 3.2 provides a description of the problem and discusses the types of disruptions considered in this chapter. Section 3.3 gives the mathematical model formulation and proposes a two-phase solution approach. Section 3.4 presents two robustness strategies for generating robust routes, and gives the Phase I computational results. Section 3.5 proposes a stochastic multi-scenario construction heuristic, and solves a two-stage stochastic program with recourse that considers a set of disruptions and their recovery solutions to determine delivery time windows. We also report the Phase II computational results. In Section 3.6, we give concluding remarks.

### 3.2 Problem description

The MIRPTWA is defined on a finite planning horizon where set $\mathcal{T}$ contains all time periods. We propose a two-stage stochastic programming model by considering a set $\mathcal{S}$ of disruption scenarios where scenario 0 has no disruptions and each scenario $s \in \mathcal{S}/\{0\}$ contains exactly one disruption. The solution under scenario 0 is called the *original plan*. For each disruption scenario, the planning horizon is partitioned into two segments. In the first segment, the original plan is executed; in the second, a *recovery plan* is implemented after period $l_s$, $s \in \mathcal{S}/\{0\}$ when the disruption is
known. The disruption might not occur until a time after $l_s$, for example in the case of an approaching hurricane. In other words, we consider the effect of lead time. In reality, multiple disruptions might occur when an original plan is executed. We approximate the true problem by solving a two-stage stochastic programming model recursively. By using the same planning model at the recovery procedure, it can be viewed as a re-planning stage for potential future disruptions.

We assume there is a set of loading ports denoted by $\mathcal{J}^L$. The $i$-th port has a constant production rate $p_{i,t}$ of a single product at period $t \in \mathcal{T}$ and an initial inventory level $I_{i,0}$. The variable $I_{i,t}^s$ tracks the inventory level at port $i \in \mathcal{J}^L$ at the end of period $t \in \mathcal{T}$ under scenario $s \in \mathcal{S}$, and it must be between a lower limit $L_i$ and an upper limit $U_i$ in each period.

We consider a set of discharging ports denoted by $\mathcal{J}^D$. Contractual agreements (made prior to the planning decisions considered here) stipulate that the vendor must deliver at least quantity $Q_{j}\text{Port}$ of product at discharging port $j \in \mathcal{J}^D$ over the entire planning horizon. We use a heterogeneous fleet of ships denoted by $\mathcal{V} = \{1, 2, \cdots \}$, with each ship $v \in \mathcal{V}$ having some load capacity $Q_v^{\text{Ship}}$ to deliver the product. For simplicity, we restrict our attention to problems where ships always fully load or discharge at a port, and assume that ships leave a port immediately after they load or discharge the product. The agreements also stipulate that the product should be delivered fairly evenly throughout the planning horizon. Thus, at each discharging port $j \in \mathcal{J}^D$, we define a set $\mathcal{K}_j$ of time intervals which corresponds to subsets of consecutive periods, and specify a targeted delivery quantity $q_{jk}$ for each time interval $k \in \mathcal{K}_j$. These targets do not have to be met exactly, but there is a penalty cost $P^D$ per unit associated with the deviation from the targets. We assume set $\mathcal{T}_{jk}$ contains all the periods in time interval $k \in \mathcal{K}_j$ at discharging port $j \in \mathcal{J}^D$. The time intervals at a discharging port might overlap with each other. In addition, the berth limit $B_j$ is the maximum number of ships that can discharge in a given time period at
discharging port $j \in \mathcal{J}^D$. We assume that service time (time to load/discharge) is already built into the travel time. Let $\mathcal{J} = \mathcal{J}^L \cup \mathcal{J}^D$ be the set of all ports.

The planning problem determines a list of time windows at each discharging port. There is an upfront cost $C_{jw}^{TW}$ if a $w$-day time window is placed at discharging port $j \in \mathcal{J}^D$. We assume that the length of each time window is at most $W$ periods and any two consecutive time windows at a discharging port are separated by at least $Z$ periods. The time windows are not vessel-specific, but are the same across all the scenarios. A penalty cost $P^O$ per unit incurs under scenario $s \in S/\{0\}$ for each delivery its recovery plan requires outside of the time windows.

We assume that each scenario $s \in S/\{0\}$ only includes a single disruption. While multiple disruptions could occur, we do not consider that case in this study. Two types of disruptions are considered in the chapter:

- **Travel disruptions**, such as those caused by a hurricane, affect all routes of ships inbound to a port, resulting in one or multiple day(s) of delay on all routes scheduled to enter the port in a certain time interval.

- **Port disruptions**, such as those caused by a strike or maintenance issue at a specific port, result in one or multiple day(s) of delay for all ships scheduled to load or discharge at the port during a certain time interval.

Mathematically, the two types of disruptions can be defined as follows. Assume $D(s) = \{(i, t, d)\}$ is the disruption considered in scenario $s \in S/\{0\}$. If it is a travel disruption, then all the ships that are scheduled to arrive at port $i \in \mathcal{J}$ during periods that are close to $t \in \mathcal{T}$ are delayed by $d$ days. If it is a port disruption, then all the ships at the port $i \in \mathcal{J}$ are not allowed to load or discharge during periods $t, \cdots, t + d - 1$. Since we assume that ships leave the ports immediately after they load or discharge the product, equivalently, one can interpret the disruptions as (travel disruption): all the ships that are scheduled to arrive at port $i$ during
periods that are close to \( t \in T \) are forced to stay at the port by at least \( d \) days before departure, and (port disruption): ships are not allowed to leave port \( i \) during periods \( t, \ldots, t + d - 1 \).

The MIRPTWA consists of determining routes for all the ships (including original plan and recovery plan under each scenario \( s \in \mathcal{S}/\{0\} \)), as well as time windows at all the discharging ports so as to minimize total expected costs of travel, placing delivery time windows, over/under-deliveries, and deliveries outside of the time windows over all the scenarios. We assume equal probability for each scenario \( s \in \mathcal{S} \).

### 3.3 Mathematical formulations

In this section, we first present a two-stage stochastic mixed-integer programming model as a Full Formulation (FF) for the MIRPTWA and then propose a two-phase heuristic approach to solve the problem.

#### 3.3.1 Full model

The model is constructed on a time-space network. The network has a source node \( n_0 \), a sink node \( n_T \) and a set \( \mathcal{N} \) of regular nodes where each regular node \( n \) is a port-time pair \((j, t), j \in \mathcal{J}, t \in \mathcal{T}\). The nodes are shared by all the ships, while each ship has its own travel and waiting arcs in the network. The travel arcs from node \((j_1, t_1)\) to node \((j_2, t_2)\) represent travel between ports \( j_1 \) and \( j_2 \), and the waiting arcs from node \((j, t)\) to node \((j, t + 1)\) represent staying at port \( j \) in both period \( t \) and \( t + 1 \). We assume the travel arcs include the time to load or discharge. We use \( \mathcal{A} \) to denote the set of all arcs, and \( \mathcal{A}^+ \) to denote the set of all travel arcs. We assume \( C^T_a \) is the travel cost associated with arc \( a \in \mathcal{A}^+ \). There is no cost for keeping a ship at a port. In addition, the sets of incoming and outgoing travel arcs associated with ship \( v \) and node \( n = (j, t) \) are denoted by \( \mathcal{R}(j, t, v)^+ \) and \( \mathcal{F}(j, t, v)^+ \) respectively, while the sets of incoming and outgoing arcs associated with ship \( v \) and node \( n = (j, t) \) are denoted by \( \mathcal{R}(j, t, v) \) and \( \mathcal{F}(j, t, v) \) respectively.
Let \( x_a = 1 \) if arc \( a \in \mathcal{A} \) is used, and \( x_a = 0 \) otherwise. Let \( y_{jt w} = 1 \) if there exists a \( w \)-day time window \( (0 \leq w \leq W) \) starting from period \( t \in \mathcal{T} \) at discharging port \( j \in \mathcal{J}^D \), and \( y_{jk} = 0 \) otherwise. The decision variable \( f_{jk}^s \) represents the over-delivery quantity of time interval \( k \in \mathcal{K}_j \) at discharging port \( j \in \mathcal{J}^D \) under scenario \( s \in \mathcal{S} \). If period \( t \in \mathcal{T} \) at discharging port \( j \in \mathcal{J}^D \) is not covered by any time window, the decision variable \( g_{jt}^s \) represents the delivery quantity under scenario \( s \); otherwise, \( g_{jt}^s = 0 \). An arc-flow mixed-integer programming model is given by:

\[
\begin{align*}
(FF) \quad \min & \sum_{a \in \mathcal{A}^T} C_a^T x_a^0 + \sum_{j \in \mathcal{J}^D} \sum_{t \in \mathcal{T}} \sum_{w=1}^{W} C_{jtw}^T y_{jt w} + \sum_{j \in \mathcal{J}^D} \sum_{k \in \mathcal{K}_j} f_{jk} + \sum_{s \in \mathcal{S}} \sum_{j \in \mathcal{J}^D} \sum_{t \in \mathcal{T}} g_{jt}^s \\
\text{s.t.} & \sum_{a \in \mathcal{FS}(n,v)} x_a^s - \sum_{a \in \mathcal{RS}(n,v)} x_a^s = 0, \quad \forall s \in \mathcal{S}, \, \forall v \in \mathcal{V}, \, \forall n \in \mathcal{N}. \quad (31) \\
& \sum_{a \in \mathcal{FS}(n_0,v)} x_a^s = 1, \quad \forall s \in \mathcal{S}, \, \forall v \in \mathcal{V}. \quad (32) \\
& \sum_{a \in \mathcal{RS}(n_T,v)} x_a^s = 1, \quad \forall s \in \mathcal{S}, \, \forall v \in \mathcal{V}. \quad (33) \\
I_{i,t}^s = I_{i,t-1}^s + p_{i,t} - \sum_{v \in \mathcal{V}} Q_{\text{Ship}}^v \sum_{a \in \mathcal{FS}(i,t,v)^+} x_a^s, \quad \forall s \in \mathcal{S}, \, \forall i \in \mathcal{J}^C, \, \forall t \in \mathcal{T}. \quad (34) \\
& L_i \leq I_{i,t}^s \leq U_i, \quad \forall s \in \mathcal{S}, \, \forall i \in \mathcal{J}^C, \, \forall t \in \mathcal{T}. \quad (35) \\
& \sum_{v \in \mathcal{V}} \sum_{a \in \mathcal{FS}(j,t,v)^+} x_a^s \leq B_j, \quad \forall s \in \mathcal{S}, \, \forall j \in \mathcal{J}^D, \, \forall t \in \mathcal{T}. \quad (36) \\
& \sum_{t \in \mathcal{T}} \sum_{v \in \mathcal{V}} Q_{\text{Ship}}^v \sum_{a \in \mathcal{FS}(j,t,v)^+} x_a^s \geq Q_{\text{Port}}^j, \quad \forall s \in \mathcal{S}, \, \forall j \in \mathcal{J}^D. \quad (37)
\end{align*}
\]
\[
\sum_{t \in T} \sum_{v \in V} Q^\text{Ship}_v x^0_a - f_{jk} \leq q_{jk}, \quad \forall j \in J^D, \; \forall k \in K_j. \quad (38)
\]

\[
x^s_{(i,u,v)\rightarrow(i,u+1,v)} \geq \sum_{a \in RS(i,t,v)^+} x^s_a, \quad u = t, \cdots, t+d-1, \; (i,t,d) \in D(s), \; \forall s \in S/\{0\}, \; \forall v \in V. \quad (39)
\]

\[
\sum_{u=t}^{t+d-1} \sum_{v \in V} \sum_{a \in FS(i,t,v)^+} x^s_a = 0, \quad (i,t,d) \in D(s), \; \forall s \in S/\{0\}, \; \forall v \in V. \quad (39')
\]

\[
x^s_a = x^0_a, \text{ if arc } a \text{ is a decision to be made before } l_s, \quad \forall s \in S/\{0\}. \quad (40)
\]

\[
\sum_{w=1}^{W} y_{jtw} \leq 1, \quad \forall j \in J^D, \; \forall t \in T. \quad (41)
\]

\[
y_{jtw} + y_{jt'w'} \leq 1, \quad \forall j \in J^D, \; t < t', \; t + w + Z + 1 \geq t'. \quad (42)
\]

\[
g^s_{jt} \geq \sum_{v \in V} Q^\text{Ship}_v \sum_{a \in FS(j,t,v)^+} x^s_a - M \sum_{\tau=t-W+1}^{t} \sum_{w=1}^{W} y_{irw}, \quad \forall s \in S, \; \forall j \in J^D, \; \forall t \in T. \quad (43)
\]

\[
x^s_a, \; y_{jtw} \in \{0, 1\}, \; f_{jt} \geq 0, \; g^s_{jt} \geq 0, \quad \forall s \in S, \; \forall a \in A, \; \forall j \in J^D, \; \forall t \in T, \; w = 1, \cdots, W. \quad (44)
\]

The objective is to minimize total costs of travel, placing delivery time windows, over/under-deliveries in all the considered time intervals, and deliveries outside of the time windows over all the scenarios. Network flow constraints (31) – (33) require each ship to travel from the source to the sink in each scenario. (34) and (35) are
balance constraints of the product at loading ports. (36) are the berth constraints at discharging ports. Constraints (37) and (38) ensure that a minimal quantity of the product is delivered at each discharging port and it is delivered fairly evenly throughout the planning horizon. Constraints (39) and (39') correspond to the travel and port disruptions respectively. Nonanticipativity constraints (40) ensure that the original plan under scenario 0 is executed until period \( l_s \) when the disruption is realized in scenario \( s \in S/\{0\} \). Logical constraints (41) and (42) restrict the selection of time windows. Constraints (43) track the deliveries outside of the time windows, where \( M \) is a large number. Constraints (44) are the variable restrictions.

### 3.3.2 Decomposition models for a two-phase heuristic approach

Given the computational complexity, we are not able to consider all possible scenarios or all possible realizations of constraints (39) or (39') in a single model. However, most of the scenarios would not affect the original schedule if they disrupt a route on which there is no ship or a port where no loading/discharging is happening at the time.

As a remedy, we propose a two-phase heuristic approach to solve the problem. In Phase I, we generate routes by incorporating some robustness strategies into a deterministic inventory routing problem without considering disruption scenarios. In Phase II, given the routes obtained in Phase I, we determine delivery time windows by solving a restricted version of Model (FF) by including heuristic constraints that are used to fix the ships’ visit sequences and a selected set of disruptions that may affect the given routes. When \( S = \{0\} \), i.e., when no disruptions are considered, the base model in Phase I is given as:

\[
(P1F) \quad \min \sum_{a \in A^+} C_a^T x_a^0 + P^D \sum_{j \in J^D} \sum_{k \in K_j} f_{jk} \tag{45}
\]

s.t. (31) – (38),
Based on (P1F), we introduce two planning strategies to generate robust routes in Phase I, which will be discussed in detail in Section 3.4. The resulting solutions of the Phase I model are routes for each ship that consist of visit sequences as well as loading and discharging times.

Given the solutions to the Phase I model, we extract the information regarding the visit sequences from the solutions and use it as an input in the Phase II model. Although the ships’ visit sequences are given, the timing decisions may vary across all the scenarios. Let set $H^O$ ($H^I$) contain all the triples $(i, t, v)$ if ship $v$ departs from (arrives at) port $i$ during time interval $[t - e, t + e]$ in the Phase I solution, where $e$ is a small integer. With these restrictions, the Phase II model with the heuristic constraints can be given as:

$$\text{(P2F)} \quad \min \sum_{j \in J^D} \sum_{t \in T} \sum_{w=1}^{W} C_{jtw} y_{jtw} + P^D \sum_{j \in J^D} \sum_{k \in K_j} f_{jk} + P^O \sum_{s \in S} \sum_{j \in J^D} \sum_{t \in T} g_{jtw}$$

s.t. (31) – (38), (39) or (39'), (40) – (44),

$$x^s_a = 0, \quad \forall s \in S, \forall a \in FS(i, t, v)^+, \ (i, t, v) \notin H^O, \quad (48)$$

$$x^s_a = 0, \quad \forall s \in S, \forall a \in RS(i, t, v)^+, \ (i, t, v) \notin H^I. \quad (49)$$

Since the visit sequences are fixed in Phase II, we do not include the travel cost in objective function (47). Constraints (48) and (49) ensure that in each scenario, loading and discharging times may be changed from the Phase I solutions even if the visit sequences are given. Algorithm 2 provides an overview of our two-phase heuristic approach.
Algorithm 2: A Two-phase Heuristic Approach

**Phase I** Generate robust routes.

1.1 Solve a deterministic inventory routing problem with robustness strategies.

- Evenly allocate idle time (see Section 3.4.1).
- Separate deliveries with minimum time requirement (see Section 3.4.2).

1.2 Fix the visit sequence of each ship

**Phase II** Determine delivery time windows (see Section 3.5).

2.1 Apply a multi-scenario construction heuristic to obtain initial feasible solutions

2.2 Solve a two-stage stochastic program with recourse that considers a set of disruptions and their recovery solutions.

### 3.3.3 An aggregate model based on ship class

In order to reduce the solution times in (P1F), we use an aggregate model in which ship data are aggregated by ship class so that individual ship schedules are not distinguished in solutions. Such an aggregation technique was used in [59] to obtain a coarse solution in their system model. To apply the aggregate model, we create a variant of the time-space network described in Section 3.3.1, in which the arc set $A_{vc}$ for each ship class $vc \in \mathcal{VC}$ is the union of the arc sets for all the ships in the ship class. Assume there are $N_{vc}$ ships in the ship class $vc$, then we replace constraints (31) – (33) and (46) in (P1F) with the following ones in the aggregate model, which is referred to as (P1FVC).

\[
\sum_{a \in \mathcal{FS}(n,vc)} x^0_a - \sum_{a \in \mathcal{RS}(n,vc)} x^0_a = 0, \quad \forall vc \in \mathcal{VC}, \; \forall n \in \mathcal{N}. \quad (31')
\]
\[ \sum_{a \in \mathcal{F}(a_0, v_c)} x^0_a = N_{vc}, \quad \forall v_c \in \mathcal{V}C. \tag{32'} \]

\[ \sum_{a \in \mathcal{R}(n_T, v_c)} x^0_a = N_{vc}, \quad \forall v_c \in \mathcal{V}C. \tag{33'} \]

\[ x^0_a \in \{0, 1, \cdots N_{vc}\}, \quad f_{jt} \geq 0, \quad \forall a \in \mathcal{A}_{vc}, \forall v_c \in \mathcal{V}C, \forall j \in \mathcal{J}^D, \forall t \in \mathcal{T}. \tag{46'} \]

A solution produced by (P1FVC) specifies routes for all ship classes, but not for individual ships. To assign a route for each ship, we perform a post-processing step by solving a trivial feasibility problem with constraints (31) - (33) and \( \sum_{a \in \mathcal{A}_{a'}} x^0_a = \bar{x}^0_{a'}, \forall a' \in \mathcal{A}_{vc}, \forall v_c \in \mathcal{V}C \), where each set \( \mathcal{A}_{a'} \) contains the arcs that are aggregated into the arc \( a' \), and \( \bar{x}^0_{a'} \) is the optimal value obtained by solving (P1FVC).

### 3.4 Phase I: Robust routing

In this section, we introduce two robustness strategies to generate robust routes in Phase I: slack reallocation and delivery separation.

#### 3.4.1 Slack (idle time) reallocation

Since a ship might have more time than needed to get from one port to another, there can be some slack in planning solutions. We define slack days as the days when a ship is idle at a discharging port. From a robustness point of view, slack days can be regarded as a buffer to protect on-time deliveries. To avoid the cases where some deliveries are over-protected while others are very fragile, we propose a slack reallocation strategy in order to “evenly” allocate the slack among all the deliveries. By using the modeling technique shown in Figure 8, we can track the number of slack days associated with each delivery. In the given example, the normal travel time from loading port A to discharging port B is 3 days and the travel cost is \( c \). We artificially
include 4-day and 5-day travel arcs from loading to discharging ports on a standard time-space network, and associate them with slightly lower costs $c - \epsilon_1$ and $c - \epsilon_2$ respectively where $0 < \epsilon_1 < \epsilon_2$. Since using a 4-day travel arc is equivalent to using a normal 3-day travel day (starting from the same period) plus a waiting arc but has a lower cost, the optimization problem would prefer the former one. Therefore, for an optimal solution, we can obtain the number of deliveries that are protected by no slack days, 1 slack day and at least 2 slack days by counting the usage of 3-day (from loading to discharging ports), 4-day and 5-day travel arcs.

More generally, suppose a maximum of $R$ slack days can give benefit as a buffer. To achieve the goal of “evenly” allocating the slack amongst all the deliveries, we assume that the difference between having a $r$-day slack and having a $(r + 1)$-day is more significant than the difference between having a $r'$-day slack and having a $(r' + 1)$-day if $r < r' \leq R$. Therefore, the discount factors of using artificial travel arcs are set as a concave function given in Figure 9.
Let set $\mathcal{A}_r^+$ contain all the artificial travel arcs with an extra $r$ travel days from loading to discharging ports ($r = 1, \cdots, R$) and $\mathcal{A}_0^+$ contain all the normal travel arcs. We give a discount for ships using artificial slow travel arcs; namely, $C^T_{a'} = C^T_a - \sqrt{r}$ if $a \in \mathcal{A}_0^+, a' \in \mathcal{A}_r^+$ and they represent the same port-to-port travel. To incorporate the slack reallocation strategy, we modified the objective function (45) as:

$$\min \sum_{r=0}^{R} \sum_{a \in \mathcal{A}_r^+} C^T_a x^0_a + P^D \sum_{j \in \mathcal{J}^D} \sum_{k \in K_j} f_{jk}. \quad (45')$$

3.4.2 Separating consecutive deliveries

It is more likely that a disruption could cause significant problems when deliveries are clustered together during a short time frame at a port. Therefore, in order to mitigate the potential effect of a disruption, we separate any two consecutive deliveries at a port by a minimal number of periods. Suppose there are no more than one delivery within any consecutive $U$ periods at a port, then we call $U$ a separation parameter and rewrite constraints (36) as

$$\sum_{u=t}^{t+U-1} \sum_{v \in \mathcal{V}} \sum_{a \in FS(j,t,v)^+} x^0_a \leq 1, \quad \forall j \in \mathcal{J}^D, \forall t \in \mathcal{T}. \quad (36')$$

3.4.3 Phase I computational results

In this section, we show the effects of the two robustness strategies on generating ship routes. Time windows will be placed in Phase II. We expect to see that evenly distributing slack days among the deliveries and setting minimum separation times between consecutive deliveries at a port result in a modest increase in the total travel cost relative to ignoring such robustness strategies altogether. The benefits of coupling these robust routes with judiciously chosen time windows will be shown in Section 3.5.3.

A total of 10 instances are created based on the problem described in Section 3.2. In each instance, we define a 60 periods problem in which there are $2-4$ loading ports,
2 – 8 discharging ports, 2 ship groups consisting of 3 – 8 ships. We include 1 extra day, 2 extra days and 3 extra days travel arcs while applying the slack reallocation strategy, namely \( R = 3 \), and we let the separation parameter \( U \) vary from 1 to 4 in the experiments. The integer programs are solved using CPLEX 12.5 with a 4-hour time limit.

Figure 10 shows the average travel cost of the solutions relative to base model. The vertical axis represents the percentage of cost increase based on the basic Phase I model (P1F), which optimistically assumes that there are no disruptions. The horizontal axis gives the separation parameter \( U \) defined in the second robustness strategy. The dotted and solid lines correspond to the models with and without the slack reallocation strategy, respectively. Since any feasible solution to a robust model is feasible to (P1F), we observe in Figure 10 that the average travel cost increases when the robustness strategies are applied. For any given separation parameter, this cost increase is roughly between 0.4% and 0.8% on average. Since the benchmark travel cost used here assumes that no disruptions occur, an average cost increase under 1% seems acceptable.

Figure 11 shows the slack distribution of the best solution found by various models. The horizontal axis represents the average number of deliveries over all the instances with various slack days, and the vertical axis represents different models where SR indicates slack reallocation and \( U \) is the separation parameter. We observe that when the slack reallocation strategy is applied, the number of deliveries that are protected by 1 slack day largely increases while the number of deliveries associated with no slack and more than 2 slack days decreases. Therefore, it achieves our objective of “evenly” allocating the slack amongst all the deliveries.
Figure 10: Phase I – Travel cost comparison relative to model without robustness strategy

Figure 11: Phase I – Slack day comparison
3.5 Phase II: time window placement

In Phase I, we obtain routes for ships that consist of both visit sequences and timing for loading and discharging. In Phase II, we allocate time windows for each delivery by solving a restricted version of Model (FF) in which the visit sequences of each ship, obtained in the Phase I solutions, are fixed.

3.5.1 Disruption scenarios

Since the visit sequence is given for each ship while the loading and discharging times may vary across all the scenarios, constraints (48) and (49) force the value of a large set of decision variables to be 0 in the time-space network. In other words, we largely reduce the number of scenarios that might cause a disruption to the original schedule. To help understand how a disruption might affect travel, loading or discharging of a ship, we illustrate the two types of disruptions in Figure 12. The dashed lines represent original routes, and the solid lines represent recovery routes. In these two examples, a ship is affected due to a travel disruption (in the left one) and a port disruption (in the right one) that both last for 2 periods. As a result, at least two deliveries are delayed due to the cascading effect. Although it shows no difference between these two disruptions in terms of their effects on this particular ship, they may cause different overall problems to the entire schedule. The travel disruption can delay some other inbound travel arcs from L1 to D1 as well that are close in period to the disrupted travel arc shown in the Figure. On the other hand, the port disruption can affect other ships that were prepared to discharge during the disrupted periods.

3.5.2 Construction heuristic

We propose a stochastic multi-scenario construction heuristic to obtain initial feasible solutions to (P2F). It can be viewed as an extension of the optimization-based local search heuristic that was first introduced in [74]. In their approach, in order to improve an initial feasible solution, they solve restricted optimization models. They
fix the decision variables associated with all but two ships, optimize over those two ships, and repeat this procedure for all ship pairs. [36] adapts this approach as a construction heuristic to generate solutions to instances with 365 time periods. In this chapter, we propose a two-stage stochastic multi-scenario construction heuristic. The heuristic takes as input a set of feasible routes, one for each ship; that solution is obtained by solving a deterministic routing problem such as the one proposed by [80]. In the first stage of the heuristic, we partition the ships into $V_G$ ship groups $V_1, V_2, ..., V_{V_G}$ based on how closely in time they visit the same port, and for each ship group, we solve a reduced optimization problem that considers only scenario 0 and every other scenario whose disruption may affect one or more ships in $V_{vg}$, $vg \in \{1, 2, \cdots, VG\}$. We merge all the individual ship-group solutions together to create an initial solution, which might not be feasible due to the inventory and berth constraints. Therefore, we proceed to a second stage similar to that of [74], but generalized to allow sets of up to $K$ ships. The second stage emphasizes eliminating feasibility until a feasible solution is obtained; once we have a feasible solution, we continue running improvement iterations in order to improve the quality of solutions. The output of the heuristic is the best solution found, which is then given to the full model as a starting solution for the MIP. An overview of the heuristic is given in Algorithm 2.
Algorithm 3: Stochastic Multi-scenario Construction Heuristic

Input: Set of routes for each ship (under no disruptions)

begin

Construction Stage

1. Partition the ships into $VG$ ship groups.
   1.1 For each ship pair $v_1, v_2 \in V$, calculate $cl(v_1, v_2)$, which is the smallest difference in time between a loading/discharging of $v_1$ and a loading/discharging of $v_2$ at the same port.
   1.2 Partition all the ships into $VG$ ship groups such that
   \[ \sum_{v_g=1}^{VG} \sum_{v_1, v_2 \in V_{v_g}} cl(v_1, v_2) \] is minimized. Each ship group has at least one ship.

2. for $v_g = 1, 2, \cdots, VG$ do
   2.1 Create a set $D_{v_g}$ that contains scenario 0 and the scenarios whose disruption may affect one or more ships in $V_{v_g}$.
   2.2 Solve a reduced two-stage stochastic MIP over the scenario set $D_{v_g}$ by only including the decision variables associated with the ships in $V_{v_g}$.
   2.3 Obtain the solutions for the ships in $V_{v_g}$ under the scenarios in $D_{v_g}$.
3 Merge the solutions.

for each pair $(v, s)$ where $v \in V_{v_g} \subset V$ and $s \in S$ do
   if $s \in D_{v_g}$ then
      use the solution obtained in 2.3,
   else
      use the solution under no disruption.

Improvement Stage

4. for $k = 1, \cdots, K$ do
   for $i_1 = 1, \cdots, V$ do
      for $i_k = i_{k-1} + 1, \cdots, V$ do
         4.1 Fix decision variables associated with each ship $v, v \notin V_F = \{i_1, \cdots, i_k\}$.
         4.2 Solve the restricted two-stage stochastic MIP with the remaining variables.
         4.3 Update the current solution.
3.5.3 Phase II computational results

In Section 3.4.3, we observed that by incorporating the two robustness strategies in Phase I, there is a modest increase in the total travel cost relative to the basic model which is overly optimistic by assuming no disruptions. In this section, we show the benefits of generating such robust ship routes when we determine delivery time windows. We expect to see that despite a modest increase in the travel cost, applying the robustness strategies enables the vendor to commit relatively small time windows to its customers. Furthermore, compared with the modest increase in generating robust routes, we achieve much more savings by placing small delivery time windows and paying a lower expected recovery cost in case of potential disruptions.

We present the Phase II computational results of the 10 test instances described in Section 3.4.3. We extract the information regarding the visit sequences of ships from the solutions generated in Phase I, and fix them as heuristic constraints in (P2F). Since various planning strategies can lead to different visit sequences, we compare their performance based on the following metrics: travel cost, time-window cost, and total cost of the original plan; and the expected total cost and worst-case-scenario total cost. The number of disruption scenarios considered in (P2F) depends on the number of deliveries in the original plan. Specifically, we include one disruption scenario for each delivery. In our experiments, the number of disruption scenarios varies from 14 to 41 among different instances. For each delivery at a discharging port, we create a disruption scenario with a 2-day delay for all ships on inbound routes to the port. The lead time is assumed to be 7 days, and the maximal length of a time window is 3.

Table 5 shows the comparisons of the solutions generated under two different planning strategies. For each instance, we generate two visit sequences in Phase I, and give them as an input to (P2F). In the first one (VS1), no robustness strategy is used, while in the second one (VS2), we apply the strategy of slack reallocation with
separation parameter $U = 3$. The numbers in Table 5 show the percentage in cost change (where a negative value is a cost improvement) of VS2 solutions compared to VS1 solutions. For example, in instance 1, although there was a 0.66% cost increase associated with travel costs, the percentage of cost decrease related to time-window costs was 18.92% and the total scenario 0 cost decreased by 3.17% when using a robust solution over that of ignoring robustness issues. Moreover, the scenario-based expected total cost and the worst-case scenario total cost dropped by 4.12% and 7.11%, respectively, by incorporating the robustness strategies. Since we incorporate the slack reallocation and delivery separation constraints when generating VS2, scenario 0 travel costs cannot decrease. The important observation is that generating routing solutions judiciously with slack reallocation and delivery separation leads to lower time window costs, and decreases the total scenario 0 cost in each of the instances. Furthermore, by applying the two robustness strategies, we have lowered the expected total costs and the worst-case-scenario costs as well, in every instance.

Table 5: Phase II: Cost comparisons for various visit sequences

<table>
<thead>
<tr>
<th>Ins.</th>
<th>Original plan travel cost</th>
<th>Time-window cost</th>
<th>Original plan total cost</th>
<th>Scenario-based expected total cost</th>
<th>Worst-case scenario total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.66%</td>
<td>-18.92%</td>
<td>-3.17%</td>
<td>-4.12%</td>
<td>-7.11%</td>
</tr>
<tr>
<td>2</td>
<td>3.82%</td>
<td>-22.81%</td>
<td>-3.27%</td>
<td>-4.22%</td>
<td>-3.10%</td>
</tr>
<tr>
<td>3</td>
<td>0.31%</td>
<td>-3.41%</td>
<td>-0.48%</td>
<td>-0.60%</td>
<td>-2.10%</td>
</tr>
<tr>
<td>4</td>
<td>1.51%</td>
<td>-9.80%</td>
<td>-0.32%</td>
<td>-0.34%</td>
<td>-0.31%</td>
</tr>
<tr>
<td>5</td>
<td>1.41%</td>
<td>-30.16%</td>
<td>-5.80%</td>
<td>-5.78%</td>
<td>-7.05%</td>
</tr>
<tr>
<td>6</td>
<td>0.31%</td>
<td>-18.56%</td>
<td>-4.07%</td>
<td>-4.18%</td>
<td>-4.91%</td>
</tr>
<tr>
<td>7</td>
<td>0.39%</td>
<td>-2.78%</td>
<td>-0.30%</td>
<td>-0.29%</td>
<td>-0.30%</td>
</tr>
<tr>
<td>8</td>
<td>1.14%</td>
<td>-33.33%</td>
<td>-6.74%</td>
<td>-7.68%</td>
<td>-6.90%</td>
</tr>
<tr>
<td>9</td>
<td>1.00%</td>
<td>-29.55%</td>
<td>-4.49%</td>
<td>-4.49%</td>
<td>-4.49%</td>
</tr>
<tr>
<td>10</td>
<td>0.00%</td>
<td>-12.28%</td>
<td>-1.92%</td>
<td>-2.12%</td>
<td>-2.16%</td>
</tr>
</tbody>
</table>

Figure 13 shows the percentages of the time windows with different sizes when we use the VS2 solution as an input to (P2F) for each instance. We observe that by assuming a 2-day delay for each disruption in our experiments, roughly 60% – 80%
of the time windows contain only 1 day.

We also conducted an experiment to compare our approach with a naive heuristic in which we increase every travel arc by 1 day and assign a 2-day time window to each delivery. In terms of the penalty costs due to the deliveries outside of the time windows, this naive heuristic performs similar to the benchmark strategy in which we use VS1 solutions as an input to (P2F). However, this naive heuristic yields a very high up-front cost of placing time windows which reveals that placing a 2-day time window for each delivery is too conservative. Consequently, our approach in which we use VS2 solutions as an input to (P2F) outperforms this naive heuristic by an even larger margin in terms of the total cost. In summary, this comparison provides further evidence for the need to judiciously place time windows in order to balance costs with robustness.

In Table 6, we report the solution times (in seconds) if solved to optimality, values of the best solutions found by the heuristic (if applied), primal values and dual bounds given by the full model, and optimality gaps. For each instance, we show the number of scenarios (including the scenario with no disruptions) in the second column. A limit of 4 hours is given to the full model. For each instance, there are three rows in

Figure 13: Phase II: Time window distribution
the table, which correspond to the cases where (1) we solve the full model without the heuristic, (2) we use the heuristic with \( K = 1 \) before solving the full model, and (3) we use the heuristic with \( K = 2 \) before solving the full model, respectively. By using the two-phase stochastic multi-scenario construction heuristic (either with \( K = 1 \) or \( K = 2 \)), we achieve a better performance of the full model, and for all the instances, the best solution obtained is at least as good as the best solution found by solving the full model without the construction heuristic. Another important observation is that as we increase the number of iterations at the improvement stage of the heuristic, we improve the quality of solutions in 8 out of the 10 instances; in one of the other two, an optimal solution to the full problem is readily obtained by using the heuristic with \( K = 1 \). However, in terms of the overall performance, it is unclear whether applying one or two improvement iterations of the construction heuristic is better.

### 3.6 Iterations: updating routes and time-window placement

In Chapter II, we study a robust MIRPTW with uncertain disruptions, where the delivery time windows are given as an input. A Lagrangian heuristic is introduced to find robust routing solutions under the given time windows. In this Chapter, we study a robust MIRPTW and stochastic travel times, where the length and placement of the time windows are also decision variables. A two-phase approach is proposed in which we generate robust routes in Phase I, and optimize delivery time windows in Phase II. In this section, we conduct computational experiments for an iterative procedure between the heuristic approach proposed in Chapter II and the Phase II model in this Chapter. More specifically, we first try to improve the routes using the Lagrangian heuristic by fixing the delivery time windows determined in Phase II, and then re-optimize the time windows under the new visit sequences. We call a procedure that combines the above two steps Phase III.
<table>
<thead>
<tr>
<th>Ins.</th>
<th>No. of scenarios</th>
<th>Best solution (CH)</th>
<th>Best solution (Full)</th>
<th>Bound</th>
<th>Gap</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>–</td>
<td>30</td>
<td>30</td>
<td>–</td>
<td>315.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39</td>
<td>30</td>
<td>30</td>
<td>–</td>
<td>502.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31</td>
<td>30</td>
<td>30</td>
<td>–</td>
<td>78.8</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>–</td>
<td>92</td>
<td>92</td>
<td>–</td>
<td>77.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>92</td>
<td>92</td>
<td>92</td>
<td>–</td>
<td>49.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>92</td>
<td>92</td>
<td>92</td>
<td>–</td>
<td>20.7</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>–</td>
<td>132</td>
<td>122.4</td>
<td>7.25%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>132</td>
<td>132</td>
<td>132</td>
<td>–</td>
<td>10720.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>132</td>
<td>132</td>
<td>132</td>
<td>–</td>
<td>5131.8</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>–</td>
<td>92</td>
<td>80.4</td>
<td>12.62%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>92</td>
<td>92</td>
<td>75.8</td>
<td>17.66%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>92</td>
<td>92</td>
<td>92</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>42</td>
<td>–</td>
<td>419</td>
<td>119.8</td>
<td>71.40%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>171</td>
<td>171</td>
<td>134.9</td>
<td>21.11%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>171</td>
<td>171</td>
<td>123.7</td>
<td>27.65%</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>34</td>
<td>–</td>
<td>138</td>
<td>84.3</td>
<td>38.94%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>148</td>
<td>128</td>
<td>111.2</td>
<td>13.09%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>132</td>
<td>128</td>
<td>103.4</td>
<td>19.25%</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>31</td>
<td>–</td>
<td>103</td>
<td>52.1</td>
<td>49.44%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>93</td>
<td>82</td>
<td>67.5</td>
<td>17.72%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>91</td>
<td>91</td>
<td>61.30</td>
<td>32.65%</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>26</td>
<td>–</td>
<td>58</td>
<td>58</td>
<td>–</td>
<td>8049.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>111</td>
<td>58</td>
<td>58</td>
<td>–</td>
<td>1592.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>67</td>
<td>58</td>
<td>58</td>
<td>–</td>
<td>3951.0</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>–</td>
<td>31</td>
<td>31</td>
<td>–</td>
<td>1002.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33</td>
<td>31</td>
<td>31</td>
<td>–</td>
<td>292.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>–</td>
<td>260.0</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>–</td>
<td>55</td>
<td>55</td>
<td>–</td>
<td>14180.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>78</td>
<td>55</td>
<td>55</td>
<td>–</td>
<td>3520.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63</td>
<td>55</td>
<td>55</td>
<td>–</td>
<td>9591.6</td>
</tr>
</tbody>
</table>

For a given time window, an early delivery is preferred to a late one from the perspective of robustness. The essence of the Lagrangian heuristic is to “prioritize” such preferences among all the time windows by updating the Lagrangian multipliers. Similar as in Chapter II, we set the limit on the maximum number of iterations of Lagrangian heuristic as 10. The integer programs are solved using CPLEX 12.5. The solver is stopped after 3600 seconds. If no integer solution has been found, another 3600 seconds is given, repeating until an integer solution is found. After obtaining new routes, we run the stochastic programming model in Phase II once again but with the updated visit sequences. All the computational parameters remain the same.
as in Section 3.3.5.

Table 7 and Table 8 show the percentage in cost change (where a negative value is a cost improvement) of VS1 and VS2 solutions obtained in Phase III compared to in Phase II, respectively. Since the Lagrangian heuristic method improves the robustness of solutions only when time windows are fixed, by re-optimizing the placement of time windows in the second part of Phase III, we do not necessarily achieve a better result in Phase III compared to Phase II. This can be clearly observed in Table 8, where the original plan total cost, the scenario-based expected total cost and the worst-case scenario total cost all get worse (become larger) relative to the results in Phase II in 9 out of the 10. Relatively speaking, the iterative procedure in Phase III performs better for VS1 solutions (Table 7) since no robustness strategies are applied when we generate the routes for VS1 solutions in Phase I. The original plan total cost, the scenario-based expected total cost and the worst-case scenario total cost reduced by more than 2% in 4 out of the 10 instance, while those costs increased by more than 2% for only one instance.

Table 7: Cost changes of VS1 solutions in Phase III compared to in Phase II

<table>
<thead>
<tr>
<th>Ins.</th>
<th>Original plan travel cost</th>
<th>Time-window cost</th>
<th>Original plan total cost</th>
<th>Scenario-based expected total cost</th>
<th>Worst-case scenario total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00%</td>
<td>-24.32%</td>
<td>-4.76%</td>
<td>-4.51%</td>
<td>-4.57%</td>
</tr>
<tr>
<td>2</td>
<td>2.55%</td>
<td>-5.26%</td>
<td>0.47%</td>
<td>0.30%</td>
<td>0.44%</td>
</tr>
<tr>
<td>3</td>
<td>0.00%</td>
<td>-13.64%</td>
<td>-2.90%</td>
<td>-2.79%</td>
<td>-2.80%</td>
</tr>
<tr>
<td>4</td>
<td>0.38%</td>
<td>21.57%</td>
<td>3.80%</td>
<td>3.70%</td>
<td>3.73%</td>
</tr>
<tr>
<td>5</td>
<td>1.41%</td>
<td>-6.35%</td>
<td>-0.36%</td>
<td>-0.37%</td>
<td>-0.53%</td>
</tr>
<tr>
<td>6</td>
<td>0.31%</td>
<td>2.06%</td>
<td>0.72%</td>
<td>0.89%</td>
<td>0.70%</td>
</tr>
<tr>
<td>7</td>
<td>1.56%</td>
<td>0.00%</td>
<td>1.22%</td>
<td>1.39%</td>
<td>1.19%</td>
</tr>
<tr>
<td>8</td>
<td>0.76%</td>
<td>-20.51%</td>
<td>-4.11%</td>
<td>-4.69%</td>
<td>-4.31%</td>
</tr>
<tr>
<td>9</td>
<td>1.00%</td>
<td>-25.00%</td>
<td>-3.67%</td>
<td>-3.67%</td>
<td>-3.67%</td>
</tr>
<tr>
<td>10</td>
<td>0.00%</td>
<td>8.77%</td>
<td>1.37%</td>
<td>1.37%</td>
<td>1.35%</td>
</tr>
</tbody>
</table>

3.7 Summary

In this chapter, we study a robust maritime inventory routing problem with delivery time windows and stochastic travel times, where the length and placement of the time
windows are also decision variables. We cast the problem as a two-stage stochastic mixed-integer program and propose a two-phase solution approach that considers a sample set of disruptions as well as their recovery solutions. Two planning strategies are proposed to generate robust routes, and a multi-scenario construction heuristic is introduced when we determine the placement of time windows. We also investigate an iterative procedure between updating the routes and re-optimizing the time windows by coupling the Lagrangian heuristic approach proposed in Chapter II.

The problem of determining the length and placement of time windows has largely been overlooked in the vehicle/inventory routing literature, and to the best of our knowledge, this is the first one to consider such a problem as it arises in inventory routing. We believe that time windows play an important role in helping a vendor design and negotiate long-term delivery contracts with its customers. By using an integrated solution procedure that simultaneously considers the routing and time window allocation, we generate committed delivery schedules and routing solutions that are robust against unplanned disruptions and have a low cost of achieving the robustness.
CHAPTER IV

ROBUST SOLUTIONS TO A SINGLE-ITEM UNCAPACITATED LOT-SIZING PROBLEM WITH MACHINE BREAKDOWNS

4.1 Introduction

In this chapter, we study a robust single-item uncapacitated lot-sizing problem (LS-U) with backlogging and random machine breakdowns. The deterministic LS-U is to determine the optimal lot size of a single product at each period, in order to minimize the total production and inventory costs. If unmet demand remains in the system and can be met in a later time, we call the demand backlogged. By assuming that a fixed batch size of the product is produced every time a job is placed, we study a variation of the LS-U, whose objective is to determine the optimal production times on a single machine subject to random breakdowns, so as to minimize the total costs of production, inventory and backlogging under the worst-case scenario.

There are several types of uncertainties that can be encountered in manufacturing systems. One is the possibility of producing defective items that often need rework or sometimes must be discarded. Another common issue is the occurrence of machine breakdowns. Compared to the former issue, machine breakdowns can be more disruptive since they usually affect the production of a large number of items over a long time horizon. Therefore, robust planning solutions are attractive when such a possibility is non-negligible. In this chapter, we consider a robust LS-U problem (RLS-U) faced by a manufacturer who produces a single product on a delicate machine and has a constant demand to fulfill at each period. Despite the simple problem setting, the min-max mixed integer programming formulation of the RLS-U proposed in this
study is intractable. Instead, we derive robust solutions by studying the properties of the worst-case scenarios of disruptions.

4.1.1 Relevant studies

Production planning problems have been extensively studied over the past decades. Early work includes [43] and [78]. For a comprehensive treatment of this subject, we refer to [62].

Compared with the numerous studies on the deterministic lot sizing problems, the number of those that touch the stochastic nature of the problem, especially from a perspective of machine breakdown, is relatively small. A common assumption that is usually made is that we operate on a reliable machine. However, in practice, machine breakdowns can have an impact throughout the manufacturing process, and thus affect the optimal replenishment policy including when and how much to produce. Depending on the setting of the problems, they can be classified along a number of dimensions such as lost sales vs. backorders, decision variables (order quantity vs. reorder time), distributions of machine failure, repair time and demand. Given the complexity of the problems with random machine disruptions, closed-form solutions or proven optimal policies are usually not available. Instead, many studies compare some classical inventory policies and optimize the parameters of these policies under stochastic settings.

[38] proposes two production control policies to deal with machine breakdowns. One assumes that the production is not resumed after a breakdown, while the on-hand inventory is depleted before a new cycle is initiated. The other policy assumes that production is immediately resumed after a breakdown if the on-hand inventory is below a certain threshold level. Optimal lot sizes are determined when repair time is negligible and when it follows an exponential distribution. This work is extended in [37] in which they assume that a certain fraction of the items produced is diverted
into safety stock. Demand is lost and the safety stock is depleted when the machine is under repair. [1] considers an Economic Production Quantity (EPQ) model with Poisson machine failures and lost sales. Repair times are assumed to be a constant or follow an exponential distribution. [29] and [30] provide bounds to the optimal lot sizes of the models proposed in [38], and show that the long-run average cost function per unit of time for the case of exponential failures is unimodal. [18] develops a unified framework in which preventive maintenance and safety stocks are jointly considered as two strategies that protect against an unreliable machine. Cases with deterministic and exponential repair times are studied in the paper. [53] considers the impact of random machine breakdowns on the classical EPQ model for a product subject to exponential decay and under a no-resumption inventory control policy. The time-to-breakdown is a random variable following an exponential distribution and the repair time is fixed. The objective of the paper is to determine optimal production uptimes that minimize the expected total cost per unit time. [20], [21] and [22] study an EPQ model with scrap, rework and stochastic machine breakdowns, and propose an algorithm to determine optimal run times. Other relevant studies on stochastic machine breakdowns can be found in [2], [17], [35], [47], [48], [54], [55], [56], [61] and [63].

In the studies listed above, it is always assumed that times between machine failures and repair follow a given distribution such as exponential or uniform, or is negligible. The main difference between our study and those in the literature is that instead of making some distribution assumptions, we propose a robust optimization approach after specifying a maximum number of periods of machine breakdown. The production quantity is given as a constant every time a production job is initiated. The objective is to determine the production times so as to minimize the total costs under the worst-case scenario.
4.1.2 Contributions

The major contributions of this work are twofold:

1. To the best of our knowledge, this is the first study that considers a RLS-U with random machine disruptions whose objective is to minimize the total worst-case costs. We study the robust optimization problem in a periodic-review model that considers the costs of production, inventory and backlogging.

2. By identifying the solution characteristics of the worst-case disruptions, we demonstrate that a stationary production plan (to be defined in Section 4.3) must be optimal, and show how to efficiently find the optimal plan and its worst-case scenario.

The remainder of this chapter is organized as follows. In Section 4.2, we give a problem description, discuss budgets of uncertainty and provide a min-max mixed-integer programming formulation. In Section 4.3, we show the characteristics of the worst-case disruptions for stationary production plans, and identify the optimal solutions to the robust model. Finally, we give numerical results in Section 4.4.

4.2 Problem description and mathematical formulation

4.2.1 Problem description and budget of uncertainty

The problem is defined on a finite planning horizon where set $\mathcal{T} = \{1, 2, \cdots, T\}$ contains all time periods. We use a single machine to produce a product. The machine can process multiple jobs in parallel. Every time period in which we initiate a job, a fixed batch size $V$ of the product is produced with zero lead time (i.e., production is completed within that time period). There is a constant demand $r$ at each period. It is satisfied (or partially satisfied) when inventory is available, and the unsatisfied demand is backlogged. Variables $I_t^+$ and $I_t^-$ track the inventory level and stockout level at period $t$, $t \in \mathcal{T}$ respectively. Inventory can be held from period to
period with no loss or spoilage. The initial inventory level is $I_0^+$. We assume that
schedules created by the production scheduler will never lead to stockouts except if
the machine breaks down.

Due to potential machine disruptions, it might fail to work (off) for certain periods.
If a job is scheduled at a period in which the machine is broken, it will be held until the
machine starts to work again (e.g., it is repaired or replaced). When we schedule the
jobs for the upcoming planning horizon, we have no information regarding whether
the machine will be on or off in each period. It is only assumed that the machine will
be off in no more than $u$ periods, i.e.,

$$\sum_{t=1}^{T} \delta_t \leq u,$$

where the binary variable $\delta_t$ is 1 if the machine is off at period $t$ and 0 otherwise.

To illustrate how machine breakdowns can affect a production plan, we show an
example below with initial inventory level $I_0^+ = 110$, demand per period $r = 30$ and
batch size $V = 130$:

<table>
<thead>
<tr>
<th>Period</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch scheduled</td>
<td>--</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>Machine status</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>off</td>
<td>off</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td></td>
</tr>
<tr>
<td># of batches produced</td>
<td>--</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Actual inventory</td>
<td>110</td>
<td>80</td>
<td>50</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>160</td>
<td>130</td>
<td>100</td>
<td>70</td>
<td>40</td>
<td>140</td>
<td>110</td>
</tr>
<tr>
<td>Stockout level</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>40</td>
<td>70</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In this example, batch jobs are scheduled at periods 3, 6 and 11, and machine disrup-
tions occur at periods 2, 3, 4, 5, 6, 11 and 13. It is obvious that if the machine is off at
a period in which no job is scheduled or held, it has no effect on the plan. However,
since the machine is off for 5 consecutive periods starting from period 2, the jobs that
are scheduled at periods 3 and 6 are not produced until period 7.

### 4.2.2 A mixed integer programming formulation

Suppose $x_i$ is a binary decision variable which is 1 if there is a job scheduled at period
$i$ and 0 otherwise, $i \in T$. Let binary variable $y_{ij}$ be 1 if a job that is scheduled at
period \( i \) is produced at period \( j \) and 0 otherwise, \( i \in \mathcal{T}, j \in \{i, i+1, \ldots, i+u\} \)
(Since the machine will be off in no more than \( u \) periods, there is no need for \( j \) to be greater than \( i+u \)). Since a job that is scheduled at a period in \( \mathcal{T} \) could be delayed until period \( T+1 \), in order to avoid this end effect in our model, we assume that the machine always works properly at period \( T \) so that all the scheduled jobs can be completed in the planning horizon. (Or, equivalently, we can allow the machine to fail at period \( T \) but consider the problem in an extended horizon with \( \mathcal{T} = \mathcal{T} \cup \{T+1\} \).)

This assumption does not affect the generality of the model since we can always use the model by rolling forward the planning horizon. Let \( S(i) = \mathcal{T} \cap \{i, i+1, \ldots, i+u\} \).

Let \( c_f \) be the cost of producing a batch of size \( V \), \( c_h \) be the cost of holding inventory per unit per period, and let \( c_s \) be the cost of a stockout per unit per period (\( c_s > c_h \)).

The robust optimization problem described in Section 4.2.1 can be formulated as a mixed integer program, which we refer to as (RO):

\[
\text{(RO):} \quad \min_x \max_\delta \sum_{i=1}^T \sum_{j \in S(i)} c_f y_{ij} + \sum_{i=1}^T (c_h I^+_i + c_s I^-_i) \tag{51}
\]

s.t.

\[
I^+_0 - ir + V \sum_{k=1}^i x_k \geq 0 \quad \forall i \in \mathcal{T}, \tag{52}
\]

\[
\sum_{i=1}^T \delta_i \leq u, \tag{53}
\]

\[
\sum_{j \in S(i)} y_{ij} = x_i, \quad \forall i \in \mathcal{T}, \tag{54}
\]

\[
y_{ij} + \delta_j \leq 1, \quad \forall i \in \mathcal{T}, \forall j \in S(i), \tag{55}
\]

\[
\sum_{k=i}^j y_{ik} \geq x_i - \delta_j, \quad \forall i \in \mathcal{T}, \forall j \in S(i), \tag{56}
\]
\[ I_j = I_{j-1} - r + V \sum_{i=j-u}^{j} y_{ij}, \quad \forall j \in \mathcal{T}, \quad (57) \]

\[ I_j = I_j^+ - I_j^-, \quad \forall j \in \mathcal{T}, \quad (58) \]

\[ I_i^+ \geq 0, \ I_i^- \geq 0, \ x_i, y_{ij} \in \{0, 1\}, \forall i \in \mathcal{T}, \forall j \in \mathcal{S}(i). \quad (59) \]

Objective function (51) minimizes the total costs of production, inventory holding and stockout under the worst-case scenario. Constraints (52) stipulate that we never schedule stockout. Constraints (53) indicate that the machine fails to work in no more than \( u \) periods. Constraints (54) hold since a scheduled job can be postponed for at most \( u \) periods. (55) and (56) are logical constraints indicating that a scheduled or backlogged job is immediately released if the machine is on. Constraints (57) and (58) track the inventory flow, and give the storage and stockout units at each period. Constraints (59) are variable restrictions.

By assuming \( u = 0 \), we have the special case where there are no machine disruptions. Since scheduling stockout is not allowed, the obvious optimal solution to the problem when \( u = 0 \) is

\[ x_i^* = \begin{cases} 1 & \text{if } 0 \leq I_{i-1}^+ < r, \\ 0 & \text{if } I_{i-1}^+ \geq r. \end{cases} \]

Namely, a job is scheduled at the next period once the current inventory level is below the demand.

### 4.3 Solution approach

Since there are a finite number of scenarios, for any given production plan, there exists at least one worst-case scenario in terms of the actual cost incurred. Although the robust optimization problem can be formulated in the previous section as a MIP, it is not computationally tractable. Therefore, to explicitly solve the problem, we
explore the properties of the worst-case scenarios for some given production plans. Suppose $V = qr$ where $q$ is an integer number. We call a production plan stationary if a job is scheduled every $q$ periods in the plan. In this section, we answer the following question: for a given uncertainty budget and a stationary production plan, at which periods should the machine fail to work to maximize the total actual cost? Once we have characterized worst-case scenarios for stationary production plans, we demonstrate that a stationary production plan must be optimal, and show how to efficiently find the optimal plan and its worst-case scenario.

4.3.1 Notation

We first introduce some notation for ease of expression later. Let $p = (i_1, i_2, \ldots, i_m)$ be a plan in which there is a job scheduled at periods $i_1, i_2, \ldots, i_m \in T$ respectively, and $a = (j_1, w_1, j_2, w_2, \ldots, j_k, w_k)$ be a scenario in which the machine is off for $w_1$ consecutive periods starting from $j_1$, $w_2$ consecutive periods starting from $j_2$, etc. In set $A^u_p$, we collect all the scenarios satisfying

1. $\sum_{l=1}^k w_l \leq u$,
2. $\{j_1, j_2, \ldots, j_k\} \subseteq \{i_1, i_2, \ldots, i_m\}$,
3. $j_\tau < j_{\tau+1}$, $0 < w_\tau < j_{\tau+1} - j_\tau$, $\tau = 1, 2, \ldots, k - 1$.

Condition 1 is the budget of uncertainty. Since a machine disruption has no effect on the plan $p = (i_1, i_2, \ldots, i_m)$ until it gets to a period in set $\{i_1, i_2, \ldots, i_m\}$, we can restrict our attention to the disruptions with condition 2 without loss of generality. Condition 3 ensures the uniqueness of representation.

Assume $I^+_i(p, a)$ is the inventory level at period $i$ under original plan $p$ and disruption scenario $a$. Suppose $\Phi_{i_\tau}(p, a)$ and $\Lambda_{i_\tau}(p, a)$ are the additional inventory and stockout costs incurred from period $i_\tau$ to period $(i_{\tau+1} - 1)$ under original plan $p$ and disruption scenario $a$, respectively; let $\Delta_{i_\tau}(p, a) = \Phi_{i_\tau}(p, a) + \Lambda_{i_\tau}(p, a)$ be the total
additional cost incurred from period $i_\tau$ to period $(i_{\tau+1} - 1)$. Suppose $\Phi_T(p,a)$ and $\Lambda_T(p,a)$ are the additional inventory and stockout costs incurred over the entire planning horizon, respectively; let $\Delta_T(p,a) = \Phi_T(p,a) + \Lambda_T(p,a)$ be the total additional cost incurred over the entire planning horizon. The optimal solution to the inner maximization problem of (RO) is $a^*_p$; namely, $\Delta_T(p,a^*_p) = \max_{a \in A_p^u} \Delta_T(p,a)$. Without causing ambiguity, we sometimes omit $p$ in the above notation for a concise representation. Suppose $\Pi(p,a)$ is the total actual cost under original production plan $p$ and disruption scenario $a$, and $\Pi^*(p) = \max_{a \in A_p^u} \Pi(p,a)$ is the total actual cost under $p$ and its worst-case scenario.

### 4.3.2 Properties of worst-case scenarios

In this section, we focus on a subset $X$ of all the feasible production plans, where $X = \{(i_1, i_2, \ldots, i_m) : i_{\tau+1} - i_\tau = q, \tau = 1, 2, \ldots, m - 1\}$ contains all the stationary production plans. We call each time interval $[i_\tau, i_{\tau+1} - 1]$ a production cycle.

Lemma 1 shows that for a scenario with multiple consecutive disruptions, the additional inventory and stockout costs incurred have an additive property.

**Lemma 1** For any production plan $p$ and uncertainty budget $u$, suppose $a = (j_1, w_1, j_2, w_2, \ldots, j_k, w_k) \in A_p^u$ and $a_\tau = (j_\tau, w_\tau), \tau = 1, 2, \ldots, k$, then $\Phi_T(p,a) = \sum_{\tau=1}^k \Phi_T(p,a_\tau)$, $\Lambda_T(p,a) = \sum_{\tau=1}^k \Lambda_T(p,a_\tau)$.

**Proof:** Since demand is backlogged and $w_\tau < j_{\tau+1} - j_\tau$, the inventory level at $j_{\tau+1} - 1$ resumes to the scheduled level under disruption $a$, $\tau = 1, 2, \ldots, k - 1$. Therefore, we have $\Phi_T(p,a) = \sum_{\tau=1}^k \Phi_T(p,a_\tau)$. Similarly, we have $\Lambda_T(p,a) = \sum_{\tau=1}^k \Lambda_T(p,a_\tau)$. $\Box$

Proposition 3 shows that the worst-case scenario has either one consecutive disruption or no disruptions.
Proposition 3 Suppose $V = qr$ where $q$ is an integer number, and $u$ is the uncertainty budget. For any stationary production plan $p = (i_1, i_2, \ldots, i_m) \in \mathcal{X}$, the worst-case scenario $a^*_p \in \{(s, w), s = i_1, i_2, \ldots, i_m, 0 \leq w \leq u\}$.

Proof: We denote the inventory level at period $i_1 - 1$ as $s_0$. Given the periodicity, the inventory level at period $i_\tau - 1$ is $s_0$, $\tau = 2, \ldots, m$. $s_0$ is the base-stock level of the stationary production plan $p$. We first prove that a scenario that has two consecutive disruptions $a = (i_1, w_1, i_2, w_2)$ is not the worst-case scenario by showing that the disruption $a' = (i_1, w_1 + w_2)$ will result in an actual cost at least as high as the disruption $a$. This claim is established under the following three cases.

Case 1: $0 \leq s_0 < r$.

Table 9 and Table 10 give the saved inventory amounts and stockout levels from period $i_1$ to period $(i_1 + w_1 + w_2 - 1)$ due to the disruption scenario $a'$ if $w_1 + w_2 \leq q$ and $w_1 + w_2 > q$, respectively. Let $(w_1 + w_2) \equiv o \mod q$, where $0 \leq o < q$. Since $s_0 < r$, the system has stockout starting from period $i_1$, and the actual inventory level for all the periods from $i_1$ to $(i_1 + w_1 + w_2 - 1)$ are 0.

Table 9: Saved inventory amounts and stockout levels (case 1, $w_1 + w_2 \leq q$)

<table>
<thead>
<tr>
<th>Period</th>
<th>Inventory saved</th>
<th>Stockout</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>$s_0 + V - r$</td>
<td>$r - s_0$</td>
</tr>
<tr>
<td>$i_1 + 1$</td>
<td>$s_0 + V - 2r$</td>
<td>$2r - s_0$</td>
</tr>
<tr>
<td>\cdots</td>
<td>\cdots</td>
<td>\cdots</td>
</tr>
<tr>
<td>$i_1 + w_1 + w_2 - 1$</td>
<td>$s_0 + V - (w_1 + w_2)r$</td>
<td>$(w_1 + w_2)r - s_0$</td>
</tr>
</tbody>
</table>

Since the stockout amount is increasing starting from the first affected period, a consecutive $(w_1 + w_2)$-period disruption results in a higher stockout cost than two consecutive disruptions with a length of $w_1$ and $w_2$, respectively, i.e., $\Lambda_T(p, a') > \Lambda_T(p, a) = \Lambda_{i_1}(p, a) + \Lambda_{i_2}(p, a)$. On the other hand, the inventory cost saved due to a disruption is decreasing in a production cycle. Combined with the fact that every consecutive disruption starts from the beginning of a production cycle ($i_1$ or $i_2$ in
Table 10: Saved inventory amounts and stockout levels (case 1, $w_1 + w_2 > q$)

<table>
<thead>
<tr>
<th>Period</th>
<th>Inventory saved</th>
<th>Stockout</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>$s_0 + V - r$</td>
<td>$r - s_0$</td>
</tr>
<tr>
<td>$i_1 + 1$</td>
<td>$s_0 + V - 2r$</td>
<td>$2r - s_0$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_2 - 1$</td>
<td>$s_0$</td>
<td>$qr - s_0$</td>
</tr>
<tr>
<td>$i_2$</td>
<td>$s_0 + V - r$</td>
<td>$(q+1)r - s_0$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_1 + w_1 + w_2 - 1$</td>
<td>$s_0 + V - or$</td>
<td>$(w_1 + w_2)r - s_0$</td>
</tr>
</tbody>
</table>

In this case, a consecutive $(w_1 + w_2)$-period disruption saves less inventory costs than two consecutive disruptions with a length of $w_1$ and $w_2$, respectively, i.e., $\Phi_T(p, a') > \Phi_T(p, a) = \Phi_{i_1}(p, a) + \Phi_{i_2}(p, a)$. Therefore, we conclude that $\Delta_T(p, a') > \Delta_T(p, a)$.

**Case 2:** $r \leq s_0 < V$.

Suppose $mr \leq s_0 < (m+1)r < V$ where $m$ is a positive integer. Since a disruption always lowers the inventory cost, in order to ensure that $\Delta_{i_1}(p, a) > 0$ and $\Delta_{i_2}(p, a) > 0$, we must have $w_1 > m$ and $w_2 > m$. In other words, both consecutive disruptions result in stockouts. Table 11 and Table 12 give the planned inventory levels, actual inventory levels, saved inventory amounts and stockout levels from period $i_1$ to period $(i_1 + w_1 + w_2 - 1)$ due to the disruption scenario $a'$ if $w_1 + w_2 \leq q$ and $w_1 + w_2 > q$, respectively. Again, let $(w_1 + w_2) \equiv o \mod q$, where $0 \leq o < q$.

Table 11: Inventory and stockout status (case 2, $w_1 + w_2 \leq q$)

<table>
<thead>
<tr>
<th>Period</th>
<th>Inventory planned</th>
<th>Actual inventory</th>
<th>Inventory saved</th>
<th>Stockout</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>$s_0 + V - r$</td>
<td>$s_0 - r$</td>
<td>$V$</td>
<td>0</td>
</tr>
<tr>
<td>$i_1 + 1$</td>
<td>$s_0 + V - 2r$</td>
<td>$s_0 - 2r$</td>
<td>$V$</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_1 + m - 1$</td>
<td>$s_0 + V - mr$</td>
<td>$s_0 - mr$</td>
<td>$V$</td>
<td>0</td>
</tr>
<tr>
<td>$i_1 + m$</td>
<td>$s_0 + V - (m+1)r$</td>
<td>0</td>
<td>$s_0 + V - (m+1)r$</td>
<td>$(m+1)r - s_0$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_1 + w_1 + w_2 - 1$</td>
<td>$s_0 + V - (w_1 + w_2)r$</td>
<td>0</td>
<td>$s_0 + V - (w_1 + w_2)r$</td>
<td>$(w_1 + w_2)r - s_0$</td>
</tr>
</tbody>
</table>

The saved inventory cost is non-increasing in every production cycle, and periodic after the second production cycle. Since $w_1 > m$ and $w_2 > m$, by merging the
Table 12: Inventory and stockout status (case 2, $w_1 + w_2 > q$)

<table>
<thead>
<tr>
<th>Period</th>
<th>Inventory planned</th>
<th>Actual inventory</th>
<th>Inventory saved</th>
<th>Stockout</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>$s_0 + V - r$</td>
<td>$s_0 - r$</td>
<td>$V$</td>
<td>0</td>
</tr>
<tr>
<td>$i_1 + 1$</td>
<td>$s_0 + V - 2r$</td>
<td>$s_0 - 2r$</td>
<td>$V$</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_1 + m - 1$</td>
<td>$s_0 + V - mr$</td>
<td>$s_0 - mr$</td>
<td>$V$</td>
<td>0</td>
</tr>
<tr>
<td>$i_1 + m$</td>
<td>$s_0 + V - (m + 1)r$</td>
<td>0</td>
<td>$s_0 + V - (m + 1)r$</td>
<td>$(m + 1)r - s_0$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_2 - 1$</td>
<td>$s_0$</td>
<td>0</td>
<td>$s_0$</td>
<td>$qr - s_0$</td>
</tr>
<tr>
<td>$i_2$</td>
<td>$s_0 + V - r$</td>
<td>0</td>
<td>$s_0 + V - r$</td>
<td>$(q + 1)r - s_0$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_1 + w_1 + w_2 - 1$</td>
<td>$s_0 + V - or$</td>
<td>0</td>
<td>$s_0 + V - or$</td>
<td>$(w_1 + w_2)r - s_0$</td>
</tr>
</tbody>
</table>

two consecutive disruptions in scenario $a$ into a consecutive one in scenario $a'$, the difference of the saved inventory costs between scenarios $a$ and $a'$ is bounded by the following inequality:

$$\Phi_T(a) \leq \Phi_T(a') + c_h \sum_{l=1}^{m} (s_0 - lr) = \Phi_T(a') + c_h (m s_0 - \frac{m(m+1)}{2}r). \quad (60)$$

On the other hand, the stockout amount is non-decreasing starting from the first affected period. Since $w_1 > m$ and $w_2 > m$, the difference of the stockout costs between scenarios $a$ and $a'$ is bounded by the following inequality:

$$\Lambda_T(a) \leq \Lambda_T(a') - c_s \sum_{l=m+1}^{2m+1} (lr - s_0) = \Lambda_T(a') - c_s [\frac{(3m+2)(m+1)}{2}r - (m+1)s_0]. \quad (61)$$

By combining the fact that

$$c_s [\frac{(3m+2)(m+1)}{2}r - (m+1)s_0] - c_h [m s_0 - \frac{m(m+1)}{2}r]$$

$$\geq c_h [\frac{(3m+2)(m+1)}{2}r - (m+1)s_0 - ms_0 + \frac{m(m+1)}{2}r]$$

$$= c_h (2m^2 r + 3mr + r - s_0 - 2ms_0)$$

$$> c_h (2m^2 r + 3mr + r - mr - r - 2m^2 r - 2mr)$$

$$= 0,$$

we conclude that $\Delta_T(a) = \Phi_T(a) + \Lambda_T(a) < \Phi_T(a') + \Lambda_T(a') = \Delta_T(a')$, i.e., the total inventory and stockout costs incurred under scenario $a'$ is larger than those incurred under scenario $a$. 
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Case 3: $s_0 \geq V$.

Suppose $kV \leq mr \leq s_0 < (m + 1)r \leq (k + 1)V$ where $k, m$ are positive integers. There are multiple jobs scheduled before stockout. Since $V = qr$, $kq \leq m < kq + q$. Let $m = kq + k'$. The system has stockout starting from period $(m + 1)$ in the $(k + 1)$-th production cycle. Since $w_1 > m, w_2 > m$ and the stockout amount is non-decreasing starting from the first affected period, the difference of the stockout costs between scenarios $a$ and $a'$ can still be bounded by inequality (61).

The saved inventory is $lV$ for every period in the $l$-th production cycle, $l = 1, 2, \ldots, k$. Therefore, the difference of the saved inventory cost between $a$ and $a'$ is bounded by the following inequality:

$$\Phi_T(a) \leq \Phi_T(a') + ch\left(\sum_{\tau=0}^{k-1} \sum_{l=1}^{a} (s_0 - \tau V - lr) + \sum_{l=1}^{k'} (s_0 - kV - lr) \right) \leq \Phi_T(a') + ch \sum_{l=1}^{m} (s_0 - lr),$$

which means (60) holds as well. Therefore, we have $\Delta_T(a) = \Phi_T(a) + \Lambda_T(a) < \Phi_T(a') + \Lambda_T(a') = \Delta_T(a')$ given the same reasoning shown in Case 2.

By combining the above three cases, we conclude that the total inventory and stockout costs incurred under disruption $a' = (i_1, w_1 + w_2)$ is larger than those incurred under disruption $a = (i_1, w_1, i_2, w_2)$. For any scenario that consists of more than two consecutive disruption segments, we can show that it is not the worst scenario by repeatedly applying the above conclusion and Lemma 1. Therefore, we have established Proposition 3.

Furthermore, Proposition 4 shows that the worst-case scenario is either a single $u$-period consecutive disruption or has no disruptions.

**Proposition 4** Suppose $V = qr$ where $q$ is an integer number, and $u$ is the uncertainty budget. For any stationary production plan $p = (i_1, i_2, \ldots, i_m) \in X$, the worst-case scenario $a_p^* \in \{(s, 0), (s, u), s = i_1, i_2, \ldots, i_m\}$.\hfill \Box
Proof: Proposition 3 states that the worst-case scenario \( a_p^* \in \{(s, w), s = i_1, i_2, \ldots, i_m, 0 \leq w \leq u \} \). Assume \( L = \{w : 1 \leq w \leq u, \Delta_T(i_1, w) > 0\} \) is the set of lengths of consecutive disruptions that result in increased total costs. If \( L = \emptyset \), then \( a_p^* = (i_1, 0) \). The worst-case scenario has no disruptions; hence, the proposition holds.

If \( L \neq \emptyset \), let \( l = \min\{w : 1 \leq w \leq u, \Delta_T(t_1, w) > 0\} \) be the shortest length of disruption that results in an increased total cost. Suppose \( l = ql_D + l_R \), where \( l_D, l_R \) are nonnegative integers and \( 0 \leq l_R < q \). As in Proposition 3, we assume \( s_0 \) is the base-stock level and establish Proposition 4 under three cases.

**Case 1: \( 0 \leq s_0 < r \).**

Since the stockout amount is increasing starting from the first affected time period, and the inventory cost saved due to a disruption is decreasing in a production cycle, we know that by extending a disruption until the next production cycle, a larger actual cost incurs. Thus, if \( l_R > 0 \), then

\[
\Delta_T(i_1, w + 1) > \Delta_T(i_1, w), w = l, l + 1, \ldots, (l_D + 1)q - 1.
\]

Now, we will show that a larger actual cost incurs even when we extend the disruption across a new production cycle, i.e. \( \Delta_T(i_1, (l_D + 1)q + 1) > \Delta_T(i_1, (l_D + 1)q) \). It is equivalent to the case that at period \((l_D + 1)q + 1\), the stockout cost incurred is more than the inventory cost saved due to the disruption, which is

\[
c_s[((l_D + 1)q + 1)r - s_0] > c_h(s_0 + V - r).
\]

Since \( \Delta_T(i_1, (l_D + 1)q) > 0 \), and \( \Delta_T(i_1, l_Dq) \leq 0 \) according to the definition of \( l \), we have

\[
\Delta_T(i_1, (l_D + 1)q) - \Delta_T(i_1, l_Dq) = \Lambda_T(i_1, (l_D + 1)q) - \Lambda_T(i_1, l_Dq) + \Phi_T(i_1, (l_D + 1)q) - \Phi_T(i_1, l_Dq) = c_s \sum_{\tau=1}^{l_Dq+q} (\tau r - s_0) - c_h \sum_{\tau=1}^{q} (s_0 + V - \tau r) = c_s\left[\frac{(2l_Dq+q+1)qr}{2} - qs_0\right] - c_h[q s_0 + q V - \frac{(q+1)qr}{2}]
\]

\[
> 0.
\]
Hence, by applying the above result in the first inequality below, we obtain

\[ c_s[(l_D + 1)q + 1)r - s_0] - c_h(s_0 + V - r) \]
\[ = c_s\left[\frac{(2l_D q + q + 1)r}{2} - s_0\right] + c_s\left[\frac{(q + 1)r}{2}\right] - c_h(s_0 + V - r) \]
\[ > c_h[s_0 + V - \left\{\frac{(q + 1)r}{2}\right\}] + c_h\left[\frac{(q + 1)r}{2}\right] - c_h(s_0 + V - r) \]
\[ = c_h r \]
\[ > 0. \]

Therefore,

\[ \Delta_T(i_1, (l_D + 1)q + 1) > \Delta_T(i_1, (l_D + 1)q). \] (63)

By repeatedly using (62) and (63) as we keep adding \( w \) by 1 every time, we conclude that \( a_p^* = (i_1, u) \).

**Case 2: \( r \leq s_0 < V \).**

Suppose \( mr \leq s_0 < (m + 1)r \leq V \) where \( m \) is a positive integer. Since the stockout amount is non-decreasing starting from the first affected time period, and the inventory cost saved due to a disruption is non-increasing in a production cycle, (62) still follows when \( l_R > 0 \). When \( l_D > 0 \), by the same reasoning given in Case 1, (63) still follows. When \( l_D = 0 \), since \( \Delta_T(i_1, q) > 0 \), we have

\[ \Delta_T(i_1, q) = \Delta_T(i_1, q) + \Phi_T(i_1, q) \]
\[ = c_s\sum_{\tau = m+1}^{\tau = q}(\tau r - s_0) - c_h[mV + \sum_{\tau = m+1}^{\tau = q}(s_0 + V - \tau r)] \]
\[ = c_s\left[\frac{(m+q+1)(q-m)r}{2} - (q - m)s_0\right] - c_h[mV + (q - m)(s_0 + V) - \frac{(m+q+1)(q-m)r}{2}] \]
\[ > 0. \]

Hence, by applying the above result in the first inequality below, we obtain

\[ (q - m)[\Delta_T(i_1, q + 1) - \Delta_T(i_1, q)] \]
\[ = c_s[(q + 1)(q - m)r - (q - m)s_0] - c_h(q - m)(s_0 + V - r) \]
\[ = c_s\left[\frac{(m+q+1)(q-m)r}{2} - (q - m)s_0\right] + c_s\left[\frac{(q-m)(q-m+1)r}{2}\right] - c_h(q - m)(s_0 + V - r) \]
\[ > c_h[mV + (q - m)(s_0 + V) - \frac{(q-m)(m+q+1)r}{2}] + c_h\left[\frac{(q-m)(q+1-m)r}{2}\right] - c_h(q - m)(s_0 + V - r) \]
\[ = c_h r (q + m^2 - m) \]
\[ > 0. \]
Therefore, Δ_T(i_1, q + 1) > Δ_T(i_1, q). By repeatedly using (62) and (63) as we keep adding w by 1 every time, we conclude that a_p^* = (i_1, u).

**Case 3:** s_0 ≥ V.

Suppose kV ≤ mr ≤ s_0 < (m + 1)r ≤ (k + 1)V where k, m are positive integers. Since V = qr, kq ≤ m < kq + q. Let m = kq + k'. As in Case 1 and 2, (62) still follows when l_R > 0. Since the system has stockout starting from the (k + 1)-th production cycle, l_D ≥ k. When l_D > k, by the same reasoning given in case 1, (63) still follows. When l_D = k, since Δ_T(i_1, (k + 1)q) > 0, we have

\[
\Delta_T(i_1, (k + 1)q) = \Delta_T(i_1, (k + 1)q) + \Phi_T(i_1, (k + 1)q) = c_s \sum_{\tau = kq + k' + 1}^{kq + q} \tau r - c_h \sum_{\tau = kq}^{kq + q} \tau qV + k'(k + 1)V + \sum_{\tau = kq + k' + 1}^{kq + q} (s_0 + V - \tau r) \\
= c_s \left( \frac{(2kq + k'q + q + 1)(q - k')r}{2} - (q - k')s_0 \right) - c_h \left( \frac{(2kq + k'q + q + 1)(q - k')r}{2} - (q - k')(s_0 + V - r) \right) > 0.
\]

Hence, by applying the above result in the first inequality below, we obtain

\[
(q - k')[\Delta_T(i_1, kq + q + 1) - \Delta_T(i_1, kq + q)] = c_s \left( (kq + q + 1)(q - k')r - (q - k')s_0 - c_h (q - k')(s_0 + V - r) \right) \\
= c_s \left( \frac{(2kq + k'q + q + 1)(q - k')r}{2} - (q - k')s_0 + c_h \left( \frac{(q - k')(q - k' + 1)r}{2} - c_h (q - k')(s_0 + V - r) \right) \right) \\
> c_h \left( \frac{(kq + q + 1)(q - k')r}{2} + \frac{(q - k')(q - k' + 1)r}{2} - c_h (q - k')(s_0 + V - r) \right) \\
= c_h \left[ kq \left( \frac{1}{2} kq - \frac{1}{2} q + 2k' \right) + q + k'^2 - k' \right] > 0.
\]

Therefore, Δ_T(i_1, kq + q + 1) > Δ_T(i_1, kq + q). By repeatedly using (62) and (63) as we keep adding w by 1 every time, we conclude that a_p^* = (i_1, u).

Therefore, For any stationary production plan, the worst-case scenario a_p^* ∈ \{(s, 0), (s, u), s = i_1, i_2, \ldots, i_m\}. □
4.3.3 Robust optimal solutions

In this section, we prove that there exists a stationary production plan in set $X$ that is optimal to the robust optimization problem.

**Proposition 5** There exists a stationary production plan in set $X$ that is optimal to (RO).

**Proof:** Let $p = (i_1, i_2, \ldots, i_m) \notin X$. Assume $s_0 = \min_{\tau=1}^m I_{i_{\tau}}^+$ is the lowest inventory level prior to a replenishment in production plan $p$, and $m_0 = \arg\min_{\tau=1}^m I_{i_{\tau}}^+$. Let $p' = (i'_1, i'_2, \ldots, i'_m)$ be a stationary production plan in set $X$, in which a replenishment occurs once the inventory level is $s_0$. Suppose $a^*_p$ is the worst-case scenario for production plan $p'$. Given Proposition 4, there are two cases:

**Case 1:** $a^*_p$ has no disruption.

Since the planned inventory cost of $p$ is higher than that of $p'$, and no stockout occurs, i.e., $\Delta_T(p, a^*_p) = \Delta_T(p', a^*_p) = 0$, we have $\Pi(p', a^*_p) < \Pi(p, a^*_p)$. Combining the fact that $\Pi^*(p') = \Pi(p', a^*_p)$ and $\Pi(p, a^*_p) \leq \Pi^*(p)$, we conclude that $\Pi^*(p') < \Pi^*(p)$. Therefore, $p$ is not optimal.

**Case 2:** $a^*_p = (i'_1, u)$.

Let $a = (i_{m_0}, u)$ be a disruption for plan $p$. Since the planned inventory level under plan $p'$ at period $i'_1$ equals the planned inventory level under plan $p$ at period $m_0$, the stockout cost of plan $p$ under scenario $a$ equals the stockout cost of plan $p'$ under scenario $a^*_p$, i.e. $\Lambda_T(p, a) = \Lambda_T(p', a^*_p)$. Since the inventory is always back to the scheduled level after a disruption, the inventory levels of plan $p$ under scenario $a$ are at least as high as those of plan $p'$ under scenario $a^*_p$ for all periods. Therefore $\Pi(p', a^*_p) \leq \Pi(p, a^*_p)$. Combining the fact that $\Pi^*(p') = \Pi(p', a^*_p)$ and $\Pi(p, a^*_p) \leq \Pi^*(p)$, we conclude that $\Pi^*(p') \leq \Pi^*(p)$, i.e., $p'$ is a solution at least as robust as $p$. 
Therefore, there exists a stationary production plan in set $\mathcal{X}$ that is optimal to (RO).

In this section, we proposed an approach to find optimal solutions of the robust optimization problem. Our main result (Proposition 5) is achieved with two steps. First, we show that the worst-case scenario for a stationary production plan has either no disruptions or a single $u$-period consecutive disruption (Proposition 4). This conclusion is obtained by classifying the base stock levels of the stationary production plans. Secondly, for any non-stationary production plan, we construct a stationary production plan, and show that the worst-case scenario associated with the stationary production plan has a total cost not greater than the cost of the non-stationary production plan under the scenario. Therefore, we conclude that we can find an optimal solution in the set of stationary production plans.

When the uncertainty budget is $u$, there are $u + 1$ stationary production plans to search through. For each stationary production plan, we only need to examine two cases to obtain its worst-case scenario. Therefore, we provide an efficient algorithm that runs in at most pseudo-polynomial time to solve the robust optimization problem.

### 4.4 Numerical experiments

In this section, we provide numerical results for the robust optimization problem. Figures 14-16 show the total cost increase due to scenarios with a single consecutive machine disruption for stationary production plans. The horizontal axis represents the length of disruptions, and the vertical axis represents the cost increase, where negative values indicate that the disruptions actually lower the total costs. In Figure 14, we present the cost changes under various base-stock levels $s_0$ with batch size $V = 100$, demand rate $r = 10$, unit stockout cost $c_s = 3$ and unit holding cost $c_h = 1$. For each given $s_0$, the cost changes move from negative to positive values as the
length of disruptions increases, and we can lower the cost increase due to machine disruptions by keeping a high base-stock level. For each base-stock level, the stockout occurs starting from the 1st, 3rd, 5th, 7th and 9th disruption day, respectively, and the cost changes increase monotonically when they become positive. When the base-stock level $s_0 = 85$, since a consecutive 20-period disruption cannot cause a cost increase, the worst-case scenario has no disruptions if the uncertainty budget $u = 20$.

In Figure 15, we show the cost changes under different unit stockout costs $c_s$ with batch size $V = 100$, demand rate $r = 10$, base-stock level $s_0 = 60$ and unit holding cost $c_h = 1$. We observe that stockout occurs starting from the 7th disruption day for all the five curves; however, the cost changes increase by various rates as the length of disruptions increases. In Figure 16, we give the cost changes under different demand rates $r$ with batch size $V = 300$, base-stock level $s_0 = 150$, unit stockout cost $c_s = 1.5$ and unit holding cost $c_h = 1$. For the cases with demand rate $r = 25$ and 30, a cost increase occurs when the length of the disruption increases to 15 and 10 periods, respectively. When demand rate $r = 10, 15$ and 20, the worst-case scenario has no disruptions if the uncertainty budget $u = 20$. All of these results are aligned with the conclusion shown in Proposition 4.

As we observe in Figure 14, we can lower the cost increase due to machine disruptions by keeping a high base-stock level. However, by doing that we increase the holding cost in the absence of disruptions. Since optimal solutions to the robust model are stationary production plans, such holding cost increase stays the same for each production cycle. Robust solutions are usually attractive when the stockout cost are much higher than the holding cost. In Figure 17, we show an example with planning horizon $|T| = 100$, unit stockout cost $c_s = 30$, unit holding cost $c_h = 1$, batch size $V = 100$ and demand rate $r = 10$. We compare the three production plans with different base-stock levels under uncertainty budget $u$ varying from 0 to 10. The vertical axis represents the total costs under the worst-case scenarios. We observe
Figure 14: Cost changes due to machine breakdowns under different base stock levels.

Figure 15: Cost changes due to machine breakdowns under different stockout rates.
that when the machine might fail to work in 4% periods of the planning horizon, the solution with base-stock level $s_0 = 5$ is not optimal among the three cases. When the failure rate reaches 5%, the solution with base-stock level $s_0 = 25$ performs the best under the worst-case scenario.

The problem considered in this chapter is related to maritime inventory management concerned with supply uncertainty. For a port with a stable consumption rate of a single product but subject to supply uncertainty, keeping a high base stock level can lower the cost increase in the presence of disruptions. The disruptions that we are concerned about can delay the arrivals of the product so as to lower the inventory level, and significantly increase the risk of stockout. We show that under the assumptions in this study, scheduling a delivery every time the inventory reaches a certain threshold level is an optimal solution of our robust model against the worst-case scenarios. Such strategy is especially attractive when the probability of disruptions is non-negligible and a high stockout cost is involved.
Figure 17: Robust cost comparisons for various base-stock levels and uncertainty budgets
CHAPTER V

CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

Compared with other modes of transport, the potential of robust scheduling in the sector of maritime transportation has remained largely untapped. As a primary contribution of this thesis, we develop robustness planning strategies for an important class of optimization problems under uncertainty in maritime transportation. Such problems arise in the creation and negotiation of long-term delivery contracts with customers who require on-time deliveries of high-value goods throughout the year. We are concerned with dealing with some major types of disruptions that increase travel times between ports and ultimately affect one or more scheduled deliveries to the customers. In this section, we summarize the approaches and results presented in the thesis, and discuss some future research directions.

Since the final delivery contracts between a vendor and its customers are reached through many rounds of negotiations and discussions, at each iteration of this process and after the final agreements are determined, the vendor must generate routing solutions according to the tentative (or final) agreements to check their feasibility, and examine the operational costs and the robustness of the voyages. Motivated by this need, in Chapter II, we study a MIRP with given time windows for deliveries under random disruptions. The objective is to find robust solutions that can withstand unplanned disruptions. We propose a Lagrangian heuristic algorithm for obtaining robust solutions by introducing auxiliary soft constraints that are incorporated in the objective function with Lagrange multipliers. To evaluate the flexibility of solutions,
we build a simulator that generates disruptions and recovery solutions. Computational results show that by incurring a small increase in initial cost (sometimes zero), our robust planning strategies generate solutions that are often significantly less vulnerable to potential disruptions. We also consider the effect of lead time in being able to respond to the disruptions.

In Chapter III, we consider a more general MIRPTW where the length and placement of the time windows are also decision variables. We cast the problem as a two-stage stochastic MIP and propose a two-phase solution approach that considers a sample set of disruptions as well as their recovery solutions. In the first phase, we introduce two planning strategies to generate robust routes in which time buffers are spread among deliveries and consecutive deliveries at a port are separated by at least some minimum number of periods. In the second phase, we propose a multi-scenario construction heuristic to obtain good feasible solutions. Computational results reveal that our integrated solution procedure with judicious placement of time buffers and committed time windows leads to robust solutions that are less vulnerable to unplanned disruptions and have lower expected costs. We also investigate an iterative procedure between updating the routes and re-optimizing the time windows by coupling the Lagrangian heuristic approach proposed in Chapter II.

In Chapter IV, we study a robust single-item uncapacitated lot-sizing problem with backlogging and random machine breakdowns. By assuming an uncertainty budget of machine disruptions, we adapt the traditional notion of robust optimization to minimize total costs against the worst-case scenario. We reveal the solution structures under the worst-case scenarios, and show that the optimal solutions to the robust model can be characterized by a set of stationary production plans.

This research can be extended along several dimensions. One possibility is exploring other sources of uncertainty such as production and demand fluctuations, and price changes in spot markets. For instance, we can take advantage of a high price
spot market by sending a vessel there to sell products if our schedule has such flex-
ibility. One way of achieving this is by scheduling long periods of idle time for one
or multiple vessels in the original schedules. We may also extend the research to the
cases where multiple disruptions are considered in a scenario. Although a multi-stage
model significantly increases computational effort, it is a better approximation of the
true problem. To overcome such computational issues, we can explore various meth-
ods of aggregating the scenarios of disruptions. Furthermore, future studies can also
be devoted to enhancing the formulations in order to solve larger instances of the
problems.
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