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**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_i$, $r_i^{t+\Delta t}$</td>
<td>Position of particle ‘i’ at time $t$ and $t + \Delta t$ respectively</td>
</tr>
<tr>
<td>$r_i^0$, $r_j^0$</td>
<td>Position vectors of particle ‘i’ and ‘j’ in the reference configuration</td>
</tr>
<tr>
<td>$v_i$, $v_i^{t+\Delta t}$</td>
<td>Velocity of particle ‘i’ at time $t$ and $t + \Delta t$ respectively</td>
</tr>
<tr>
<td>$p_i$, $p_i^{t+\Delta t}$</td>
<td>Momentum of particle ‘i’ at time $t$ and $t + \Delta t$ respectively</td>
</tr>
<tr>
<td>$f_i$</td>
<td>Total force acting on particle ‘i’</td>
</tr>
<tr>
<td>$F_{ij}^P$</td>
<td>Conservative force acting on particle ‘i’ due to particle ‘j’</td>
</tr>
<tr>
<td>$F_{ij}^D$</td>
<td>Dissipative force acting on particle ‘i’ due to particle ‘j’</td>
</tr>
<tr>
<td>$F_{ij}^R$</td>
<td>Random force acting on particle ‘i’ due to particle ‘j’</td>
</tr>
<tr>
<td>$F_{ij}^v$</td>
<td>Artificial viscosity force acting on particle ‘i’ due to particle ‘j’</td>
</tr>
<tr>
<td>$F_{ext_i}$</td>
<td>External force acting on particle ‘i’</td>
</tr>
<tr>
<td>$F_i^C$</td>
<td>Resultant conservative force on particle i</td>
</tr>
<tr>
<td>$F_{ij}^C$</td>
<td>Conservative force between pair of particles ‘i’ and ‘j’</td>
</tr>
<tr>
<td>$\gamma_{ij}$, $\gamma$</td>
<td>Amplitude of the dissipative force</td>
</tr>
<tr>
<td>$\sigma_{ij}$, $\sigma$</td>
<td>Amplitude of the random force</td>
</tr>
<tr>
<td>$\omega^D$</td>
<td>Weight function of the dissipative force</td>
</tr>
<tr>
<td>$\omega^R$</td>
<td>Weight function of the random force</td>
</tr>
<tr>
<td>$A$</td>
<td>Area of cross section</td>
</tr>
</tbody>
</table>
NOMENCLATURE (Contd.)

$\Delta t$                Time step

$r_c$                  Cutoff distance for random and dissipative interaction

$r_{ij}, r$            Distance between particles ‘i’ and ‘j’ at time $t$

$r$                    Distance between the particles

$n_{ij}$               Unit vector from particle ‘j’ to ‘i’

$r_{ij}$               $r_i - r_j$

$v_{ij}$               $v_i - v_j$

$p_{ij}$               $p_i - p_j$

$\alpha_{LJ}$          Force parameter of the Lennard-Jones interaction

$m, n$                 m and n parameters of Lennard-Jones interaction

$u_i$                  Internal energy of particle ‘i’

$C_v$                  Specific heat

$\theta_i, \theta_j$   Meso temperature of particle ‘i’ and ‘j’

$\Theta_{ij}^{-1}$     Harmonic mean of $\theta_i$ and $\theta_j$

$C_1$ and $C_2$        Constants of artificial viscosity force

$\kappa_{ij}$          Mesoscopic thermal conductivity

$\omega_{pq}$ and $\omega_{pq}$ Weight functions of dissipative and random forces for heat conduction

$\zeta_{ij}$           Random number from the normal distribution
NOMENCLATURE (Contd.)

\( \rho_p \) Probability Density

\( T \) Temperature

\( \rho_{eq} \) Probability density at equilibrium

\( \rho \) Mass Density

\( p \) Momentum density

\( E^a \) Energy density

\( \rho_n \) Number Density of DPD particles

\( m_i \) Mass of particle ‘i’

\( a_q, a \) Repulsion parameter of DPD fluid

\( p \) Virial pressure

\( V \) Volume of the simulation cell

\( \alpha \) Thermal diffusivity

\( \sigma_k \) Kinetic component of stress tensor

\( \sigma_p \) Potential component of stress tensor

\( \sigma_T = (\sigma_k + \sigma_p) \), Total Stress tensor

\( B' (r_i, r_j, R) \) Bond function

\( R \) Field point in Hardy’s averaging

\( X \) Field point in material coordinates

\( \Delta \) Localization function
NOMENCLATURE (Contd.)

\( u \)  
Mass averaged velocity

\( u^\alpha, u^\beta \) \( \alpha \) and \( \beta \) components of mass averaged velocity, \( u \)

\( \dot{w}_i \) \( \dot{v}_i - u \)

\( k_B \)  
Boltzmann constant
SUMMARY

There is a need for a unified framework to simulate mesoscale response of high energetic (HE) materials at micron and submicron length scales. Dissipative Particle Dynamics with Energy Conservation (DPDE) particle method is a relatively recent simulation method that holds promise, due to the built-in conservation of mass, momentum and energy coupled with a sound statistical mechanics foundation for fluctuation-dissipation phenomena to naturally account for heat transport. Developed for gases and liquids at atomic and molecular length scales and later extended to polymeric liquids and coarse grained solids, it has not been extended, to the best of our knowledge, to simulate the mesoscale response of solids at micron and sub-micron length scales. This work presents the development of DPDE method and its extension to simulate shock response of solid HE materials at micron and sub-micron length scales. Validation, at various stages of development, was performed through simulations of equation-of-state of a DPD fluid, thermal equilibrium of ideal gas, Fourier heat transfer in an RDX slab, and quasi-static compression of an RDX sample. The Fourier heat transfer simulation yielded the fluctuation-dissipation parameter, $\kappa_0$, which was used in all the simulations. In-depth simulations were carried out to simulate the shock response of RDX under assumed planar parallel plate impact experiment conditions at 208 m/s and 876 m/s impact velocities. In-situ average response parameters were obtained by incorporating Hardy’s averaging method extended, for the first time, to yield converged values at micron length scale. The free surface velocity, longitudinal and lateral stresses, and in-situ mass density were predicted in accordance with the uniaxial shock propagation
theory. The artificial viscosity force was added to DPDE for the first time, and yielded smooth temporal profiles of these quantities similar to those found in the results from hydrocode simulations. The variation in parameters of the Lennard-Jones form of the inter-particle potential force used in this work provided variation in in-situ mass density and stresses in accordance with RDX stiffness reduction introduced by the variation. The computed shock velocity and longitudinal stress in RDX at the two impact velocities were in reasonable agreement with experimental data in the literature. However, the present work did not predict the observed two wave fronts at 876 m/s due to the absence of inelasticity in the inter-particle potential force used. For the same reason, the temperature calculation under shock loading performed by assuming dissipation of 90% of the potential energy needs to be treated as a model calculation. While the DPDE method has been successfully extended in the current work to simulate mesoscale response of HE materials at micron and sub-micron length scales for the first time, it needs to be further extended by incorporating a contact algorithm to model impactor-target interaction, a more refined inter-particle potential force and incorporating anisotropy in the simulation.
CHAPTER 1

INTRODUCTION

1.1 Introduction

The ability to simulate the response of materials under different loading conditions yields predictive capabilities and helps narrow down the search space in which targeted experiments need to be done thereby saving both cost and effort. In addition, the computational modeling of materials can be easily taken up in a laboratory even for those experimental conditions which may be very difficult or even impossible to achieve in experiment. This allows the materials’ response to be explored under unique loading conditions along with the simulation of specific experimental conditions which helps advance the understanding of materials. For example, it may be very difficult experimentally to obtain a single, isolated molecule of material for study but simulations of such isolated molecules are done routinely. Different methodologies exist for modeling the material behavior at different length and time scales. These methodologies can be broadly classified as continuum methods as exemplified by the Finite Element Methods (FEM)\(^1\) and particle methods as exemplified by molecular dynamics (MD)\(^2\). There are many other particle methods that operate between FEM and MD, for example, smooth particle hydrodynamics (SPH)\(^3\), discrete element method\(^4\) (DEM), particle-in-cell method\(^5\), particle kernel methods\(^6\) etc. Figure 1 shows the different spatial and temporal regimes in which different simulation methodologies operate\(^7\).
Originally developed based on continuum mechanics for analysis of aeroplane structures in 1960’s and large scale structures, the FEM has become the primary method for modeling and simulation of the response of materials under different loading conditions. The spatial and temporal regimes are in the range of few microns and beyond and nano-seconds and beyond respectively. Similarly, the MD method has gained prominence in exploring materials’ response in the spatial and temporal regime of nanometer (nm) and nanoseconds and below respectively employing particle interactions at atomic and molecular level. Both of these approaches have their advantages and limitations. The FEM method suffers from mesh distortion issues as the spatial length scale is reduced below few microns. MD in principle can be used to model mesoscale behavior. However, this requires the solution of equations of motion of billions or even trillions of atoms/molecules which is beyond the capabilities of most of the powerful computers of the day. MD simulations for a system of billions of atoms have been carried out in few select studies but they are limited to large scale computational facilities.
However, particle methods by their very nature incorporate the discreteness of the material and are naturally well suited for modeling heterogeneities in the material. Within the spatial and temporal scales modeled by FEM and MD is the mesoscale regime which has gained increasing attention in the last two decades. Dissipative particle dynamics with energy conservation (DPDE) method\textsuperscript{9}, a recently introduced modeling technique, is a stochastic particle method that holds promise due to the inbuilt conservation of mass, momentum and energy. DPDE has been derived from thermodynamics and statistical mechanics principles. Developed originally as the isothermal dissipative particle dynamics (DPD) method\textsuperscript{10} for simulating gases and extended to polymeric liquids at the molecular length scales, the incorporation of internal energy and meso temperature variables extended DPD to DPDE formulation allowing temperature and heat transport calculations without solving separate heat transport equations. The method has been successfully applied to coarse grained molecular scales for HE and to macromolecular scale for polymers. However, it is yet to be applied at the micron and sub-micron length scales of solids.

Existing particle methods have been extensively used for simulation of shock phenomenon\textsuperscript{4,11-15}. These include MD, DPDE and DEM. Extensive work has been done in MD for simulation of shock propagation in materials. Holian et al.\textsuperscript{11} introduced the momentum mirror technique in MD for shock wave simulations. In the momentum mirror technique, an imaginary momentum reflecting mirror is placed at the piston end of material subjected to shock. The position of the mirror is augmented by piston velocity every time step. All particles that go beyond the piston outside of the simulation cell are reflected back into the simulation cell across the mirror plane and with their velocities...
reversed. Kadau et al.\textsuperscript{12} performed multimillion atom MD simulation to study phase transformation in solid iron. The simulated $U_s-U_p$ equation of state and the P-V Hugoniot agreed well with the experiment. At high shock strengths, a phase transition from bcc to hcp iron was obtained and the orientational relationship between the hcp and the bcc region was the same as observed in the martensitic transformation of bcc iron. Farrow et al.\textsuperscript{14} used non equilibrium MD simulations to study shock propagation in quartz using the momentum mirror technique. The computed Hugoniot was in good agreement with experimental data upto 25 GPa. A modified form of the simple BKS potential\textsuperscript{16} was used to model interparticle interactions in their work on quartz.

DPDE and its variants have also been used to model shock response of lipids and polymeric materials. Ganzenmuller et al.\textsuperscript{13} used DPDE to simulate shock wave propagation in lipid bilayers. A damage parameter was introduced into the simulation to study the damage behavior of the lipid. Each lipid was modeled as a mesoscopic chain with hydrophilic head and two hydrophobic tail beads. The water molecule was modeled by coarse graining four water molecules to one mesoscopic water bead. The interactions between them were modeled by Week-Chandler-Andersen potential\textsuperscript{17,18}. The pressure profiles at different times were obtained and their effect on the damage parameter was studied. However, their work deals with soft polymeric materials only and coarse graining is limited to agglomeration of few molecules and therefore does not go to a micron or submicron scale regime. Stoltz\textsuperscript{19} used a mesoscopic modeling technique very similar to DPDE to model shock propagation inside a 2D slab of polymeric material. The inter particle interactions in the material were modeled by a form of Rydberg potential\textsuperscript{20}. The parameters of the potential were obtained by requiring that the potential function
correctly reproduces the stress in uniaxial compression. Unlike DPDE, Stoltz\textsuperscript{19} used a scheme in which the dissipative and random forces are not projected along the line connecting the two particles. The integration scheme used was a variant of the Shardlow splitting scheme\textsuperscript{21} in which the stochastic and deterministic forces were integrated separately. Internal energy changes due to mesoscopic conduction were neglected and the evolution of internal energy was entirely due to dissipative forces in the system. Stoltz’s\textsuperscript{19} simulation results for the temporal evolution of temperature in the material as a result of shock propagation in it were in good agreement with the all atom simulation results. However, in this work, only the 2D case was simulated and for a polymeric material. The meso-particles were point particles and not micron and sub-micron sized meso-particles. In this work, it was assumed that the material is inert and no reaction accompanied the passage of shock through the material. Extending this work to the reactive case, Maillet et al.\textsuperscript{22} modeled the passage of shock through a material wherein the shock triggered an exothermic reaction. To this end, each mesoparticle was assigned a progress variable that tracked the progress of the chemical reaction for that meso-particle. The evolution of position and momentum are similar to the inert case. The progress variable tracked the extent of reaction for the mesoparticle. The evolution of internal energy is based on the dissipative interactions as in the inert case and also the exothermicity associated with the reaction. In this work, the meso-particles were point sized particles arranged in random fashion in a RVE, something that cannot be used to model a crystalline, anisotropic high explosive (HE) material. Maillet et al.\textsuperscript{23} also used DPDE to simulate the detonation of high explosive liquid with thermodynamic properties similar to nitromethane. To each mesoparticle was assigned a reaction progress variable that tracked the progress of the
reaction for that particle and the decomposition of the liquid was modeled by a first order kinetics. Moore et al.\textsuperscript{24} studied the effect of various parameters of the DPDE formulation on the shock response of RDX and compared their results with all atomistic simulations. They also obtained temperature profiles in RDX for various values of the amplitude of the dissipative force, $\gamma$, and specific heat, $C_v$. The temperature profiles were qualitatively similar demonstrating the robustness of their approach but differed from the all atomistic profiles. The meso-particles in the work of Moore et al.\textsuperscript{24} were obtained by coarse graining from RDX molecules and several molecules were coarse grained into a meso-particle. This level of coarse graining is several orders of magnitude lower than a micron or submicron regime, the true mesoscale regime, which is the focus of this work.

While MD, DPDE and variants of DPDE have been used to model shock response in materials, it is clear that these studies have been limited to soft polymeric materials, liquids and lipids. In these works, the particles were either point particles or when the system was coarse grained, the coarse graining was limited to at best macromolecular level. None of these works have explored DPDE for modeling phenomenon in solids at micron and submicron length scales, the true mesoscale regime.

DEM is another particle method that has been used to model shock response at mesoscale. Yano et al.\textsuperscript{4} used DEM for modeling the shock response of copper. The DEM method utilizes particles with the diameter in micron range as elements to simulate grains with average diameter of several tens of microns. Depending on the distance of separation of the particles and their history, two particles can have different states of interaction. Each different state of interaction is associated with a different set of inter-particle forces. In this method, the chemical interaction between the particles is modeled.
by the Lennard-Jones form of potential\textsuperscript{4}. A flyer plate impacting a stationary target was simulated and the simulation results were compared with the results of Mescheryakov’s experiment\textsuperscript{25}. Yano et al.\textsuperscript{15} also used 2D DEM to simulate alpha to epsilon transition in iron. Simulation results were presented for quasi-static as well as shock loading conditions. The grains were composed of circular disk shaped elements and the inter-particle forces between these elements were dependent on their link status. Each element was assigned a phase identification variable which changed value when the element satisfied a certain criterion. This criterion may be the temperature and/or pressure of the element. This phase identification variable was used to model phase change. However, despite using inter-particle potential, the DEM methodology is primarily based on continuum mechanics and phenomenologies and requires separate heat conduction solution.

Shock propagation in high explosive (HE) materials has been studied experimentally as well. Hooks\textsuperscript{26} et al. experimentally studied shock propagation in single crystal RDX at a pressure of 2.25 GPa. They obtained VISAR particle velocity histories for impact experiments on (210), (111) and (100) RDX planes using LiF as a window material. From their shock wave experiments, they obtained $U_s - U_p$ relationship for the equation of state of RDX for shock propagation in different crystallographic directions of RDX.

The modeling of the shock response of HE materials is challenging because of the generation of new chemical species accompanied by phase evolution on one hand and mechanical failure on the other. The shock response of HE materials leading to detonation has a transitory stage in which a solid phase undergoing deformation and
failure at mesoscale, a decomposed state due to solid sublimation and a gas phase coexist. The system is heterogeneous not only in terms of different phases but even within a single solid phase, because of failure, mechanical heterogeneities exist. The reactions within the transitory stage contribute also to energy release and heating of the reaction mix as new chemical species are generated as products. This presents a complex problem in which different length scales and phases coexist along with energy exchange between them. Finite element method has been used for inhomogeneous mesoscale simulations\textsuperscript{27} of solids while fluid dynamics methods have been used to study detonation in detonation shock dynamics field (DSD)\textsuperscript{28}. To the best of our knowledge, no computational tool exists to model and simulate the coupled response of the heterogeneous transitory state with mixture of phases and length scales. The DPDE method is envisioned to be an amenable particle method for such simulations. Originally developed at the molecular length scales, DPDE can model heterogeneities such as solid failures (fracture and voids) by dissociating particles from its neighbors, different phases by transitioning to different set of inter-particle potentials, etc. provided the method can be extended to submicron and micron length scales. The focus of the present work is to explore if DPDE can be extended and applied at the sub-micron and micron mesoscale length scales for solids preserving its core advantages. It is envisioned that if DPDE can be extended and applied to simulate phenomenon at the micron length scale, a unified simulation framework that transitions seamlessly across different length scales accounting for heterogeneities may be feasible.
1.2 Literature Survey

Dissipative Particle Dynamics\(^{10}\) (DPD) augmented with energy conservation\(^{9, 29, 30}\) (DPDE) are new methodologies envisioned to be applicable at wide range of length scales. DPDE is based on adding energy conservation to DPD and, other than the energy aspects, retains the basic structure of DPD as its core. The built-in conservation of energy is a desirable aspect of the DPDE method that serves to make it a potential tool for simulation of shock propagation in materials.

1.2.1 Dissipative Particle Dynamics (DPD)

The original motivation behind DPD was to combine the best features of MD\(^{2}\) and Lattice Gas Automata (LGA)\(^{31}\) or Lattice Gas Cellular Automata (LGCA)\(^{32}\), two methods that were available for simulating complex material behavior before the formulation of DPD\(^{10}\). MD is a physically sound methodology that has Galilean invariance and isotropy intrinsically built into it. LGA allows an incremental time step several orders of magnitude higher than MD and is computationally efficient\(^{10}\). However, in LGA particles are required to move on a regular lattice and LGA does not have Galilean invariance and isotropy built into it which is a major drawback\(^{10}\). Frisch et al.\(^{31}\) showed that LGA can be extended to incorporate these fundamental principles for the case of single phase flows. However, for complex fluid systems and multiphase fluids, the number of possible states for each lattice site increase significantly thereby making the LGA model cumbersome and difficult to extend\(^{10}\). A methodology that would combine the rigor and extensibility of MD with the time step of LGA would be very desirable.

DPD, the basis of DPDE, was introduced by Hoogerbrugge and Koelman\(^{10}\) to simulate the hydrodynamic behavior of polymeric fluids in a computationally efficient
manner. In their original model, Hoogerbrugge and Koelman\textsuperscript{10} consider the equations of motion of N particles moving in a simulation cell of volume $V$. The specification of the positions and the velocities of N particles constituting the system at every time step completely specifies the system. The system is updated in discrete time steps in two phases: a collision phase and a propagation phase. In the collision phase, the momenta of the particles are updated as\textsuperscript{10}

\begin{equation}
\tau + \Delta t \mathbf{p}_i = \mathbf{p}_i + \sum_j \Omega_{ij} \mathbf{n}_{ij}
\end{equation}

Here, $\tau + \Delta t \mathbf{p}_i$ is the momentum of particle ‘$i$’ after the collision and $\mathbf{p}_i$ is the momentum of particle ‘$i$’ before the collision. $\Delta t$ is the time step and $\mathbf{n}_{ij}$ is a unit vector from particle ‘$j$’ to particle ‘$i$’. $\Omega_{ij}$ is the momentum transferred from particle ‘$j$’ to particle ‘$i$’.

Following the collision phase is the propagation phase, in which the positions of particles are updated as\textsuperscript{10}

\begin{equation}
\tau + \Delta t \mathbf{r}_i = \mathbf{r}_i + \frac{\Delta t}{m_i} \tau + \Delta t \mathbf{p}_i
\end{equation}

Here, $\tau + \Delta t \mathbf{r}_i$ is the updated position vector and $\mathbf{r}_i$ is the position vector of the particle ‘$i$’ at the beginning of time increment $\Delta t$ and $m_i$ is mass of the particle. The momentum transferred between the particles $\Omega_{ij}$ is given as\textsuperscript{10}

\begin{equation}
\Omega_{ij} = W\left(||\mathbf{r}_i - \mathbf{r}_j||\right)\left(\Pi_{ij} - \omega \left(\mathbf{p}_i - \mathbf{p}_j\right) \cdot \mathbf{n}_{ij}\right)
\end{equation}

Here, $\omega$ is a positive number and $W\left(||\mathbf{r}_i - \mathbf{r}_j||\right)$ is a dimensionless non negative weight function that vanishes beyond a specified cutoff distance. $W\left(||\mathbf{r}_i - \mathbf{r}_j||\right)$ is normalized so
that its integral over all space is the inverse of average particle density. $\Pi_{ij}^{10}$ is a random number sampled from the distribution with mean $\langle \Pi_{ij} \rangle = \Pi_0$ and variance $\langle (\Pi_{ij} - \Pi_0)^2 \rangle = \delta \Pi^2$. Further, $\Pi_{ij} = \Pi_{ji}$ for every pair of particles (i,j).

The combination of stochastic inter-particle forces introduced in the DPD formulation distinguishes DPD from coarse grained MD. This aspect retains the basic advantageous features of MD; the formulation is built on inter-particle forces which allows it to be easily extensible. However, the combination of stochastic forces compensates in an average manner for the degrees of freedom lost by coarse graining in coarse grained MD. The first stochastic term in equation (3) is the random term and tends to heat the system. The second term in equation (3) tends to oppose relative motion between the two particles thereby dissipating energy from the system. The two terms tend to maintain the system at a constant temperature and act as a thermostat. Koelman and Hoogerbrugge\textsuperscript{33} showed that an adequate quantitative description of the isothermal fluid flow is obtained with this simple formulation using a fraction of particles compared to MD.

Hoogerbrugge and Koelman\textsuperscript{10} tested and validated their formulation by applying DPD to simulate fluid flow under periodic boundary conditions in a two-dimensional geometry. Using DPD, they obtained the pressure and velocity distribution of the particles and the dependence of drag coefficient on particle radius for low Reynold’s number in good agreement with the theory\textsuperscript{10}. To further validate their novel methodology, Koelman and Hoogerbrugge\textsuperscript{33} also used DPD to study hard sphere suspensions under steady shear. They observed good agreement between their DPD simulations for concentrated suspensions at high Peclet\textsuperscript{33} number and the experimental
results. These simulations were limited to isothermal conditions. This showed DPD to be a promising particle simulation technique for simulating fluid phenomenon under isothermal conditions. However, the fluid particles had no spatial extent and so the applicability of DPD to simulate finite sized particles as well as solid materials remained unexplored. Besides, their original formulation did not have the framework to simulate non-isothermal situations.

However, the success of DPD in combining the extensibility and rigor of MD with the larger incremental time step of LGA and at the same time using a fraction of particles needed for MD did not go unnoticed. Since then, DPD has been applied extensively to model fluid flow using point sized particles. Extensive literature exits on the application of DPD to model soft materials and polymeric melts\textsuperscript{34-39}.

Boek et al.\textsuperscript{34} applied DPD to study the rheology of dilute and concentrated (upto 40%) suspensions of spheres, rods and disks. They computed reduced viscosity as a function of the solid concentration in the suspension and obtained good agreement with the experiment. The cubic scaling behavior obtained for rods and disks and the computed intrinsic viscosity of dilute suspensions of rods and disks was in excellent agreement with theoretical predictions. Liu et al.\textsuperscript{35} used DPD to simulate contact angles and wetting behavior of fluids for multiphase flow inside a capillary and cross fracture junction. They simulated three different wetting regimes: Total wetting, moderate wetting and non-wetting by changing the interaction parameters for the fluid-fluid and fluid-solid interaction. Their DPD simulation results compared favorably to those obtained from SPH, thereby, validating the DPD methodology. Martys\textsuperscript{36} used DPD to simulate the flow of suspensions under different test conditions and compared the results with theoretical
predictions. Both Couette and Poiseuille flow were simulated. DPD reproduced the velocity profiles of these standard test cases. DPD was also able to account for the theoretical results on the intrinsic viscosity of dilute suspensions as predicted by Einstein’s theory. The simulations for concentrated suspensions were compared with experimentally obtained results and those from the Stokesian dynamics method and excellent agreement was observed. This demonstrated the strength of DPD methodology.

Ripoll and Ernst\textsuperscript{37} investigated a random DPD solid using both analytical and simulation techniques. The motivation for this work was that the Lorentz gas contains only the mechanism of kinetic transport by which energy and momentum can be transported. On the other hand, a random DPD solid contains only the mechanism of collisional transport for exchange of energy and momentum. A random DPD solid provides an idealized system in which the transport properties can be exactly evaluated in the high density limit\textsuperscript{37}. Diffusivities as a function of density for two and three dimensional systems were studied and related to the parameters of the model in the high density limit. The decay of a perturbation in the fluid was examined to validate the model against hydrodynamic predictions. Willemsen et al.\textsuperscript{38} applied DPD to study the flow of polymer in the square capillary which is an idealization for the hydrodynamic chromatography technique. The results for the simulation of axial velocity profile in the capillary agreed very well with the experiment. Willemsen et al.\textsuperscript{38} also used DPD to simulate the melting of polymer in a shear flow. The velocity and temperature profile were obtained for the melting of a particle placed between two moving plates.

Ball and Melrose\textsuperscript{40} presented a simulation technique, very similar to DPD, to study the quasi static motion of particles under the influence of pairwise conservative and
dissipative forces. They observed that for quasi static motion of powders, Brownian motion could be neglected but where fluctuations played an important role, random forces must be taken into account. They discussed the choice of time step for the algorithm and the imposition of boundary conditions for their scheme. Some numerical simulation results which were in qualitative agreement with the experiment were presented for the rheology of concentrated suspension of spheres under shear flow. They also motivated a connection between their simulation technique and DPD in the diffusive limit. However, their work, like the previous ones modeled a suspension and not a solid.

Espanol presented a generalization of DPD that included shear forces between particles. The shear force was assumed to be proportional to the relative velocity of particles. Angular momentum conservation was taken into account by attaching an angular momentum variable to each meso-particle. An increase or decrease in the angular momentum of the meso-particle was reflected in the change in the spin variable attached to the meso-particle. By imposing the condition that the equilibrium distribution be the Gibb’s canonical ensemble, correct thermodynamic behavior was obtained. It was observed that this new generalized version of DPD has the same structure as that of SPH. Their work demonstrated the easy extensibility of DPD without disrupting the core formulation of the methodology.

All the above mentioned applications of DPD had served to validate the core idea of DPD; the incorporation of stochastic forces in the formulation in addition to the deterministic forces. They had conclusively demonstrated the utility of incorporating stochastic forces in the formulation. Besides, they had spawned a lot of interest in the
DPD methodology and in overcoming its main drawback, i.e. its limitation to model isothermal phenomenon only.

However, all of the above successes of DPD were limited to soft, polymeric fluids and little was said about its applicability to solids. The DPD particles were either point particles or agglomerates of DPD point particles constrained to move as a unit. The application of DPD to solids and at mesoscale regime remained unexplored.

In the original formulation of DPD, the dissipative and random forces were independent of one another. Mesoscale particle methodologies such as DEM exist and they also incorporate stochastic forces in their formulation. However, in DEM the stochastic forces are independent and are not based on statistical mechanics arguments. Such a theoretical basis is needed for the rigorous theoretical development of any new methodology. Espanol and Warren provided a firm statistical mechanics basis for DPD by formulating a fluctuation-dissipation theorem for the stochastic forces in the DPD formulation. They obtained the coupled stochastic differential equations (SDE) for DPD and then derived the Fokker-Planck equation corresponding to this set of stochastic differential equations.

The stochastic differential equations describe the update for the position and momenta of the particles. The update of the position and momenta are respectively given by

\[
d'_{\mathbf{r}_i} = \frac{\mathbf{p}_i}{m_i} \Delta t
\]

\[
d'_{\mathbf{p}_i} = \left[ \sum_{j \neq i} F_{ij}^e \left( r_{ij} \right) + \sum_{j \neq i} -\gamma_{ij} F_{ij}^D \left( r_{ij} \right) \left( \mathbf{n}_{ij} \cdot \mathbf{v}_{ij} \right) \mathbf{n}_{ij} \right] \Delta t + \sum_{j \neq i} \sigma_{ij} \omega^R \left( r_{ij} \right) \mathbf{n}_{ij} dW_{ij}
\]
Here, $F^c_{ij}(\dot{r}_j)$ is the conservative force acting between the pair of particles ‘i’ and ‘j’ that depends only on the distance, $\dot{r}_j = r$, between the particles ‘i’ and ‘j’. $\gamma_j = \gamma$ and $\omega^D$ are respectively the amplitude and weight functions of the dissipative force. $\sigma_j = \sigma$ and $\omega^R$ are respectively the amplitude and weight function of the random force. The weight functions $\omega^D$ and $\omega^R$ are functions of the inter-particle separation $\dot{r}_j$ between the particles ‘i’ and ‘j’. $\dot{v}_j = \dot{v}_i - \dot{v}_j$ where $\dot{v}_i$ and $\dot{v}_j$ are respectively the velocities of particle ‘i’ and ‘j’ at time $t$. $dW_j = dW_{ji}$ are independent increments of the Wiener process. Espanol and Warren\textsuperscript{42} then derived the Fokker-Planck equation for the time evolution of the probability distribution $\rho_p(\dot{r}_i, \dot{p}_i; t)$ corresponding to the above stochastic differential equation (SDE). The Fokker Planck equation is given by\textsuperscript{42}

$$\frac{\partial}{\partial t} \rho_p(\dot{r}_i, \dot{p}_i; t) = L_c \rho_p(\dot{r}_i, \dot{p}_i; t) + L_d \rho_p(\dot{r}_i, \dot{p}_i; t)$$

(6)

where the operators $L_c$ and $L_d$ are defined as\textsuperscript{42}

$$L_c \rho_p(\dot{r}_i, \dot{p}_i; t) \equiv -\left[ \sum_i \frac{\dot{p}_i}{m_i} \frac{\partial}{\partial \dot{r}_i} + \sum_{i,j \neq i} F^c_{ij}(\dot{r}_j) \frac{\partial}{\partial \dot{p}_i} \right] \rho_p(\dot{r}_i, \dot{p}_i; t)$$

(7)

$$L_d \rho_p(\dot{r}_i, \dot{p}_i; t) \equiv \sum_{i,j \neq i} \frac{\partial}{\partial \dot{p}_i} \left[ \gamma_j \omega^D(\dot{r}_j) \left( \dot{v}_i - \dot{v}_j \right) \right] \rho_p(\dot{r}_i, \dot{p}_i; t) +$$

$$\sum_{i,j \neq i} \frac{\partial}{\partial \dot{p}_i} \left[ \frac{\sigma_j^2}{2} \omega^R(\dot{r}_j) \dot{r}_j \left( \frac{\partial}{\partial \dot{p}_i} - \frac{\partial}{\partial \dot{p}_j} \right) \right] \rho_p(\dot{r}_i, \dot{p}_i; t)$$

(8)
The operator \( L_c \) is the Liouville operator and takes into account the effect of conservative force. The operator \( L_d \) takes into account the effect of dissipative and random forces and contains second order derivatives. At equilibrium, the probability distribution is stationary and does not evolve in time. This implies that at equilibrium

\[
\partial_t \rho_p = 0
\]  
(9)

The equilibrium Gibbs canonical distribution is given by

\[
\rho_p^{eq}(\{r_i, p_i\}) = \frac{1}{Z} \exp\left[ -\frac{H(\{r_i, p_i\})}{k_B T} \right] = \frac{1}{Z} \exp\left[ -\left( \sum_i \frac{p_i^2}{2m_i} + V\left(\{|r_j|\}\right) \right)/k_B T \right]
\]  
(10)

Here, \( H \) is the Hamiltonian of the system, and \( V\left(\{|r_j|\}\right) \) is the potential function from which the conservative force is derived, \( k_B \) is the Boltzmann constant, \( T \) is the equilibrium temperature and \( Z \) is the normalizing partition function of the ensemble.

Operator \( L_c \) in equation (7) when operating upon the equilibrium probability density, \( \rho_p^{eq} \), in equation (10) gives

\[
\left[ \sum_i \frac{p_i}{m_i} \frac{\partial}{\partial r_i} + \sum_{i,j,i} F_{ij}^c \frac{\partial}{\partial p_i} \right] \rho_p^{eq} = \sum_i \frac{p_i}{m_i} \frac{\partial (\rho_p^{eq})}{\partial r_i} + \sum_{i,j,i} \frac{F_{ij}^c}{m_i} \frac{\partial (\rho_p^{eq})}{\partial p_i}
\]  
(11)

The first term on the RHS of equation (11) gives

\[
\left( \frac{p_i}{m_i} \frac{\partial}{\partial r_i} + \frac{p_j}{m_j} \frac{\partial}{\partial r_j} \right) \rho_p^{eq} = F_{ij}^c \left( \frac{1}{k_B T} \right) \left( \frac{p_i}{m_i} \rho_p^{eq} + F_{ji}^c \left( \frac{1}{k_B T} \right) \left( \frac{p_j}{m_j} \rho_p^{eq} \right) \right)
\]  
(12)

since the conservative force is derivable from the potential. The second term on the RHS in equation (11) gives
\[
\sum F^c_{ij} \frac{\partial}{\partial p_i} (\rho_{eq}^p) = \left( F^c_{ij} \frac{\partial}{\partial p_i} + F^c_{ji} \frac{\partial}{\partial p_j} \right) (\rho_{eq}^p) \tag{13}
\]

The derivatives of \( \rho_{eq}^p \) w.r.t. momenta are

\[
\frac{\partial}{\partial p_i} (\rho_{eq}^p) = \rho_{eq}^p \left( -\frac{1}{k_BT} \right) \left( \frac{\mathbf{p}_i}{m_i} \right) \tag{14}
\]

Substituting equation (14) in equation (13) gives

\[
F^c_{ij} \left( -\frac{1}{k_BT} \right) \left( \frac{\mathbf{p}_i}{m_i} \right) \rho_{eq}^p + F^c_{ji} \left( -\frac{1}{k_BT} \right) \left( \frac{\mathbf{p}_j}{m_j} \right) \rho_{eq}^p \tag{15}
\]

The sum of terms in equation (12) and equation (15) cancels to zero. Consequently,

\[
L_C \rho_{eq}^p = 0 \tag{16}
\]

The operation of operator \( L_D \) in equation (8) on \( \rho_{eq}^p \) in equation (10) gives

\[
L_D \rho_{eq}^p \equiv \sum_{i,j=1}^{2} \mathbf{n}_j \frac{\partial}{\partial p_i} \left[ \gamma_{ij} \omega^{(\prime)} (\mathbf{r}_j) \left( \frac{\mathbf{n}_j \cdot \mathbf{v}_j}{\omega^{(\prime)}} \right) + \right. \frac{\sigma_{ij}^2 (\omega^{(\prime)})^2 (\mathbf{r}_j) \mathbf{n}_j \left( \frac{\partial}{\partial p_i} - \frac{\partial}{\partial p_j} \right) \right] \rho_{eq}^p \tag{17}
\]

Using equation (14), the cross term containing double derivatives in equation (17) can be written as

\[
\sum_{i,j=1}^{2} \mathbf{n}_j \frac{\partial}{\partial p_i} \left[ \frac{\sigma_{ij}^2 (\omega^{(\prime)})^2 (\mathbf{r}_j) \mathbf{n}_j \left( \frac{\partial}{\partial p_i} - \frac{\partial}{\partial p_j} \right) }{-\frac{1}{k_BT} \left( \frac{\mathbf{p}_j}{m_j} \right) \rho_{eq}^p} \right] \rho_{eq}^p = \tag{18}
\]

Substituting equation (18) in equation (17), we obtain
\[ L_D \rho_p^{eq} = \sum_{i,j \neq i} n_{ij} \frac{\partial}{\partial p_i} \left[ \gamma_{ij} \omega^D \left( r_{ij} \right) \left( \dot{n}_{ij}, \dot{v}_{ij} \right) \right] \rho_p^{eq} + \]
\[ \sum_{i,j \neq i} n_{ij} \frac{\partial}{\partial p_i} \left[ \frac{\sigma_{ij}^2}{2} \left( \omega^R \right)^2 \left( \dot{r}_{ij} \right) \left( \dot{\dot{n}}_{ij}, \dot{\dot{v}}_{ij} \right) \left( -\frac{1}{k_B T} \right) \right] \rho_p^{eq} \]

The only way \( L_D \rho_p^{eq} \) can be zero at all times is if

\[ \omega^D = \left( \omega^R \right)^2 \]  \hspace{1cm} (20)

\[ \sigma_{ij} = \left( 2k_B T \gamma_{ij} \right)^{1/2} \]  \hspace{1cm} (21)

Equations (20) and equation (21) were first obtained by Espanol and Warren\textsuperscript{42}. This is the statement of the fluctuation dissipation theorem\textsuperscript{42} for the DPD system. With these conditions imposed, Espanol and Warren\textsuperscript{42} found that the algorithm is stable only if the time step is sufficiently small.

The theoretical machinery of DPD methodology was further developed by Marsh et al.\textsuperscript{43} who obtained the Fokker-Planck equation for the DPD fluid and related the Navier-Stokes equation governing the hydrodynamic behaviour of the fluid to it. The equation is then solved by the kinetic theory technique of Chapman-Enskog (see for example Reinecke and Kremer\textsuperscript{44}) method. Thermodynamic and transport properties of the DPD fluid are expressed in terms of the parameters of the DPD simulation. They also present macroscopic flow equation for momentum and energy for the DPD fluid. Essentially, in their work, the DPD method is motivated as a technique for simulating the transport properties of fluids and suspensions. Marsh and Coveney\textsuperscript{45} formulated the H theorem for the multicomponent isothermal DPD system. H theorem is essentially a statement of second law of thermodynamics which says that during an irreversible process, the entropy of the system cannot decrease or the related quantity H cannot
increase. They formulated the H functional for DPD and showed that at equilibrium, the H functional attained its stationary value and the equilibrium statistical distribution is obtained.

The development of fluctuation-dissipation theorem and H theorem for DPD was a critical step in its establishment as a physically sound and theoretically rigorous methodology. The statistical mechanics basis meant that the entire machinery of statistical mechanics can be used to develop and get insight into the working of this recently introduced method. This was also an important step in the incorporation of energy conservation to DPD to yield DPDE and thereby overcoming its major limitation; to be applicable only to isothermal cases.

Groot and Warren\textsuperscript{46} critically reviewed DPD as a simulation technique for atomistic and sub-mesoscopic regimes for polymeric fluids composed of point particles. The conservative force in their work was a soft repulsive force whose form is given by

\[
F^C_{ij} = a_{ij} \left(1 - \frac{r_{ij}'}{R_{ij}}\right) n_{ij} \quad \text{if} \quad \left( r_{ij}' < 1 \right)
\]
\[= 0 \quad \text{if} \quad \left( r_{ij}' \geq 1 \right) \tag{22}
\]

Here, \(a_{ij}\) is a repulsion parameter which is determined by matching some property of the system which in the case of liquids can be compressibility. The weight functions for the dissipative and random force are functions only of the distance \(r_{ij}'\) between the particles and are given as

\[
\omega^D \left( r_{ij}' \right) = \left[ \omega^R \left( r_{ij}' \right) \right]^2 = \left(1 - \frac{r_{ij}'}{R_{ij}}\right)^2 \quad \text{for} \quad \left( r_{ij}' < 1 \right)
\]
\[= 0 \quad \text{for} \quad \left( r_{ij}' \geq 1 \right) \tag{23}
\]
Starting from the relationship between dissipative and random forces as established by Espanol and Warren\textsuperscript{42}, Groot and Warren\textsuperscript{46} established the convergence ranges of the parameters for the dissipative and random interactions. Rather than using the Euler algorithm, Groot and Warren\textsuperscript{46} also introduced the modified velocity-Verlet for integration of equations of motion of the DPD fluid. In this algorithm the velocity is updated in two steps but the force is computed just once. This algorithm reduces to the standard velocity-Verlet in the limit that the forces are independent of velocity. Groot and Warren\textsuperscript{46} demonstrated that the scheme is stable only within a range of time step outside of which the simulation does not converge. The parameter $a_{ij}$ of the conservative force is determined by the fluctuations of the liquid. The fluctuations in the liquid determine the thermodynamic state of the liquid and so if the thermodynamic behavior of the liquid is to be described correctly, the fluctuations in the liquid need to be correctly accounted for. The fluctuations in the liquid are determined by the compressibility of the liquid. Using the virial theorem, Groot and Warren\textsuperscript{46} made the connection between the experimentally determined compressibility of the liquid and the repulsion parameter $a_{ij}$ of the conservative force used to model chemical interactions between the particles. This relationship is given as

$$\kappa^{-1} = \frac{1}{k_B T} \frac{\partial p}{\partial \rho_n} \bigg|_T$$

(24)

where $\kappa^{-1}$ is a dimensionless compressibility whose value for a large class of polymeric liquids is experimentally known. $\left( \frac{\partial p}{\partial \rho_n} \right)$ is the derivative of virial pressure, $p$, w.r.t the
number density, \( \rho_n \), of DPD particles in the system. The virial pressure \( p \) can be obtained from the virial theorem as

\[
p = \rho_n k_B T + \frac{1}{3V} \left\{ \sum_{j>i} (r_i - r_j) \cdot F_{ij}^C \right\}
\]

The subscript \( j > i \) on the summation ensures that each pair is counted exactly once. This established a general approach for determining the unknown parameters of the conservative force in the DPD methodology. In general, experimental data on compressibility can be modeled using atomistic simulations. So Groot and Warren's\(^{46} \) approach of determining the parameters of the conservative force used to describe mesoscopic behavior connects the mesoscopic DPD technique to experiments and atomistic simulations. Demonstrating this approach, Groot and Warren\(^{46} \) derived a relationship between the parameters of the conservative force and the \( \chi \) parameter of the Flory-Huggins model\(^{47,48} \). Groot and Warren\(^{46} \) carried out simulations for various values of particle number density and observed a parabolic relationship between the reduced pressure normalized by the repulsive force parameter when plotted as a function of number density. Using this parabolic behavior, Groot and Warren\(^{46} \) established the equation of state of the DPD fluid for the first time. This equation of state of the DPD fluid has the form

\[
p = \rho_n k_B T + \delta a \rho_n^2 \quad (\delta = 0.101 \pm 0.001)
\]

where the pressure \( p \) of the DPD fluid has been related to the repulsive parameter of the conservative force \( a = a_{ij} = a_{ji} \). Groot and Warren\(^{46} \) also modeled a physical system by simulating the surface tension between unlike polymers of equal length. Comparison of
DPD simulations with experimentally measured surface tension in the PS/PMMA system showed good agreement. Equations for viscosity and self-diffusion coefficient, the experimentally observed transport coefficients for polymeric fluids, were obtained in terms of the parameters of the DPD formulation. It was observed that the viscosity increases with the dissipation force parameter $\gamma$ of equation (21) and the self-diffusion coefficient decreases with $\gamma$.

The work of Groot and Warren$^{46}$ was an important milestone in the development of DPD methodology since it presented a general approach for connecting DPD simulations to experimentally observed parameters. However, Groot and Warren’s$^{46}$ work is based on modeling a fluid system composed of point sized DPD particles and not a crystalline solid. To model phenomenon at the submicron and micron scale using point particles would need an enormous number of particles defeating the very purpose of the mesoscale simulation technique. Besides, the conservative forces used to model interparticle interactions are of soft repulsive nature and do not go to infinity as the interparticle distance goes to zero. This is a serious limitation because in a true solid, the interparticle repulsion goes to infinity as the interparticle distance is reduced. Besides, this work does not consider dynamic loading of the RVE, something that is paramount for simulating shock propagation in solids. In DPD energy is not conserved. So without incorporating energy conservation, phenomenon such as shock propagation with conservation of mass, momentum and energy cannot be simulated.

Shardlow$^{21}$ presented an alternate integration scheme for integrating the equations of motion of DPD. In this integration scheme, the integration of the equations of motion is split into a stochastic component wherein the effects of stochastic forces, namely
dissipative and random, are taken into account and a deterministic component where the velocities are augmented by the conservative forces. Just like the integration scheme introduced by Groot and Warren\textsuperscript{46}, this scheme has been extensively used in DPD literature. Similar to the scheme by Groot and Warren\textsuperscript{46}, this scheme converges rapidly only within certain range of time step beyond which it is unstable.

1.2.2 Dissipative Particle Dynamics with Energy Conservation (DPDE)

DPD conserves mass and momentum but it does not conserve energy. DPD by itself is therefore an isothermal method. It cannot be used to model phenomenon where energy transfer explicitly needs to be taken into account. Mackie et al.\textsuperscript{9}, Avalos et al.\textsuperscript{29} and independently of them Espanol\textsuperscript{30} added energy conservation to the DPD formulation to yield DPDE. It is worthwhile to mention here that DPD and DPDE differ in that DPDE particles are characterized by two additional variables in addition to the standard variables for DPD particles. The ideas and theory that were originally developed for DPD carry over to DPDE with regard for these variables. The theoretical developments in DPD are therefore at the core of the DPDE methodology.

In DPDE, an internal energy reservoir is attached to each meso-particle. The measure of internal energy is the meso-temperature of the meso-particle. Consequently, in DPDE, in addition to the position momentum and force variable associated with each particle, each particle is assigned an internal energy variable and a meso temperature variable. Because each particle is individually assigned a meso temperature variable that is different from the overall temperature of the system, the energy exchange between meso-particles is not coupled to the average temperature of the system. So the DPDE
scheme, an extension of the DPD scheme can be used to model non isothermal processes such as heat conduction and shock.

The internal energy of the meso particle is related to the meso temperature of the particle by an equation of state. A simple equation of state that can adequately describes metal is of the form

\[ u_i = mC_v \theta_i \]

Here, \( u_i \) is the internal energy of the meso-particle ‘i’ with mass \( m_i \), specific heat \( C_v \) and meso-temperature \( \theta_i \). Other equations of state can be readily incorporated in the formulation. In DPDE, it is assumed that the internal states of the particle are always in equilibrium with one another so that the only change in the state of the particle can come from its interaction with another particle. This allows the assignment of a mesoscopic entropy to each particle. As in standard thermodynamics, the change in internal energy and mesoscopic entropy for a particle are related by an equation of the form

\[ \theta_i ds_i = du_i \]

Here, \( s_i \) is the mesoscopic entropy of the particle ‘i’. The inter particle forces are assumed to be pairwise additive and conserve momentum as in DPD. In addition, when the change in internal energy variable attached to the particle is taken into account, energy is also conserved. The energy lost or gained by the meso-particle comes from the internal energy reservoir attached to the particle which causes a decrease or increase respectively in the mesoscopic temperature of the meso-particle.

In the standard formulation of DPDE, the change in internal energy of the DPDE meso particle can come from two sources: change due to mechanical interaction and
change due to mesoscopic heat conduction. Mackie et al.\textsuperscript{9} and Avalos et al.\textsuperscript{29} presented stochastic differential equations for the update of positions, momenta and internal energies of the DPDE meso particle. The equation for the update of positions is similar to DPD and is given by\textsuperscript{9}

\[ d'r_i = \frac{\dot{p}_i \Delta t}{m_i} \]  

(29)

The equation for the update of momenta is given by\textsuperscript{9}

\[ \dot{p}_i = \sum_{j \neq i} \left( tF_{ij}^p + tF_{ij}^D + tF_{ij}^R + tF_{ij}^{\text{ext}} \right) \]  

(30)

Here, $\dot{p}_i$ is the time rate of change of momentum of the particle. $tF_{ij}^p$, $tF_{ij}^D$, $tF_{ij}^R$, $tF_{ij}^{\text{ext}}$ are respectively the conservative, dissipative, random and external force acting between the particles ‘i’ and ‘j’. This is similar to the update of positions and velocities in DPD. In DPDE, in addition, there is a stochastic differential equation for the update of the internal energy variable $u_i$. This update of internal energy is given by\textsuperscript{29}

\[ \dot{u}_i = \frac{1}{2m_i} \left( tF_{ij} + tF_{ij}^R \right) + q_{ij}^D + q_{ij}^R \]  

(31)

Here, $q_{ij}^D$ and $q_{ij}^R$ are respectively the dissipative and random heat flows. The forms of the dissipative and random forces in the work of Avalos et al.\textsuperscript{29} are given by

\[ tF_{ij}^D = \zeta(r) \frac{1}{m} t \mathbf{r}_{ij} \cdot t \mathbf{p}_j - t \mathbf{p}_i \]  

\[ tF_{ij}^R = t \mathbf{r}_{ij} \Gamma_{ij} t F_{ij}(t) \]  

(32)
\( \zeta(r) \) and \( \Gamma_{ij} \) are respectively the products of amplitude and weight functions for the dissipative and random force. \( F_{ij}(t) \) is a stationary, Gaussian and white noise. The dissipative and random heat flows are given as\(^{29}\)

\[
\dot{q}_{ij}^D = \lambda_n(r) \left( \frac{1}{\theta_i} - \frac{1}{\theta_j} \right)
\]
\[
\dot{q}_{ij}^R = \text{sign}(i-j) \Lambda_{ij} Q_{ij}(t)
\]

(33)

Here, \( \lambda_n(r) \) is a positive coefficient, \( \text{sign}(i-j) \) is a permutation function of ‘i’ and ‘j’ and is 1 if \( i > j \) and -1 if \( (i < j) \). The coefficient \( \Lambda_{ij} \) takes into account the effect of random forces on mesoscopic heat conduction. \( Q_{ij}(t) \) is a stationary, Gaussian white noise that can be different from the Gaussian noise \( F_{ij}(t) \) in equation (32). The \( \text{sign}(i-j) \) function ensures that \( \dot{q}_{ij}^R = -\dot{q}_{ji}^R \) thereby conserving energy.

Analogous to DPD\(^{42}\), Mackie et al.\(^9\), Avalos et al.\(^{29}\) and independently Espanol\(^{30}\) derived the statistical mechanics of DPDE. Based on the stochastic differential equations above for the update of position, momentum and internal energy of the particle, they independently obtained the Fokker-Planck equation and derived the statement of the fluctuation dissipation theorem for the DPDE system. Following Avalos et al.\(^{29}\), the Fokker-Planck equation for the DPDE system can be written as\(^{29}\)

\[
\frac{\partial}{\partial t} \rho_p \left( \{ r_i \}, \{ p_i \}, \{ u_i \} \right) = L^{\text{con}} \rho_p \left( \{ r_i \}, \{ p_i \}, \{ u_i \} \right) + L^{\text{dif}} \rho_p \left( \{ r_i \}, \{ p_i \}, \{ u_i \} \right) \quad (34)
\]
where \( L^{\text{con}} \) and \( L^{\text{dif}} \) are the convective and diffusive operators and 
\[
\rho_p \left( \{ \mathbf{r}_i \}, \{ \mathbf{p}_i \}, \{ u_i \} \right)
\]
is the probability density for the DPDE system analogous to \( \rho_p \) for the DPD system defined in equation (6). The form of \( L^{\text{con}} \) is given by

\[
L^{\text{con}} \equiv -\sum_{i=1}^{N} \left[ \frac{\partial}{\partial t'} \mathbf{p}_i \cdot \frac{1}{m_i} \mathbf{F}_i + \frac{\partial}{\partial \mathbf{p}_i} \cdot \mathbf{F}_{\text{ext}} \right] - \\
\sum_{i,j=1}^{N} \left\{ \frac{\partial}{\partial t'} \mathbf{p}_i \cdot \left[ \mathbf{F}_{ij}^c + \zeta \left( \mathbf{r}_{ij} \right) \frac{1}{m_j} \mathbf{r}_{ij} \cdot \left( \mathbf{p}_j - \mathbf{p}_i \right) \right] + \\
\frac{\partial}{\partial u_i} \left[ \frac{1}{2m_i} \zeta \left( \mathbf{r}_{ij} \right) \left( \mathbf{r}_{ij} \cdot \left( \mathbf{p}_j - \mathbf{p}_i \right) \right)^2 + \lambda \left( \mathbf{r}_{ij} \right) \left( \frac{1}{\theta_i} - \frac{1}{\theta_j} \right) \right] \right\} 
\]

The form of \( L^{\text{dif}} \) is given by

\[
L^{\text{dif}} \equiv \sum_{i,j=1}^{N} \left\{ \frac{\partial}{\partial t'} \mathbf{p}_i \cdot \frac{1}{2} \Gamma_{ij} \mathbf{r}_{ij} \cdot \mathbf{L}_j + \\
\frac{\partial}{\partial u_i} \left[ \frac{1}{2m_i} \left( \mathbf{p}_j - \mathbf{p}_i \right) \cdot \frac{1}{2} \Gamma_{ij} \mathbf{r}_{ij} \cdot \mathbf{L}_j + \frac{1}{2} \Lambda \left( \mathbf{r}_{ij} \right) \left( \frac{\partial}{\partial u_i} \frac{\partial}{\partial \mathbf{u}_j} \right) \right] \right\} 
\]

where the operator \( \mathbf{L}_j \) is defined by

\[
\mathbf{L}_j \equiv \left( \frac{\partial}{\partial t'} \mathbf{p}_j - \frac{\partial}{\partial t'} \mathbf{p}_i \right) + \frac{1}{2m_i} \left( \mathbf{p}_j - \mathbf{p}_i \right) \left( \frac{\partial}{\partial u_i} \frac{\partial}{\partial \mathbf{u}_j} \right) + \frac{\partial}{\partial u_j} \left( \frac{\partial}{\partial \mathbf{u}_i} \frac{\partial}{\partial \mathbf{u}_j} \right) 
\]

Imposing that the equilibrium probability distribution has the form of a Gibbs canonical distribution, Avalos et al. deduced the following relationship between the coefficients of the dissipative and random force

\[
\Gamma_{ij} = 2k_B \Theta \zeta \left( \mathbf{r} \right) \\
\Lambda_{ij} = 2k_B \lambda \left( \mathbf{r} \right) 
\]
Here, $\Theta_j^{-1} = \frac{1}{2} \left( \frac{1}{\theta_i} + \frac{1}{\theta_j} \right)$. This is the statement of the fluctuation dissipation theorem for the DPDE system and is analogous to the statement of fluctuation dissipation theorem for DPD in equation (21).

Ripoll et al.\textsuperscript{39} demonstrated that both the micro canonical and canonical ensemble can be simulated using DPDE. They applied the DPDE model for simulation of a solid which was modeled as a quiescent fluid. Periodic boundary conditions were imposed in all three directions for the equilibrium case. In this work, the meso-particles used were point particles and they were used to simulate a quiescent fluid and not a solid. So the application of DPDE to simulation of crystalline solid remains uninvestigated. For the non-equilibrium case, the boundary conditions were periodic in two directions while a temperature gradient was imposed in the third. They demonstrated that DPDE methodology can be used to simulate heat flow under a temperature gradient and successfully simulated the Fourier law of heat conduction using DPDE. Using simple equations for the meso-temperature and mesoscopic thermal conductivity, they obtained a probability distribution for the energies of the particles in exact agreement with the theoretical predictions.

Lisal et al.\textsuperscript{49} presented a formulation of DPD under isothermal, isobaric, isoenergetic and isenthalpic conditions along with the statements of fluctuation-dissipation theorem for these cases. The extension of Shardlow’s\textsuperscript{21} splitting scheme for the Velocity-Verlet algorithm, for particles of unequal mass, was presented for the first time in their work. The generic isobaric DPD formulation presented in their work for the Langevin barostat\textsuperscript{50} can be specialized to Hoover barostat\textsuperscript{50}. The isobaric and isoenergetic formulations were combined to obtain an isenthalpic formulation\textsuperscript{49}. Building on the work
of Groot and Warren\cite{46} on the equation of state of a DPD fluid, a single DPD fluid and a
mixture of two different DPD fluids was simulated in their work. The interactions
between the fluid particles were modeled using a soft repulsive interaction similar to
equation (22) in the work of Groot and Warren\cite{46}. Additionally, a coarse grained solid that
represented Ni in terms of physical and chemical properties was simulated in their work.
The inter-particle interactions between the coarse grained Ni particles were modeled
using a shifted Sutton-Chen embedded potential\cite{51}. The model for solid Ni was obtained
by agglomerating four f.c.c. unit cells into 1 coarse grained DPD particle. To utilize this
level of coarse graining to model a micron sized particle at a sub-mesoscale or mesoscale
regime would require enormous number of atoms thereby putting DPDE at the same
disadvantage as MD.

1.2.3 Inter-Particle Potential

As mentioned earlier, the inter-particle conservative force $\mathbf{F}^C_{ij}$ is the major
component, in addition to dissipative and random forces, that make DPDE applicable to
any material (solid, liquid or gases) or a mixture of phases. $\mathbf{F}^C_{ij}$, which describes the
chemical interactions between the particles is obtained from an inter-particle\cite{52, 53}
potential. Several potentials exist in literature such as Mie potential\cite{54}, Morse potential\cite{55},
Lennard-Jones potential\cite{56}, Smith-Bharadwaj\cite{57} potential, etc.

Three important parameters are used to characterize the quality of potential:
accuracy, transferability and computation cost. Accuracy refers to the extent to which a
potential represents the inter-particle interactions. For computational chemistry, a highly
accurate potential is desirable since material properties are computed from isolated
molecules. The parameters of a potential are obtained by fitting to a set of experimental
data followed by optimization of the fit parameters\textsuperscript{58}. Transferability\textsuperscript{59} refers to the ability of the potential to adequately describe the inter-particle interactions in new situations to which it was not fit. The calculation of forces from some potentials such as Lennard-Jones and Mie potential is computationally less expensive compared to more complicated potentials. This affects the speed of computation and consequently the computational cost characteristic of the potential is important. The existing potentials can also be classified based on their range as short range or long range potentials. A potential is considered short range if the force derived from it decreases with inter-particle distance, $r$, quicker than $r^{-d}$, where $d$ is the dimensionality of the system. To reduce computation time, a potential can also be specified with a suitable cut off beyond which it is assumed to be zero, thereby limiting its range. Van der Waals forces are short range interactions while coulomb forces are long range interactions. Potentials can also be classified as soft and hard potentials depending upon the behavior of the potential as the inter-particle distance approaches zero. As the inter-particle distance is reduced to zero, the inter-particle force approaches infinity for a hard potential while for a soft potential the inter-particle force approaches a finite limiting value.

The Mie potential\textsuperscript{54} and its variant, the Lennard-Jones potential\textsuperscript{56}, are well known in literature. The Mie potential\textsuperscript{54} is given as

\[
V_{\text{mie}}(r) = \left( \frac{n}{n-m} \right) \left( \frac{n}{m} \right)^{m/(n-m)} \varepsilon_{\text{pot}} \left[ \left( \frac{\sigma_{\text{pot}}}{r} \right)^m - \left( \frac{\sigma_{\text{pot}}}{r} \right)^n \right]
\]

(39)

Here, $r$ is the inter-particle distance, $\varepsilon_{\text{pot}}$ is the well depth and $\sigma_{\text{pot}}$ is the inter-particle distance where the potential $V_{\text{mie}}$ is zero. $m$ and $n$ are parameters of the Mie potential that can be adjusted to describe different materials\textsuperscript{4}. The Mie potential and its
variants have been extensively used for modeling solids\textsuperscript{60-62} and fluids\textsuperscript{63}. The Lennard-Jones potential is a special case of the general Mie potential with $n = 12$ and $m = 6$.

Morse potential\textsuperscript{55} and its variants have been extensively used for metals\textsuperscript{64, 65} and diatomic molecules\textsuperscript{66}. The form of the Morse potential is given as\textsuperscript{55}

$$V_{\text{morse}}(r) = \varepsilon_{\text{pot}} \left( 1 - e^{-a_{\text{pot}}(r-r_e)} \right)^2$$ (40)

Here, $r_e$ is the equilibrium bond distance. $a_{\text{pot}}$ is the parameter that controls the width of the potential.

Zarkova et al.\textsuperscript{67} presented the Lennard–Jones potential with temperature dependent parameters for ethane, propene, butane and cyclopropane. The form of this potential is given by\textsuperscript{67}:

$$V_{\text{zar}}(R,T) = \frac{\varepsilon_{\text{pot}}(T)}{n-6} \left[ 6 \left( \frac{R_m(T)}{R} \right)^n - n \left( \frac{R_m(T)}{R} \right)^6 \right]$$ (41)

Here, $V_{\text{zar}}(R,T)$ is the intermolecular interaction energy which is a function of temperature; $R$ is the center of mass distance; $R_m(T)$ is the equilibrium distance; $\varepsilon_{\text{pot}}(T)$ is the potential well depth which has a dependence on temperature and $n$ is the repulsive parameter. The functional forms of $R_m(T)$ and $\varepsilon_{\text{pot}}(T)$ are respectively given by:

$$R_m(T) = R_m(T = 0 \text{ K}) + \delta_0 \cdot f(T)$$ (42)

Here, the term $\delta_0 \cdot f(T)$ accounts for the effective enlargement of molecular size. In the potential of Zarkova et al.\textsuperscript{67}, the potential well depth $\varepsilon_{\text{pot}}(T)$ is given as

$$\varepsilon_{\text{pot}}(T) = \varepsilon_{\text{pot}}(0) \left[ \frac{R_m(0)}{R_m(T)} \right]^6$$ (43)
Al-Matar et al.\textsuperscript{68} presented a form of Lennard-Jones potential using temperature dependent interaction parameters. Interaction parameters as a function of temperature were determined from an optimization process. The form of the potential is

\[
V_{\text{alm}}(r) = 4\varepsilon_{\text{pot}} \left[ \left( \frac{\sigma_{\text{pot}}}{r} \right)^{12} - \left( \frac{\sigma_{\text{pot}}}{r} \right)^6 \right] 
\]

(44)

The optimized interaction parameters as a function of temperature in the potential of Al-Matar et al.\textsuperscript{68} are given by

\[
\sigma_{\text{pot}} = 3.672 - \frac{22.30}{T} \\
\frac{\varepsilon_{\text{pot}}}{k_B} = 117.655 + \frac{778.012}{T} 
\]

(45)

The potential was applied to the study of Argon.

Abell\textsuperscript{69} introduced the REBO potential that has the form:

\[
V_{\text{abe}}(r) = \sum_i \sum_{j<i} f_c(r) \left[ V_R(r) + \bar{b}_{ij} V_A(r) \right] 
\]

(46)

Here, $V_A, V_R$ and $r$ are respectively the attractive part, the repulsive part and the interatomic distance between the particles. $\bar{b}_{ij}$ is the bond order term that represents the weakening of the bond due to bond rotation, torsion and coordination number. $f_c$ is the cutoff function that limits the interactions to nearest neighbor particles. Originally, $V_A$ and $V_R$ were represented by Morse type terms which was too restrictive. In the second generation REBO potentials\textsuperscript{70}, the interatomic interactions $V_R$ and $V_A$ are given as
\[ V_R(r) = \left[ 1 + \frac{Q_{\text{rebo}}}{r} \right] A \exp(-\alpha_{\text{rebo}} r) \]
\[ V_A(r) = \sum_{n=1,3} B_n \exp(-\beta_n r) \]  

(47)

Here, \( Q_{\text{rebo}}, \alpha_{\text{rebo}} \) and \( \beta_n \) are parameters. In the temperature dependent REBO potential, \( A \) and \( B_n \) are assumed to be temperature dependent so that the form of \( V_R \) and \( V_A \) are given as

\[ V_R(r) = \left[ 1 + \frac{Q_{\text{rebo}}}{r} \right] A(T) \exp(-\alpha_{\text{rebo}} r) \]
\[ V_A(r) = \sum_{n=1,3} B_n(T) \exp(-\beta_n r) \]  

(48)

In equation (48), the temperature dependence is embodied in the coefficients \( A(T) \) and \( B_n(T) \).

Ackland\(^7^2\) presented a temperature dependent form of potential for Ti which is given by

\[ V_{\text{ack}}(r) = \sum_j \sum_k H(r_k - R_{ij}) a_k (r_k - R_{ij})^3 + \]
\[ \sum_j A_j T^2 X^2 (1 - X)^2 H(r_0 + d - R_{ij}) H(R_{ij} - r_0) \]
\[ - \sqrt{\sum_j \sum_k H(R_k - R_{ij}) A_k (R_k - R_{ij})^3} \]  

(49)

Here, \( R_{ij} \) is the separation between i and j nearest atoms, \( H \) is the Heaviside step function and the other parameters \((a_k, r_k, A_k, R_k)\) are specified in Ackland\(^7^2\). The parameter \( X \) is given by

\[ X = (r - r_0)/d \]  

(50)

where the range of interaction is from \( r_0 \) to \( r_0 + d \).
Several works have used the embedded atom potential (EAM) potential or its variation for MD simulation of solids especially metals\textsuperscript{73-75}. The basic form of the EAM\textsuperscript{76} potential is given by

$$V_{\text{eam}}(r) = \sum_{i} F_i(\rho_{h,i}) + \frac{1}{2} \sum_{i,j \neq i} \phi_{ij}(r)$$

(51)

where $\phi_{ij}$ is the short-range pair potential, $F_i$ is the embedding function. The host density, $\rho_{h,i}$, is assumed to be closely approximated by a sum of atomic densities $\rho^{a}$ of the constituents, that is $\rho_{h,i} = \sum_{j \neq i} \rho^{a}_j(r)$. Here, $\rho^{a}_j$ is the contribution to the density from atom $j$, where $\rho_{h,j}$ is the total host electron density at atom $j$. In this case, the energy is a function of the positions of atoms.

Holian et al.\textsuperscript{73} presented a model EAM potential of the form

$$V_{\text{hol}}(r) = \sum_{i=1}^{N} \left[ \frac{1}{2} \sum_{j \neq i} \phi(r) + \Gamma(\rho_i) \right]$$

(52)

Here, $\phi$ is a density independent, pairwise additive contribution depending only on the distance $r$ between particles and $\Gamma$ is the embedding energy. $\Gamma$ is a function of the local embedding density $\rho_i$ at atom ‘i’, given by a pairwise sum over all neighboring particles, weighted by a spherical localization function. A nonlinear function of embedding density results in higher order many-body contributions. The function $\phi$ is taken to be the spline Lennard-Jones potential. The spline $\phi$ has been used for simulation of anisotropic response and elastic-plastic shock wave profiles for single crystals\textsuperscript{77}. The embedding
energy function $\Gamma$ is taken to be a nonlinear function that depends on the dimensionality of the system.

Berne and Pechukas\textsuperscript{78} considered each molecule as approximated by a uniaxially stretched Gaussian distribution of the form

$$G(\mathbf{r}) = |\gamma|^{1/2} \exp\left(-\mathbf{r} \cdot \gamma^{-1} \cdot \mathbf{r}\right) \text{ where}$$

$$\gamma = (l^2 - d^2) \mathbf{u} \mathbf{u} + dd \mathbf{I}$$

Here, $\mathbf{u}$ and $\mathbf{I}$ are respectively the unit vector along the principal axis of the particle with length $l$ and breadth $d$, and $\mathbf{I}$ is the identity matrix. Their potential is able to account for anisotropy. In Berne and Pechukas\textsuperscript{78} approach, the potential between two interacting particles is of the form

$$V_{hp}(\mathbf{u}_i, \mathbf{u}_j, \mathbf{r}_{ij}) = e_{pot}^i e_{pot}^j \exp\left[-r^2/\sigma_{pot}^2(\mathbf{u}_i, \mathbf{u}_j, \mathbf{r}_{ij})\right] \quad (54)$$

Here, $e_{pot}^i$ is the strength anisotropy function. Several variations of this potential exist in literature\textsuperscript{79-81}.

Stillinger and Weber\textsuperscript{82} presented a potential for silicon based on the idea that any potential energy function $\Phi$ describing interactions amongst N identical particles can be resolved into one body, two-body and three-body term and so on upto N body contributions as

$$V_{sw}(1,2,\ldots,N) = \sum_i V_i(i) + \sum_{i<j} V_i(i, j) + \sum_{i<j<k} V_i(i, j, k) + \ldots + V_N(1,\ldots,N) \quad (55)$$

Here, the one body term, $V_i(i)$, represents external forces. $V_i(i, j)$ and $V_i(i, j, k)$ respectively model two body interactions and three body interactions. In the generalized
formulation, up to $N$ body interactions can be considered. They considered up to three body interactions and specified their forms $^{82}$.

Smith et al. $^{83}$ developed a force field for Dimethylnitramine (DMNA) and extended their work to develop a potential for HMX $^{57}$. Molecular geometries were optimized using quantum chemistry calculations and conformational energies for nitramide and dimethylnitramine (DMNA) were obtained using different basis sets. The potential was validated through gas and liquid phase MD simulations $^{83}$. DMNA was chosen as a building block for developing a force field for HMX and RDX for MD simulations $^{57}$. However, the force field was developed at the atomic and molecular length scales and not for the sub-micron and micron length scale regimes.

Numerous potentials exist in literature $^{59}$. Mishin provides a review of interatomic potentials for metals $^{84}$. All the above potentials are for atomistic simulations. Their application to micron length scale remains unclear and has not been attempted to the best of knowledge, except for the phenomenological extension of Lennard-Jones form of potential by Yano et al $^{4}$.

Several works exist on the construction of these mesoscopic potentials and the determination of the potential parameters $^{85-88}$. Reith et al. $^{85}$ presented a methodology for constructing mesoscopic potentials from full atomistic simulations. A potential is guessed and a simulation is performed based on a guessed potential. The distribution function obtained from the guessed potential is compared with the simulated distribution to improve the guess. This is essentially a self-consistency scheme. The methodology is applied to poly-isoprene to demonstrate the scheme. Forrest and Suter $^{86}$ introduced the bottom up scheme for coarse graining polymer chains in melts. They demonstrated the
spatial and temporal averaging needed to represent polymer chains as mesoscopic bead
particles and applied the procedure to a melt of 20 C24 chain polymers.

Izvekov et al.\textsuperscript{89} presented a bottom up scheme for constructing coarse grained
models of biomolecules from atomistic MD simulations using a force matching
technique. They assumed a linear dependence of force on the fitting parameters and
obtained a coarse grained model of DPMC bilayer. They validated their coarse grained
model against MD simulations and observed good agreement between the radial density
functions (RDF) obtained from their coarse grained model and the all atomistic MD
simulations. While their model yielded good agreement with MD simulations for RDF,
the pressure dependence of the material was not accurately modeled. This limited the
transferability of the model. In a later work, Izvekov et al.\textsuperscript{90} proposed an improvement in
their coarse grained model\textsuperscript{89} by incorporating density dependence in it. The improved
model showed better transferability across different densities. Mukherjee et al.\textsuperscript{91}
presented a systematic methodology for constructing coarse grained models of liquid
crystalline compounds. Steve et al.\textsuperscript{92} have presented a detailed review of coarse grained
models.

It is clear that the above mentioned methodologies have been developed for soft
polymeric materials at macro-molecular length scales. For the simulations at micron and
submicron length scales for solids performed in this work, a form of inter-particle
potential is required. The methodologies mentioned in the literature apply to coarse
graining to macromolecular level and not to micron length scale. This presents a
challenging situation. We have circumvented this problem by using a Lennard-Jones
form\textsuperscript{4} of potential at this point.
1.2.4 Boundary Conditions in DPDE

The DPDE simulation of plate impact experiment would require appropriate wall boundary conditions to prevent the escape of particles from an RVE. In general, the statistical volume element (SVE) may have periodic boundary conditions\textsuperscript{93} imposed in the directions lateral to shock propagation to computationally simulate infinite extent lateral to shock propagation\textsuperscript{11, 12, 93, 94} or there may be walls that prevent the escape of the particle from SVE. Since large amount of experimental data exists for shock propagation in one dimension in which the specimen is assumed to be infinite in the lateral dimensions, periodic boundary conditions provide a way to model this infinite extent with small number of particles. Alternatively, the SVE may be bounded by walls. Walls are a way to conserve mass by not allowing particles to escape from the simulation cell.

In a wall bounded DPD system, material properties such as density and pressure show fluctuations close to the wall. Not only are these fluctuations nonphysical in nature, the fluctuations starting at the wall may propagate into the interior of the simulation cell making the simulation itself numerically unstable. Several ways of imposing wall boundary conditions on the SVE composed of meso-particles interacting via dissipative particle dynamics interactions exist in literature\textsuperscript{95-99}.

Altenhoff et al.\textsuperscript{95} presented a method for simulating a stochastic boundary based on the fluctuations in the corresponding homogeneous system at equilibrium. In this approach, an imaginary wall is introduced within a homogeneous system. The total force exerted by the wall on the particle is of stochastic nature. The boundary conditions\textsuperscript{95} are obtained by modifying the virial pressure term in homogeneous system. The success of the method was demonstrated by applying it to simulate Poiseuille flow and flow near an
oscillating plate. The fluctuations in temperature and density near the walls were significantly reduced but in regions very close to the walls some fluctuation effects remained.

Revenga et al.\textsuperscript{96} presented three possibilities for imposing wall conditions in a DPD simulation: specular, bounce back and a stochastic Maxwell Boltzmann type of wall. The results for three types of walls were compared. In a specular wall, the component of particle velocity normal to the wall is reversed while the components tangential to the wall are left unchanged. In a bounce back wall, all three components of the velocity of the particle are reversed. In a Maxwell Boltzmann type of stochastic wall, the particle is injected back into the simulation cell with a velocity chosen from the Maxwell Boltzmann distribution corresponding to the temperature of the wall. In another work by Revenga et al.\textsuperscript{97}, a DPD fluid in contact with a wall was modeled. The wall was composed of frozen DPD particles with a very high number density of particles that approached continuum. The DPD particles interacted with this frozen entity. Any particle that crosses the wall in a simulation step is put back into the simulation cell either by specular reflection, a bounce back reflection or by Maxwell-Boltzmann injection. This ensured impenetrability of walls and conserved system mass.

Wang et al.\textsuperscript{98} presented a new wall boundary condition which combined the characteristics of the Maxwell’s boundary conditions and the bounce back condition. On reflection from a wall, the components of velocity tangential to the wall are reversed while the component of velocity normal to the wall is given a value from the Maxwell-Boltzmann distribution of velocities at the same temperature as the walls. Simulation of the Poiseuille flow showed excellent agreement with the theoretical results.
Pivkin et al.\textsuperscript{99} introduced a new way to impose no slip boundary conditions. The method was based on freezing DPD particles and combining this with bounce back conditions. The method involves computing the average force exerted by wall such that, within the cutoff radius, this force is balanced by the force exerted by the fluid. In doing this an effective interaction coefficient is assigned to the wall particles based on the average force per unit area exerted by the walls on a plane certain distance from the wall. The efficacy of the method was demonstrated by simulation of Poiseuille flow where it was found that the density and temperature fluctuations introduced by the wall in the middle of the fluid region were significantly reduced. Some fluctuations at the walls did remain however.

It is evident that several boundary conditions for DPD have been reported in literature and they may be adaptable to DPDE because of the close relationship between DPD and DPDE. However, these boundary conditions cannot be directly used for solid walls composed of micron length scale particles because of the finite extent of the micron sized particles. The formulation of correct wall conditions for micron sized particles forming the walls of the RVE presents a challenging problem.

1.2.4 In-situ Shock Deformation Quantities

The output from a particle method such as MD, DPD, or DPDE are the positions, velocities and forces on particles at every time step of the simulation. These quantities because of their very nature are discrete, pertaining to the specific particles that make up the simulated system. Since the micron sized particles are intended to simulate a continuum system, the derivation of continuum properties such as energy and mass densities, energy flux and stresses from the output obtained in a particle method is of
enormous interest. In addition, for many cases of interest, the experimental response of a material treated as a continuum is well known. Comparison of simulated results with experimental values provides a check on the correctness of the particle methods. The question of determining the local field properties that pertain to the continuum from the output obtained in a particle simulation has been addressed in several works.

Irving and Kirkwood\textsuperscript{100} derived the equations of mass, momentum and energy transport from the statistical mechanics point of view for a single component, single phase fluid system and obtained expressions for the stress tensor and the heat flux in terms of microscopic variables. They showed that the equations of hydrodynamics retain their form when expressed in terms of the positions, velocities and inter-particle interactions-that is in terms of the properties of the particles constituting the fluid system. They assumed the forms of the densities of mass, momentum and energy and by requiring that these satisfy the form invariant hydrodynamic equations, they derived the expressions for the momentum and energy fluxes. These expressions for the fluxes contained both kinetic contributions and contributions from inter-particle interactions. However, as noted by Hardy\textsuperscript{101}, their approach suffers from two main limitations. First, their formulas for the potential contribution to the heat flux and stresses contain infinite series which needs to be truncated for computation sake, thereby introducing an approximation in the computation of the potential part of stress and heat flux. Secondly, their formulation uses a Dirac Delta function for the position which also needs to be approximated.

Hardy\textsuperscript{101} presented formulas for determining the local continuum properties such as mass density, energy density, energy flux and stresses from the MD simulation using a
smooth localization function. The potential contribution to the heat flux and stresses in Hardy’s formulation\textsuperscript{101} does not contain infinite series and is therefore exact when numerically computed. The local properties at a point are associated with weighted averages over a region of length $l$ around that point. In Hardy’s work, the influence of a particle to a local property at a specific point is determined by the localization function, $\Delta$. The localization function $\Delta$ is any non-negative function that has a peak at the particle position $r_i$ and tends to zero away from the particle. The localization function is normalized to the volume of the averaging domain and satisfies

$$\int_{\Omega} \Delta(r) d^3r = 1$$

(56)

where $\Omega \subset R^3$ is domain of interest. For shock propagation in one dimension, the step function normalized with the volume of the averaging domain is a convenient choice. For three dimensional case, a three dimensional Gaussian can be used. The integral of the localization function along the line connecting the two particles defines the bond function. The bond function is defined as

$$B(\hat{r}_i, \hat{r}_j, R) \equiv \int_0^1 \Delta(\tau \hat{r}_i + \hat{r}_j - R) d\tau$$

(57)

$\tau$ is the variable of integration. $R$ is the position vector of the field point along the line connecting the two particles. Bond function accounts for the contribution of the interparticle interaction to the momentum and energy flux.

In Hardy’s work, the contribution of a particle to heat flux and momentum flux has two components: the potential contribution and the kinetic contribution. The potential contribution arises from the forces between the particles due to their interparticle
interaction. The kinetic contribution arises from the motion of the particles. Hardy’s work gives the Cauchy stress in terms of the spatial coordinates. The Cauchy stress expression given by Hardy has the form

\[ T^K = S^K + S_V \]  (58)

where \( S^K, S_K, S_V \) are respectively the \( \alpha \beta \) component of the total, kinetic and potential contribution to the stress tensor. The kinetic and potential contributions to the stress tensor, \( S^K, S_K, S_V \) are respectively given by

\[ S^K = \sum_i \left[(\dot{r}_i^\alpha - u^\alpha)(\dot{r}_i^\beta - u^\beta)\Delta (\mathbf{r}_i - \mathbf{R})\right] \]

\[ S_V = \frac{1}{2} \sum_{ij} F_{ij}^{\alpha \beta} B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R}) \]  (59)

Here, \( m_i \) is the mass of particle \( i \). \( \dot{r}_i^\alpha \) and \( \dot{r}_i^\beta \) are \( \alpha \) and \( \beta \) component of the velocity of the particle ‘i’. \( \mathbf{u} \) is the local mass averaged velocity whose \( \alpha \) and \( \beta \) components are respectively \( u^\alpha \) and \( u^\beta \). \( F_{ij}^{\alpha \beta}, F_{ij}^{\alpha \beta} B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R}) \) are respectively the \( \alpha \) component of the conservative interparticle interaction force, \( \beta \) component of the relative position vector \( \mathbf{r}_i \), and bond function respectively between the two particles ‘i’ and ‘j’. The pressure is negative of the one third of the trace of stress tensor. Based on their definitions of mass, energy and momentum density along with the expressions for stresses and the pressures computed from them, Hardy showed that the Rankine-Hugoniot equations across the shock front are automatically satisfied with their formulation. Based on this formulation, Hardy et al.\(^{102}\) also computed local velocity, temperature and pressure in MD simulations of shock propagation in 2D and compared the results of using a cosine localization function with a step function localization.
function. Zimmerman et al.\textsuperscript{103} extended Hardy’s work to include temporal averaging and compared the stress obtained from Hardy’s formulation with the atomic stress evaluated from virial theorem. They demonstrated that Hardy’s formulation converges more rapidly to the continuum values than volume averages of the local virial stress for finite temperature deformations.

Zimmerman et al.\textsuperscript{104} presented a material frame approach for determining continuum variables in atomistic simulations. Their approach gives the first Piola-Kirchhoff stress. Zimmerman’s expression for the first Piola-Kirchhoff stress is

\begin{equation}
\mathbf{P}(\mathbf{X}, t) = -\frac{1}{2} \sum_{j=1}^{N} \sum_{i \neq j}^{N} \mathbf{F}^{C}_{ij} \otimes 0 \mathbf{r}_{ij} B(\mathbf{X})
\end{equation}

Here, $\mathbf{P}(\mathbf{X}, t)$ is the first Piola-Kirchhoff stress at the material coordinate $\mathbf{X}$. $\otimes$ denotes the tensor product. $0 \mathbf{r}_{ij} = 0 \mathbf{r}_i - 0 \mathbf{r}_j$ where $0 \mathbf{r}_i$ and $0 \mathbf{r}_j$ are the material coordinates of the particles ‘i’ and ‘j’. $B(\mathbf{X})$ is the bond function for the particle pair ‘i’ and ‘j’ in the reference configuration. In contrast to Hardy’s formulation, Zimmerman’s\textsuperscript{104} work computes field properties in material coordinates, that is as a function of reference configuration. Besides, in Zimmerman’s work, the contribution to stress and heat flux does not contain the kinetic contribution. The first Piola-Kirchhoff stress as computed by Zimmerman\textsuperscript{104} and the Cauchy stress as computed in Hardy’s work\textsuperscript{101} is related by Piola transform. Zimmerman demonstrates the consistency of his material frame approach with Hardy’s spatial frame approach by computing the Cauchy stress from the first Piola-Kirchhoff stress through the Piola transform. Comparison with the Cauchy stress computed directly from Hardy’s approach shows good agreement between the two approaches.
Shen et al.\textsuperscript{105} defined a stress tensor based on SPH\textsuperscript{3} approach. In contrast to Hardy’s\textsuperscript{101} and Zimmerman’s\textsuperscript{104} approach, the averaging method of Shen et al.\textsuperscript{105} does not rely on selecting an averaging volume. Since the averaging volumes are not always known unambiguously a priori, this is an important advantage. Shen et al.\textsuperscript{105} also define an equivalent continuum for a MD system based on SPH and their definition of continuum stress. The formulation is validated by numerical examples and the method yields smooth and highly continuous fields for both homogeneous and non-homogeneous deformation. Subramaniyan et al.\textsuperscript{106} demonstrated the significance of the kinetic term in the virial stress. The kinetic part of the virial stress accounts for the thermal motion in the material. They showed that for finite temperatures, the kinetic contribution must be taken into account even for solids. Based on theoretical arguments and numerical simulations, they demonstrated the equivalence of spatially and temporally averaged virial stress and Cauchy stress provided the kinetic contribution is taken into account.

Eapen et al.\textsuperscript{107} employed statistical inference techniques to obtain continuum fields from the output of MD simulation. In the statistical inference technique, the field variable is assumed to be a probability distribution function. There are two variants of the statistical inference approach, the parametric approach and the non-parametric approach. The parametric approach is used when the probability density distribution of the underlying particle property for which the field estimator is to be constructed is known while the non-parametric estimator is used when this probability density distribution is unknown. Since the probability distribution for the particle positions and stresses is not known, they are computed with the non-parametric approach. In the non-parameteric approach, the maximum entropy principle, with constraints in the form of statistical
moments of the physical quantity, is used to estimate the field. The statistical moments of the physical quantity are obtained from the discrete particle output of MD simulation.

All of the above mentioned schemes for obtaining continuum averages from discrete particle output have originally been developed for point particles. They are not directly applicable to micron sized particles which have a finite extent. An extension of these averaging schemes to micron sized particles needs to be developed. However, these averaging schemes provide guidelines and a framework on which the averaging for micron sized particles utilized in this work can be formulated.

From above discussion, it is clear that DPDE has all the features needed to simulate multi-phase, multi-length scale phenomenon that are encountered during the shock response of HE materials. DPDE is a relatively recent simulation technique that has Galilean invariance and isotropy intrinsically built into it. Therefore, DPDE methodology is physically sound compared to methods such as LGA. In MD, the time step should be small enough in the nanosecond regime so that the configuration change equivalent to a single mean free path is accomplished in several hundred time steps. However, DPDE allows a time step several orders of magnitude higher than MD. Besides, the modeling of mesoscale phenomenon using MD would require the simulation of several billions of atoms which is beyond the capability of most of the available computers. However, DPDE coarse grains, thereby reducing the number of particles and consequently the number of degrees of freedom of the system to be simulated are significantly reduced. Therefore, it is computationally efficient for mesoscale simulations. Like MD, DPDE is based on inter-particle interactions and consequently it is easily extendable. Simulation methodologies such as DEM are also based on inter-
particle interactions and thus preserve the simplicity and extensibility of MD. However, unlike DPDE, DEM is based on continuum mechanics phenomenologies and require separate heat transport solution. DPDE has a rigorous statistical mechanics approach with in-built heat transport. DPDE incorporates in a rigorous manner the fundamental principle of energy conservation in addition to mass and momentum conservation and therefore is well suited to model phenomenon where energy exchanges need to be explicitly taken into account. The built in energy conservation in the DPDE formulation allows heat transfer to be simulated without the need for separately solving heat transport equations. DPDE has already been demonstrated to successfully model phenomenon at the atomic and molecular length scales for gases and polymers from where it originated. However, DPDE has not been applied to solids and at micrometer length scales. This work is the first attempt to extend DPDE methodology to model shock response of HE materials at mesoscale.
CHAPTER 2

OBJECTIVES

The detailed discussion in the preceding chapter shows that MD is a well-established simulation technique at the atomic and molecular length scales while FEM is a well-established modeling and simulation methodology for length scales above few microns. However, the two methods and others like DEM, are deficient in simulating materials’ response at micron and sub-micron mesoscale with heterogeneities. DPDE method has the requisite features for simulating the mesoscale response on account of being based on sound statistical mechanics basis, built-in heat transport, and being derived from fundamental molecular level void of any continuum mechanics phenomenologies. However, the method has not been applied at micron and submicron length scale of any material in general and of solids in particular. The objectives of the present research work are to:

1. Develop and extend DPDE method to simulate response of solid materials at micron and sub-micron length scales found at materials’ mesoscale.
2. Develop and integrate in-situ averaging method to retrieve in-situ deformation parameters from DPDE simulation results for comparison with available analytical solution and experimental data.
3. Validate the results at progressive stages of development with the results available in literature for ideal gas, equation-of-state of DPD fluid and
analytical results for one dimensional (1D) Fourier heat flow and quasi-static compression of solids at micron length scales.

4. Simulate the shock response of HE materials at micron length scales for an assumed planar plate impact experiments and compare the retrieved in-situ averaged shock quantities with experimental data.
The detailed formulation of DPD and DPDE are now presented as it is extended and applied in this work. The formulation is generic and can be used for any loading condition by specifying appropriate initial and boundary conditions. A generic methodology for averaging discrete particle output obtained from a particle method to obtain continuum field quantities is also presented.

### 3.1 DPD Formulation

In DPD, the particles interact via a conservative force that takes into account the chemical interaction between the particles, a dissipative force and a random force. The dissipative forces tend to extract energy from the system while the random forces input energy into the system. The combination of dissipative and random forces acts as a thermostat. When the system is coarse grained, the degrees of freedom of the system are reduced. The dissipative and random forces tend to compensate, in an average manner, for the lost degrees of freedom of the system, a key feature that distinguishes stochastic methodologies such as DPD and DPDE from coarse grained MD. Each DPD particle, ‘i’, is characterized by a position vector \( \mathbf{r}_i \), mass \( m_i \) and momentum \( \mathbf{p}_i \). The total force \( f_i \), exerted on the particle ‘i’ by its neighboring particle ‘j’, at time \( t \), is given as

\[
f_i = \sum_{j \neq i} \left( f_{ij}^p + f_{ij}^D + f_{ij}^R \right) \tag{61}
\]
Here, the force components \( \vec{F}_{ij}^P, \vec{F}_{ij}^D, \vec{F}_{ij}^R \) are respectively the conservative inter-particle potential force, dissipative force and random force between the particles ‘\( i \)’ and ‘\( j \)’ as specified in equation (30) and the sum runs over all particles within a cut off radius \( r_c \). In the DPD simulation, the cut off radius was assumed to be unity.

In this work, the conservative force between the DPD particles was taken to be a soft repulsive interaction of equation (22) with \( a_{ij} = a \)

\[
\vec{F}_{ij}^P = a \left( 1 - \frac{r_{ij}}{r_{ij}} \right) \vec{r}_{ij} \quad \left( \frac{r_{ij}}{r_{ij}} < 1 \right) \\
= 0 \quad \left( \frac{r_{ij}}{r_{ij}} \geq 1 \right)
\]  

(62)

Here, \( a \) is the repulsion parameter that controls the strength of the soft repulsive interaction. Different materials can be modeled by changing the value of the repulsion parameter \( a \).

The dissipative and random forces are given as \(^{46}\):

\[
\begin{align*}
\vec{F}_{ij}^D &= -\gamma_{ij} \varnothing_{ij} \left[ \vec{r}_{ij} \cdot \vec{p}_{ij} \right] \vec{r}_{ij} \\
\vec{F}_{ij}^R &= m_{ij} \varnothing_{ij} \zeta_{ij} \Delta t^{-0.5} \vec{r}_{ij}
\end{align*}
\]  

(63)

where \( \gamma_{ij} \) and \( \sigma_{ij} \) are respectively the amplitudes of the dissipative and random forces, \( \varnothing_{ij} \) and \( \varnothing_{ij} \) are the weight functions of the dissipative and random forces respectively as defined in equation (5). \( \zeta_{ij} \) is a random number from the standard normal distribution with zero mean and unit variance.

As demonstrated by Espanol and Warren\(^{42}\), the dissipative and random forces are not independent. The amplitudes of the dissipative and random force are related to one another by dissipation-fluctuation theorem as given in equation (64).
\[ \sigma^2 = 2\gamma \left( \frac{k_B T}{m} \right) \]  
\hfill (64)

For DPD simulation, the mass \( m \) was taken to be unity, in which case equation (64) and equation (21) become identical. The weight functions of the dissipative and random forces are related by the dissipation-fluctuation theorem and in this work were assumed to be of the form

\[ \omega^D = \left( \omega^R \right)^2 = \left( 1 - \frac{'r_{ij}}{r_c} \right)^2 \quad \text{for } 'r_{ij} < r_c \]  
\[ = 0 \quad \text{for } 'r_{ij} \geq r_c \]  
\hfill (65)

where \( r_c \) is the interaction range for the dissipative and random interactions. For DPD simulation, the interaction range was taken to be unity.

The Newton’s equations of motion of the particles for unit mass are given as:

\[ \frac{d'r_i}{dt} = 'v_i, \quad \frac{dv_i}{dt} = 'f_i \]  
\hfill (66)

The equations of motion were integrated using the modified velocity-Verlet suggested by Groot and Warren

\[ t^{+\Delta t} r_i = 'r_i + \Delta t 'v_i + \frac{1}{2} \left( \Delta t \right)^2 'f_i \]  
\[ t^{+\Delta t} v_i = 'v_i + \lambda \Delta t 'f_i \]  
\[ t^{+\Delta t} f_i = f_i \left( t^{+\Delta t} r_i, t^{+\Delta t} v_i \right) \]  
\[ t^{+\Delta t} v_i = 'v_i + \frac{1}{2} \Delta t \left( 'f_i + t^{+\Delta t} f_i \right) \]  
\hfill (67)

Here \( \lambda \) is a constant. Following Groot and Warren, the constant \( \lambda \) was taken to be 0.5.

The DPD method conserves both mass and momentum. However, it is essentially an isothermal method and cannot be used where energy and temperature changes need to
be explicitly taken into account. This is a severe limitation if phenomenon such as heat conduction and shock propagation in solids need to be modeled. This limitation of DPD is overcome by adding energy conservation to the DPD methodology to obtain the DPDE methodology.

3.2 DPDE Formulation

In the DPDE methodology, the particles interact via deterministic conservative forces and stochastic dissipative and random forces just as for DPD. In addition, the present work introduces an artificial viscosity force for the first time in the DPDE formulation to suppress the numerical oscillations associated with shock loading of materials. Similar to DPD, in the DPDE formulation, each DPDE particle, ‘i’, is characterized by a position vector \( \mathbf{r}_i \), mass \( m_i \) and momentum \( \mathbf{p}_i \). The total force exerted on the particle ‘i’ by its neighboring particle ‘j’, at time \( t \), \( \mathbf{f}_{ij} \), is the given as

\[
\mathbf{f}_i = \sum_{j
ot= i} \left( \mathbf{f}_{ij}^p + \mathbf{f}_{ij}^D + \mathbf{f}_{ij}^R + \mathbf{f}_{ij}^{ext} + \mathbf{f}_{ij}^w \right)
\]

(68)

Here, \( \mathbf{f}_{ij}^p \), \( \mathbf{f}_{ij}^D \) and \( \mathbf{f}_{ij}^R \) are the same force components as for DPD in equation(61). \( \mathbf{f}_{ij}^{ext} \) is the external force acting on particle ‘i.’ \( \mathbf{f}_{ij}^w \) is the artificial viscosity force between the particles. DPDE is based on integrating the equations of motion of particles subject to the forces in equation (68), and in this sense is similar to MD simulations.

The functional form of the dissipative and random forces is the same as for the DPD methodology and specified above in equation (63). It is assumed in this work that the fluctuation-dissipation theorem is valid at the micron length scale and that the weight
functions of the dissipative and random forces in DPDE are given by equation (65) similar to DPD.

In this first attempt to extend DPDE to micron length scale, the inter-particle potential force is adapted from the work of Yano et al.\textsuperscript{4}, which is analogous to the Lennard-Jones potential force and is given as:

\[
F^p_y = \frac{A\alpha_{LJ}mn}{(n-m)} \left[ \left( \frac{r_0}{r_{ij}} \right)^{n+1} - \left( \frac{r_0}{r_{ij}} \right)^{m+1} \right] \hat{n}_y
\]  

(69)

where \( A \) is the cross sectional area of the particle, \( r_0 \) is the equilibrium inter-particle separation, and \( \alpha_{LJ}, m \) and \( n \) are material parameters. Different materials can be modeled by determining their material parameters, \( \alpha_{LJ}, m \) and \( n \), as well as by using a different functional form of the inter-particle potential.

The artificial viscosity force is given by:

\[
F^v_y = -A \left[ \frac{\hat{r}_0}{\hat{r}_{ij}} \right] \left[ C_1 \left( \frac{\hat{r}_0}{\hat{r}_{ij}} \right) + C_2 \left( \frac{\hat{r}_0}{\hat{r}_{ij}} \right)^2 \right] ; \text{ if } \hat{r}_0 (\hat{r}_{ij} - r_0) > 0
\]  

(70)

where \( C_1 \) and \( C_2 \) are constants. The first term inside the brackets of equation (70) represents the linear artificial viscosity while the second term represents the quadratic artificial viscosity. The artificial viscosity term serves to damp out oscillations behind the discontinuous shock front and yields smooth shock wave profiles.

Energy conservation is incorporated in DPDE by assigning to each DPDE particle an internal energy variable \( u_i \), and a meso-temperature \( \theta_i \). In this work, the internal energy
and meso-temperature are assumed to be related by an equation of state of the form given in equation (27):

\[ u_i = mC_i \theta_i \]  

(71)

where \( C_i \) is the specific heat of the material. Different materials can be modeled by incorporating a different equation of state in the formulation and consequently the formulation of DPDE presented in this work is completely generic. The amplitudes of the dissipative and random forces in the DPDE formulation are related by fluctuation-dissipation theorem as

\[ \bar{\sigma}^2 = 2\gamma\left(\frac{k_B}{m}\right)\bar{\Theta}_{ij} \]  

(72)

Equation (72) is the generalization of equation (64) for the case when each particle is assigned a meso temperature variable. \( \bar{\Theta}_{ij} \) is defined in terms of the mesoscopic temperatures, \( \theta \), of the particles ‘i’ and ‘j’, which are defined by equation (71), and is given as

\[ \bar{\Theta}_{ij}^{-1} = \left(0.5\left(\theta_i^{-1} + \theta_j^{-1}\right)\right) \]  

(73)

It is worthwhile to mention that in DPDE each particle has an individual internal energy and meso-temperature variable associated with it. This allows the description of the system in terms of the energy exchange between the DPDE particles. In contrast, in DPD, the temperature variable is associated with the system as a whole and there is no description of energy exchange between the particles.

The internal energy of the DPDE particles can change by mechanical interaction and by mesoscopic heat conduction. In addition, a shock event is accompanied by energy
dissipation due to the formation of dislocations, vacancies, voids and other defects in the material. A major drawback of the Lennard-Jones like potential is that it does not model the inelastic response, the main mechanism for energy dissipation and defect formation in the repulsive phase. With the loading path being reversible, energy is released asymptotically to zero with the increase in inter-particle distance in the attraction phase.

To circumvent this, and to test the temperature phenomenon during shock loading, it is assumed in this work that a certain fraction of the potential energy is dissipated as internal energy. Consequently, the change in internal energy is obtained as a sum of changes in internal energy due to mechanical, conductive, and dissipated potential energy interactions:

\[ du_i = du_{i\,\text{mech}} + du_{i\,\text{cond}} + du_{i\,\text{pot}} \]  

where \( du_{i\,\text{mech}}, du_{i\,\text{cond}} \) and \( du_{i\,\text{pot}} \) are respectively, the changes in internal energy due to mechanical interaction, conductive interaction and potential energy dissipated in defect formation in the material. Following Lisal et al.\(^ {49} \), the internal energy change due to mechanical interaction is given by:

\[
\begin{align*}
_{\text{i}}& \quad _{\text{mech}}^t\Delta _{\text{i}} = _{\text{i}}^t\Delta _{\text{mech}} - \frac{1}{2} \left[ \frac{_{\text{i}}^t\Delta _{\text{j}} \cdot _{\text{j}}^t\Delta _{\text{i}}}{2m_i} - \frac{_{\text{i}}^t\Delta _{\text{i}} \cdot _{\text{i}}^t\Delta _{\text{j}}}{2m_j} + \frac{_{\text{j}}^t\Delta _{\text{j}} \cdot _{\text{j}}^t\Delta _{\text{j}}}{2m_j} - \frac{_{\text{j}}^t\Delta _{\text{j}} \cdot _{\text{j}}^t\Delta _{\text{j}}}{2m_j} \right]
\end{align*}
\]

(75)

The internal energy change due to conductive interaction\(^ {49} \) is given as:

\[
\begin{align*}
_{\text{i}}& \quad _{\text{cond}}^t\Delta _{\text{i}} = _{\text{i}}^t\Delta _{\text{cond}} + \Delta t \kappa_{ij} \left( \frac{1}{\theta_i} - \frac{1}{\theta_j} \right) \omega_{Dq}^{\alpha_i} + \sqrt{\Delta t} \alpha_i \omega_{Rq}^{\alpha_i} \Sigma_{ij}^{\alpha_i}
\end{align*}
\]

(76)

where \( \kappa_{ij} \) is the mesoscopic thermal conductivity, and \( \omega_{Dq}^{\alpha_i} \) and \( \omega_{Rq}^{\alpha_i} \) are the weight functions of the dissipative and random forces for mesoscopic heat conduction. The term
\( \zeta_{ij} \) is a random number, from the standard normal distribution, with zero mean and unit variance. The weight functions for the dissipative and random interactions for heat transport are related by the fluctuation-dissipation theorem\(^{49} \) and are given as

\[
\omega^{Dq} = \left( \omega^{Rq} \right)^2 = \left( 1 - \frac{r_{ij}}{r_c} \right)^2
\]

(77)

The mesoscopic thermal conductivity\(^{49} \), \( \kappa_{ij} \), is defined as:

\[
\kappa_{ij} = \kappa_0 \frac{(mC_v)^2}{4k_B} \left( \theta_i + \theta_j \right)^2
\]

(78)

where \( \kappa_0 \) is a material constant. The parameters \( \kappa_{ij} \) and \( \alpha_{ij} \) are related by fluctuation-dissipation theorem\(^{49} \) by

\[
\alpha_{ij}^2 = 2k_B \kappa_{ij}
\]

(79)

Several integration schemes exist in literature for integrating the equations of motion of the DPDE system\(^{19, 21, 46} \). Most of these schemes\(^{19, 49} \) are variants of the splitting scheme developed originally by Shardlow\(^{21} \) for DPD. In the Shardlow splitting scheme\(^{21} \), the equations of motion are integrated in two steps. In the first step, stochastic integration is performed and the velocities are updated for the effect of dissipative and random forces. In the second step, deterministic integration is performed in which the conservative forces are used to update the velocities for a half time step. From the updated velocities, new positions are computed and used to update the conservative forces. Then the velocities are again updated using the new conservative forces for another half time step. Shardlow’s splitting scheme is limited to particles of equal mass.
Lisal\textsuperscript{49} et al. presented a variation of Shardlow’s splitting scheme for particles of unequal mass.

In our work, the integration of equations of motion is done using a modification of the integration scheme presented in Lisal\textsuperscript{49} et al. and is given as

\[ \dot{v}_i = \dot{v}_i - 0.5\Delta t\gamma_{ij}\omega^D \left[ \dot{n}_{ij} \cdot \dot{v}_j \right] + 0.5\sqrt{\Delta t}\sigma_{ij}\omega^R \dot{\zeta}_{ij} \dot{n}_{ij} \]

This takes into account the effect of stochastic forces from time \((t - \Delta t/2)\) to \(t\). This is followed by integration from \(t\) to \((t + \Delta t/2)\) in which the effect of inter-particle forces, external forces, and artificial viscosity forces, \(\dot{F}^C_i\), are taken into account and is given as

\[ \dot{v}_i = \dot{v}_i + 0.5\sqrt{\Delta t}\sigma_{ij}\omega^R \dot{\zeta}_{ij} \dot{n}_{ij} - 0.5\Delta t\gamma_{ij}\omega^D \left[ \dot{n}_{ij} \cdot \dot{v}_j \right] \dot{n}_{ij} \]

\[ -0.5\Delta t\gamma_{ij}\omega^D \left[ \dot{n}_{ij} \cdot \left( \Delta t^{0.5}\sigma_{ij}\omega^R \dot{\zeta}_{ij} \dot{n}_{ij} - \Delta t\gamma_{ij}\omega^D \left( \dot{n}_{ij} \cdot \dot{v}_j \right) \dot{n}_{ij} \right) \right] \dot{n}_{ij} \]

\[ + \Delta t \dot{F}^C_i/m_i \]

Integration is carried out for \(j > i\) and the negative of the stochastic incremental velocities are updated for particle \(j\). In the scheme presented here, the deterministic integration for the update of velocities is carried out in one time step. From the velocities, which are updated for the full effect of stochastic as well as deterministic forces, the positions are updated as

\[ \dot{r}_i = \dot{r}_i + \Delta t \dot{v}_i \]

Because of the stochastic and random forces built into the formulation, careful numerical experimentation was needed to stabilize the integration scheme. Therefore, initial
simulations were setup to resolve issues with the numerical artifacts of the integration scheme and to obtain an optimum time step.

3.3 Continuum Quantities from Discrete Output of DPDE Method

DPDE is a particle methodology and the output obtained from the DPDE simulation is discrete by its very nature. The updated positions and momenta of the particles that are obtained by integrating the equations of motion need to be suitably averaged to obtain continuum quantities for comparison with experimental data. In this work, a specific particle is tracked in-situ and continuum quantities are obtained by averaging over a cuboidal averaging domain centered on the particle. The in-situ shocked average quantities are calculated in current coordinates using an extension of Hardy’s methodology\textsuperscript{101, 102}. The details of Hardy’s averaging technique\textsuperscript{101}, comparison with Zimmerman’s method\textsuperscript{104} and details of Hardy’s algorithm are given in Appendix A. The algorithm is briefly discussed below.

The mass density $\rho$, momentum density $p$, local mass average velocity $u$ and stresses $\sigma$ are obtained by averaging the DPDE output over a parallelepiped volume of dimensions $2L_x \times 2L_y \times 2L_z$ centered on a specified particle and tracking its motion. The parallelepiped is centered on the tracked particle in the longitudinal direction and is concentric with the RVE in the lateral direction. The mass density $\rho$, the momentum density $p$, the local mass average velocity $u$ and the stress tensor $\sigma_r$ are given by equation (83) to equation (86) respectively as

$$\rho(R, t) = \sum_i m_i \Delta \left( r_i - R \right)$$  \hspace{1cm} (83)
\[ p(R, t) = \sum_i m_i' v_i \Delta (r_i - R) \]  \hspace{1cm} (84)

\[ u = \frac{p(R, t)}{\rho(R, t)} \]  \hspace{1cm} (85)

\[ \sigma_t(R, t) = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i} F_{ij} \otimes r_{ij} B(r_i', r_j', R) - \sum_{i=1}^{N} m_i' w_i \otimes w_i \Delta (r_i - R) \]  \hspace{1cm} (86)

Here, \( R \) is the current center of the averaging parallelepiped, \( m_i' = v_i - u \), \( m_i \) is the discretized mass lying inside the averaging domain, \( \otimes \) denotes the tensor product of two vectors, \( \Delta \) is the localization function, and \( B(r_i', r_j', R) \) is the corresponding bond function\textsuperscript{108}.

The first term in equation (86) arises from the inter-particle interaction forces and is termed as the potential contribution to the stress tensor. The second term arises from the momentum transport associated with the particles entering or leaving the averaging domain, and is the kinetic contribution to stress tensor. Initially, when the particles are in their equilibrium positions, the potential contribution to stress tensor is negligible and the kinetic component is the main contributor to the stress tensor. However, once the steady state is reached, the relative velocity of particles in the averaging domain is close to zero. Because of compression, there are strong inter-particle repulsions between the particles in the averaging domain. In the steady state, the kinetic contribution is therefore negligible and the stress tensor is dominated by the potential contribution.

A 3D cosine function is used as a localization function in this work\textsuperscript{108} and is given as
\[
\Delta = \left[ A \left( \frac{1}{2} \left( 1 + \cos \left( \frac{\pi x}{L_x} \right) \right) \right) \left( \frac{1}{2} \left( 1 + \cos \left( \frac{\pi y}{L_y} \right) \right) \right) \left( \frac{1}{2} \left( 1 + \cos \left( \frac{\pi z}{L_z} \right) \right) \right) \right]
\]

for \( |x| \leq L_x, |y| \leq L_y, |z| \leq L_z \)

\( = 0, \text{otherwise} \) \hspace{1cm} (87)

The contribution of a specific particle to the continuum quantity at the field point, \( \mathbf{R} \), needs to be statistically averaged in a consistent manner. This is because particles at different distances from the field point contribute differently to the field quantity at the location \( \mathbf{R} \). The localization function serves to statistically weigh the contribution of a particle to the continuum quantity at the field point.

The bond function is defined as:

\[
B\left( \mathbf{r}_i, \mathbf{r}_j, \mathbf{R} \right) \equiv \int_0^1 \Delta \left( \tau' \mathbf{r}_j + \tau \mathbf{r}_j - \mathbf{R} \right) d\tau
\]

and for two particles ‘i’ and ‘j’ with coordinates ‘\( \mathbf{r}_i \) and ‘\( \mathbf{r}_j \)’, is obtained by integrating the localization function along the line connecting the two particles\(^{101}\). The bond function weighs in a statistical manner the contribution of a pair of particles to the stress tensor at the field point \( \mathbf{R} \). The detailed algorithm used for computing continuum averages based on equations (83) to equation (86) is presented in Appendix A.

To the best of our knowledge, this is the first time that Hardy’s methodology has been extended and applied to obtain continuum quantities from discrete particle output at the mesoscale. It needs to be mentioned that Hardy’s averaging method was developed and used for MD simulations. Particles in MD are point masses with infinitesimal size. Having developed from molecular length scale, DPD and DPDE methods also consider point mass particles with infinitesimal size. This is the reason that particle size does not appear in any equation or discussion presented here. Equation (83) to equation (86) will
yield converged in-situ averaged quantities for infinitesimally small particles. The present work keeps the core of DPDE formulation unchanged, and hence, is also independent of particle size. The particle size enters into the formulation through averaging equations (83) to (86)

The particle size independent DPDE is extended to the micron length scale by determining the number of particles from the representative volume element (RVE) size, particle arrangement and assumed inter-particle distance. The RVE mass is equally lumped to the particles. This makes the particle a point mass in this extended form of DPDE too. However, each particle needs to be associated with a finite size to preserve the mass continuity. For example, though not necessary, the natural selection is to choose a sphere of diameter equal to inter-particle distance to obtain close packing for the isotropic case. However, the calculation of \( m_i \) will depend on the mass-less space between spheres and overlapping of spheres in the deformed state. It should again be noted that the overlapping does not affect any force quantities of equation (68), which are calculated from the inter-particle distance and mass of particles. But, it will affect the in-situ averaged quantities calculated from equation (83) to equation (86). Two methods were developed to circumvent the resulting non-convergence:

a) For the averaging purpose, an average size (or diameter) was determined for each particle, from its distance from the neighbor, lying either inside the averaging domain or contributing mass inside the domain. Thus, the size varied from particle to particle and at each averaging instance. For this reason, the method will be referred to as the Dynamic Particle Size method while discussing the results.
b) A hexahedron was formed around each contributing particle. The vertices of the hexahedron lie at the center of hexahedrons formed with particle positions as vertices in the IJK ordered particle arrangement. The details of the hexahedron averaging are given in Appendix B.

One of the key parameters observed in shock experiments is the velocity profile at the free surface along with the peak value of the free surface velocity. From the theory of uniaxial shock propagation, the peak value of free surface velocity is equal to the impactor velocity for a symmetrical impact. For comparison with theory, the average value of the free surface velocity was obtained by constructing an averaging domain in the center of the free surface and averaging the velocities of all the particles inside this averaging domain. The size of the averaging domain was initially taken to be $10\mu m \times 10\mu m$ and to test the robustness of the approach and further validate the formulation, the size of the averaging domain was reduced to $4\mu m \times 4\mu m$. 
CHAPTER 4

SIMULATION RESULTS AND DISCUSSION

The generic formulation of DPD and DPDE presented in the previous chapter was developed first as DPD and then extended to DPDE. The simulation results are presented first to validate the development at various stages followed by the simulations of shock response of RDX under an assumed planar parallel plate impact experiment.

4.1 DPD Validation with Equation-of-State of a DPD Fluid

The development of DPD method was validated by simulating a DPD fluid and deriving its equation-of-state\textsuperscript{46} from the simulation. The simulation was performed in dimensionless units where the particle mass and energy were assigned a value of unity. The maximum interaction range for inter-particle interactions was assumed to be unity. The particles interacted via a soft conservative repulsive interaction that accounted for the chemical interaction between the particles, and the standard dissipative and random forces of the DPD formulation. The form of the conservative soft repulsive interaction used for DPD simulation is specified in equation (62). $a$ is the repulsion parameter that controls the strength of soft repulsive interaction and $a$ was taken to be\textsuperscript{46} 25. The repulsive interaction has a sharp cutoff at the inter-particle distance of unity. The equations of motion were integrated using the modified velocity-Verlet scheme suggested by Groot and Warren\textsuperscript{46} and given in equation (67). The DPD particles were point particles with no spatial extent and were initially distributed randomly inside the RVE. The time step of the simulation was taken to be 0.04 and the amplitude of the random
force was assumed to be 3.0. The virial pressure was computed as specified in equation (25)

\[ p = \rho_n k_B T + \frac{1}{3V} \left( \sum_{\Gamma_{ij}} \left( \mathbf{r}_i - \mathbf{r}_j \right) \cdot \mathbf{F}_{ij}^c \right) \]  

(89)

The quantity \( p - \rho_n k_B T \) is defined as the reduced pressure.

The RVE consisted of a cube of edge length 10 units in which 3000 DPD particles were placed at random. Periodic boundary conditions were imposed on RVE in all three directions so that a particle leaving the RVE from one wall of the RVE entered through the opposite wall. Figure 2 below shows the RVE with DPD particles randomly distributed in it.

![RVE for simulation of equation of state of a DPD fluid](image)

Figure 2 RVE for simulation of equation of state of a DPD fluid
Simulations were performed by varying the number of particles in the RVE from 3000 to 7000 in increments of 1000 particles. This corresponded to increasing the number density of particles in the RVE from three to seven in increments of unity. The reduced pressure normalized by the repulsion parameter \(a\) was computed for different values of number density \(\rho_n\).

The simulation results are shown in figure 3 below along with the equation of state of the DPD fluid reported by Groot and Warren\(^{46}\).

![Reduced pressure normalized by interaction parameter, \(a\), as a function of number density of DPD particles obtained from DPD simulations](image)

The present simulation results agree well with the equation-of-state simulation result of Groot and Warren\(^{46}\), given earlier in equation (26),
\[ p - \rho_n k_B T = \delta \alpha \rho_n^2 \quad (\delta = 0.101 \pm 0.001) \] (90)

4.2 DPDE Validation with Simulation of an ideal gas

The DPDE development was first validated by simulating the equilibrium temperature attained in an ideal gas under imposed kinetic and internal energies. The ideal gas was modeled by setting the interaction parameter of the conservative force in the DPDE simulation to zero. The RVE was a cubic volume 10 units on an edge in which 6000 DPDE particles were initially placed at random. The system was initially provided a total energy of 375000 units equivalent to a temperature of 1 unit. Periodic boundary conditions were imposed on the simulation box in all three directions. Figure 4 below shows the RVE for the DPDE simulation of ideal gas.

Figure 4 RVE for DPDE simulation of an ideal gas
The total energy of an ideal gas was the sum of internal energies of the DPDE particles and their kinetic energies. For an ideal gas, the total energy is a function of temperature only. Two cases were simulated.

In the first case, the DPDE particles were given an initial kinetic energy and assigned an initial meso-temperature value so that the kinetic temperature (KT) was greater than the theoretical equilibrium temperature (TT) and the meso-temperature (MT) was less than the equilibrium temperature. Figure 5 shows the evolution of the kinetic temperature and meso-temperature of the ideal gas for this case. It was observed that both the meso and the kinetic temperature evolved towards the theoretical equilibrium temperature demonstrating that particles exchanged energy as the ideal gas approached the equilibrium state.

![Figure 5](image)

Figure 5 Approach to equilibrium of an ideal gas showing evolution of temperature (MT<TT<KT). The temperature and time are in arbitrary units.
Figure 6 shows the evolution of the kinetic, internal and total energies for the same case. The kinetic energy decreased and the internal energy increased while the total energy remained constant. This correlates with the decrease in kinetic temperature and an increase in meso temperature as shown in figure 5. The energy was transferred from the kinetic to the internal energy of the meso particles.

![Energy Evolution Graph](image)

Figure 6 Approach to equilibrium of an ideal gas showing evolution of kinetic and internal energy (MT<TT<KT). The energy and time are in arbitrary units.

In the second case, the DPDE particles were given an initial kinetic energy and assigned an initial meso-temperature value so that the kinetic temperature (KT) was lower than the theoretical equilibrium temperature (TT) and the initially assigned meso-temperature (MT) was greater than the equilibrium temperature. Figure 7 shows the
evolution of the kinetic and meso-temperature for the ideal gas for this case. Again, the system evolved to equilibrium with the meso-temperature decreasing and the kinetic temperature increasing until both converge to the theoretical equilibrium temperature.

Figure 7 Approach to equilibrium of an ideal gas showing evolution of temperature (KT<TT<MT). The temperature and time are in arbitrary units.

Figure 8 shows the evolution of internal, kinetic and total energies for this case. The kinetic energy increased at the expense of the internal energy of the meso-particles which correlates with the increase in kinetic temperature at the expense of average meso temperature in Figure 7. The total energy remained constant demonstrating energy conservation in DPDE.
Figure 8 Approach to equilibrium of an ideal gas showing evolution of kinetic and internal energy (KT<TT<MT). The energy and time are in arbitrary units.

4.3 DPDE Validation with One Dimensional Fourier Heat Flow in RDX

DPDE development was next validated by simulating one dimensional Fourier heat flow in a RVE of RDX with dimensions of \(80\mu m \times 8\mu m \times 80\mu m\) as shown in figure 9 below.
Figure 9 RVE for DPDE simulation of one dimensional Fourier heat flow in a slab of RDX sandwiched between two constant temperature walls.

The RVE was composed of $1.0 \mu m$ diameter DPDE particles, yielding a total of 51200 RVE particles. The DPDE particles were representative of RDX in terms of physical and mechanical properties. The mass density, $\rho$, and specific heat, $C_v$, of RDX were obtained from Miller\textsuperscript{109}. The particles interacted via inter-particle potential, dissipative, and random forces. The inter-particle potential force was of the Lennard-Jones form as specified in equation (69). The values of $m$ and $n$ parameters of the Lennard-Jones form of interaction were 2.0 and 4.0 respectively, adopted from Yano et al\textsuperscript{4}. The material properties used in the simulation of Fourier heat flow are specified in table 1 below.

<table>
<thead>
<tr>
<th>$\rho$ (kg/m$^3$)</th>
<th>$C_v$ (J/kg/ K)</th>
<th>$\alpha_{LJ}$ (GPa)</th>
<th>$\sigma_y = \sigma$ (ms$^{-1.5}$)</th>
<th>$C_i$ (kg/m/s)</th>
<th>$C_2$ (kg/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1820.0</td>
<td>1046.0</td>
<td>2.1964</td>
<td>2.34x10$^{-4}$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
The initial temperature of the RVE particles was set at 300.0 K. The RVE was bounded by walls normal to the Y direction. The cold wall was maintained at a temperature of 297.0 K while the temperature of the hot wall was maintained at 303.0 K. Dissipative and random interactions allowed the particles to exchange energy leading to the change in the meso-temperature of the DPDE particles. The inter-particle potential force, a function of inter-particle spacing, played a very limited role in this simulation because the displacement of DPDE particles from their initial positions was minimal and random in nature.

For the simulation of Fourier heat flow, the fraction of potential energy dissipated as internal energy was set to zero so that the heat transport occurred solely by mesoscopic heat conduction. Simulations were run for different values of time step, \( \Delta t \), and, parameter, \( \kappa_0 \), of equation (78). The simulations were used to obtain temperature vs. distance profiles at different times. The thermal diffusivity was determined from the simulation using the one dimensional form of the heat equation which is given as

\[
\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2},
\]

where \( T, t \) and \( x \) are respectively the temperature, time and position respectively, and \( \alpha \) is the thermal diffusivity.

To calculate the thermal diffusivity from the simulation, the first derivative of temperature with respect to time on the LHS and the second derivative of temperature with respect to position on the RHS of equation (91) were determined by curve fitting the temperature vs. time and temperature vs. position profiles respectively. For this purpose, the three dimensional simulation was first reduced to one dimensional case by
averaging the temperature and position of all particles lying in individual X-Z planes. This provided 8 values of temperature vs. position along the Y-direction. The temperature vs. time and temperature vs. position profiles were fit by a cubic polynomial and their first and second derivatives were obtained by analytically differentiating the curve fit equation. The thermal diffusivity $\alpha$ was then obtained using equation (91). Numerical simulations showed that the temperature evolution converged to the same value irrespective of the time step $\Delta t$, provided $\Delta t \leq 1.4 \times 10^{-10}$ seconds. It was also observed that the time evolution of temperature profile was a strong function of the parameter $\kappa_0$, which determines the mesoscopic thermal conductivity of the material.

The thermal diffusivity was computed for different values of parameter $\kappa_0$ and compared with experimental values. It was found that the value of $\kappa_0 = 0.152 \times 10^{-6}$ yielded a thermal diffusivity in reasonable agreement with the experiment and therefore this value of parameter $\kappa_0$ was used for subsequent simulations of quasistatic compression and plate impact experiments.

Figure 10 shows the temperature as a function of time at the center (4.5$\mu$m) along heat propagation Y coordinate for a $\kappa_0$ parameter of $0.152 \times 10^{-6}$ and cubic polynomial fit, using a time step of $1.423 \times 10^{-10}$ seconds.
Figure 10 Temperature evolution as a function of time at the center (4.5 µm) along heat propagation direction.

Figure 11 shows the corresponding temperature profiles as a function of position along the Y direction, the direction of heat flow, at different times.

Table 2 shows the corresponding computed thermal diffusivities at different times, obtained from the present simulations.
Table 2: Computed Values of Thermal Diffusivity

<table>
<thead>
<tr>
<th>Time Step No</th>
<th>( \alpha \times 10^6 \ m^2s^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40000</td>
<td>0.119</td>
</tr>
<tr>
<td>50000</td>
<td>0.148</td>
</tr>
<tr>
<td>60000</td>
<td>0.179</td>
</tr>
<tr>
<td>70000</td>
<td>0.210</td>
</tr>
<tr>
<td>80000</td>
<td>0.244</td>
</tr>
</tbody>
</table>

The simulated evolution of temperature with time was validated by comparison with an analytical solution. The analytical solution of the heat conduction equation \((91)\) for an infinite solid plate of thickness \(l\) whose ends at \(x=0\) and \(x=l\) are maintained at constant temperatures is given by\(^{110}\):

\[
T(x,t) = T_H + (T_C - T_H) \frac{x}{l} + \left( \frac{2}{\pi} \sum_{n=1}^{\infty} \frac{T_C \cos(n\pi x) - T_H}{n} \cdot \sin \left( \frac{n\pi x}{l} \right) \cdot \exp \left( \frac{-\alpha n^2 \pi^2 t}{l^2} \right) \right)
\]

\[
-2T_i \left( \sum_{n=1}^{\infty} \frac{\cos(n\pi x) - 1}{n\pi} \cdot \sin \left( \frac{n\pi x}{l} \right) \cdot \exp \left( \frac{-\alpha n^2 \pi^2 t}{l^2} \right) \right)
\]

where \(T_H\) is the temperature of hot end at \(x=0\) and \(T_C\) is the temperature of cold end at \(x=l\). \(T_i\) is the initial temperature of the solid and \(\alpha\) is the thermal diffusivity which is assumed to be a constant in this analytical solution.

The analytical solution was computed at the experimental value of \(\alpha\) \(0.108 \times 10^{-6} \ m^2s^{-1}\) as well as the lowest and highest values of computed thermal diffusivity shown in the table 2 above i.e. \(0.119 \times 10^{-6}\) and \(0.244 \times 10^{-6} \ m^2s^{-1}\) respectively.

The temperature as a function of time in the RVE at the Y position of 4.5 \(\mu m\), which was obtained from simulation, was compared with the analytical solution and the results are shown in figure 12.
The thermal diffusivity is a function of temperature in the DPDE formulation while the analytical solution considers constant thermal diffusivity. For this reason, analytical solutions were obtained at experimental values of thermal diffusivity at 295 K as well as the minimum and maximum values of thermal diffusivity obtained from 3D simulations. It was observed that as the thermal diffusivity increases, the system approaches the equilibrium temperature faster. Of the three values of thermal diffusivity used for computing the analytical solution, the experimentally-determined thermal diffusivity value is the lowest. Consequently, heat diffuses most sluggishly at the experimental value of thermal diffusivity. The simulated curve lies in between the two extreme values of diffusivity used for computing the analytical solution. Nevertheless, the value of $\kappa_0$ parameter obtained from this validation is used in all the simulations and serves an important validation and procedure proposed in this work.
4.4 DPDE Validation with Quasi-static Compression of RDX

The DPDE development was further validated with quasi-static compression of RDX. The simulated RVE was of dimensions $50 \mu m \times 20 \mu m \times 20 \mu m$ and consisted of 20000 DPDE particles, each of diameter $1 \mu m$. The particles were stacked in a simple cubic arrangement to form a rectangular block as shown in figure 13 below.

![Figure 13 RVE for simulation of quasi-static compression of RDX slab.](image)

The material parameters of RDX given in table 1 were used in the simulation with $\kappa_0 = 0.152 \times 10^{-6}$ as determined from validation with one dimensional Fourier heat conduction. The particles were representative of RDX in terms of physical and thermal properties.

The RVE was loaded quasi-statically along the X direction normal to the YZ plane at one end as shown in figure 13. A total force of 0.5 Newtons was applied gradually in $N$ time steps uniformly distributed over all the particles of the loaded face. The number of time steps $N$ over which the full load was applied on the loaded face was a function of the time step of the simulation. The opposite face, at the other end of the RVE, was held
fixed in place to simulate quasi-static compression. Following the application of full load of 0.5 Newtons in $N$ time steps, the applied load on all of the particles of the loaded face was held constant during the duration of the simulation. The total applied load at time step $n$, where $n \leq N$, on the loaded face was $\frac{0.5n}{N}$. The applied load on each of the 400 particles of the loaded face at time step $n$, where $n \leq N$, was $\frac{0.5n}{400N}$.

For number of time steps $n$, where $n \geq N$, the total applied load on the loaded face was maintained at 0.5 Newtons and the applied load on each of the 400 particle of the loaded face was held constant at $1.25 \times 10^{-3}$ Newtons. The maximum load of 0.5 Newtons on the loaded face of the RVE corresponded to an applied stress of 1.25 GPa. A specific particle in the middle of RVE was tracked for calculation of in-situ stress. The particles interacted via deterministic inter-particle potential forces and stochastic dissipative and random forces as specified in equation (69) and equation (63) respectively. For the simulation of quasi-static compression of RDX, the fraction of potential energy dissipated as internal energy was set to zero.

Simulations were also carried out by varying the value of parameter $\kappa_0$. It was observed that the evolution of in-situ average stress profile was independent of the value of parameter $\kappa_0$ showing negligible heat transport phenomenon during quasi-static compression of RDX. Simulations of quasi-static compression of RDX were performed for three different values of time step $\Delta t$ as $1.423 \times 10^{-10}$, $1.423 \times 10^{-11}$ and $1.423 \times 10^{-12}$ seconds. The number of time steps in which full load was applied on the RVE, for three time steps mentioned above was so arranged that the full load was reached at the same
time for the three time steps at which the simulations were performed. This allowed the results for the three time steps to be compared.

Figure 14 shows the evolution of the axial $\sigma_{xx}$ component of the stress tensor as a function of time for three different time steps.

![Figure 14: Time evolution of the axial xx component of in-situ stress for three different time steps used in the simulation.](image)

It is seen that for the three values of time steps considered in the present simulations, the computed in-situ average axial ($\sigma_{xx}$) stress reached a steady state and oscillated between 1.23 GPa and 1.27 GPa, compared to the applied stress of 1.25 GPa. Further, the evolution of stress with time for the three time steps considered was almost indistinguishable. This demonstrated that the simulation converged to the same value, provided that the time step was less than $1.423 \times 10^{-10}$ seconds. When the in-situ stress had reached a steady state, the strain in the RVE was computed as a fractional change in length of the RVE. From the computed steady state value of stress and strain, the Young’s modulus of RDX was estimated using Hooke’s law. This calculated value of Young’s modulus was 16.20 GPa compared to the value of 19.29 GPa calculated from
reported values of the shear modulus and bulk modulus of RDX$^{111, 112}$. The close agreement between the two values show that the DPDE extension to micron length scales and Hardy’s averaging method predict the quasi-static compression of RDX with reasonable accuracy.

4.5 DPDE Simulation of RDX Plate Impact Experiment

DPDE method was finally used to simulate the shock response of RDX in a planar symmetrical plate impact experiment. Figure 15 (a) shows the schematic of the RVE used in the simulation.

Figure 15 Schematic of (a) Simulation RVE for plate impact experiment and (b) Zoomed view of particle arrangement showing the averaging domain for calculation of free surface velocity (red) and in-situ average quantities (green).

Both the impactor and target plate were of uniform cross section, 20\( \mu \text{m} \times 20\mu \text{m} \) with the impactor plate of thickness 50\( \mu \text{m} \) impacting a stationary target plate 100\( \mu \text{m} \) thick. Both the impactor and target were composed of spherical particles 1\( \mu \text{m} \) in diameter stacked in a regular cubic arrangement with an equilibrium separation of 1.0 \( \mu \text{m} \) between the particles. The micron sized particles constituting the impactor and target mirrored RDX.
in physical and thermodynamic properties. The total mass of the RVE was lumped equally among all the particles. The interactions between the particles were modeled by the Lennard-Jones like form of potential force given in equation (69). Both the impactor and target were bounded by walls perpendicular to the Y- and Z- directions with lateral velocities of the particles forming the walls constrained to zero. The interaction between the impactor and target particles at the impactor-target interface was modeled using the inter-particle potential force making the two effectively a single body. Both the impactor and target particles were assigned an initial temperature of 300 K. The impactor particles were assigned a velocity as initial condition while the target particles were initially stationary. Simulations were carried out at two impactor velocities of 208 m/s and 876 m/s. These velocities corresponded respectively to the elastic particle velocity of 104 m/s and plastic particle velocity of 438 m/s for RDX in the experimental data of Hooks et al.\textsuperscript{26} for shock propagation in the (100) direction. The averaged in-situ shock quantities were obtained by averaging over a cuboidal averaging domain of dimensions $4\mu m \times 4\mu m \times 2\mu m$ as shown in green in figure 15 (b). The averaging domain was centered with the cross-section of the RVE as it followed a tracked particle in the longitudinal direction. The free surface velocity was computed by averaging the longitudinal velocity of particles on the free surface of the target over an area of $10\mu m \times 10\mu m$ as well as $4\mu m \times 4\mu m$ centered on the free surface. The averaging domain for calculation of free surface velocity is shown in red in figure 15 (b).

The Lennard-Jones form of potential, equation (69), was used to model chemical interactions between the particles. Inter-particle interactions up to and including third nearest neighbors were considered in the simulations. The first nearest neighbors at
1.0\(\mu m\) were along the edges of the cube, the second nearest neighbors at \(2^{\frac{1}{2}}\mu m\) were along the face diagonals, and the third nearest neighbors at \(3^{\frac{1}{2}}\mu m\) were along the body diagonals. Thus, the equilibrium separations along the edge, face diagonal and body diagonal were respectively 1.0\(\mu m\), \(2^{\frac{1}{2}}\mu m\) and \(3^{\frac{1}{2}}\mu m\). At equilibrium separation, the inter-particle force between the DPDE particles was assumed to be zero. Reduction in inter-particle separation as a result of shock propagation leads to repulsive forces between particles preventing particle overlap. For each of the three neighbor types, the inter-particle interaction was cut off at a constant distance of 1.5\(\mu m\) beyond the equilibrium separation in tensile loading. The inter-particle potential parameter \(\alpha\) was calculated for RDX based on the average value of Young’s modulus of RDX of 19.29 GPa. In this work, three sets of \((m,n)\) parameter values for the inter-particle potential, equation(69), were explored: \((2,4), (2,3)\) and \((1,2)\). Figure 16 shows the force as a function of position for the three pairs of \((m,n)\) parameters of the Lennard-Jones potential used in this work.

![Force as a function of position for three pairs of \((m,n)\) parameters of the Lennard-Jones interaction used in this work](Image)

Figure 16 Force as a function of position for three pairs of \((m,n)\) parameters of the Lennard-Jones interaction used in this work
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The parameters of dissipative and random forces were adapted from Lisal et al.\textsuperscript{49} based on numerical experimentation. The material properties used in the simulation are summarized in Table 1. Additional parameters, obtained from validation in this work or assumed, are given in Table 3 below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_0$</td>
<td>$(\text{msK}^2)^{-1}$</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$(\text{kg/m/s})$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$(\text{kg/m})$</td>
</tr>
<tr>
<td>$0.152 \times 10^{-6}$</td>
<td>3.931</td>
</tr>
</tbody>
</table>

In the preliminary simulations of the plate impact experiment using DPDE method, numerical experimentation was first performed to solve tolerance and convergence issues and arrive at a time step that allowed convergence. The algorithm showed numerical instability to the values of computational tolerance used for computing interactions between the particles. The stochastic interactions between the particles were assumed to be zero at equilibrium separation and this prevented numerical instabilities from building and yielding non-physical results. Further, it was required that the projection of the relative velocity of the two particles along the line joining them should be less than a specific value. With this, the simulation was found to be free of numerical instability issues for the computational tolerance range used. The tolerance value used in the simulation results presented in this work was $10^{-5}$. Similarly, it was found that the simulation was stable and converged consistently to the same values if the time step of the simulation was less than $1.423 \times 10^{-10}$ seconds. All of the simulations for the plate impact experiment reported in this work utilized a time step of $1.423 \times 10^{-11}$ seconds.
4.5.1 Simulated Free Surface Velocity Profiles

Figure 17 shows the free surface velocity profiles obtained from DPDE simulations at 208 m/s with and without artificial viscosity force of equation (70) for impactor velocity of 208 m/s.

Figure 17 Free surface velocity profiles without (red) and with incorporation of artificial viscosity (black) in the plate impact simulation

The artificial viscosity term effectively damps out the numerical oscillations at the shock front to yield smooth shock wave profiles. Momentum and energy conservation continue to be retained with the introduction of artificial viscosity terms in DPDE. Similar results (not presented) were obtained for the 876 m/s impact velocity. The free surface velocity profiles from averaging over 10µm×10µm and 4µm×4µm domains were identical (not shown).

Figure 18 shows the free surface velocity profiles for the three sets of \((m,n)\) parameters at two impact velocities.
The simulation predicted a steady state shock wave profile with a well-defined free surface peak velocity in agreement with uniaxial shock propagation theory. The peak value of free surface velocity was equal to the impactor velocity for the symmetrical impact. The particle velocity in the impactor and the target post impact was half of the impactor velocity as expected in a symmetrical impact. The peak velocity was independent of the values of \((m,n)\) parameter used in the simulations. The time required for the free surface velocity to reach half its peak value was used to calculate the shock speed. The shock speed was dependent on the values of \((m,n)\) parameters of the inter-particle potential and reduced as the inter-particle stiffness reduced from \((2,4)\) to \((1,2)\).

4.5.2 In-situ Average Mass Density from DPDE Simulations

As mentioned earlier, the core feature of particle size independence of DPDE has been preserved while extending to micron length scale in this work. The particle size enters into the formulation through the averaging method used to extract in-situ
parameters. Simulations were carried out at 208 m/s and in-situ mass density was obtained from equation (83) using the three methods discussed earlier, namely (a) constant particle size, (b) dynamic particle size, and (c) hexahedron averaging. In addition to 1.0 µm diameter spherical particles at 1.0 µm inter-particle distance, two more configurations were used in the simulations, namely, 0.5 µm diameter particles at 1.0 µm and 0.5 µm particles at 0.5 µm inter-particle distance. Figure 19 shows the in-situ mass density for the three methods of averaging.

Figure 19 (a) shows that the mass densities based on constant particle size do not converge. This is because Hardy’s methodology for mass averaging was originally developed for point particles. It does not take into consideration the void space in the packing of micron sized spherical particles.
Figure 19 Simulated in-situ mass densities for three particle configurations using Hardy's method for (a) constant particle size (b) dynamic particle size (c) hexahedron averaging developed in this work.

Figure 19 (b) shows the mass averaging using dynamic particle size approach. The dynamic particle size approach is an improvement over the constant particle size method but the convergence for the three configurations is not obtained. Figure 19 (c) shows the convergence in mass density using the hexahedron approach in the formulation for the three configurations. It is clear that the shocked mass densities converge to the same
value independent of particle size and inter-particle spacing when mass averaging is based on the hexahedron approach. The mass averages reported in this work are based on hexahedron averaging.

Figure 20 shows the in-situ mass density for the two impact velocities.

![Figure 20](image)

Figure 20  Mass density profiles for 208 m/s impact (left) and 876 m/s impact (right) for three different sets of (m,n) parameters. Legend: (1,2) dashed; (2,3) solid; (2,4) dash-dot

The normalized mass densities clearly show the effect of shock in changing the density of the material as it passes through the RVE. The change in mass density increases as the inter-particle stiffness is reduced from (2, 4) to (2, 1) for a given impact velocity. The in-situ mass density profiles show a well-defined constant peak value. The arrival of the release wave causes the material to decompress thereby reducing the density. Increase in impact velocity increases shock compression for the same values of (m, n) parameters, thus increasing the in-situ mass density seen at 876.0 m/s.
4.5.3 In-situ Longitudinal and Lateral Stress Profiles from DPDE Simulations

Figure 21 shows the in-situ longitudinal stress profiles for the two impact velocities and figure 22 shows the corresponding in-situ lateral stress profiles for the three sets of (m,n) parameters.

Figure 21 Longitudinal stress profiles for 208 m/s impact (left) and 876 m/s impact (right) for three different sets of (m,n) parameters. Legend: (1,2) dashed; (2,3) solid; (2,4) dash-dot

Figure 22 Lateral stress profiles for 208 m/s impact (left) and 876 m/s impact (right) for three different sets of (m,n) parameters. Legend: (1,2) dashed; (2,3) solid; (2,4) dash-dot
The particle size and inter-particle distance were 1.0 µm in these simulations. Both the longitudinal and lateral stress profiles show a well-defined peak stress. The two lateral stresses in the $yy$ and $zz$ directions were identical since the particle arrangement has a cubic symmetry and the potential is isotropic. The peak value of lateral stress is approximately equal to half the peak value of the longitudinal stress. The simulation clearly shows a rise to a peak value and then unloading as a result of the arrival of the release wave. The peak values of stresses correlate with the stiffness of the inter-particle potential, i.e. the values of the $(m,n)$ parameters of the Lennard-Jones interaction. Following Yano$^4$ et al., the Young’s modulus for a material in which inter-particle interactions are modeled using Lennard-Jones form of potential$^4$ as given by equation (69), is proportional to the product of $m$ and $n$ parameters. Therefore $(2,4)$ is more stiff then $(2,3)$ which in turn is stiffer than $(1,2)$. Consequently, for the same displacement, the stress in $(2,4)$ is highest, followed by $(2,3)$ and then $(1,2)$. This is consistent with the opposite trend that is observed in shocked mass densities as shown by figure 20. The most compliant $(1,2)$ shows the highest shocked density followed by $(2,3)$ and then $(2,4)$.

The longitudinal and lateral stresses were nearly identical to those presented in figures 21 and figure 22 respectively for two other configurations namely, 0.5 µm particles at 1.0 µm and 0.5 µm particles at 0.5 µm inter-particle distance and hence have not been shown. Shear stresses, also computed in the simulation, were three to four orders of magnitudes smaller than the normal stresses, oscillatory in nature and have not been shown here. The in-situ mass density and stress profiles show that the simulation at present does not predict the elastic-inelastic shock wave propagation. This is because the
Lennard-Jones form of potential used to model inter-particle interactions in this work is purely elastic in nature.

### 4.5.4 Temperature Profile from DPDE Simulations

Figure 23 shows the temperature profiles obtained from the simulations for the two impact velocities.

![Temperature profiles](image)

Figure 23 Temperature evolution profiles for 208 m/s impact (left) and 876 m/s impact (right) for three different values of \((m,n)\) parameter. Legend: (1,2) dashed; (2,3) solid; (2,4) dash-dot

Since the inter-particle potential used in the simulation at this stage does not incorporate inelasticity, the temperature rise is obtained by dissipating 90 percent of potential energy as internal energy. The arrival of shock wave is accompanied by a rise in temperature. Since the temperature rise in the simulation is obtained by dissipating a fraction of potential energy as internal energy and because the potential is elastic, the potential energy oscillates reversibly between the extremes of compressed and tensile positions. Consequently, the arrival of the release wave, which results in decompression, reduces
the temperature. As expected, the 876 m/s impact velocity shows a higher temperature rise compared to the 208 m/s impact.

Table 4 summarizes the in-situ shock parameters obtained in the plate impact experiment at two impact velocities.

Table 4: Shock parameters for RDX obtained from DPDE simulations of plate impact experiment

\[
\begin{array}{cccccccc}
\text{Impact Velocity (m/s)} & \text{m} & \text{n} & \text{\(u_p\) (m/s)} & \text{U (m/s)} & \text{\(\sigma_{xx}\) (GPa)} & \text{\(\sigma_{yy}\) (GPa)} & \text{T (°K)} \\
\hline
\text{208.0} & 2 & 4 & 105.9 & 4944.9 & 0.97 & 0.45 & 305.4 \\
 & 1 & 2 & 104.2 & 2494.1 & 0.49 & 0.24 & 305.7 \\
\text{876.0} & 2 & 3 & 445.2 & 4595.9 & 3.82 & 1.91 & 393.7 \\
 & 1 & 2 & 441.1 & 2704.2 & 2.23 & 1.20 & 396.9 \\
\end{array}
\]

The DPDE method predicts in-situ shock response in qualitative agreement with the uniaxial shock wave propagation theory. The peak longitudinal stress for the (2,3) parameters at 208 m/s impact velocity was 0.84 GPa compared to 0.81 GPa reported in literature\textsuperscript{26}. For 876 m/s impact velocity, the longitudinal stress obtained in the simulation was 3.82 GPa as compared to 2.92 GPa, reported in literature\textsuperscript{26}. 
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CHAPTER 5

CONCLUSIONS

The extension of DPDE method to micron and sub-micron length scale presented here is generic and can be applied to any physical situation by incorporating appropriate material properties and relevant initial and boundary conditions. The formulation can be applied to different materials by adopting an appropriate inter-particle potential and an equation of state relating the meso temperature to the internal energy for the material of interest. Although, in this work, the external force is assumed to be zero, the effect of interactions with the environment can be incorporated by using an appropriate form for the external force in the formulation. The formulation for averaging discrete particle quantities to obtain in-situ averaged continuum properties is also general and can be applied to DPDE particles of any size irrespective of the specific material properties of the particles.

Due to the lack of any existing source code, the entire development was carried out in-house in stages- DPD followed by extension to DPDE. The development was validated at various stages with equation-of-state for DPD fluid, equilibrium temperature in ideal gas, 1D Fourier heat transport, and quasi-static compression of an RDX sample. The present simulations yielded results in good agreement with analytical results and simulation results available in literature. Moreover, to the best of our knowledge, the DPDE method was applied for the first time to model the 1D Fourier heat flow and quasi-static compression of solid RDX under a distributed load. These simulations serve to
explore and demonstrate the potential of DPDE methodology as a generic mechanics simulation tool. For the Fourier heat flow problem, a steady state temperature profile was obtained in close agreement with the analytical results. The simulation also demonstrated a methodology for obtaining the $\kappa_0$ input parameter for DPDE based meso-scale simulations. From the DPDE simulation of quasi-static compression of RDX under distributed load, a value of Young’s modulus of RDX was obtained in qualitative agreement with the value of Young’s modulus of RDX obtained from literature.

To the best of our knowledge, DPDE methodology was successfully extended to micron and sub-micron length scales for the first time and applied to simulate the symmetrical plate impact experiment of an RDX flyer plate impacting a stationary RDX target. The simulation results were in agreement with the uniaxial shock propagation theory. The inter-particle interactions were modeled by a Lennard-Jones form of potential that included up to third nearest neighbor interactions. Three different sets of (m, n) parameter values for the Lennard-Jones interaction were considered representing reducing stiffness of RDX. The in-situ mass density decreased with increasing stiffness of the inter-particle potential. The free surface velocities, mass density and longitudinal and lateral components of the stress tensor showed a smooth rise to a well-defined peak value as expected from the uniaxial shock wave propagation theory. For the impact velocity of 208 m/s, (m=2, n=3), DPDE simulation yielded peak values of longitudinal stress in close agreement with the literature. The RDX response at 208 m/s impact velocity was elastic, as per the literature data, and was modeled adequately by the reversible Lennard-Jones form of potential used in this work. The Lennard-Jones form of potential does not incorporate inelasticity. Employing an assumption which lacks
justification at this stage, a fraction of potential energy was dissipated as internal energy to model heat generation testing the heat transport capabilities of DPDE under shock loading. Hence, the temperature calculation in this work is to be treated as a model calculation. Due to the absence of inelasticity, the present simulation did not predict the two wave structure at 876 m/s shown by data in literature. The longitudinal stresses at the two impact velocities obtained using 3D averaging are in qualitative agreement with the literature values. Since the 876 m/s impact generates an elastic and plastic wave structure while the inter-particle potential does not incorporate inelasticity, the agreement of 876 m/s impact velocity simulation results with the experimental values is not as close as for the 208 m/s impact.

Artificial viscosity forces were incorporated in the DPDE formulation for the first time, with linear and quadratic artificial viscosity successfully damping the oscillations in the free surface velocity profile. Such oscillations and oscillations due to numerical tolerance become contentious issues in statistical methods of simulations of shock propagation. The present method effectively tries to sidestep these issues and focus on the statistical approach of inter-particle interactions through dissipative and random forces.

The Hardy’s averaging methodology was extended for the first time to obtain continuum shock parameters from the discrete output of the DPDE method at micron and submicron length scales. Hardy’s methodology was originally developed for point sized particles which will converge to the infinitesimal sized particles used in MD and other methods at molecular length scales. The present DPDE extension to micron length scale is particle size independent but revealed non-convergence of in-situ mass density due to spaces between particles even in the closest packing. To remedy the issue of non-
convergence of mass density with the change in particle size and inter-particle distance in the packing of micron and sub-micron sized spheres, an approach based on hexahedron averaging, to obtain averaged mass density, was developed. This resulted in the convergence of mass density to the same value irrespective of the particle size and inter-particle distance used to model the impactor and target.

It is finally concluded that DPDE method, developed and used at molecular length scale, has been successfully extended as a generic simulation tool exploiting its in-built heat transport characteristics which does not require a separate solution for heat conduction.
CHAPTER 6

FUTURE WORK

This work is the first successful attempt to extend and apply DPDE method to simulate solid materials at micron length scales. DPDE methodology was validated by mesoscale simulation of Fourier heat flow and quasi-static compression of solid HE materials under distributed loads. DPDE methodology was also extended for the first time to simulate shock response of solid HE materials at micron length scales. Since DPDE is a relatively recent simulation technique and has never been applied earlier at micron length scales, the full potential of this method still needs to be explored. Based on the ongoing work at the time of writing this thesis, some pressing future work can be listed as follows.

1. Development of a contact algorithm to model interaction between impactor and target at particle length scale: The interactions between the impactor and target particles at the impactor-target interface was modeled by a Lennard-Jones form of inter-particle forces, making impactor and target effectively one contiguous block. The interaction at the two body contact interface is primarily governed by the impenetrability condition and friction not modeled by the Lennard-Jones potential used in this work.

2. Development of inter-particle potentials at mesoscale incorporating inelasticity: In the absence of inelasticity in the inter-particle potential, the two wave structure was not predicted and the meso-temperature rise was obtained by dissipating a certain fraction of potential energy as internal energy. The incorporation of inelasticity in the inter-
particle potential to simulate the two wave structure and obtain a temperature rise from the inelasticity inbuilt into the potential would be an important component of future work.

3. Incorporating anisotropy: Coupled with the need for potentials at mesoscale is the ability to simulate the anisotropic response of RDX. The initial framework was developed and preliminary simulations were carried out to predict anisotropic response of RDX under shock loading keeping the Lennard-Jones form of interparticle potential. The preliminary results were encouraging but not presented. However, an intrinsically anisotropic potential that incorporates angular dependence would be needed to fully describe the anisotropic response of RDX.

4. Incorporation of large scale heterogeneities in DPDE: Being a particle method, DPDE is intrinsically well suited to model large scale discontinuities and heterogeneities in the material. Still, the shock response of RDX based PBX upto the point where the reaction in the explosive is initiated would require the development of general methodologies to incorporate large scale deformations and fracture in the DPDE formulation itself. This would be a major milestone in the development of DPDE as a generic formulation for modeling multiphase, heterogeneous HE materials.
APPENDIX A

AVERAGING ALGORITHM

The output obtained from a particle method like MD, DPD, or DPDE are the positions, velocities and forces acting on each of the particles. This output by its very nature is discrete. We now present the details of obtaining continuum field quantities from discrete particle output based on Hardy’s work\textsuperscript{101}. That is, from the information on particle positions, velocities, and forces obtained in a particle method, we want to obtain continuum fields such as mass density, momentum density, energy density, heat flux and stress.

Hardy’s approach\textsuperscript{101} relies on constructing an averaging domain around a point where the continuum field quantities are desired and then averaging over the particles contained within this averaging domain. The contribution of a particle inside the averaging domain to the field quantity is taken statistically into account through the localization function\textsuperscript{101}. The localization function is generally taken to be a smooth function that vanishes outside of the averaging domain and is normalized so that its integral over the entire simulation system is unity\textsuperscript{101}. In three dimensions, the localization function has the dimensions of inverse volume. In Hardy’s original work\textsuperscript{101}, this approach is illustrated by a one dimensional localization function that has the form of a top hat function\textsuperscript{101}. Other localization functions such as cosine functions can be used as well\textsuperscript{102}. The bond function is the integral of a localization function along the line connecting two
particles. In one dimension, the bond function has a simple interpretation as a fraction of the line connecting two particles that lies within the averaging domain\textsuperscript{101}. The bond function for a pair of particles \textquote{‘i’} and \textquote{‘j’} with position vectors \textquote{‘\textbf{r} \textsubscript{i}’} and \textquote{‘\textbf{r} \textsubscript{j}’} respectively, is defined as

\[
B(\textquote{\textbf{r} \textsubscript{i}}, \textquote{\textbf{r} \textsubscript{j}}, \textbf{R}) \equiv \int_0^1 \Delta(\tau \textquote{\textbf{r} \textsubscript{j} + \textbf{r} \textsubscript{j} - \textbf{R}}) \, d\tau
\]

(93)

Here, \textbf{R} is the position where the field quantity is desired and \(\tau\) is a variable of integration that takes values from 0 to 1. The quantity \(\Delta\) is the localization function. In Hardy’s original work\textsuperscript{101}, the localization function is taken to be

\[
\Delta_{ip}(\textquote{\textbf{r} \textsubscript{i} - \textbf{R}}) = \frac{1}{Al} \left( \text{if } X - \frac{1}{2}l < x_i < X + \frac{1}{2}l \right)
\]

\[= 0 \text{ otherwise}
\]

(94)

Here, \(l\) is the length of averaging domain and \(A\) is the area of averaging domain. The volume of the averaging domain is, therefore, \(Al\). \(X\) and \(x_i\) are respectively the \(X\) coordinates of the center of averaging domain and the particle ‘‘i’’. Other localization functions can be used as well. The cosine localization function is given as\textsuperscript{102}

\[
\Delta_i(x) = \frac{1}{AW} \left\{ 0.5 \left[ 1 + \cos \left( \frac{\pi x}{W} \right) \right], \text{if } |x| \leq W \right\}
\]

\[0, \text{ otherwise}
\]

(95)

Here, \(2W\) is the width of averaging domain of area \(A\) and \(x\) is the distance from the center of the averaging domain. The mass, momentum and energy densities are given in terms of localization function \(\Delta\) as
\[
\rho(\mathbf{R}, t) = \sum_i m_i \Delta \left( \mathbf{r}_i - \mathbf{R} \right) 
\]  
(96)

\[
p(\mathbf{R}, t) = \sum_i m_i \mathbf{v}_i \Delta \left( \mathbf{r}_i - \mathbf{R} \right) 
\]  
(97)

\[
E^0(\mathbf{R}, t) = \sum_i \left[ \frac{1}{2} m_i \left| \mathbf{v}_i \right|^2 + \frac{1}{2} \sum_j \phi_j \right] \Delta \left( \mathbf{r}_i - \mathbf{R} \right) 
\]  
(98)

Here, \( \rho(\mathbf{R}, t) \) and \( p(\mathbf{R}, t) \) are respectively the mass and momentum density at the position \( \mathbf{R} \) at time \( t \) as defined in equation (83) and equation (84) respectively. \( E^0(\mathbf{R}, t) \) is the energy density at the position \( \mathbf{R} \) at time \( t \). \( \phi_j \) is the potential from which the forces acting on the particles are derived.

The detailed derivations of the Hardy’s\(^{101} \) equations for averaging are now presented.

\[
\mathbf{v}_i' \equiv \left( \mathbf{v}_i - \mathbf{u} \right) + \mathbf{u} 
\]  
(99)

\[
\left( \mathbf{v}_i - \mathbf{u} + \mathbf{u} \right)^2 \equiv \left( \mathbf{v}_i - \mathbf{u} \right)^2 + \left| \mathbf{u} \right|^2 + 2 \left( \mathbf{v}_i - \mathbf{u} \right) \cdot \mathbf{u} 
\]  
(100)

It follows from identity (100) that

\[
\left( \mathbf{v}_i \right)^2 = \left( \mathbf{v}_i - \mathbf{u} \right)^2 + \left| \mathbf{u} \right|^2 + 2 \left( \mathbf{v}_i - \mathbf{u} \right) \cdot \mathbf{u} 
\]  
(101)

The net force on the particle is related to the acceleration, \( \mathbf{a}_i \), by Newton’s second law as

\[
m_i \mathbf{a}_i = \sum_j \mathbf{F}_{ij} = \mathbf{f}_i 
\]  
(102)
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Newton’s third law gives

\[ F_{ij} = -F_{ji} \]  \hspace{1cm} (103)

\( F_{ij} \) is the force on particle ‘i’ due to particle ‘j’. \( F_{ij} \) can include conservative as well as non-conservative forces as in equation (68). \( \mathbf{u} \) is the local mass averaged velocity as defined in equation (85).

Consider the function

\[ \frac{\partial \Delta \left( \tau' \mathbf{r}_{ij} + \mathbf{r}_j - \mathbf{R} \right)}{\partial \tau} \]

where \( \tau \) varies from 0 to 1. Let

\[ \tau' \mathbf{r}_{ij} + \mathbf{r}_j - \mathbf{R} = \mathbf{Y} \]. Using chain rule,

\[ \frac{\partial \Delta \left( \mathbf{Y} \right)}{\partial \tau} = \frac{\partial \Delta \left( \mathbf{Y} \right)}{\partial \mathbf{Y}} \cdot \frac{\partial \mathbf{Y}}{\partial \tau} = \mathbf{r}_j \cdot \frac{\partial \Delta \left( \mathbf{Y} \right)}{\partial \mathbf{Y}} = \mathbf{r}_j \left( \frac{\partial \Delta \left( \mathbf{Y} \right)}{\partial \mathbf{R}} \right) \]  \hspace{1cm} (104)

Integrating equation (104) in the limit \( \tau = 0 \) to \( \tau = 1 \)

\[ \Delta \left( \mathbf{Y} \right) \bigg|_{\tau=1} - \Delta \left( \mathbf{Y} \right) \bigg|_{\tau=0} = \mathbf{r}_j \cdot \int_0^1 \nabla_{\mathbf{r}} \left( \Delta \left( \tau' \mathbf{r}_{ij} + \mathbf{r}_j - \mathbf{R} \right) \right) d\tau \]  \hspace{1cm} (105)

Substituting for \( \mathbf{Y} \), equation (105) gives

\[ \Delta \left( \tau' \mathbf{r}_j - \mathbf{R} \right) - \Delta \left( \mathbf{r}_j - \mathbf{R} \right) = \mathbf{r}_j \cdot \nabla_{\mathbf{r}} \int_0^1 \Delta \left( \tau' \mathbf{r}_{ij} + \mathbf{r}_j - \mathbf{R} \right) d\tau \]  \hspace{1cm} (106)

where the integration w.r.t. to variable \( \tau \) and the nabla operator are independent operations. The integral on the RHS of equation (106) is the defined as the bond function

\[ B \left( \mathbf{r}_j, \mathbf{r}_j, \mathbf{R} \right) \equiv \int_0^1 \Delta \left( \tau' \mathbf{r}_j + \mathbf{r}_j - \mathbf{R} \right) d\tau \]  \hspace{1cm} (107)
For averaging, the force $\mathbf{F}_{ij}$ is assumed to be derivable from the potential $\phi_{ij}$ and is given by

$$
\mathbf{F}_{ij}^C = -\nabla_i \phi_{ij} (|\mathbf{r}_j|)
$$

(108)

where $|\mathbf{r}_j|$ is the distance between the particles ‘i’ and ‘j’. Equation (108) can be written as

$$
\mathbf{F}_{ij} = -\nabla_i \phi_{ij} (|\mathbf{r}_j|) = -\phi_{ij} (|\mathbf{r}_j|) \left( \frac{\mathbf{r}_j}{|\mathbf{r}_j|} \right)
$$

(109)

The differentiation on $\phi_{ij}$ in equation (109) is w.r.t. $|\mathbf{r}_j|$.

Using the definition of $E^0 (\mathbf{R}, t)$ in equation (98), its time derivative is obtained as,

$$
\frac{\partial (E^0 (\mathbf{R}, t))}{\partial t} = \frac{\partial}{\partial t} \sum_i \left[ \left( \frac{1}{2} m_i |\mathbf{v}_i|^2 + \frac{1}{2} \sum_j \phi_{ij} \right) \Delta (\mathbf{r}_i - \mathbf{R}_j) \right]
$$

(110)

For brevity, define $T1$ and $T2$ as

$$
T1 \equiv \frac{1}{2} m_i |\mathbf{v}_i|^2 + \frac{1}{2} \sum_j \phi_{ij}
$$

(111)

$$
T2 \equiv \Delta (\mathbf{r}_i - \mathbf{R}_j)
$$

(112)

In terms of $T1$ and $T2$, equation (110) can be written as

$$
\frac{\partial (E^0 (\mathbf{R}, t))}{\partial t} = \sum_i \frac{\partial (T1)}{\partial t} T2 + T1 \frac{\partial (T2)}{\partial t}
$$

(113)

The first derivative, $\frac{\partial (T1)}{\partial t}$, on the r.h.s. of equation (113) is obtained as
\[ \frac{\partial (T1)}{\partial t} = \frac{\partial}{\partial t} \left[ \frac{1}{2} m_i \mathbf{a}_i \cdot \mathbf{v}_i + \frac{1}{2} \sum_j \phi_j \right] \]  

(114)

\[ \frac{\partial (T1)}{\partial t} = \left[ m_i \mathbf{a}_i \cdot \mathbf{v}_i + \frac{1}{2} \sum_j \phi_j \left( \mathbf{r}_j \cdot \mathbf{v}_i \right) \right] \]  

(115)

Using Newton’s second law equation (102) and equation (109), equation (115) can be written as

\[ \frac{\partial (T1)}{\partial t} = \mathbf{f}_i \cdot \mathbf{v}_i + \frac{1}{2} \sum_j \left( -\mathbf{F}_j^C \right) \cdot \left( \mathbf{v}_i \right) \]  

(116)

Using definition of \( \mathbf{v}_j \) in equation (5) and the second equality in equation (102), equation (116) is transformed as

\[ \frac{\partial (T1)}{\partial t} = \frac{1}{2} \sum_j \left( \mathbf{F}_j^C \right) \cdot \left( \mathbf{v}_i + \mathbf{v}_j \right) \]  

(117)

The second derivative on the r.h.s. of equation (113) is obtained as

\[ \frac{\partial (T2)}{\partial t} = \frac{\partial \Delta \left( \mathbf{r}_i - \mathbf{R} \right)}{\partial t} \]  

(118)

Using the chain rule, equation (118) is written as

\[ \frac{\partial (T2)}{\partial t} = \frac{\partial \Delta \left( \mathbf{r}_i - \mathbf{R} \right)}{\partial t} = -\nabla_{\mathbf{r}} \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \cdot \mathbf{v}_i \]  

(119)

Substituting equation (117) and equation (119) in equation (113),

\[ \frac{\partial \left( E^0 \left( \mathbf{R}, t \right) \right)}{\partial t} = \sum_i \frac{1}{2} \sum_j \mathbf{F}_j^C \cdot \left( \mathbf{v}_i + \mathbf{v}_j \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) + \]

\[ \sum_i \left[ \left( \frac{1}{2} m_i \mathbf{u}_i \right)^2 + \frac{1}{2} \sum_j \phi_j \right] \left( \nabla_{\mathbf{r}} \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \right) \]  

(120)
In equation (120) ‘i’ and ‘j’ are dummy indices that need to be summed over so they can be interchanged. By Newton’s third law $F^C_{ij} = -F^C_{ji}$. So the first double summation in equation (120) can be transformed as

\[
\sum_{i} \frac{1}{2} \sum_{j} 
F^C_{ij} (v_i + v_j) \Delta (r_i - R) = \sum_{i} \frac{1}{2} \sum_{j} 
(F^C_{ij} \cdot v_i + F^C_{ij} \cdot v_j) \Delta (r_i - R) = \\
\sum_{i} \frac{1}{2} \sum_{j} 
F^C_{ij} \cdot v_i \Delta (r_i - R) + F^C_{ij} \cdot v_j \Delta (r_j - R) = \\
\sum_{i} \frac{1}{2} \sum_{j} 
F^C_{ij} \cdot v_i \Delta (r_i - R) + (-F^C_{ij}) \cdot v_i \Delta (r_j - R) = \\
\sum_{i} \frac{1}{2} \sum_{j} 
F^C_{ij} \cdot v_i \Delta (r_i - R) - \Delta (r_j - R) = \\
\sum_{i} \frac{1}{2} \sum_{j} 
F^C_{ij} \cdot v_i \Delta (r_i - R) B(r_i, r_j, R)
\]

where equation (106) has been used to replace the difference in the localization functions by the bond function in the last equality in equation (121). By substituting equation (121) in equation (120), factoring out the nabla operator and transferring the terms with the nabla operator on the LHS, equation (120) reduces to

\[
\frac{\partial (E^0(R,t))}{\partial t} + \nabla_R \left[ \frac{1}{2} \sum_{ij} (F^C_{ij} \cdot v_i) r_i B(r_i, r_j, R) \right] \\
+ \nabla_R \left[ \sum_{i} \left( \frac{1}{2} m_i |v_i|^2 + \sum_{j} \phi_{ij} \right) (v_i \Delta (r_i - R)) \right] = 0
\]

(122)

This is equation (3.7) of Hardy. The equation for the energy $E$ is given by

\[
E(R,t) = \sum_{i} \left[ \frac{1}{2} m_i |v_i - u(R,t)|^2 + \sum_{j} \phi_{ij} \right] \Delta (r_i - R)
\]

(123)

When $u = 0, E = E^0$. That is, $E^0$ is the value of $E$ at $u = 0$. 
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\[ E^0(\mathbf{R}, t) = \sum \left[ \frac{1}{2} m_i \left| \mathbf{v}_i \right|^2 + \frac{1}{2} \sum_j \phi_j \right] \Delta (\mathbf{r}_i - \mathbf{R}) \] (124)

Subtracting equation (123) from equation (124) and rearranging and using equation (101) along with the definition of local velocity \( \mathbf{u} \) in equation (85),

\[ E^0 = E + \frac{1}{2} \rho |\mathbf{u}|^2 \] (125)

This is equation (3.13) of Hardy\(^{101}\).

The equation for \( \mathbf{Q}_v \) in Hardy\(^{101}\) is

\[ \mathbf{Q}_v(\mathbf{R}, t) = \frac{1}{2} \sum_y \left[ \mathbf{F}_y^C \cdot \left[ \mathbf{v}_i - \mathbf{u}(\mathbf{R}, t) \right] \right] \mathbf{r}_y B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R}) \] (126)

When \( \mathbf{u} = 0 \) , \( \mathbf{Q}_v(\mathbf{R}, t) = \mathbf{Q}_v^0(\mathbf{R}, t) \)

\[ \mathbf{Q}_v^0(\mathbf{R}, t) = \frac{1}{2} \sum_y \left[ \mathbf{F}_y^C \cdot \left[ \mathbf{v}_i \right] \right] \mathbf{r}_y B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R}) \] (127)

For three vectors \( \mathbf{a}, \mathbf{b} \) and \( \mathbf{c} \), the following tensor product identity holds

\( \mathbf{(a \cdot b)c} = (\mathbf{b} \cdot \mathbf{a})\mathbf{c} = \mathbf{a} \cdot (\mathbf{b} \otimes \mathbf{c}) = \mathbf{b} \cdot (\mathbf{a} \otimes \mathbf{c}) \) (128)

Subtracting equation (126) from equation (127) and using equation (128) and the definition of local velocity, equation (85)

\[ \mathbf{Q}_v^0(\mathbf{R}, t) - \mathbf{Q}_v(\mathbf{R}, t) = \frac{1}{2} \sum_y \left( \mathbf{F}_y^C \cdot \mathbf{u}(\mathbf{R}, t) \right) B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R}) = -\mathbf{u} \cdot \mathbf{S}_v \] (129)

where \( \mathbf{S}_v = -\frac{1}{2} \sum_y \left( \mathbf{F}_y^C \otimes \mathbf{r}_y \right) B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R}) \). The component form of \( \mathbf{S}_v \) is

\[ S_{\alpha \beta}^v = -\frac{1}{2} \sum_y F_{\alpha y}^C r_{\beta y} B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R}) \] (130)
Equation (129) and equation (130) are respectively equation (3.14) and equation (4.5) of Hardy.

Similarly, the relationship between $Q_k$ and $Q_k^0$ be derived in terms of the kinetic contribution to stress tensor $S_{\alpha\beta}^{\text{kin}}$.

\[
Q_k(R,t) = \sum_i \left[ \frac{1}{2} m_i \left| \mathbf{v}_i - \mathbf{u} \right|^2 + \frac{1}{2} \sum_j \phi_{ij} \right] \left( \mathbf{v}_i - \mathbf{u} \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \tag{131}
\]

when $\mathbf{u} = 0$, $Q_k(R,t) = Q_k^0(R,t)$

\[
Q_k^0(R,t) = \sum_i \left[ \frac{1}{2} m_i \left| \mathbf{v}_i \right|^2 + \frac{1}{2} \sum_j \phi_{ij} \right] \left( \mathbf{v}_i \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \tag{132}
\]

Subtracting equation (131) from equation (132) and using the equation for energy $E$ in equation (123),

\[
Q_k^0(R,t) - Q_k(R,t) = E\mathbf{u} + \sum_i \frac{1}{2} m_i \left[ \left| \mathbf{v}_i \right|^2 - \left| \mathbf{v}_i - \mathbf{u} \right|^2 \right] \left( \mathbf{v}_i \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \tag{133}
\]

Using equation (101), equation (133) is rearranged to

\[
Q_k^0(R,t) - Q_k(R,t) = \mathbf{u} \left( E + \frac{1}{2} \rho |\mathbf{u}|^2 \right) + \sum_i \left[ m_i \left( \left( \mathbf{v}_i - \mathbf{u} \right) \cdot \left( \mathbf{v}_i - \mathbf{u} \right) \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \right] \tag{134}
\]

Using the dyadic identity for the tensor product,

\[
\sum_i \left[ m_i \left( \left( \mathbf{v}_i - \mathbf{u} \right) \cdot \left( \mathbf{v}_i - \mathbf{u} \right) \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \right] = \sum_i \left[ m_i \left( \left( \mathbf{v}_i - \mathbf{u} \right) \otimes \left( \mathbf{v}_i - \mathbf{u} \right) \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \right] = -\mathbf{u} \cdot \sum_i \left[ -m_i \left( \left( \mathbf{v}_i - \mathbf{u} \right) \otimes \left( \mathbf{v}_i - \mathbf{u} \right) \right) \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \right] \tag{135}
\]
\[
\left( \sum_i \left[ -m_i \left( \left( \dot{v}_i - \mathbf{u} \right) \otimes \left( \dot{v}_i - \mathbf{u} \right) \right) \right] \Delta \left( \mathbf{r}_i - \mathbf{R} \right) \right)
\]

is the kinetic contribution to stress tensor.

The component form of the kinetic contribution is given as

\[
S^\alpha_\beta (\mathbf{R}, t) = -\sum_i \left[ m_i (\dot{r}_i^\alpha - u^\alpha) (\dot{r}_i^\beta - u^\beta) \right] \Delta (\mathbf{r}_i - \mathbf{R})
\]  

(136)

The remaining term of the summation in (134) is

\[
\sum_i \left[ m_i (\dot{v}_i - \mathbf{u}) \cdot (\mathbf{u}) \right] \Delta (\mathbf{r}_i - \mathbf{R})
\]  

(137)

This can be written as \((\mathbf{u}) \cdot \left( \mathbf{u} \cdot (\mathbf{p} - \rho \mathbf{u}) \right)\) which by definition of local velocity in equation (85) is zero. So equation (134) can be written as

\[
Q^0_k = Q_k - \mathbf{u} \cdot \mathbf{S}_k + \mathbf{u} \left( E + \frac{1}{2} \rho |\mathbf{u}|^2 \right)
\]  

(138)

Equation (136) and equation (138) are respectively equation (4.3) and equation (3.15) of Hardy\textsuperscript{101}.

Based on Hardy’s work\textsuperscript{101}, Cauchy stress is to be computed from the following relationship

\[
\mathbf{\sigma}_T (\mathbf{R}, t) = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i}^{N} \mathbf{F}^C_{ij} \otimes (\dot{r}_j, \mathbf{r}_j, \mathbf{R}) - \sum_{i=1}^{N} m_i \mathbf{w}_i \otimes \dot{\mathbf{w}}_i \mathbf{A} (\mathbf{r}_i - \mathbf{R})
\]  

(139)

\[
\mathbf{w}_i (\mathbf{R}, t) \equiv \dot{\mathbf{v}}_i - \mathbf{u} (\mathbf{R}, t)
\]  

(140)

The first term on the RHS of equation (139) is the potential contribution to the stress tensor as given in component form in equation (130) and requires the calculation of bond function as defined in equation (93). The second term on the RHS of equation (139) is the kinetic contribution to the stress tensor that is given in component form by equation
and requires the calculation of localization function. The localization function is computed as follows.

The localization function need to be computed for every particle within the averaging domain. The bond function needs to be computed for every interaction pair (with its neighbors) that this particle forms. The averaging domain to be used can be sphere or a parallelepiped. In this work, a parallelepiped averaging domain has been used. Let us assume an averaging domain in the form of a parallelepiped of dimensions $2L_x, 2L_y$, and $2L_z$ respectively in the X, Y and Z direction of the XYZ coordinate system. The functional form of the localization function, used in this work, is a 3D generalization of the cosine localization function and is assumed to be

$$
\Delta = A \left[ \frac{1}{2} \left( 1 + \cos \left( \frac{\pi x}{L_x} \right) \right) \left( 1 + \cos \left( \frac{\pi y}{L_y} \right) \right) \left( 1 + \cos \left( \frac{\pi z}{L_z} \right) \right) \right]
$$

for $|x| \leq L_x, |y| \leq L_y, |z| \leq L_z$

$= 0, otherwise$ (141)

Relative to the field point $(X, Y, Z)$, the bounding planes of the averaging domain are at $(-L_x, +L_x)$ normal to the X direction, $(-L_y, +L_y)$ normal to the Y direction and $(-L_z, +L_z)$ normal to the Z direction. Here $A$ is normalization constant. By requiring that the integral of $\Delta$ over all space must be unity, the normalization constant $A$ is given as

$$
A = \frac{1}{L_x L_y L_z}
$$

(142)

The localization function becomes
\[ \Delta = \left( \frac{1}{L_x L_y L_z} \right) \left[ \left( \frac{1}{2} \left( 1 + \cos \left( \frac{\pi x}{L_x} \right) \right) \right) \left( \frac{1}{2} \left( 1 + \cos \left( \frac{\pi y}{L_y} \right) \right) \right) \left( \frac{1}{2} \left( 1 + \cos \left( \frac{\pi z}{L_z} \right) \right) \right) \right] \]

for \( |x| \leq L_x, |y| \leq L_y, |z| \leq L_z \)

= 0, otherwise \hspace{1cm} (143)

The localization function can thus be computed from equation (143).

The bond function, for the pair of particles ‘i’ and ‘j’ is calculated as follows. Let

the Cartesian coordinates of ‘i’ and ‘j’ be \( (x_i, y_i, z_i) \) and \( (x_j, y_j, z_j) \) respectively. The coordinates of a point on the line connecting i and j are

\[ \tau(x_i - x_j, y_i - y_j, z_i - z_j) + (x_j, y_j, z_j) \]

Let \( (X, Y, Z) \) be the coordinates of the point where the statistical average is desired. The coordinates of the point on the line connecting ‘i’ and ‘j’ relative to the point \( (X, Y, Z) \) are

\[ \tau(x_i - x_j, y_i - y_j, z_i - z_j) + (x_j, y_j, z_j) - (X, Y, Z) \]

The \( (x, y, z) \) in equation (143) can be expressed in terms of the parameter \( \tau \) as

\[ (x, y, z) = \tau(x_i - x_j, y_i - y_j, z_i - z_j) + (x_j, y_j, z_j) - (X, Y, Z) \]

(146)

Using the definition of bond function

\[ B('r_i, 'r_j, R) = \int_0^1 \Delta (\tau 'r_y + 'r_j - R) d\tau \]

(147)

where \( \tau \) is the variable of integration. The bond function is obtained from localization function equation (143), where \( (x, y, z) \) are given in terms of \( \tau \) by (146). By substituting
equation (146) in equation (143), Δ is expressed in terms of τ which is to be integrated w.r.t. τ with τ varying from 0 to 1 as in equation (147).

Once the localization function and the bond function are computed, summations in equation (139) are computed from the position vectors, velocities and forces on the particles which are output from the particle simulation.

A detailed algorithm to obtain continuum quantities from the discrete output obtained from the DPDE method is presented below. The mathematical formulation and algorithm is based on the work of Hardy extended to account for finite size of particles and for the variation of continuum properties in three dimensions.

1. Choose a particle to be tracked insitu giving its row number as input in the main data matrix. Let its coordinates be (X₁, Y₁, Z₁) in the initial configuration. This is the tracked particle (TP).

2. Find the current coordinates of the tracked particle (Xᵣ, Yᵣ, Zᵣ), which serve as the coordinates of the center of averaging domain or the field point R₁₀¹.

3. Construct an averaging domain centered on TP. Let the input dimensions of the averaging domain be 2Lₓ, 2Lᵧ and 2Lᶻ in the X, Y and Z direction respectively. So the averaging domain is a region of RVE bounded by a set of six planes which are given as:

   \[ X_{\text{max}} = X_1 + L_x, \quad X_{\text{min}} = X_1 - L_x, \quad Y_{\text{max}} = Y_1 + L_y, \quad Y_{\text{min}} = Y_1 - L_y, \quad Z_{\text{max}} = Z_1 + L_z \quad \text{and} \quad Z_{\text{min}} = Z_1 - L_z \]

4. Determine spheres lying in this domain partially or fully. Let the coordinates of the center of the sphere being checked be (Xₛ, Yₛ, Zₛ). Let the radius of the sphere be Rₛ.
A sphere lies fully outside the averaging domain if

\[ X_s - R_s > X_{\text{max}} \text{ OR } X_s + R_s < X_{\text{min}} \text{ OR } Y_s - R_s > Y_{\text{max}} \text{ OR } Y_s + R_s < Y_{\text{min}} \text{ OR } Z_s - R_s > Z_{\text{max}} \text{ OR } Z_s + R_s < Z_{\text{min}} \]

A sphere lies fully inside the averaging domain if

\[ X_{\text{max}} > X_s + R_s \text{ \& \& } X_{\text{min}} < X_s - R_s \text{ \& \& } Y_{\text{max}} > Y_s + R_s \text{ \& \& } Y_{\text{min}} < Y_s - R_s \text{ \& \& } Z_{\text{max}} > Z_s + R_s \text{ \& \& } Z_{\text{min}} < Z_s - R_s \]

ELSE sphere lies partially inside the averaging domain

5. By going over all of the spheres of RVE, make a list of all such spheres that lie partially or totally inside the averaging domain. This will be used for computing averaged mass density, averaged energy density, averaged momentum density, mass averaged velocity and kinetic stress. Let this list be \( L_s \). Also count the number of all such spheres. Let this be called \( N_s \).

6. For calculation of potential contribution to stress, make a list of all particle centers that lie within the averaging domain. For this, go over all of the sphere centers in the RVE. Consider a sphere of radius \( 10^{-9} \) micron centered around the particle center. Then, proceed as in step 4. Let this list be \( L_c \) and let the number of enclosed centers be \( N_c \).

7. The mass density, momentum density and energy density are given respectively as in equation (96), equation (97) and equation (98). For summations in equations (96) to (98) the portion of the sphere enclosed by the averaging domain (or full sphere if the sphere is totally enclosed by the averaging domain) is divided into small volume elements, so that \( m_i \) becomes the mass of small volume element.

8. Given below is the procedure to find the total mass of the sphere enclosed by the averaging domain and appropriately weighed by the localization function, \( m_{\text{encl}} \)
8.1. Choose a sphere from the list $L_s$. The radius of the sphere is $R_s$.

8.2. Construct a cube of edge length $2.2 R_s$ concentric with the sphere.

8.3. Subdivide the cube into subcubes. Here, the cube edge is subdivided into 120 parts. The length of each subcube, $L_{sub}$, is 0.00916 micron.

8.4. Calculate the mass of each subcube. Let the mass of each subcube be $m_{sub}$. The number of subcubes be $N_{sub}$, $m_{sub}$ is calculated as:

$$m_{sub} = \left( \frac{M_{sph}}{V_{sph}} \right) \times L_{sub}^3$$

(148)

where $M_{sph}$ is the input mass of the full sphere and $V_{sph}$ is the sphere volume.

8.5. $m_{encl} = 0$

8.6. DO $j=1$ to $N_{sub}$

# Check if the center of the subcube lies inside the averaging domain and also inside the sphere

8.6.1. Let $(X_c, Y_c, Z_c)$ be the center of the subcube.

8.6.2. To check if the center of the subcube lies inside the averaging domain proceed as in step 6.

8.6.3. To check if the center of the subcube lies inside the sphere:

A point $(X_c, Y_c, Z_c)$ lies inside the sphere of radius $R_s$ centered at $(X_s, Y_s, Z_s)$ if

$$(X_c - X_s)^2 + (Y_c - Y_s)^2 + (Z_c - Z_s)^2 - R_s^2 < 0$$

(149)
8.7. If the center of the subcube lies inside the sphere and also lies inside the averaging domain, compute the localization function for the center of the subcube else check the next subcube.

8.7.1. The localization function $\Delta$ is given as:

$$\Delta = \left(\frac{1}{L_x L_y L_z}\right) \left[\left(\frac{1}{2} \left(1 + \cos \left(\frac{\pi x}{L_x}\right)\right)\right) \left(\frac{1}{2} \left(1 + \cos \left(\frac{\pi y}{L_y}\right)\right)\right) \left(\frac{1}{2} \left(1 + \cos \left(\frac{\pi z}{L_z}\right)\right)\right)\right]$$

for $|x| \leq L_x, |y| \leq L_y, |z| \leq L_z$

$= 0$, otherwise

where $(x, y, z) = (X_x - X_c, Y_y - Y_c, Z_z - Z_c)$

8.7.2. $m_{encl} = m_{encl} + (m_{sub} \cdot \Delta)$

8.8. END DO

9. $\rho(R, t) = 0 ; \quad p(R, t) = 0 ; \quad E^0(R, t) = 0$

10. DO $j = 1$ to $N_s$

10.1. Take a sphere $j$ and proceed as in step 8 to get $m_{encl}$ for the sphere

$$\rho(R, t) = \rho(R, t) + m_{encl}$$

(150)

10.2. Let the velocity of sphere $j$ obtained from the main data matrix be $v_j$.

$$p(R, t) = p(R, t) + (m_{encl} \cdot v_j)$$

(151)

10.3. Let the specific energy of sphere $j$ obtained from the main data matrix be $E$.

$$E^0 = E^0 + (E \cdot m_{encl})$$

(152)
11. END DO

12. The mass averaged velocity of the averaging domain, \( \mathbf{u} \), is given as

\[
\mathbf{u}(\mathbf{R},t) = \mathbf{p}(\mathbf{R},t)/\rho(\mathbf{R},t)
\]  

(153)

13. The total stress \( \sigma_T \) is the sum of kinetic \( \sigma_k \) and potential contribution \( \sigma_p \) to stress.

\[
\sigma_T = \sigma_k + \sigma_p
\]  

(154)

So to compute total stress, the kinetic and potential contributions to stress need to be computed and then summed up.

14. Given below is the procedure to calculate kinetic contribution to stress. The kinetic component of stress tensor is given as

\[
\sum_{i=1}^{N} m_i' \mathbf{w}_i \otimes \mathbf{w}_i \Delta(\mathbf{r}_i - \mathbf{R})
\]  

(155)

Here \( m_i \) is the mass of sphere enclosed by the averaging domain and \( \mathbf{w}_i \) is the velocity of the sphere relative to the mass averaged velocity \( \mathbf{u} \) of the averaging domain.

14.1. Get the list of all sphere \( L_s \), and the number of such spheres \( N_s \), that lie partially or fully inside the averaging domain.

14.2. \( \sigma_k = 0 \)

14.3. DO \( j=1 \) to \( N_s \)
14.4. Get the absolute velocity of the sphere \( j \), \( \mathbf{v}_j \), from the main data matrix of computation.

14.5. Get the mass averaged velocity of the averaging domain, \( \mathbf{u} \)

14.6. Get the velocity of the sphere relative to the averaging domain, \( \mathbf{w}_j = \mathbf{v}_j - \mathbf{u} \)

14.7. Get \( m_{\text{encl}} \) as in step 8.

14.8. \( \mathbf{\sigma}_k = \mathbf{\sigma}_k + m_{\text{encl}} (\mathbf{w}_j \otimes \mathbf{w}_j) \)

\# \otimes \text{ denotes tensor product of two vectors}

14.9. END DO

15. The procedure to calculate potential contribution to stress is given below.

15.1. The potential contribution to stress is given as

\[
\mathbf{\sigma}_p = \sum_{i=1}^{N} \sum_{j \neq i}^{N} \mathbf{F}_{ij}^C \otimes \mathbf{r}_j B(\mathbf{r}_i, \mathbf{r}_j, \mathbf{R})
\]  

(156)

where the index \( i \) is summed over all centers inside the averaging domain and index \( j \) is over all neighbours of particle \( i \).

15.2. Get the list of sphere centers \( L_c \), and the number of such sphere centers \( N_c \), that lie inside the averaging domain from step 6.

15.3. \( \mathbf{\sigma}_p = 0 \)

15.4. DO \( i=1 \) to \( N_c \)

Get \( \mathbf{r}_i \)
Get the forward neighbor list for particle number ‘i’, L_\text{i}. Let the number of particles in this list be N_{rf}

15.5. DO j=1 to N_{rf}

   Get ‘r_j

   Set F^C_{ij} = 0 # Set the force between the particle and its neighbor to be zero

15.6. Compute conservative force between particle i and j, F^P_{ij}

15.7. Compute artificial viscosity force between particle i and j, F^v_{ij}

   \[ F^C_{ij} = F^P_{ij} + F^v_{ij} \]

   \[ 'r_{ij} = 'r_i - 'r_j \]

15.8. Compute bond function between particle ‘i’ and ‘j’

15.9. The bond function between i and j is given as:

   \[ B( 'r_i, 'r_j, R) \equiv \frac{1}{\Delta} \int_0^1 (\tau 'r_{ij} + 'r_j - R) d\tau \]

   (157)

15.9.1. Compute the lower limit of tau (\tau)

The bond function defined in (157) is the integral of localization function along the line connecting the two particles. The localization function is defined to be zero outside of the averaging domain. So the integral in (157) is 0 outside the averaging domain. The lower limit of the definite integral in (157) needs to be adjusted so that the calculation of the definite integral is just upto the boundary of the averaging domain.
15.9.2. Subdivide the (0,1) interval for $\tau$ into $n$ parts. Here $n=100$. Each subinterval is of length $\delta\tau$ where

$$\delta\tau = \frac{1}{n}$$

$$\tau_k = 1 - k(\delta\tau)$$

(158)

When $k = 0$, $\tau_k = 1$ and when $k = n$, $\tau_k = 0$

15.9.3. DO $k=1$ to $n$

15.9.4. Using equation (158), compute $\tau_k$.

15.9.5. Compute the coordinates of the point $(r_i r_j + r_j - R)$. Let the coordinates of this point be $(X_k, Y_k, Z_k)$

15.9.5.1. Check if $(X_k, Y_k, Z_k)$ lies inside the averaging domain

15.9.5.2. $(X_k, Y_k, Z_k)$ lies inside the averaging domain of dimensions $2L_x$, $2L_y$ and $2L_z$ centered on $(X_R, Y_R, Z_R)$ in the X, Y and Z direction respectively if

$$(X_R - L_x < X_k < X_R + L_x) \land (Y_R - L_y < Y_k < Y_R + L_y) \land (Z_R - L_z < Z_k < Z_R + L_z)$$

IF $(X_k, Y_k, Z_k)$ lies inside the averaging domain CYCLE

ELSE lower limit of definite integral is $(X_{k+0.5}, Y_{k+0.5}, Z_{k+0.5})$ END IF

IF $k = n$, lower limit is 0 END IF
15.9.6.  END DO

15.10. The lower limit of integration in equation (157) is thus obtained. Let us call it 
$L_b$ (lower bound). We now evaluate the integral in equation (157) through 
trapezoidal rule to obtain the bond function.

15.11. Subdivide the interval $(L_b, 1)$ into $N$ sub intervals each of length $h$. Here, 
$N = 100$. The first point is $x_1 = L_b$, the last point is $x_{N+1} = 1$. Then, by trapezoidal 
rule

$$ I(f) = \frac{1}{L_b} \int_{L_b}^{1} f(x)dx \approx \frac{h}{2} \left[ f(L_b) + f(1) \right] + h \sum_{i=2}^{N} f(x_i) $$  \hspace{1cm} (159)

$$ \sigma_p = \sigma_p + F^C_{ij} \otimes r_j B('r_i, 'r_j, R) $$

15.12.  END DO

15.13.  END DO

15.14. DO $i=1$ to $N_c$

15.14.1. Get the backward neighbor list for particle no. $i$, $L_b$. Let the number of 
particles in this list be $N_{rb}$.

15.14.2. DO $j=1$ to $N_{rb}$

15.14.3. Get the enclosed center list for the averaging domain. For a particle ‘$i$’, 
this may contain both its forward and backward neighbors.

15.14.4. Check if particle number ‘$j$’ is in the enclosed center list

15.14.5. If particle no. $j$ is in the enclosed center list CYCLE ELSE proceed as 
in 15.5-15.13
Several assumptions were made to arrive at this formulation.

1. Hardy\textsuperscript{101} and Zimmerman\textsuperscript{104} assume that the forces are derivable from a potential. In the present work, in addition to a conservative Lennard-Jones force, a dissipative, a random and an artificial viscosity force exist in the formulation. It is assumed that the forces from which stresses are to be computed are the sum of Lennard-Jones and artificial viscosity force, even though no attempt was made to derive potential for the artificial viscosity force.

2. The formulation in Hardy’s original work\textsuperscript{101} introduces a one dimensional localization function. The present work uses a general form of the localization function in three dimension based on the one dimensional cosine localization function and a scaled cosine localization function appearing in Yang et al\textsuperscript{108}.

3. The particles in the present work have a finite size while Hardy’s method is based on the point sized particles\textsuperscript{101}. Finite sized particles can be partially inside the averaging domain with their centers outside. In the three dimensional cosine localization function used in this work, the variation of localization function along the portion of the particle protruding inside the averaging domain was considered. This aspect does not arise in the context of point sized particles.

The averaging formulation in material coordinates based on Zimmerman’s work\textsuperscript{104} is briefly described to highlight the difference and suitability of Hardy’s method\textsuperscript{101} for this work.
In Zimmerman’s work\textsuperscript{104}, the focus is on computing continuum quantities in the material frame of reference based on output obtained in MD simulations. The first Piola-Kirchhoff (PK1) stress according to Zimmerman is given by

\[
P(X,t) = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} F_{ij}^C \otimes r_{ij} B(X)
\]  

(160)

where \( P(X,t) \) is the PK1 stress at the initial undeformed coordinate \( X \) at time \( t \), \( F_{ij}^C \) is the force on atom (particle) ‘i’ due to particle ‘j’, \( r_{ij} \) is the vector pointing from particle ‘j’ to ‘i’ in the undeformed configuration as defined in equation (60) and \( B(X) \) is the bond function in initial undeformed coordinates.

Following Hardy\textsuperscript{101} (this is not explicit in Zimmerman), the bond function \( B(X) \) is defined as the line integral of the localization function \( \Delta(X) \), expressed in initial undeformed coordinates, along the line connecting the two particles ‘i’ and ‘j’.

\[
B(X) = \int_0^1 \Delta(\tau r_{ij} + 0 r_j - X) d\tau
\]  

(161)

Here \( X \) is the initial undeformed coordinate of the point where the field is desired, \( r_{ij} \) is defined in equation (60). \( F_{ij}^C \otimes r_{ij} \) is the tensor product of the force \( F_{ij}^C \) with \( r_{ij} \). \( \tau \) is a variable of integration that assumes values between 0 and 1.

In Zimmerman’s work\textsuperscript{104}, periodic boundary conditions are imposed in all directions of the simulation box and the computation appears to involve all atoms (particles) in the simulation cell. So the summation in equation (160) is over all particles and averaged quantities are for the entire domain. In the present work, the simulation cell
is bounded by walls and averaging is carried out over the selected in-situ volume domain (not full volume). From Hardy’s work\textsuperscript{101}, the sum needs to be taken over the particles whose centers are within the finite averaging domain. Also the force, $F^C_j$, in Zimmerman’s work needs to be computed with all atoms in the system; that is for a given atom, all the other atoms in the system need to be considered. However, the present work considers the neighbors within the cutoff distance. Thus, the in-situ averaged quantities in the present work can vary from point to point in the RVE. The reference configuration is arbitrarily chosen to be the undeformed configuration of the system. So $r_j^0 = r_i^0 - r_j^0$ in equation (160) is computed from the configuration at time $t = 0$. The localization function is not explicitly stated in Zimmerman\textsuperscript{104}. Let the localization function be taken as the step function\textsuperscript{101} in accordance with Hardy. Since the localization function has dimensions of inverse of volume and is normalized to 1, the localization function is taken to be $(1/V_0)$, inside the averaging domain, where $V_0$ is the volume of the averaging domain (in the reference configuration) and 0 everywhere else. Then the bond function, which is the line integral of the localization function along the line connecting the two particles, is the fraction of the line connecting the two particles inside the averaging domain in the reference configuration.
HEXAHEDRON AVERAGING ALGORITHM

The computation of average mass density in Hardy’s approach is based on the assumption of point particles and does not take into account the pore spaces between finite sized particles. Hence, it is sensitive to particle size and inter-particle distance. The algorithm below computes mass density for micron and submicron sized particles based on the construction of hexahedron around each of the particles inside the averaging domain. The hexahedron based mass averaging approach yields converged results irrespective of the size and inter-particle spacing of the particles as shown in figure 24 below.

Figure 24 Converged mass densities computed using hexahedron approach.
1. Choose a particle to be tracked in situ giving its row number as input in the main data matrix. Let its coordinates be \((X_I, Y_I, Z_I)\) in the initial configuration. This is the tracked particle (TP).

2. Find the current coordinates of the tracked particle \((X_R, Y_R, Z_R)\). The coordinates of the center of averaging domain or the field point \(R_0\) is \((X_R, Y_0, Z_0)\) for shock propagating along X-direction. Here, \(Y_0, Z_0\) are the respectively the Y and Z coordinates of the center of RVE cross section.

3. Construct an averaging domain centered on TP. Let the input dimensions of the averaging domain be \(2L_x, 2L_y\) and \(2L_z\) in the X, Y and Z direction respectively. So the averaging domain is a region of RVE bounded by a set of six planes which are given as:

\[
X_{\text{max}} = X_R + L_x, \quad X_{\text{min}} = X_R - L_x, \quad Y_{\text{max}} = Y_0 + L_y, \quad Y_{\text{min}} = Y_0 - L_y, \quad Z_{\text{max}} = Z_0 + L_z, \quad Z_{\text{min}} = Z_0 - L_z
\]

4. Determine if a sphere center lies inside the averaging domain. Let the coordinates of the center of the sphere being checked be \((X_S, Y_S, Z_S)\).

A sphere lies fully inside the averaging domain if

\[
X_s \leq X_{\text{max}}, \quad X_s \geq X_{\text{min}}, \quad Y_s \leq Y_{\text{max}}, \quad Y_s \geq Y_{\text{min}}, \quad Z_s \leq Z_{\text{max}}, \quad Z_s \geq Z_{\text{min}} \quad (162)
\]

5. By going over all of the spheres of RVE, make a list of all such sphere centers that lie inside the averaging domain. This will be used for computing averaged mass density. Let this list be \(L_c\). Also count the number of all such spheres. Let this be called \(N_c\).
6. \( \rho(R,t) = 0 \) where \( \rho \) is the density.

7. Do \( N = 1 \) to \( N_c \)

Let the IJK ordered coordinates of the sphere number \( N \) be (i,j,k). Construct 8 neighboring hexahedrons \( (H_i) \) around it whose vertices \( (V_i) \) (in terms of IJK ordered coordinates) are given in table 5 below:

### Table 5: IJK ordered coordinates of vertices for hexahedron averaging

<table>
<thead>
<tr>
<th></th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>V6</th>
<th>V7</th>
<th>V8</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>i-1,j-1,k-1</td>
<td>i,j,k-1</td>
<td>i-1,j,k</td>
<td>i-1,j-1,k</td>
<td>i,j-1,k</td>
<td>i,j,k</td>
<td>i-1,j,k</td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>i,j-1,k-1</td>
<td>i+1,j-1,k-1</td>
<td>i,j,k-1</td>
<td>i,j,k-1</td>
<td>i,j-1,k</td>
<td>i+1,j,k</td>
<td>i+1,j,k</td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>i,j,k-1</td>
<td>i+1,j,k-1</td>
<td>i+1,j+1,k-1</td>
<td>i,j,k-1</td>
<td>i,j,k-1</td>
<td>i+1,j,k</td>
<td>i+1,j+1,k</td>
<td></td>
</tr>
<tr>
<td>H4</td>
<td>i-1,j,k-1</td>
<td>i,j,k-1</td>
<td>i+1,j,k-1</td>
<td>i+1,j,k-1</td>
<td>i-1,j,k</td>
<td>i,j,k</td>
<td>i-1,j,k</td>
<td></td>
</tr>
<tr>
<td>H5</td>
<td>i-1,j-1,k</td>
<td>i,j-1,k</td>
<td>i,j,k</td>
<td>i,j,k+1</td>
<td>i-1,j-1,k+1</td>
<td>i,j,k+1</td>
<td>i-1,j,k+1</td>
<td></td>
</tr>
<tr>
<td>H6</td>
<td>i,j-1,k</td>
<td>i+1,j-1,k</td>
<td>i+1,j,k</td>
<td>i,j,k+1</td>
<td>i+1,j,k+1</td>
<td>i+1,j+1,k</td>
<td>i+1,j+1,k</td>
<td></td>
</tr>
<tr>
<td>H7</td>
<td>i,j,k</td>
<td>i+1,j,k</td>
<td>i+1,j+1,k</td>
<td>i,j+1,k</td>
<td>i,j+1,k</td>
<td>i+1,j,k+1</td>
<td>i+1,j+1,k+1</td>
<td></td>
</tr>
<tr>
<td>H8</td>
<td>i-1,j,k</td>
<td>i,j,k</td>
<td>i+1,j,k</td>
<td>i-1,j+1,k</td>
<td>i-1,j,k+1</td>
<td>i,j,k+1</td>
<td>i+1,j,k+1</td>
<td></td>
</tr>
</tbody>
</table>

8. Find the coordinates of the origin of each of the hexahedrons \( H_i \) (i=1 to 8). Let the coordinates of the center of each of the hexahedrons be \((X_i,Y_i,Z_i)\) where \( i \) ranges from 1 to 8.

\[
X_i = \frac{\sum_{j=1}^{8} H_i(V_{jx})}{8} \quad ; \quad Y_i = \frac{\sum_{j=1}^{8} H_i(V_{jy})}{8} \quad ; \quad Z_i = \frac{\sum_{j=1}^{8} H_i(V_{jz})}{8} \quad (i=1 \text{ to } 8)
\]

(163)

where the subscript \( i \) refers to the hexahedron in table 5 (rows), the subscript \( j \) refers to the vertex (columns) in table 5 and the subscripts \((x,y,z)\) denote the \((X,Y,Z)\) coordinates of the vertex \( j \) respectively. The vertices \((X_i,Y_i,Z_i)\) where \( (i=1 \text{ to } 8) \) are the vertices of the pseudo-hexahedron surrounding the sphere \( N \).
9. The volume of the pseudo-hexahedron, $V_{p-hexa}$, is then calculated. The volume calculation is based on the premise that any hexahedron can be subdivided into six pyramidal bodies where the vertex of the pyramid is the center of the sphere for which the pseudo-hexahedron has been constructed. Each pyramid has a quadrilateral base and can be subdivided into two tetrahedrons. The volume of the pyramid is the sum of the volume of the two tetrahedrons. Let the coordinates of the vertices of the tetrahedron be given as:

$$\{(x_1, y_1, z_1), (x_2, y_2, z_2), (x_3, y_3, z_3), (x_4, y_4, z_4)\}$$

Then the volume of the tetrahedron is given as:

$$V_T = \frac{1}{6} \left| \begin{array}{cccc} x_2 - x_1 & x_3 - x_1 & x_4 - x_1 \\
  y_2 - y_1 & y_3 - y_1 & y_4 - y_1 \\
  z_2 - z_1 & z_3 - z_1 & z_4 - z_1 \end{array} \right|$$

(164)

10. If $V_{p-hexa}$ be the volume of the pseudo-hexahedron and $M$ be the mass of the particle which is enclosed by the pseudo-hexahedron, the density of pseudo-hexahedron is

$$\rho_{hexa} = \frac{M}{V_{p-hexa}}$$

(165)

11. Let $N_{sub}$ may be the number of the sub-hexahedrons into which the pseudo-hexahedron is subdivided. Let $V_{sub-hexa}$ be the volume of the sub-hexahedron. Let $m_{sub} = V_{sub-hexa} \times \rho_{hexa}$ be the mass of the sub-hexahedron into which the pseudo-hexahedron is subdivided.
12. Given below is the procedure to find the total mass of the particle $N$ enclosed by the averaging domain and appropriately weighed by the localization function. Let this mass be $m_{encl}$.

12.1. $m_{encl} = 0$  # Set enclosed particle mass to be zero

12.2. DO j=1 to $N_{sub}$  # Go over all the sub-hexahedrons

12.2.1. Let $(X_c, Y_c, Z_c)$ be the center of the sub-hexahedron.

12.2.2. Check if the center of the sub-hexahedron lies inside the averaging domain by proceeding as in step 4.

12.2.3. If the center of the sub-hexahedron lies inside the averaging domain, compute the localization function for the center of the sub-hexahedron else check the next sub-hexahedron.

12.2.3.1. The localization function $\Delta$ is given as in equation (141)

12.2.3.2. $m_{encl} = m_{encl} + (m_{sub} \cdot \Delta)$  

12.3. END DO

12. END DO
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Abstract. The dissipative particle dynamics with energy conservation (DPDE) method is extended to simulate the shock response of high energetic (HE) materials at micron length scales. The symmetrical impact of an RDX impactor and target plates with 1μm diameter spheres is simulated at planar impact velocities of 208 m/s and 876 m/s with a Lennard-Jones-like potential, dissipative, and random forces, and artificial viscosity force between particles. The in situ shock quantities were obtained using Hardy’s averaging. In situ longitudinal stresses from simulations were 0.84 and 3.82 GPa. Values from the literature are 0.81 and 2.92 GPa at the two impact velocities, respectively. The uniaxial strain condition was predicted with equal lateral stresses and negligible shear stresses. The higher stress value at 876 m/s may be due to lack of inelasticity in the interparticle potential. The temperature increases of 5.5 ⁰K and 93.7 ⁰K, respectively, were predicted assuming dissipation of a fraction of the potential energy. It is concluded that the DPDE method holds promise for a unified computational framework for multi-scale simulations of HE.

1. Introduction
The dissipative particle dynamics with energy (DPDE) conservation method [1,2] may successfully simulate the shock response of condensed phase high energy (HE) materials due to the built-in conservation of mass, momentum, and energy. Developed as the isothermal dissipative particle dynamics (DPD) method and used at molecular scales for gases and liquids [3,4], addition of particle internal energy (DPDE) as a variable allows the temperature variations needed for shock propagation simulation without the need to solve heat transport equations. This method has been extended to coarse grained molecular scales for HE [5] and to nanoscales for polymers [6]. It has yet to be applied at the micron and sub-micron length scales for solids. The shock response of HE, leading to detonation, has a transitory state where (a) the solid phase undergoes deformation, failure, and heating at heterogeneous mesoscale [7]; (b) a decomposed state with energy release and heating; and (c) a gas phase with energy release and heating. Each of these phases coexists with different length scales. Finite element methods have been used for inhomogeneous mesoscale simulation of solids [8], and fluid dynamics methods are used to study detonation under the detonation shock dynamics (DSD) field. No computational tools exist, to the best of our knowledge, that can model and simulate the coupled response of the heterogeneous transitory state with a mixture of phases and length scales.

*To whom any correspondence should be addressed.
With the recent focus on particle methods for condensed phase HE [9], the DPDE method may be better suited to this task, given that, on the one hand, it can be extended to the molecular length scale from which it originated, and that evolving failures and phases, on the other hand, can be modeled naturally on-the-fly. For example, using DPDE, solid failures (inter- and intra-grain fracture, voids, etc.) can be modeled by dissociating a particle from its neighbors; different phases can be modeled by transitioning to a different set of interparticle potentials; and permeation can be modeled by decomposing a particle into sub-particles. The present work explores whether the DPDE method is applicable at the micron and sub-micron mesoscale lengths of solids while still preserving its core features.

2. Objectives
The ultimate motivation is to arrive at a unified multiscale, multiphase, simulation framework for HE, while the present objectives are to extend the DPDE method to simulate the shock response of materials at a micron length scale, determine simulation parameters, retrieve in situ averaged shock response parameters for comparison with experimental data, and quantify the in situ shock response for a given impact loading.

3. DPDE Methodology and In Situ Averaged Shock Quantities
For a comprehensive description of the DPDE method, the reader is referred to previous work [2]. Key features of extending this method to the micron length scale and averaging in situ quantities, however, are presented below. It is assumed that the stochastic fluctuation-dissipation theorem is applicable at the micron length scale. Analogous to the molecular dynamics (MD) method, the DPDE method simulates the shock response of materials by integrating a set of equations-of-motion, where the forces on particle $i$ from neighbouring particles, $j$, are given as,

$$
\mathbf{F}_i = \sum_{j \neq i} \left( \mathbf{F}_i^P + \mathbf{F}_i^D + \mathbf{F}_i^R + \mathbf{F}_i^{ext} + \mathbf{F}_i^{art} \right)
$$

The force components, shown in brackets above from left to right, are the interparticle potential, dissipative, random, and external forces. The left superscript, $t$, denotes time. The last term represents the artificial viscosity force component used in the DPDE method for the first time. A Lennard-Jones like potential is adopted in this work from [10] and is given as,

$$
\mathbf{F}_j^P = \frac{A \alpha m n}{(n - m)} \begin{bmatrix} r_0 & \left( \frac{r_0}{r_j} \right)^{n+1} - \left( \frac{r_0}{r_j} \right)^m \end{bmatrix} \mathbf{n}_j
$$

where $A$ is the cross-sectional area of the particle; $\alpha$, $m$, $n$ are the material parameters; and $r_0$ is the equilibrium separation between particles. Denoting the position vector of particle $i$ by $r_i$ and the position vector from particle $j$ to particle $i$ by $r_{ij} = r_i - r_j$, the interparticle distance $r_{ij}$ represents the particle separation. The unit vector at time, $t$, is $\mathbf{n}_j = \frac{\mathbf{r}_{ij}}{r_{ij}}$. Dissipative and random forces are,

$$
\mathbf{F}_j^D = -\gamma_{ij} \omega^D \begin{bmatrix} \mathbf{n}_j \cdot \mathbf{p}_j \end{bmatrix} \mathbf{n}_j ; \quad \mathbf{F}_j^R = m_j a_{ij} \omega^R \zeta_{ij} \Delta t^{-0.5} \mathbf{n}_j ; \quad \omega^D = \left( \omega^R \right)^2 = \frac{1}{1 - \left( \frac{r_j}{r_i} \right)}
$$

where $\gamma_{ij} \omega^D$ and $a_{ij}, \omega^R$ are the amplitudes and weight functions of the dissipative and random forces respectively, $\mathbf{p}_j$ is the momentum vector of particle $i$ with $\mathbf{p}_j = \mathbf{p}_i - \mathbf{p}_j$, $m_j (= m_i = m)$ is the particle mass, $\zeta_{ij}$ is a random number from the standard normal distribution with zero mean and unit variance, and $\Delta t$ is the time step. The final part of equation (3) represents the relationship between $\omega^D$ and $\omega^R$ from [2] in which $r_i$ is the interaction range for the dissipative and random interactions. The artificial viscosity force, as a combination of linear and quadratic terms, is given as,
\[ v_i^{t+\Delta t/2} = v_i - 0.5\Delta t \gamma_i \omega^P \left[ v_i \cdot v_i^{t-\Delta t/2} \right] n_j + 0.5\sqrt{\Delta t} a_i \omega^P \vec{z}_j \cdot n_j \]

\[ v_i^{t+\Delta t/2} = v_i + 0.5\sqrt{\Delta t} a_i \omega^P \vec{z}_j \cdot n_j - 0.5\Delta t \gamma_i \omega^D \left[ v_i \cdot v_i^{t-\Delta t/2} \right] n_j - 0.5\Delta t \gamma_i \omega^D \left[ v_i \cdot v_i^{t-\Delta t/2} \right] n_j \]

\[ + \Delta t F_i^{C} / m_i \]

where \( F_i^{C} \) is the sum of the interparticle and artificial viscosity forces. Integration is carried out for \( j > i \) and the negative of the stochastic incremental velocities are updated for particle \( j \). Finally, the particle position is updated as,

\[ r_i^{t+\Delta t} = r_i + \Delta t v_i^{t+\Delta t/2} \]

The particle internal energy \( (u) \) calculation is performed (as in equation (21) of [2]) for the conductive and mechanical contributions, while the interparticle potential, equation (2), is integrated to determine potential energy. The internal temperature \( \theta_i \) of particle \( i \) is calculated from the relationship \( t_i^{t+\Delta t} = m_i C_v \theta_i^{t+\Delta t} \), where \( C_v \) is the material specific heat. The in situ averaged shock quantities are calculated following the Hardy method [11] in current coordinates using a 3D cosine function as the localization function \( \Delta \).

4. Simulation and Results

4.1 Simulation Procedure

The shock response of RDX was simulated for an assumed planar symmetric plate impact experiment. Figure 1(a) shows the simulation representative volume element (RVE) of a 20 \( \mu \)m x 20 \( \mu \)m cross-section with a 50 \( \mu \)m thick RDX plate impacting a 100 \( \mu \)m thick RDX sample. Both the impactor and sample were modeled as regularly stacked 1\( \mu \)m diameter spheres with a center-to-center equilibrium distance of 1 \( \mu \)m. The total mass of the impactor and sample was lumped equally among their particles. The longitudinal (X-) impact velocity to the impactor particles and 300 \( ^{\circ} \)K temperature to all particles were assigned as initial conditions, while the lateral velocities were constrained for particles at the RVE boundaries as boundary conditions. Instead of using a contact algorithm, the interaction between the impactor and the sample
particles was analyzed using the interparticle potential—treating the two as one body. For this reason, results are presented for the time when the release wave from the sample’s free surface reaches the impactor-sample interface. Simulations were carried out at impact velocities of 208 m/s and 876 m/s to explore the DPDE method for an elastic particle velocity of 104 m/s and an inelastic particle velocity of 438 m/s, respectively, in the (100) direction of Hooks et al. [12] data. The free surface velocity was calculated by averaging the longitudinal velocity of the particles over a 4 μm x 4 μm surface area, shown in red; the in situ shock parameters were obtained by averaging in a 4 μm x 4 μm x 2 μm volume, shown in green in the zoomed figure 1(b). The averaging volume was centered with the cross-section and longitudinally followed a specified particle center.

4.2 Materials Properties

The properties of materials used in the simulations are summarized in Table 1. The mass density and specific heat values are in the range of experimental values [13,14]. The parameters of the dissipative and random forces were adapted from Lisal et al. [2]. The interparticle potential parameter $\alpha$ [10] was calculated for RDX by adopting an average Young’s modulus of 19.29 GPa [15]. Simulations considered the particles’ first nearest-neighbor at 1 μm, the second nearest neighbor (face diagonal) at 2.5 μm, and the third nearest neighbor (body diagonal) at 3.5 μm. A constant cutoff distance of 1.5 μm from the equilibrium position in the attraction (or tensile) phase was used for all three neighbor types. The $(m,n)$ parameters of the interparticle potential given in equation (2) were varied as (2,4), (2,3), and (1,2) reducing the slope of the curve (or, a reduction in the materials stiffness) in the repulsion (or compressive) phase. The value of (2,4) is the same as that used by Tang et al. [10] for HMX. The use of the same $\alpha$ and $(m,n)$ parameters resulted in different potentials for the second and third nearest neighbor types.

4.3 Results and Discussion

In the initial simulations, tolerance issues and optimal integration time step ($\Delta t$) determination were targeted. Simulations were stable and yielded identical results for $\Delta t \leq 0.14 \times 10^{-9}$ seconds. All results presented below are from simulations with a constant $\Delta t$ of $0.14 \times 10^{-10}$ seconds. Figure 2 compares the free surface velocity profiles at 208 m/s impact velocity simulated with and without artificial viscosity. Similar results were obtained at an impact velocity of 876 m/s. As found in shock propagation simulations using finite difference/element methods, the linear and quadratic artificial viscosities effectively damp oscillations in the free

<table>
<thead>
<tr>
<th>$\rho$ (kg/m$^3$)</th>
<th>$C_v$ (J/kg/K)</th>
<th>$\alpha$ (GPa)</th>
<th>$a_g = a$ (ms$^{1.5}$)</th>
<th>$C_1$ (kg/m/s)</th>
<th>$C_2$ (kg/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1820.0</td>
<td>1046.0</td>
<td>2.1964</td>
<td>2.34x10$^{-4}$</td>
<td>3.931</td>
<td>7.28x10$^{-9}$</td>
</tr>
</tbody>
</table>

Figure 2. Free surface velocity without (red) and with (black) artificial viscosity at 208 m/s impact velocity.

Figure 3. Free surface velocity profiles at (a) 208 m/s and (b) 876 m/s for the three pairs of $(m,n)$ parameters.
surface velocity and other in situ shock quantities predicted by the DPDE method. Figure 3 shows the average free surface velocities at the two impact velocities for the three sets of (m, n) parameters. The simulations predicted a steady peak shock state, independent of the potential parameters, in qualitative agreement with experimental data [12]. The velocity profiles agree with the shock propagation theory. The free surface velocity increases on arrival of the shock wave from the impact surface, attains peak, and remains constant representing the shock state (plateau) under the combined influence of the shock and release waves reflected from the free surface. The velocity begins decreasing to zero after the rarefaction wave from the impactor free surface arrives at the target’s free surface. Shock velocity was calculated from the time of the half-rise of the free surface velocity. Shock velocity diminishes and shock rise time increases as the interparticle stiffness drops from (2,4) to (1,2) parameter values.

Figure 4 shows the in situ average mass density, longitudinal stress, and lateral stresses at 876 m/s impact velocity with positive values representing compression. The stresses begin to increase on arrival of the shock wave; they peak, and then remain constant (plateau) until the arrival of the release wave. Due to the proximity of the averaging domain to the impact surface, the rarefaction wave from the impactor’s free surface reduces the stress to zero. The stresses become tensile (negative) on arrival of the release wave from the target’s free surface. The simulations predicted nearly constant peak values of the shocked mass density increasing with the reduction in the interparticle stiffness. The reduced shock speed and increased compression are associated with lower in situ longitudinal stress.

The method did not predict the measured [12] two wave profiles at 876 m/s attributed to inelastic (plastic) deformation, shown in Figures 3 and 4. The onset of inelastic deformation reduces the slope of the longitudinal stress vs. strain curve and, in turn, reduces the wave speed (termed inelastic wave speed). The data shows two wave profiles due to a slower inelastic wave following the elastic wave. The single wave profile represents either the elastic wave at lower impact stresses (as in the case of 208 m/s) or the elastic wave overtaken by the inelastic wave at higher impact stresses. The Lennard-Jones like potential used in the simulations has a continuously increasing force-displacement slope without any reduction expected at the elastic-inelastic transition. This may be why the measured two wave profile was not predicted at 876 m/s. The peak longitudinal stress values at the two velocities for the (2,3) parameters were 0.84 and 3.82 GPa compared to 0.81 and 2.92 GPa, respectively [12]. The over-prediction may further indicate that the elastic response at 876 m/s was predicted by the simulation because inelasticity limits deviatoric stress, which, in turn, lowers longitudinal stress below the elastic value.

As an approximation, 90% of the potential energy was dissipated as heat to explore heat dissipation and conduction in the DPDE method. Table 2 lists calculated temperature and other in situ quantities in the peak shock state. Moreover, the reduction of in situ longitudinal and lateral stress difference as the (m,n) parameters varied from (2,4) to (1,2), shows the strength of the prediction capability of this method. The stress difference is the material’s strength under the uniaxial strain condition as per the von-Mises plasticity theory.
5. Conclusions
The present work successfully extends the DPDE method to simulate the shock response of materials to the micron scale. This method predicted the free surface velocity and in situ average shock response in qualitative agreement with the uniaxial shock wave propagation theory. The longitudinal stress value at the two impact velocities was close to the literature value, however quantitative agreement cannot be established due to the lack of inelasticity in the interparticle potential. The heat dissipation and conduction built into DPDE was verified through an approximation of dissipating a fraction of the potential energy. The calculated temperature rise, therefore, should be treated as a model calculation. Nevertheless, this first use of artificial viscosity led to prediction of a smooth shock wave profile. The present work is being extended to incorporate a contact algorithm to model the impactor-sample interface and interparticle potential with inelasticity. It can be concluded that the present DPDE implementation has potential to link the continuum scale to the micron and sub-micron length scales, preserving the emphasis on interparticle interactions based on potential rather than continuum phenomenological models.
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Table 2. In situ average shock parameters ( \( u_p \) - particle velocity, \( U \) - shock velocity).

<table>
<thead>
<tr>
<th>Impact Velocity (m/s)</th>
<th>m</th>
<th>n</th>
<th>( u_p ) (m/s)</th>
<th>( U ) (m/s)</th>
<th>( \sigma_{xx} ) (GPa)</th>
<th>( \sigma_{yy} ) (GPa)</th>
<th>T (°K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>208.0</td>
<td>2</td>
<td>3</td>
<td>105.9</td>
<td>4944.9</td>
<td>0.97</td>
<td>0.45</td>
<td>305.4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>104.2</td>
<td>2494.1</td>
<td>0.49</td>
<td>0.24</td>
<td>305.7</td>
</tr>
<tr>
<td>876.0</td>
<td>2</td>
<td>4</td>
<td>446.6</td>
<td>5305.0</td>
<td>4.42</td>
<td>2.11</td>
<td>392.1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>441.1</td>
<td>2704.2</td>
<td>2.23</td>
<td>1.20</td>
<td>396.9</td>
</tr>
</tbody>
</table>
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