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FIELD OF THE DISCLOSURE

The present disclosure relates to computer graphics, and more specifically, to texture mapping.

BACKGROUND

In many computer graphics applications, such as animated movies and video games, textures are applied to objects to make the object appear more realistic. Textures can be divided into two main categories: image textures, and procedural textures. As its name suggests, an image texture is an image, and rendering an image textured object can be viewed as painting a bitmap onto a portion of a two-dimensional plane. In contrast, procedural textures apply a programmable function to an object. Rendering a procedural texture object can be viewed as placing an object in a three-dimensional procedural texture space, so that the object has the appearance of being from that texture.

Both types of textures suffer from an artifact called aliasing when rendering. Techniques to reduce aliasing (i.e., anti-aliasing techniques) for image textures are well known, but these techniques do not lend themselves to solving the procedural texture anti-aliasing problem. The fundamental assumptions that allow these methods to work in image textures are violated in most interesting procedural textures. For example, the most important assumption in image textures is that given a region of the texture, the average color is known. The atomic unit of an image texture is a pixel, which is a color over a region of area. The atomic unit of a procedural texture is an infinitesimal point which has no area. Thus, the average color over a region is not generally known for procedural textures.

The task of anti-aliasing a procedural texture can be extremely difficult even when done by hand. Often the programmer time to create a procedural texture is less than the time to create the anti-aliasing code for the same texture. A particular kind of aliasing, called mlfication aliasing, occurs when a textured object is viewed from far enough away that the texture contains frequencies in screen space that are higher than the Nyquist frequency given by the sampling rate of the renderer. Mlfication aliasing is especially distracting during motion sequences, and this is a major problem for rendering procedural textures. Thus, a need arises to address these and other deficiencies.

SUMMARY

The disclosed embodiments provide systems and methods for reducing anti-aliasing in a procedural texture.

One method, among others, includes creating a procedural reduction map describing the texture as applied to an object, and querying the map for radiance of a pixel in the object. One system includes memory and a processor. The processor is programmed, by the code stored in the memory, to create a procedural reduction map describing the texture as applied to an object, and query the map for radiance of a pixel in the object.

One system, among others, includes means for creating a procedural reduction map describing the texture as applied to an object, and means for querying the map for radiance of a pixel in the object. The map includes a basis functions and a hierarchy of texels. Each texel includes basis weights and a surface normal distribution. Each basis weight corresponds to one of the basis functions.

BRIEF DESCRIPTION OF THE DRAWINGS

Many aspects of the disclosure can be better understood with reference to the following drawings. The components in the drawings are not necessarily to scale, emphasis instead being placed upon clearly illustrating the principles of the present disclosure.

FIG. 1 is a flowchart describing one embodiment of a system and method for reducing aliasing in a procedural texture.

FIG. 2 is a diagram of an embodiment of the procedural reduction map of FIG. 1.

FIG. 3 is a flowchart illustrating further details of the creation of a procedural reduction map as introduced in FIG. 1.

FIG. 4 is a flowchart illustrating further details of several blocks from FIG. 3.

FIGS. 5A and 5B form a flowchart illustrating further details of several blocks from FIG. 3 and FIG. 4.

FIG. 6 is a flowchart illustrating further details of the rendering process of FIG. 1.

FIG. 7 is a flowchart illustrating further details of the single normal computation block of FIG. 6.

FIG. 8 is a flowchart illustrating further details of the broad distribution computation block of FIG. 6.

FIG. 9 is a diagram illustrating how arcs and great arcs are used to determine a shader normal for a (u, v) coordinate.

FIG. 10 is a flowchart illustrating further details of the rendering process of FIG. 1.

FIG. 11 is a hardware block diagram of a general-purpose computer which can be used to implement various embodiments of systems and methods for anti-aliasing a procedural texture.

DETAILED DESCRIPTION

FIG. 1 is a flowchart describing one embodiment of a system and method for reducing aliasing in a procedural texture. The process begins at block 110, where the procedural reduction mapper object creates a procedural reduction map 200 (see FIG. 2) for an input object and an input procedural texture. The input object is given in parameterized form. In some embodiments, the size of the procedural reduction map is also specified as an input. In other embodiments, a default size is used. Block 120 executes at a later point in time, when the object is rendered. At block 120, the textered object is rendered by querying the procedural reduction mapper for the radiance of each pixel in the
object. Notably, the systems and methods of reducing aliasing in a procedural texture disclosed herein do not require the map to be created in real-time. Instead, map creation can be done off-line, before the object is rendered. The procedural reduction mapper object of FIG. 1 can thus be viewed as a data structure—the procedural reduction map 200 in FIG. 2—as well as associated code for manipulating this data structure—the Create and Render functions of FIG. 1. The data structures and algorithms used by the Create function (block 110) and the Render function (block 120) will now be described in further detail.

FIG. 2 is a diagram of one embodiment of a procedural reduction map as disclosed herein. A procedural reduction map 200 describes a procedural texture as applied to an object in a way that reduces anti-aliasing, and in particular, miffication aliasing. The procedural reduction map 200 comprises a pyramidal hierarchy 210 of texels 220, where each texel 220 corresponds to a two-dimensional area 230 on the surface of the three-dimensional object 240. Texels 220 on a particular pyramid level 250 are arranged in two-dimensional [u,v] space, and the object’s surface is also described in [u,v] coordinates. The use of [u,v] coordinates will be understood by a person of ordinary skill in the art. Texels 220 in the base level 250B of the pyramid correspond to the smallest areas of the object 240. Texels 220 at higher levels (e.g., 250M and 250T) correspond to progressively larger areas of the object 240. Thus, texels 220 in the base level 250B represent the finest resolution of the texture.

A person of ordinary skill in the art should be familiar with the concept of reflectance functions, which relate incoming light (o_in) to an object, to an outgoing light (o_out). Reflectance functions are used to determine the color seen from a specific point based on the light direction (incoming light o_in) and the viewing direction (outgoing light o_out). Such a person should also be familiar with a type of four-dimensional reflectance function known as bidirectional reflectance function distribution (BRDF). The terms “reflectance function” and “BRDF” are used interchangeably herein.

In addition to the texels 220, the procedural reduction map 200 contains a set of basis reflectance functions 260. These basis reflectance functions 260 are a set of reflectance functions that, when linearly combined, describe any of the reflectance functions found on the object’s surface. The basis reflectance functions 260 are related to texels 220 as follows. A texel 220 contains a set of basis weights 270, each of which is associated with one of the basis reflectance functions 260. Each basis weight 270 describes the influence that the corresponding basis reflectance function 260 has on that texel. Thus, the weighted sum of the basis reflectance functions 260, using weights 270, represents the procedural texture as applied to the corresponding area 230.

A texel 220 also contains a distribution 280 of surface normals for the corresponding area 230 of the object 240. The surface normal distribution 280 represents the curvature of the object 240 at the corresponding texel 220. (A person of ordinary skill in the art should appreciate that since a distribution of surface normals is used to represent an area on the object.)

Thus, the procedural reduction map 200 as a whole includes reflectance functions for points on the object 240 that can fully reproduce all sampled reflectance functions on the object 240. However, instead of storing all reflectance functions in the procedural reduction map 200, a smaller set of basis reflectance functions 260 is stored with the map 200. Furthermore, instead of storing basis reflectance functions 260 with each texel, each texel instead stores a weight 270 that is associated with one of the basis reflectance functions 260 (with zero weights as needed). In one embodiment, the representation used to store basis reflectance functions 260 is the procedural texture code itself. The storage of procedural reduction map 200 will be described in further detail below.

FIG. 3 is a flowchart illustrating further details of the creation of a procedural reduction map (block 110 of FIG. 1). The process 110 begins at block 310, where the object—in [u,v] parameterized form—and the procedural texture are specified. Optionally, the size of the procedural reduction map 200 is also specified. Next, at block 320, an empty procedural reduction map 200 is created, with the number of texels 220 and the number of levels in the pyramid determined based on either the input map size or a default map size.

Processing continues at block 330, which determines, for each texel 220 at the base level 250B of the pyramid, a corresponding set of sample points on the object 240. One embodiment determines this correspondence for regular objects (e.g., spheres, cylinders) using analytic mapping techniques, as known to a person of ordinary skill in the art. Another embodiment determines this correspondence for meshes by parameterizing the object 240 into mesh polygons, then rasterizing each mesh polygon to produce [u,v] samples that correspond to texels 220 at the base level of the pyramid 210. This process as described in more detail in FIG. 4.

Next, at block 340, the reflectance at each of these sample points is analyzed, using multiple viewing and lighting directions, to determine a set of basis reflectance functions 260. Processing continues at block 350, which determines the weights 270 associated with the basis reflectance functions 260 and the surface normal distribution 280, for each texel 220 at the base level. The weights 270 and the surface normal distribution 280 are stored with the texel 220. A person of ordinary skill in the art should understand how these weights 270 can be determined by decomposing a texel 220 into a weighted sum of the basis reflectance functions 260.

Processing continues at block 360, where weights 270 and surface normal distributions 280 in the remaining texels 220 in upper levels of the pyramid are filled in. A person of ordinary skill in the art should understand how these values for a texel 220 at one level can be computed by averaging that texel’s children together, in a manner similar to creating a Gaussian pyramid. Finally, at block 370 the procedural reduction map 200 is stored, for example to a file. Notably, although this process 110 involves a number of computations, the cost is amortized by using the resulting procedural reduction map 200 repeatedly when the textured object 240 is rendered multiple times, for example, in an animated sequence.

FIG. 4 is a flowchart illustrating further details of the blocks 330 and 340 from FIG. 3, where correspondence between two-dimensional texels 220 and areas 230 on the three-dimensional object 240 is determined. Determining this correspondence for regular objects, such as spheres and cylinders, is done with analytic mapping techniques. These techniques should be known to a person of ordinary skill in the art, and so will not be discussed further. The remaining discussion of FIG. 4 will instead focus on determining the correspondence for irregular items, such as meshes.

The process begins with block 410, where a texture atlas is created for the [u,v] parameterized object. As should be understood by a person of ordinary skill in the art, a texture atlas is amalgamation of one or more texture patches. Each texture patch corresponding to a patch, or region, of the object 240 in [u,v] space. Creating a texture atlas thus can be viewed as creating a [u,v] map, for the object 240. At block 420, the [u,v] map is then broken into T<sub>x</sub>&lt;sub&gt;y&lt;/sub&gt;D×D texels, where D is the
procedural reduction map base dimension size (specified in block 310 of FIG. 3). Each texel 220 relates to an area on the surface of the object 240.

At block 430, the correspondence between two-dimensional texels 220 and areas on the three-dimensional object 240 is determined by rasterizing the model elements, the basic building block of the object 240. A model element varies based on the type of object. For a triangle mesh, the model element is a triangle. For an object made of Bezier patches, it is a Bezier patch. In any case, the [u,v] coordinates of each model element are rasterized to create a set of surface points, S_{uv}, that each have [u,v] coordinates, where each set S_{uv} corresponds to a texel T_{uv} in [u,v] space. In one embodiment, the rasterization does not correspond to one sample per texel 220, but is instead supersampled at four times per texel. Such supersampling allows for blending between the procedural reduction map 200 and the original procedural texture when misalignment no longer occurs. Furthermore, super-sampling S_{uv} allows identification of texels 220 that have more detail and thus require further sampling to get an accurate reconstruction.

The output of block 430 is then a list of texels (T_1, T_2, ..., T_N), each covering a portion of the surface area of object 240, along with a list of corresponding sample points on the object (S_{uv}). The systems and methods of reducing aliasing in a procedural texture take advantage of the fact that most procedural textures can be approximated well by a basic building block of the object T. For an object made of Bezier patches, for each block S_{uv}, the set of basis reflectance functions is determined. This set of basis reflectance functions will be used to describe a single BRDF, where o_m and o_p are the incoming and reflected light directions, respectively.

The process starts at block 510, where each reflectance function R_{ij} is queried using multiple incoming and reflected light directions o_m and o_p over the hemisphere given by the surface normal of object 240. The set of incoming directions o_m and outgoing directions o_p are used when querying each reflectance function R_{ij}. Each query of block 510 (each o_m and o_p for each R_{ij}) returns a radiance value, and block 515 places each of these radiance values into the corresponding vector V_{ij}. Thus, V_{ij} gives the sampled representation for the reflectance function R_{ij}. Since there are N texels T_{ij}, block 515 produces N sampled reflectance functions V_i to V_N.

The incoming directions o_m and outgoing directions o_p used in one embodiment are shown in Table 1. Although it is possible to use any number of BRDF samples, a balance can be struck between using few samples for speed and using many samples to accurately represent a given BRDF, and the selection of sampled directions in Table 1 reflects such a balance.

<table>
<thead>
<tr>
<th>Outgoing Elevation ( \Theta_l )</th>
<th>Incoming elevation ( \Theta_i )</th>
<th>Rotation Difference ( \Psi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>90</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30, 45, 60, 85</td>
<td>( \Theta_l )</td>
<td>180 + 2</td>
</tr>
<tr>
<td>30, 45, 60, 85</td>
<td>( \Theta_l )</td>
<td>180 + 10</td>
</tr>
<tr>
<td>30, 45, 60, 85</td>
<td>( \Theta_l + 2 )</td>
<td>180</td>
</tr>
<tr>
<td>30, 45, 60, 85</td>
<td>( \Theta_l + 10 )</td>
<td>180</td>
</tr>
<tr>
<td>30, 45, 60, 85</td>
<td>15</td>
<td>180</td>
</tr>
<tr>
<td>30, 45, 60, 85</td>
<td>75</td>
<td>180</td>
</tr>
<tr>
<td>180</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

As described above, NNLS is used to determine a set of basis reflectance functions from a set of sampled reflectance function vectors V_i. A multi-step analysis is used to reduce the computational requirements of NNLS for relatively large numbers of input vectors. Each level of the pyramid is a grid of NxN texels. At block 520, the entire grid (one level) is divided into blocks. Next, at block 525, NNLS is performed on each of these blocks, and the top three selected basis BRDFs from each block are saved. Processing continues at block 530, where the selected BRDFs are aggregated. Finally, at block 535, NNLS is performed on the aggregation.
most significant BRDFs from this factorization become the final set of basis reflectance functions $S_{B_k}$, containing $k$ basis BRDFs $\{B_1, B_2, \ldots, B_k\}$. In one embodiment, a grid is 1024x1024 texels, and a factorization block is 32x32 texels.

Having selected the basis reflectance functions $260$ in blocks $510$-$535$, the functions are stored in the procedural reduction map $200$ as follows. For each basis function $B_k$, block $540$ finds the texel $T$ whose sampled reflectance function $V_\psi$ is closest to the basis function $B_k$. Block $545$ stores, in the procedural reduction map $200$, the position $P_\psi$ on the object’s surface which corresponds to that matching texel $T_\psi$ as well as the surface normal $n_\psi$ at this point $P_\psi$. Block $550$ stores the input procedural texture (i.e., the code) in the procedural reduction map $200$. The combination of position $P_\psi$, surface normal $n_\psi$, and the input procedural texture is the basis BRDF.

Although a person of ordinary skill in the art should understand there are many ways to actually store the texel data, one exemplary data structure is:

```c
struct texel {
    unsigned char weights[k]; // Basis weights
    float theta, phi; // direction of average normal
    unsigned char // length of normal (NDM)
    float covariance[6]; // covariance matrix (NDM)
};
```

All data members marked as NDM (Normal Distribution Map) can be removed if the object is deemed smooth enough relative to the reflectance functions. This is generally true for functions that contain little or no specular components. Each texel has a memory cost of $k+33$ bytes, where $k$ is the number of basis reflectance functions in the procedural reduction map when no normal distribution is needed. When the normal distribution map is necessary, the memory cost becomes $k+33$ bytes.

Having stored the basis reflectance functions $260$, processing continues at block $555$ (see FIG. 5), where each texel's sampled reflectance function, $V_\psi$, is projected onto each basis reflectance function $B_k$. The projection scalings are the corresponding weights ($270$ in FIG. 2) for each basis reflectance function, stored at each texel. Block $560$ uses this projection of the vectors into that subspace to identify vectors that are not in the subspace defined by SB. Finally, block $565$ adds back to the set $S_{B_k}$ any of these identified reflectance functions. (Note that these added-back functions are the same ones that may have been discarded during step $540$.)

The processing in blocks $510$ to $560$ fills in the texels (with corresponding surface area) at the lowest level of the pyramid. Block $565$ (corresponding to block $370$ in FIG. 3) fills the remaining texels. Finally, block $575$ (corresponding to block $380$ of FIG. 3) stores the procedural reduction map $200$.

A person of ordinary skill in the art should appreciate that, just as with MIP-Maps, higher levels of the pyramid provide a good, fast approximation to the reflectance function for progressively larger areas of the surface. Similar to MIP-Maps and other Gaussian pyramids, each progressively higher-level texel is determined by a weighted average of child texels. The procedure repeats until all levels of the procedural reduction map hierarchy are filled in.

As noted previously, some portions of a texture atlas can be empty, that is, may not correspond to any portion of an object. A person of ordinary skill in the art should be familiar with the use of the push-pull pyramid algorithm to insure that empty texels do not contribute to texel values at higher pyramid levels, by bleeding the information into the empty texels.

Although originally applied to color information, the push-pull algorithm is adapted in a straightforward manner to apply to basis weights and surface normal distributions instead.

FIGS. 2-5 discussed the details of creating the procedural reduction map $200$. FIG. 6 is a flowchart of the rendering process, which was introduced as block $120$ in FIG. 1. The rendering process starts with block $610$, where the procedural reduction mapper object is invoked by a renderer. The renderer provides the $[u,v]$ coordinate of the pixel to be rendered and the texture footprint (the portion of the texture visible in the current pixel). At block $620$, the procedural mapper object uses trilinear interpolation on the $[u,v]$ coordinate to find the appropriate texel in the pyramid (stored in the procedural reduction map $200$). The texture footprint input provides an estimate of how high in the pyramid the mapper should go to retrieve information from the texels. That is, a linear interpolation from $a_1$ to $1$ (for the texel at the top of the pyramid) determines the appropriate level within the pyramid. This height is combined with the bilinear $(u, v)$ interpolation to choose a texel from the grid at that level, producing the final texel location within the pyramid. That texel stores a set of basis weights $270$ and a surface normal distribution $280$. The remaining blocks in the rendering process $120$ (blocks $630$-$650$) compute the final radiance from basis weights $270$ and a surface normal distribution $280$.

At block $630$, the mapper object examines the surface normal distribution $280$. If the distribution is narrower than a predefined threshold, then processing continues at block $640$, which computes radiance from the mean of the distribution (a method referred to herein as “single normal computation”). On the other hand, if the distribution of normals is broader than a predefined threshold, the processing continues at block $650$, which computes radiance from a range of normals in the distribution (a method referred to herein as “broad distribution computation”). In either case, the computed radiance, from block $640$ or block $650$, is returned to the renderer at block $660$. In one embodiment, block $630$ determines a broad distribution is present by sampling the normal distribution along those eigenvectors whose eigenvalues are the largest in the distribution. The choice of a threshold can be empirically determined.

FIG. 7 is a flowchart of the single normal computation block $640$ of FIG. 6. This process computes radiance by evaluating the basis reflectance functions at the texel provided by the interpolation (block $620$), scaling each of the functions by the weight at the texel. As described earlier, each basis reflectance function is represented as a normal $n$ and a position $P_\psi$ on the object having the appropriate reflectance function $R_\psi$ associated with it. At block $710$, the mapper finds that transformation $T$ which rotates $n$—the normal provided by interpolation, which is also the mean of the normal distribution—to be coincident with $n_\psi$. Next, at block $720$, the mapper uses the transformation $T$ to rotate the light and the view vector into the appropriate coordinate system. (A person of ordinary skill in the art should understand how the appropriate transformation is found and then applied.) Finally, block $730$ invokes the procedural texture at the location $P_\psi$ with these transformed light $650$ and view vectors. (As explained earlier, the procedural texture code is stored with the basis function.) The value returned by procedural texture code is the outgoing radiance, which is returned to the caller (i.e., the renderer), at block $740$.

FIG. 8 is a flowchart of the broad distribution computation block $650$ of FIG. 6. This process computes radiance, but instead of evaluating the basis reflectance functions for the mean of the surface normal (as in FIG. 7), an integral of the reflectance function for a range of surface normals is used. At
block 810, a predefined number of reflectance samples are randomly selected from the surface normal distribution. In one embodiment, the predefined number of samples is relatively small, such as 10. Next, at block 820, each of the selected samples is rendered, producing an average radiance. The rendering was described earlier in connection with blocks 710-730 of FIG. 7. The process continues at block 830, which compares the average radiance produced by the previous iteration to the average radiance produced by the current iteration. If the difference is less than a threshold (i.e., radiance samples are similar enough), then the process is complete and the current average radiance is returned by the caller (i.e., the renderer) at block 840. If the difference is greater than a threshold, then the next iteration repeats, starting at block 810.

Now that the systems and methods of reducing anti-aliasing in a procedural texture have been described, several variations and enhancements will be described. One such enhancement is super-sampling, or auto-detail resolution. The sampling of a texel’s reflectance function described in block 440 above assumes that the reflectance function is constant over the corresponding area of the object. One variation of the systems and methods described herein performs super-sampling of objects areas, which detects such differences in the reflectance function over the area. If detected, this variation further super-samples the texel accordingly, until either the maximum number of super-samples is reached, or the average sampled reflectance function does not change with further sampling. One embodiment uses a maximum of sixteen super-samples, which is enough to handle an edge case. Once the average reflectance function is found, the average is used as that texel’s reflectance function.

Another enhancement relates to determining the surface normal (block 575). The sampling of the reflectance function during analysis requires the surface normal so that the appropriate incoming and outgoing light directions can be used. For many procedural textures, the geometric normal, that is, the normal of the object at that point, is the surface normal used by the procedural texture. However, some procedural textures perturb the normals during shading calculations (e.g., those that have bump maps or normal maps). To handle these kinds of textures, the system preferably automatically estimates the perturbed normals by sampling the reflectance function. The new normal after being perturbed by the procedural texture is often called the shader normal. However, for ease of discussion, this term is extended herein to include the geometric normal even when the procedural texture has no bump mapping.

When the shader normal differs from the geometric normal, sampling of the reflectance functions is more complex. If transformation of the incoming and outgoing light directions is not applied based on the normal that the texture will use in its calculation, then using the geometric normal will result in equivalent reflectance functions not being recognized as such. The result will be duplicate reflectance functions, which is undesirable. Therefore, some embodiments of the systems and methods of reducing anti-aliasing in a procedural texture disclosed herein automatically determine the shader normal, using a heuristic function, in order to fulfill the goal of minimizing the number of basis reflectance functions. Such embodiments will be referred to as “shader normal embodiments.”

Starting from the geometric normal and heading toward the opposite point on the sphere, the algorithm used by the shader-normal embodiments adaptively samples the reflectance function along two distinct great arcs, or two non-collinear lines from the geometric normal toward the opposite pole. The purpose is to find where the reflectance function is black, indicating that the light is below the surface corresponding to the normal. As shown in FIG. 9, the points of which the two arcs first reach the color black create a plane (along with the center of the sphere) that defines the shader normal. One embodiment uses fifteen samples per line (thirty total) using a binary search (results are either black or not), giving an estimate of the shader normal that is within 10^-4 radians of the original answer. In order to sample the reflectance function along the great arcs, the incoming and outgoing light directions must be set. As shown in FIG. 6, a sample point on the great arc specifies the direction for both the incoming and outgoing light directions. At this point, the shader normal for a specific (u, v) coordinate has been determined.

Once the corresponding surface normal for a texture has been determined, that surface normal is stored at the texel’s location in the base of the pyramid. When creating the higher levels of the pyramid, surface normal information is aggregated into a normal distribution map. The distribution is described as a mean normal vector (a 3D vector) and a 3x3 symmetric covariance matrix which approximates the distribution of surface normals on a sphere. Using a normal distribution representation means that aggregation of lower pyramid levels into a higher level can be accomplished by linearly combining the normal distributions, to form a single, broader distribution.

Another enhancement relates to use of the procedural reduction map 200 by the renderer. While the embodiments described above used the procedural reduction map 200 unconditionally, this enhancement uses the procedural reduction map 200 conditionally, depending on the size of the texture footprint. Conditional use of the procedural reduction map 200 by the renderer will now be discussed in connection with the renderer flowchart of FIG. 10.

The process starts at block 1010, where the renderer is provided with the texture footprint. Next, at block 1020, a base-level texel area a1 and a minimal sampling area am1 are computed for the texel being rendered. The computations are given by the equations:

\[ a_1 = \frac{1}{d^2}; \quad a_{m1} = \frac{a_1}{m_a} \]

where d is the resolution of the pyramid’s base level, and m_a is the maximum supersampling of any given texel.

Next, block 1030 compares this minimal sampling area a_m1 to the texture footprint am (provided as input to the renderer). If the texture footprint am is less than the minimal sampling area a_m1, then processing continues at block 1040, where the renderer uses the original procedural texture, without anti-aliasing from the procedural reduction map 200, to compute radiance. The computed radiance is returned at block 1050. However, if the texture footprint am is not less than the minimal sampling area a_m1, then processing continues instead at block 1060, where the texture footprint am is compared to the base-level texel area a1. If the texture footprint am is less than or equal to the base-level texel area a1, then processing continues at block 1070, where the renderer uses the procedural reduction map 200 to compute radiance. The computed radiance is returned at block 1050. If the texture footprint am is instead greater than the base-level texel area a1, then the radiance is computed using both the original procedural texture (block 1080) and the procedural reduction map 200 (block 1090),
and the two results are linearly interpolated (block 1095). The computed radiance is returned at block 1050.

FIG. 11 is a hardware block diagram of a general-purpose computer 1100 which can be used to implement various embodiments of systems and methods for anti-aliasing a procedural texture. Computer 1100 contains a number of components that are well known in the computer arts, including a processor 1110, memory 1120, and storage device 1130. Examples of storage device 1130 include, for example, a hard disk, flash RAM, flash ROM, and EEPROM. These components are coupled via a bus 1140. Memory 1120 contains instructions which, when executed by the processor 1110, implement systems and methods of reducing anti-aliasing in a procedural texture, such as the processes depicted in the diagrams of FIGS. 1-10. Omitted from FIG. 11 are a number of conventional components that are unnecessary to explain the operation of computer 1100.

The systems and methods of reducing anti-aliasing in a procedural texture, such as method 100 and system 1100, can be implemented in software, hardware, or a combination thereof. In some embodiments, the device, system, and/or method is implemented in software that is stored in a memory and that is executed by a suitable microprocessor, network processor, or microcontroller situated in a computing device. In other embodiments, the device, system, and/or method is implemented in hardware, including, but not limited to, a programmable logic device (PLD), programmable gate array (PGA), field programmable gate array (FPGA), an application-specific integrated circuit (ASIC), a system on chip (SoC), and a system in package (SiP).

The systems and methods of reducing anti-aliasing in a procedural texture, such as method 100 and system 1100, can be embodied in any computer-readable medium for use by or in connection with an instruction execution system, apparatus, or device. Such instruction execution systems include any computer-based system, processor-containing system, or other system that can fetch and execute the instructions from the instruction execution system. In the context of this disclosure, a “computer-readable medium” can be any means that can contain, store, communicate, propagate, or transport the program for use by, or in connection with, the instruction execution system. The computer readable medium can be, for example but not limited to, a system or propagation medium that is based on electronic, magnetic, optical, electromagnetic, infrared, or semiconductor technology.

Specific examples of a computer-readable medium using electronic technology would include (but are not limited to) the following: an electrical connection (electronic) having one or more wires; a random access memory (RAM); a read-only memory (ROM); an erasable programmable read-only memory (EPROM or Flash memory). A specific example using magnetic technology includes (but is not limited to) a portable computer diskette. Specific examples using optical technology include (but are not limited to) an optical fiber and a portable compact disk read-only memory (CD-ROM).

The software components illustrated in FIGS. 1-10 are abstractions chosen to illustrate how functionality is partitioned among components in some embodiments of a system and method for anti-aliasing a procedural texture. Other divisions of functionality are also possible, and these other possibilities are intended to be within the scope of this disclosure. Furthermore, to the extent that software components are described in terms of specific data structures (e.g., arrays, lists, flags, pointers, collections, etc.), other data structures providing similar functionality can be used instead. As just one example, a particular implementation might use a linked list instead of an array.

The software components illustrated in FIGS. 1-10 are described in terms of code and data, rather than with reference to a particular hardware device executing that code. Furthermore, to the extent that system and methods are described in object-oriented terms, there is no requirement that the systems and methods be implemented in an object-oriented language. Rather, the systems and methods can be implemented in any programming language, and executed on any hardware platform.

The software components illustrated in FIGS. 1-10 include executable code that is packaged, for example, as a standalone file, a library, a shareable file, a loadable module, a driver, or an assembly, as well as interpreted code that is packaged, for example, as a class. In general, the components used by the systems and methods for anti-aliasing a procedural texture are described herein in terms of code and data, rather than with reference to a particular hardware device executing that code. Furthermore, the systems and methods can be implemented in any programming language, and executed on any hardware platform.

Process descriptions or blocks in flowcharts represent procedures, functions, modules, or portions of code which include one or more executable instructions for implementing logical functions or steps in the process. Alternate implementations are also included within the scope of the disclosure. In these alternate implementations, functions may be executed out of order from that shown or discussed, including substantially concurrently or in reverse order, depending on the functionality involved.

The foregoing description has been presented for purposes of illustration and description. It is not intended to be exhaustive or to limit the disclosure to the precise forms disclosed. Obvious modifications or variations are possible in light of the above teachings. The implementations discussed, however, were chosen and described to illustrate the principles of the disclosure and its practical application to thereby enable one of ordinary skill in the art to utilize the disclosure in various implementations and with various modifications as are suited to the particular use contemplated. All such modifications and variations are within the scope of the disclosure as determined by the appended claims when interpreted in accordance with the breadth to which they are fairly and legally entitled.

What is claimed is:

1. A computer-implemented method for anti-aliasing a procedural texture comprising the steps of:
   creating, by a computer, a procedural reduction map describing the procedural texture as applied to an object;
   receiving a texture coordinate centered on a pixel;
   receiving a texture footprint for the pixel;
   interpolating the texture coordinate to find a corresponding texel in a hierarchy of texels of the procedural reduction map;
   computing a radiance of the pixel based at least in part on a mean of a surface normal distribution of the corresponding texel if the surface normal distribution of the corresponding texel is narrower than a threshold; and
   computing the radiance of the pixel based at least in part on a mean of a surface normal distribution of the corresponding texel if the surface normal distribution of the corresponding texel is narrower than a threshold.

2. The method of claim 1, wherein the procedural reduction map includes a plurality of basis functions and the hierarchy of texels, and each texel includes a plurality of basis weights and a surface normal distribution, and each of the basis weights corresponds to one of the basis functions.
3. The method of claim 2, wherein the creating step further comprises the steps of: analyzing reflectance at each of a plurality of sample points on the object to produce the plurality of basis functions of the procedural reduction map; and determining the plurality of basis weights and the surface normal distribution for each of the texels in the hierarchy of the procedural reduction map.

4. The method of claim 2, wherein the creating step further comprises the steps of: analyzing reflectance at each of a plurality of sample points on the object to produce the plurality of basis functions of the procedural reduction map; determining the plurality of basis weights and the surface normal distribution for each of a portion of the texels on a base level of the hierarchy; and aggregating the basis weights on the base level of the hierarchy to produce the basis weights and the surface normal distribution of the texels on the remaining levels of the hierarchy.

5. A system for anti-aliasing a procedural texture comprising:

- memory having stored thereon program code; and
- a processor that is programmed by at least the program code to:

  create a procedural reduction map describing the procedural texture as applied to an object, the procedural reduction map comprising a plurality of basis functions and a hierarchy of texels, and each texel comprising a plurality of basis weights and a surface normal distribution, and each of the weights corresponding to one of the basis functions; find a matching texel \( T^* \), with a sample reflectance function that is in closest proximity to one of the plurality of basis functions \( B_p \); determine a point \( P_n \) on the object corresponding to the matching texel; determine a surface normal \( n_x \) at the point \( P_n \); and store the procedural texture the surface normal \( n_x \) and the point \( P_n \) as the basis function \( B_p \).

6. The system of claim 5, wherein the processor is further programmed by at least the program code to:

- analyze reflectance at each of a plurality of sample points on the object to produce the plurality of basis functions of the procedural reduction map; and
determine the plurality of basis weights and the surface normal distribution for each of the texels in the hierarchy of the procedural reduction map.

7. The system of claim 5, wherein the processor is further programmed by at least the program code to:

- analyze reflectance at each of a plurality of sample points on the object to produce the plurality of basis functions of the procedural reduction map;
determine the plurality of basis weights and the surface normal distribution for each of a portion of the texels on a base level of the hierarchy; and
aggregate the basis weights and the surface normal distribution of the texels on the base level of the hierarchy to produce the basis weights and the surface normal distribution of the texels on the remaining levels of the hierarchy.

8. The system of claim 5, wherein the processor is further programmed by at least the program code to:

- receive a texture coordinate centered on the pixel; receive a texture footprint for the pixel; interpolate the texture coordinate to find a corresponding texel in the hierarchy of the procedural reduction map; and
compute the radiance of the pixel based on the surface normal distribution of the corresponding texel.

9. The system of claim 8, wherein the processor is further programmed by at least the program code to:

- compute the radiance of the pixel based on the mean of the surface normal distribution of the corresponding texel if the surface normal distribution of the corresponding texel is narrower than a threshold; and
compute the radiance of the pixel based on a range of normals in the surface normal distribution of the corresponding texel if the surface normal distribution of the corresponding texel is broader than the threshold.

10. The system of claim 8, wherein the processor is further programmed by at least the program code to:

- select a plurality of reflectance samples from the surface normal distribution of the corresponding texel;
- render each of the selected samples to produce an average radiance;
- repeat the selecting and rendering until the difference in average radiance is less than a predefined threshold.

11. The system of claim 5, wherein the processor is further programmed by at least the program code to:

- receive a texture coordinate centered on the pixel and a texture footprint \( A_p \) for texel associated with the pixel; compute a minimal sampling area \( A_{sp} \) for the texel associated with the pixel; compute a base-level texel area \( A_b \); if the texture footprint \( A_b \) is less than the minimal sampling area \( A_{sp} \), compute the radiance of the pixel based on the procedural texture;
- if the texture footprint \( A_b \) is greater than or equal to the minimal sampling area \( A_{sp} \), and the texture footprint \( A_p \) is greater than or equal to the base-level texel area \( A_b \), compute the radiance of the pixel based on the procedural reduction map; and
- if the texture footprint \( A_p \) is greater than or equal to the minimal sampling area \( A_{sp} \), and the texture footprint \( A_p \) is less than the base-level texel area \( A_b \), compute a first radiance of the pixel based on the procedural texture and compute a second radiance of the pixel based on the procedural reduction map and compute a final radiance based on a linear interpolation of the first and the second radiance.

12. A system for anti-aliasing a procedural texture comprising:

- means for creating a procedural reduction map describing the procedural texture as applied to an object, the procedural reduction map comprising a plurality of basis functions and a hierarchy of texels, and each texel comprising a plurality of basis weights and a surface normal distribution, and each of the weights corresponds to one of the basis functions;
- means for analyzing reflectance at each of a plurality of sample points on the object to produce the plurality of basis functions of the procedural reduction map;
- means for determining the plurality of basis weights and the surface normal distribution for each of the texels on a base level of the hierarchy;
- means for aggregating the basis weights and the surface normal distribution of the texels on the base level of the hierarchy to produce the basis weights and the surface normal distribution of the texels on the remaining levels of the hierarchy; and
means for querying the procedural reduction map for a radiance of a pixel in the object.

13. The system of claim 12, further comprising:
means for finding a matching texel $T'$ with a sample reflectance function that is in closest proximity to one of the plurality of basis functions $B_i$;
means for determining a point $P_i$ on the object corresponding to the matching texel;
means for determining a surface normal $n_i$ at the point $P_i$; and
means for storing the procedural texture, the surface normal $n_i$, and the point $P_i$, as the basis function $B_i$.

14. The system of claim 12, further comprising:
means for receiving a texture coordinate centered on the pixel and a texture footprint $A_f$ for texel associated with the pixel;
means for computing a minimal sampling area $A_M$, for the texel associated with the pixel;
means for computing a base-level texel area $A_b$ for the texel associated with the pixel;
means for, if the texture footprint $A_f$ is less than the minimal sampling area $A_M$, computing the radiance of the pixel based on the procedural texture;
means for, if the texture footprint $A_f$ is greater than or equal to the minimal sampling area $A_M$ and the texture footprint $A_f$ is greater than or equal to the base-level texel area $A_b$, computing the radiance of the pixel based on the procedural reduction map; and
means for, if the texture footprint $A_f$ is greater than or equal to the minimal sampling area $A_M$ and the texture footprint $A_f$ is less than the base-level texel area $A_b$, computing a first radiance of the pixel based on the procedural texture and computing a second radiance of the pixel based on the procedural reduction map and computing a final radiance based on a linear interpolation of the first and the second radiance.