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Abstract
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METHOD AND SYSTEM FOR GENERATING AND IMPLEMENTING ORIENTATIONAL FILTERS FOR REAL-TIME COMPUTER VISION APPLICATIONS

This application claims benefit or provisional applications 60/011813, filed Feb. 16, 1996, provisional application 60/011814, filed Jun. 16, 1996, and provisional application 60/011815, filed Feb. 16, 1996.

TECHNICAL FIELD

The present invention relates generally to digital filters, and particularly to digital filter generation methods and system for computer vision processing that enable vision data to be processed in real-time with minimal associated hardware costs.

DISCUSSION

In the last two decades, an immense amount of research has been conducted on how to construct a machine system which is capable of seeing and understanding a visual scene as well as humans. This problem is referred to as the computer vision problem. The problem has two major sub-problems; (1) identifying some particular object in a scene, or (2) understanding and describing all the objects in a scene. The computer vision problem may be categorized with computationally intensive problems, such as global weather modeling, fluid turbulence and molecular dynamics. The computational requirement for a vision system can be estimated by assuming that 10²⁴x10²⁴ pixels will be processed at a rate of 30 frames/second. Such a system must process 30 million data elements (pixels) per second. If one thousand operations have to be performed on each pixel to fulfill the goal of understanding the scene, 30 billion operations per second will be required. For most systems, the number of operations per second will be higher by a factor of 10 to 100 leading to an estimated requirement of computational power between 10⁶ and 10⁷ operations per second to build such a system requires parallel processing and special hardware.

Another difficulty in computer vision is that the problem is not well-posed from a computational perspective. For example, a system must detect a chair from image sequences which represent dynamic views inside a room. A simple pattern matching method which compares an image with a small template representing the chair does not work, since the chair can be any size and at any orientation relative to the image frame. The chair can also be partially occluded by other objects, and obscured by lighting and signal noise. Thus, input images representing the scene must be processed in such a way that the result produces a data representation of each object which is minimally dependent on an affine transformation, partial occlusion and noise. This representation is often expressed as a collection of characteristic called "features". Edges, corners and texture have been suggested as good features for image analysis.

A reasonable approach to the computer vision problem is to apply the human visual processing mechanism to computer vision methods. This interaction of neuro-physiological research and computer engineering not only produces better vision methods, but also helps understand the mechanism of the human visual system. However, only a small portion of human visual processing is understood. Thus, no consensus has been established on how to solve the vision problem.

In order to make the vision problem tractable, the problem is divided into three levels of processing: low, intermediate, and high. Low level processing takes pixel data as inputs and extracts primitive features such as edges, texture, depth map, and optical flow. This level of processing is mostly regular and data-independent, requiring numeric operations on huge amounts of pixel data. The intermediate level is dependent and regular, and takes the primitive features generated from low level processing and extracts more meaningful features such as surfaces and contours. The computations are often both symbolic and numeric. High level processing is highly data dependent and very diverse and interacts with the database of objects to determine types of objects in the image.

In low-level vision processing, two types of information have to be extracted from images simultaneously. One is a feature type which can be characterized well in the frequency domain. The second is the location of the feature in the spatial domain. Taking a Fourier transform of the image is not acceptable since the transform loses all the spatial information and the location of features cannot be determined. In order to extract the information from two domains, spatial-frequency analysis needs to be performed on images. Also, in order to extract features of various orientations, the spatial-frequency analysis must have directional selectivity. An operator which performs spatial-frequency analysis with directional selectivity is called an orientational filter. The operator can be performed in either the spatial domain or the frequency domain.

Many such examples are the windowed Fourier transform, Gabor filters and Gaussian derivatives.

Many filters tuned to different orientations are needed to detect features with various orientations. In order to detect features with various sizes, filters with different sizes are needed. Thus, a computer vision system must contain many filters tuned to different frequency regions in order to be flexible enough to solve different problems. Also, the implementation cost of the vision system depends heavily on the implementation cost of each filter. In order to minimize cost without losing flexibility, it is essential to be able to tune the filter to a particular frequency response dynamically from frame to frame, or even within a frame in real-time, to allow the system to be adapted to a particular problem and to changes of input images.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a computer system in which digital orientational filters generated and implemented by the method and system of the present invention are utilized;

FIG. 2 is a block diagram illustrating the structure of a separable approximation scheme;

FIG. 3 illustrates the construction of an approximation matrix with multiple orientational filters;

FIG. 4 illustrates a first digital filter implementation scheme;

FIG. 5 illustrates a second digital filter implementation scheme;

FIG. 6A is a flow diagram of the methodology associated with the filter generation scheme of the present invention;

FIG. 6B is a block schematic diagram illustrating filters generated by the method of FIG. 6A;

FIGS. 7A–7H illustrate interpolation functions and corresponding filters generated through a multi-resolution decomposition method according to a preferred embodiment of the present invention;

FIG. 8 is a block diagram illustrating the computational structure of the separable wavelet approximation method for
decimated multi-resolution decomposition (MRD) according to the present invention;

FIG. 9 illustrates a reorder buffer utilized for undecimated MRD;

FIG. 10 is a block diagram of the structure of the SV/OSD separable approximation method combined with FSA of the present invention;

FIG. 11 is a flow diagram of the methodology involved in generating MRD filter coefficients according to the present invention;

FIG. 12 is a block diagram of the structure of an SV/OSD system combined with an FSA system;

FIG. 13 is a block diagram of the structure of an FSA system combined with an SWA system;

FIG. 14 is a block diagram of the structure of an undecimated steerable MRD system;

FIG. 15 is a flow diagram of the methodology for generating steerable filter coefficients according to a preferred embodiment of the present invention;

FIG. 16 illustrates the hardware symbol representations for hardware used to implement a steerable MRD system of the present invention;

FIG. 17 is a block diagram of the VLSI architecture of an SV/OSD system of the present invention;

FIG. 18 is a block diagram of the structure of a vertical filter chip according to the present invention;

FIG. 19 is a block diagram of the structure of a horizontal filter chip according to the present invention;

FIG. 20 is a block diagram of the VLSI architecture of an SV/OSD implementation of the present invention;

FIG. 21 illustrates the VLSI architecture of a 2D separable filter chip of the present invention;

FIG. 22 illustrates the VLSI architecture for a decimated SWA system of the present invention;

FIG. 23 illustrates the VLSI architecture of FSA combined with an SV/OSD system of the present invention;

FIG. 24 illustrates the VLSI architecture for decimated FSA+SWA system of the present invention; and

FIG. 25 illustrates a structure for a FSA+SWA undecimated system of the present invention.

SUMMARY OF THE INVENTION

The present invention provides an inexpensive method and implementation scheme for orientational filters suitable for real-time computer vision applications requiring processing of pixels at high throughput and producing outputs with associated low latency.

According to a first preferred embodiment of the present invention, a method of generating a plurality of digital orientational filters is provided. The method includes the steps of providing a processor for processing filter data; inputting filter parameters into the processor; computing filter coefficients from the filter parameters; generating a digital filter approximation matrix based on the computed coefficients; decomposing the approximation matrix into a plurality of separable filters to filter data in real time; generating a basic spline function; approximating each separable filter by basic spline function, which produces a set of low-pass and high-pass filters for an efficient recursive multi-resolution decomposition; and outputting the filtered pixel data. The method also includes the steps of increasing a dilation factor of the orientational filters by a predetermined factor, and repeating the above steps for L levels of decomposition, where L equals a positive non-zero integer.

A third preferred embodiment of the present invention includes a method for generating a plurality of steerable digital orientational filters, and includes the steps of generating a two-dimensional mother wavelet function; decomposing the mother wavelet function into a set of basis filters; and decomposing the basis filters into separable filters to control orientation of each of the plurality of filters in response to input data characteristics.

In addition, the present invention provides VLSI based hardware schemes for implementing the above methods of the present invention in a hardware minimizing and cost effective manner.

Thus, it is an object of the present invention to provide a method of tuning orientational digital filters dynamically in real-time while still satisfying application performance criteria.

It is another object of the present invention to provide a multi-resolution decomposition (MRD) method to produce a hierarchical image representation suitable for a variety of image processing applications.

It is a further object of the present invention to provide a method of generating orientational filters for real-time data processing applications that exhibit high throughput, low latency, small computational complexity and small storage criteria.

It is also an object of the present invention to provide a multi-resolution decomposition (MRD) method to produce a hierarchical image representation suitable for a variety of image processing applications.

It is a further object of the present invention to provide a method of generating orientational filters for real-time data processing applications that exhibit high throughput, low latency, small computational complexity and small storage criteria.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT

Referring to FIG. 1, a computer system including digital filters generated and implemented for computer vision applications of the method and system of the present invention is shown generally at 10. The computer system 10 is of the type well known in the art used for vision based applications, such as a SUN Ultra SPARC station. In summary, the system includes a video signal input 12 and a memory 14 for storing video signal data input into the system through the input 12. The system also includes a processor 16 that is programmed to control video signal data processing in accordance with the present invention, along with a system power source 18 of the type well known in the art. The system also includes a video monitor 20, which is preferably a standard raster graphics monitor with 1,024x1,024 pixel resolution, and which receives the processed video data from the processor via output 22. The digital orientational filters generated by the method of the present invention may be programmed through a conventional programming language into the memory 14 and utilized by the processor 16. Alternatively, the filters may be implemented through VLSI-based hardware, as indicated in phantom at 24 and as described below in detail.

To address the present invention in a constructive manner, the following filter requirements are formulated in such a manner.
way that they are independent of technology and applications, and will be referred to throughout the following description as implementation criteria.

The assumptions below are made throughout the following description:

1) Input images consist of N x N pixels and are processed in a scan line order.
2) The number of filters in the system is $F_N$.
3) For simplicity, all the filters have the same size, $M \times M$ where $M \leq N$.
4) The critical time, $t_m$, is the longest operation time between one multiply-accumulate operation and one memory write/read operation. These two operations govern the speed of a real-time filter system in current VLSI technology.

Based on the above assumptions, the implementation criteria can be defined as the following:

1. High Throughput

The system must be capable of handling an input rate of $O(N^2)$ and producing outputs at the same rate. With current VLSI technology, a multiply-accumulate operation on 16-bit integers can be easily done in 30 nsec, and fast RAM can provide an access time in under 30 nsec. This implies a possible throughput of about 33 million pixels/sec in current technology.

2. Low Latency

Latency is defined as the time delay between the first input available and the output produced by this input. The requirement on system latency is to be bounded by $O(t_m NM)$. This is the best that can be done when the input stream is arriving in a scan line order, since the system requires at least $M$ rows of data in order to perform a filter operation of size $M \times M$.

3. Small Computational Complexity

Computational complexity is defined as the order of the total amount of computation required to complete the filtering operation for the whole image. The requirement is that the computational complexity of the system to be less than $O(1 + N^2 M^2)$. A direct implementation of the filters has a complexity of $O(F_N N^2 M^2)$. Small complexity implies that real-time performance can be achieved with less hardware.

4. Small Storage

The storage is the amount of memory in bytes required to implement the filters. A system which requires small storage is less expensive in terms of chip count, board size, and cost than a system which requires larger storage. Although commercial RAMs have become more dense and less expensive, smaller size memory chips are faster than larger size memory chips with the same technology. Thus by keeping the storage requirements smaller, a faster system can be designed with the same implementation cost. Storage requirement can easily grow large if every filter in a system requires its own storage since the number of filters in a system can be fairly large (6 different orientations, 7 different radial frequencies and 1 quadrature pair amounts to $6 \times 7 \times 2 \times 84$ filters). Also the storage requirement of a method to perform one orientational filter tends to measure the latency of the method. For example, suppose Method A requires $O(NxN)$ bytes of memory to implement an orientational filter whereas Method B requires $O(N)$ bytes of memory. It implies that Method A needs to wait for $O(NxN)$ bytes of data before producing an output whereas Method B needs to wait for only $O(N)$ bytes of data. Thus the latency of Method A is at least $O(NxN)$ and the latency of Method B is at least $O(N)$. Note that at least $MN$ words of storage are necessary when the inputs are coming in raster order since at least $M$ rows of data are needed to perform $M \times M$ filtering operations.

From the above, the storage requirement of the system is $O(N)$, and is not dependent on $F_N$. As will be seen from the discussion below, the method and implementation scheme of the present invention satisfy all four implementation criteria.

### Orientational Filters

Orientational filters (directional filters) are a class of filters which have a narrow angular bandwidth in the frequency domain and are used for spatial-frequency analysis. Their applicability has been demonstrated in texture analysis, texture segmentation, edge detection, contour following, shape analysis, stereo analysis, image coding, video coding, image restoration, image enhancement and motion detection. Their advantages in computer vision problems are: 1) the ability to be tuned to a certain radial frequency and orientation, and perform as a spatially localized frequency analyzer, 2) the ability to extract many image features easily, and 3) the resemblance to certain functions in the human visual system.

In computer vision problems, objects of interest vary in size and orientation relative to the image frame, and their size and orientation can change from frame to frame due to the movement of the camera or the movement of the objects. For this reason, orientational filters have to be tuned to a particular angular/radial frequency and a spatial/frequency resolution so that the analysis can be performed on multiple objects, and follow the dynamic motion of the objects.

For a computer vision system to be used in various applications, the orientational filters need to be tunable in the following four aspects-angular center frequency, radial center frequency, radial frequency bandwidth, and angular frequency bandwidth matched to particular applications and situations.

A shift between images is caused by either a small time difference or a different viewing point. Applications such as motion analysis and stereo analysis need to find a match between certain features in multiple images and compute the distance between the matched features. However if the transform does not preserve translation, the distance cannot be computed properly. Since motion analysis and stereo analysis form a core in image understanding problems, preserving image translation is essential.

The digital orientational filter generation and implementation methods and systems of the present invention meet the above-described implementation criteria, and are therefore suitable for real-time computer vision applications. The following description sets forth the details of the present invention as it relates to the following categories: I. Separable Approximation; II. Multi-Resolution Image Decomposition; III. Steerable System; and IV. System Hardware Design.

### I. Separable Approximation

It should be understood that the discrete orientational filters to be approximated originate from continuous orientational functions, and the filters are derived from sampling the continuous functions using a rectangular sampling grid. Throughout the following description, $h(x,y)$ denotes the orientational function. It is sampled at $\{(X_m, Y_n)\}$ to form a discrete orientational filter $h[m,n]$. The size of the discrete filter is $M \times M$ as before.
In the separable approximation method, an orientational filter \( h(x, y) \) is approximated by a linear sum of separable filters as

\[
h(x, y) \approx \sum_{i=1}^{P} h_i(x)h_i(y)
\]

In this form, the orientational filter can be implemented by \( P \) banks of separable filters operating in parallel followed by accumulators as shown at 30 in FIG. 2. The separable approximation method enables fast operation of the filter and reduces the hardware complexity significantly. The separable approximation method of the present invention is a synthesis of two known approximation methods: Singular Value Decomposition (SVD) and Orthogonal Sequence Decomposition (OSD), and will be referred to throughout as Singular Value/Orthogonal Sequence Decomposition (SV/OSD).

SV/OSD

The SVD method has an advantage in its approximation performance and a disadvantage in its implementation, while the reverse is true for OSD. Hence there are two approaches to improve the separable approximation method. The first one is to improve the implementation of SVD by adapting the implementation structure of OSD. The other is to improve the performance of OSD by obtaining the set of orthogonal sequences which provides the best fit to a given set of orientational filters to be approximated. It will be shown that these two approaches produce the separable approximation method of the present invention, which will now be described.

A set of orientational filters \( \{h_i(x, y)\} \) \((0 \leq k < F_N)\) is approximated, where each filter is represented as an FIR filter of the size \( M \times M \). Typically, \( \{h_i(x, y)\} \) is generated from the same prototype filter with different orientations.

The orientational filters are combined to form a \( M \times MF_N \) matrix \( A \) as shown at 32 in FIG. 3. The matrix \( A \) is called an approximation matrix. A set of \( M \) adjacent columns from column \( kM \) through column \( (k+1)M-1 \) constitutes the orientational filter \( h_k \). SVD is performed on the approximation matrix to produce \( rA \) vectors of length \( M \), \( rA \) vectors of the length \( MF_N \) and the corresponding eigenvalues.

The first set of vectors are denoted \( u_i \) \((0 \leq i < rA)\), the second set of vectors are denoted \( v_i \) \((0 \leq i < rA)\), and the square root of the eigenvalues are denoted as \( w_i \). Then \( h_k \) can be expressed by the separable approximation form:

\[
h_k[m, n] = \sum_{i=1}^{rA} w_i u_i v_i m n rA
\]

Assume the weights, \( w_i \), are sorted by magnitude in descending order, and the corresponding vectors, \( u_i \) and \( v_i \), are shuffled in correspondence with \( w_i \) so that the decomposition \( h_k[m, n] \) still holds. Then the \( P \) order separable approximation is:

\[
h_k[m, n] = \sum_{i=1}^{P} w_i u_i \tilde{v}_i m n rA
\]

Since the \( u_i \) are orthogonal vectors, and are common to all the orientational filters to be approximated, it is an OSD, although the vectors are generated from SVD. Hence this separable approximation method accomplishes the advantages of both SVD and OSD; it has the good approximation performance of SVD and the simple implementation of OSD.

The error \( e_i \) introduced by the approximation is measured as a sum of approximation errors in a least squares sense,

\[
e_i = \sum_{j=1}^{c_f} \sum_{p=0}^{F_N} \left( h_i[m, n] - \sum_{i=1}^{P} w_i u_i v_i m n rA \right)^2 = \sum_{i=1}^{rA} w_i^2.
\]

In this sense, \( u_i \) are the optimum orthogonal sequences for approximating \( \{h_i\} \). Since this algorithm is a combination of SVD and OSD, it is denoted as SV/OSD.

Convergence of Approximation

A normalized energy error for an approximation order \( P \) is at most for SVD and SV/OSD. A normalized energy error for an approximation order \( P \) is

\[
e^2_P = \frac{M - P}{M}.
\]

By choosing the \( P \) largest eigenvalues \( (w_i) \) for the approximation, the worst case is when all the eigenvalues have the same magnitude. In the case, the normalized energy error is

\[
e^2_P = \frac{M - P}{M}.
\]

Referring to FIG. 6A, the methodology for generating digital orientational filters according to the separable approximation method of the present invention is shown generally at 30. At step 52, filter parameters, such as filter type, number of filters required (\( F_N \)), filter size (\( M \times M \)) and other filter parameters that may vary according to a particular filter application are input into the processor. At step 54, filter coefficients are computed through use of the above filter parameters. At step 56, an approximation matrix, as shown in FIG. 3 is generated. The filter approximation order \( P \) is then input at step 58 and SVD is performed on the matrix to generate a set of ID filters with optimal orthogonal coefficients based on SVD performance characteristics. As a result, \( P \) vertical filters are output at step 60. Correspondingly, \( F_N \) horizontal filters are output at step 62.

FIG. 6B illustrates the generation of digital filters as shown generally at 70.

It should be appreciated that there is no guaranteed upper error bound for OSD. The approximation may not converge to the function being approximated if the function does not reside in the sub-space spanned by the set of orthogonal functions used for the approximation.

Implementation Scheme for SV/OSD

As described above, SV/OSD possesses good approximation performance good implementation characteristics, and good convergence behavior. There are two possible schemes to implement 1D spatial filtering. They are called pipelined filtering and parallel filtering. Pipelined filtering takes one input at a time sequentially. The input is multiplied with all the filter coefficients at the same time, and each result of multiplication is accumulated at an accumulator attached to the multiplication unit. All the accumulators are connected together through delay units, and the output of the last accumulator in the chain is the output of the filter. Parallel filtering takes \( M \) inputs at a time, and each input is multiplied with a corresponding filter coefficient. The results of the multiplications are added through the binary tree adder.
to form the output. Both schemes require $M$ multipliers and $M-1$ adders. Pipelined filtering is suitable for a sequential input stream, and parallel filtering is suitable for a parallel input stream. For SV/OSD, pipelined filtering is suitable for horizontal filtering since the input is coming sequentially in a raster order, and parallel filtering is suitable for vertical filtering since the input can be provided in parallel so that the latency of the system reduces to $O(NM)$. It is important to note that the parallel filtering requires an input buffer so that $M$ parallel inputs can be provided to the filter unit simultaneously.

A point very influential to the structure of the filter system is the order of filtering. Separable filtering can be done in either the horizontal-vertical order or the vertical-horizontal order. As shown at 34 in FIG. 4, with the horizontal-vertical order, the system requires an intermediate memory of size $NM$ after each horizontal filter, thus requiring a total of $NM^2$ words of memory. As shown at 36 in FIG. 5, with the vertical-horizontal order, the intermediate memory can be shared among the vertical filters because the inputs to the vertical filters are identical. Thus the system requires a total of $NM^2$ words of memory. The amount of intermediate memory needed is $NM$ no matter how many orientational filters are to be implemented.

It should be noted that the orthogonal filters are implemented as horizontal filters and the projection filters are implemented as vertical filters in the horizontal-vertical filtering scheme. On the other hand, the orthogonal filters are implemented as vertical filters and the projection filters are implemented as horizontal filters in vertical-horizontal filtering scheme.

Because of the memory requirement advantage the vertical-horizontal filtering scheme possesses over the horizontal-vertical filtering scheme, the vertical-horizontal filtering is employed to implement SV/OSD, as shown at 36 in FIG. 5.

As discussed above, the approximation converges at least linearly to the original filter as the approximation order approaches $M$. Thus, even for the worst case, the computational complexity of the filters using the SV/OSD is only slightly more than the complexity of the direct method and is close to 1 for large $F_N$. However, the experimental convergence and speed of SV/OSD is much faster than linear convergence in most cases, and sufficient approximation for computer vision applications can be achieved with a much smaller approximation order than $M$. Thus, SV/OSD satisfies all the implementation criteria. Also, the computational advantage of SV/OSD increases as the number of filters in the system increases.

II. Multi-Resolution Image Decomposition

The present invention also provides a multi-resolution image decomposition (MRD) method that produces multiple filtered output images. Each output represents the contents of an input image over a certain frequency region. The output image corresponding to a lower frequency region has a lower resolution and can be decimated (decimated MRD). Hence, the multiple output images have a pyramid structure wherein the lowest frequency plane is the smallest and the size increases as the frequency band associated with the image increases.

Thus, multi-resolution image decomposition is suitable for an image analysis platform for the following reasons. First, the objects to be recognized often have very different sizes. Hence it is impossible to define the optimal resolution for all the Second, the objects can be recognized easily if the context of the image is known. For example, if a house is recognized first, then it is easy to find a window as a rectangle inside the house. But it is more difficult to recognize the window if the house is not recognized first. Using the multi-resolution technique, it is easy to first process the coarse image to understand the context of the original image and then move to finer images for further processing. (coarse-to-fine processing). Third, coarse-to-fine processing can speed up processing since the coarse information can be represented by fewer samples. The finer details require more samples, but the prior information derived from the context confines the region of observation. Moreover, if an object can be recognized from a coarse description, then processing finer details is not needed. In addition, decomposing an image into different frequency bands is useful in analyzing the image. For example, an edge consists of higher frequencies while most texture information has its energy concentrated in narrow frequency bands.

The following discusses multi-resolution decomposition computation applied to MRD in both decimated and undecimated formats. The discussion is based on wavelets because the time-frequency characteristic of the wavelet transform is suitable for image analysis. More specifically, decimated MRD is described in terms of a Wavelet Series (WS) defined by

$$d_{ms}(n) = \sum_{ij} f(i,j)2^{-i/2}\psi(2^{-i}j-2^{-i}n)$$

where $d_{ms}(n)$ is the $k^{th}$ decomposition output at location $(m,n)$, $f(i,j)$ is the input signal, $\psi(x)$ is the orientational filter, and $\psi(x) = 2^{-i/2}\psi(2^{-i}x)$. It is assumed that the sampling period of $f(i,j)$ is 1 in both directions for simplicity. For general sampling, $\psi'(m,n)$ has to be replaced by $\psi'(mT_x, nT_y)$ where $T_x$ and $T_y$ are sampling periods in the $x$ direction and $y$ direction, respectively.

The formula for undecimated MRD is

$$d_{ms}(n) = \sum_{ij} f(i,j)2^{-i/2}\psi(2^{-i+1}j-2^{-i+1}m, 2^{-i}j-2^{-i}n).$$

The undecimated MRD involves decimation by 2 in both directions. Thus, the size of the image decreases by 2x2 from one level of the decomposition to the next level. The first level decomposition requires $N^2$ convolutions with each convolution having a complexity $O(M^2)$. Hence the total complexity of the first level decomposition is $O(N^2M^2)$. Similarly the $k^{th}$ level of decomposition requires $N^2/2^{k-1}$ convolutions. Each convolution at this level has a complexity $O(4^kM^2)$ due to the dilation of the filter. Hence the total complexity of the $k^{th}$ level decomposition is $O(N^2M^2)$. Now if the decomposition is performed up to the $L^{th}$ level, the complexity of the whole decomposition is $O(N^2L^2M^2)$. The discrete wavelet transform (DWT) performs MRD in a recursive fashion. The $k^{th}$ level decomposition is performed on the $k-1^{st}$ decomposition using the same filter kernel at level $L$. This recursive scheme is possible when the wavelets are orthogonal to each other. With DWT, the decomposition can be done in $O(N^2M^2)$ and is independent of $L$. Then at the $k^{th}$ level of decomposition, the complexity is $O(N^2M^2/2^{k-1})$. Thus, the total amount of the computation is
An approximation method that will be referred to as the Wavelet Approximation approximates 1D continuous wavelets in a manner that enables application of DWT even though the wavelets are not orthogonal. The Wavelet Approximation can be extended to 2D continuous wavelets by first decomposing the wavelets using Separable Approximation and applying Wavelet Approximation to each 1D filter separately. A new approximation method according to a preferred embodiment of the present invention is the Separable Wavelet approximation (SWA), and will be discussed in detail below.

For undecimated MRD, the size of the image stays the same, whereas the size of the filter increases by 2x2. Thus the amount of computation increases exponentially as the decomposition level increases. For the level L MRD, the total computation is

\[ \sum_{k=1}^{L} 4^{k-1} N^2 M^2 / 3 \]

Thus, the computational complexity of undecimated MRD is \( O(4^L N^2 M^2) \).

The description below first describes the Discrete Wavelet Transform (DWT) which computes a decimated 1D MRD efficiently. Second, it introduces the Wavelet Approximation. Third, it introduces SWA. Fourth, it discusses implementation issues for undecimated MRD, and suggests an efficient computation scheme based on SWA.

Discrete Wavelet Transform

A wavelet series is defined by a set of wavelet coefficients \( \{ d_m \} \), where

\[ d_m = \int f(x) \phi_m(x - 2^m) dx \]

Although wavelet series decomposition can be done directly to each subspace \( W_k \) through implementation of the above equation, a more efficient way is to use recursion. The first decomposition divides \( V_0 \) into two sub-spaces, \( V_1 \) and \( W_1 \). The second decomposition divides \( V_1 \) into two sub-spaces, \( V_2 \) and \( W_2 \). The kth decomposition divides \( V_{k-1} \) into \( V_k \) and \( W_k \). If an input is given as a continuous function \( f \), it is mapped to a discrete sequence \( c_{in} \) by

\[ c_{in} = \int f(x) \phi_{in}(x - m) dx \]

If the input is given in discrete form \( \{ f[m] \} \), the DWT can then be performed in the discrete domain as is well known in the art.

Wavelet Approximation

The wavelet approximation method allows the wavelet series to be computed in a recursive fashion, the same way as the DWT even though the wavelets are not orthonormal to each other. A mother function of dyadic wavelets is denoted as \( \psi(x) \). The continuous wavelets are approximated by

\[ \psi_m(x) = \sum_n \hat{g}(n) \psi_l(x - n) \]

As the wavelet is dilated, the discrete filter also expands with zeros being padded between each filter coefficient. This suggests that a dilation operation at each level of decomposition can be moved prior to the discrete filter due to an operator identity

\[ D^k G(z^k) = G(z) D^k \]

where \( D^k \) is decimation by \( K \), and \( G(z) \) is a z-transformed representation of a discrete filter.

It also shows that the wavelets \( \psi_m^k(x) \) can be implemented in a cascaded fashion with two filters, \( g[m] \) and \( \phi^l(x) \). The mother wavelet decays as \( t \to \infty \) and can be truncated at some time point in the above approximation. The sequence is derived in such a way that the Wavelet approximation is exact at integer time points within the truncation points.

Once the wavelet approximation is obtained, the wavelet decomposition for \( k \geq b \) can be recursively performed. The low pass sequence is decimated by 2 at each decomposition. However, the high pass sequence is not decimated. Thus the decomposition is not critically sampled. A basic spline function is often used as the interpolation function, \( \phi^l(x) \).

With the basic spline of order \( k \), the discrete filter \( h[n] \) becomes

\[ \hat{h}(n) = 2^{-k/2} \left( \frac{k+1}{n} \right) \]

There are no constraints on the mother wavelet, \( \psi(x) \). The method works for any function as long as a sufficient approximation of the wavelet is done through the spline function.

Separable Wavelet Approximation

Most of the notations and approximations are 2D extensions of ones in the previous section. First a 2D mother wavelet \( \psi(x,y) \) is decomposed into a separable form using SV/OSD.

\[ \phi_p(x,y) = \sum_{i=0}^{p} a_i(x) b_i(y) \]

Then each 1D function is approximated by the basic spline.

\[ a_i(x) = \sum_{j} g^l[j] a_i(x - j) \text{ and } b_i(y) = \sum_{j} g^v[j] b_i(y - j). \]

Following the development in Section 3.2, the decomposition can be done in a recursive fashion using discrete filters \( h[m] \), \( g^l[m] \) and \( g^v[m] \).
The level k decomposition is performed on a decimated k-1 level decomposition, namely \( c_1^{k-1} \). The low pass part of the decomposition above is merely a separable 2D filtering by the same filter in both dimensions. The prefiltering part of the decomposition is also a separable 2D filtering by the interpolation filter.

Plots of \( \phi_m \) and \( \phi[m] \) for spline orders of 1, 3, 5, and 7 are shown generally at 70 in FIGS. 7A-7H. The first order spline is shown at 72 in FIG. 7A, and the low-pass filter shown at 73 in FIG. 7E is generated by the equation \( h[n] \) above, with \( k=1 \). However, as the spline order increases, as shown at 74, 76 and 78, in FIGS. 7B, 7C, and 7D, respectively, the resultant filters shown at 75, 77 and 79 in FIGS. 7F, 7G and 7H, respectively approach a uniform Gaussian distribution, thereby causing the filter to produce a smoother approximation. The high pass part of the decomposition uses a filter bank structure to implement the separable approximation. It contains a set of separable filters with \( g_{\perp}[m] \) for the orthogonal direction and \( g_{\|}[m] \) for the projection direction. FIG. 8 shows the structure of SWA at 80. There can be multiple high-pass banks for a system with multiple orientational filters. In that case, the same pre-filter stage and the low-pass bank can be shared among the multiple high-pass filter banks. Also the set of orthogonal filters, can be shared among the multiple orientational filters when SV/OSD is used for Separable Approximation.

Benefits of SWA are examined in terms of the implementation criteria. Assume the size of \( h[l] \) and the size of the spline filter \( \phi \) is \( M_h \). Since the decomposition can be implemented in a pipeline fashion as shown in FIG. 8, and every filter is separable, the throughput can be as small as 1/T_m. Thus, the SWA satisfies the first implementation criterion.

As soon as the pre-filtering stage starts generating outputs, the first stage decomposition can proceed. Also the kth level of the decomposition can proceed as soon as the \( c_1^{k-1} \) is generated. Thus, the whole filter system operates in a pipeline fashion. The latency at the pre-filter is \( N M_h T_m \). The pixel input rate decreases by 1/4 from one level to the next level because of the decimation at each stage. This implies that the latency increases at each stage since it takes more time to collect necessary pixels. The input rate at the kth level decomposition is \( 4^{k-1} T_m \). Also the size of the output image decreases by 2 in each dimension. Thus, the latency of the low pass filter bank at the kth level decomposition is \( (N/2^{k-1})M_h(4^{k-1} T_m) = 2^{k-1}NM_h T_m \), and the latency of the high pass filter bank at the Lth level is \( 2^{L-1}NM \). The total latency of the Lth level decomposition is approximately
with $M=M_h$. Note that $M=5$ and $M_h=7$ when the 5th order basic spline is used for the wavelet approximation. If the $L^{th}$ level decomposition is done directly using a dilated filter whose size is $2^{L-1}Mx2^{L-1}M$, the latency in this case is also $O(2^{L-1}NM)$. Therefore, the SWA satisfies the second implementation criterion.

The direct implementation requires computation of $O(N^2M^2LN^2M)$. When SWA is employed, the first level of decomposition requires $2N^2M^2$ multiply-accumulate operations (macs) for pre-filtering, $2N^2M_h$ macs for low-pass filtering, $N^2P^2M/3$ macs for vertical filtering in the high-pass banks, and $N^2P^2M/4$ macs for horizontal filtering in the high-pass banks. The second level of the decomposition requires $N^2M^2/4$ macs for low-pass filtering, $PN^2M/4$ macs for horizontal filtering in the high-pass banks, and $F_NPN^2M/4$ macs for vertical filtering in the high-pass banks. Thus, the whole decomposition requires $2N^2M^2$ macs for pre-filtering, $4N^2M^2/3$ macs for low-pass filtering, $4PN^2M^2/3$ macs for vertical filtering in the high-pass banks, and $4F_NPN^2M^2/3$ macs for horizontal filtering in the high-pass banks. Horizontal filtering in the high-pass banks dominates the complexity of the computation. Therefore the amount of the computation for the decomposition is $4F_NPN^2M/3$. The computation increases only slightly from single-resolution to multi-resolution decomposition, and is much less than the direct method. The SWA satisfies the third implementation criterion.

The pre-filtering stage requires $NM_f$ words of memory. At the $k^{th}$ level of the decomposition, the size of the input image to the filter banks (i.e. $2^kN^2M^2$) is $2^{k-1}N^2x2^{k-1}N$ due to the decimation. Thus, at the $k^{th}$ stage, the low-pass filter bank requires $NM_f2^k$ words of memory and the high pass filter bank stage requires $NM_f2^{k-1}$ words of memory. Both the low-pass and high-pass filter access the same part of the input image, thus the input buffer can be shared. Assume $M=M_h$. Then only $NM_f2^{k-1}$ words of memory are required instead of $NM_f2^{k-1}+NM_f2^{k-1}$. The total storage required is

$$NM_f = \sum_{k=1}^{K-1} N(M + M_h)(2^k) < N(M_f + 2 M + 2 M_h)$$

This quantity is independent of $F_N$ and $O(N)$, and the approximation satisfies the fourth implementation criterion regarding small storage requirements.

Another benefit of SWA is that a large part of the decomposition structure can be shared with other decomposition structures associated with different orientational filters. In FIG. 8, the portion which can be shared with different orientational filters is enclosed in dashed boxes.

Undecimated Separable Wavelet Approximation

The decomposition at each level of the SWA plays an essential role in efficient decomposition. However, in some applications, it is preferred to have the decomposition without decimation. This is common for image analysis applications since the decimation introduces aliasing and causes the transformation to be shift invariant. This section examines how to produce an undecimated MRD without losing computational and implementational advantages of the SWA.

An external buffer (Reorder Buffer), is implemented for undecimated separable wavelet approximation. The reorder buffer stores one row of data after vertical filtering, and feeds input to the horizontal filtering units so that the long shifting delay between two multipication units can be deleted. The scheme uses one DWT module which is time-multiplexed to compute multiple DWTs at different time-points. FIG. 9 illustrates the reordering scheme of the reorder buffer generally at 82. A counter and a PAL, programmed for each decomposition level is used to provide a proper address to the reorder buffer. This scheme is scalable and the utilization of the chip area for the horizontal filter unit is much better. The filter unit can contain more multipliers reducing the number of chips needed for implementing a horizontal filter. The scheme requires an extra PAL and counter. However, they can be shared among other horizontal filters at the same level.

For vertical filters, a suitable implementation of a dilated filter is to introduce $Mx2^{k-1}M$ multiplexers between the input buffer and the filter unit. The multiplexer selects the rows where non-zero filter coefficients are aligned. The complete structure for an undecimated multi-resolution decomposition system using SWA is shown at 84 in FIG. 10.

Using the scheme, the latency of the decomposition stays the same with the decimated SWA case, which is approximately, the throughput also stays $1/\tau_m$. The amount of computation is $2N^2M^2+2N^2M_h+4N^2P^2M+4N^2P^2M^2=2N^2M^2+L^2N^2+4N^2P^2M^2$, and the amount of storage is $NM_f2^{k-1}(M+M_h)+NL(F_N+P+1)$. The number of reorder buffers in the system is $L(F_N+P+1)$ and the number of reorder buffer address generators is $L$.

Deferring to the flow diagram 100 in FIG. 11, the methodology implemented for the multi-resolution image decomposition method of the present invention is shown. Steps 102 through 114 are identical to those steps utilized for generating the digital orientational filters through the separable approximation method described above. However, upon the vertical and horizontal filters being output at steps 112 and 114, the filters are subjected to a spline approximation as shown at 116, 118 and as described above. In addition, at step 120, a basic spline order is input into the basic spline function and is utilized along with the spline approximation calculations. Subsequently, a high pass vertical filter is output at step 122, and a high pass horizontal filter is output at step 124. In addition, an interpolation filter is output at step 126 for pre-filtering, while a low pass filter is output at step 128 for the low-pass filter banks.

III. Steerable System

In many image analysis and image processing tasks, it is useful for the filter system to have a capability of changing its orientation dynamically under adaptive control. Such a filter system is called a steerable system, and those tasks which utilize the steerability include local orientation analysis, contour following, target tracking and image enhancement. Filter $h(x,y)$ is considered steerable if a rotated copy of $h(x,y)$ at an arbitrary orientation can be expressed by a finite linear sum of basis filters. Thus,

$$h(x, y) = \frac{1}{\sqrt{2}} a_0(x, y) + \sum_{n=1}^{\infty} a_n(x, y) \cos(n\theta) + b_n(x, y) \sin(n\theta)$$

where,

$$a_n(x, y) = \frac{1}{L} \int_{-\pi}^{\pi} h(x, y) \cos(n\theta)d\theta$$

and
Then a $Q^{th}$ order approximation to the steerable system can be accomplished by selected $Q$ basis filters from $a_i(x, y)$ and $b_i(x, y)$ with the $Q$ largest energy values. The approximation formula is

$$h_i(x, y) = \sum_{j=1}^{Q} g_j(x, y) \right_\{i \in \{a, b\}\}$$

where $g_j(x, y)$ satisfies the criteria. SV/OSD can be combined in the following manner. The approximation matrix is formed by combining for each orientation of the overall filter operation.

Note that (31) is the complex Fourier series of $b_i^{*}(x, y)$ which is $2\pi$ periodic in $\theta$. Thus, $a_i(x, y) = a_i(x, y) + b_i^{*}(x, y)$.

In FSA, flexibility is present in its filter selection, and $a_i(x, y)$ and $b_i(x, y)$ which correspond respectively to the real and imaginary part of the complex filter $a_i(x, y)$ are separate entities in the filter selection process.

FSA+SV/OSD

The basis filters are non-separable, in general, and the method does not satisfy the orientational filter implementation criteria discussed above. For the steerable system to satisfy the criteria, SV/OSD can be applied to $\{a_i(x, y)\}$ for the separable approximation at the expense of additional error. The approximation matrix is formed by combining for the $Q^{th}$ order FSA. Using this combination of FSA and SV/OSD, denoted as FSA+SV/OSD, an orientational filter at an arbitrary orientation can be approximated as,

$$h_i(x, y) = \sum_{j=1}^{Q} g_j(x, y) \right_\{i \in \{a, b\}\}$$

where $g_j(x, y)$ corresponds to the orientation independent to 2D approximation contains $(Q)$ orientation independent to 2D approximation to the steerable MRD at 134. The only difference between FIGS. 13 and 4 in terms of the hardware structure is the addition of the interpolation units which steer the filter. The lower portion of the MRD module in FIG. 14 approximates a set of FSA basis functions, whereas the counterpart in FIG. 13 approximates a set of orientational filters. It also requires LQ(P+1)+1 reorder buffer and L reorder buffer address generators.

Referring to FIG. 15, the flow diagram shown at 150 represents the methodology utilized to implement steerable digital orientational filter system. The methodology steps 152–174, except step 154, are identical to the flow diagram steps shown at 100 in conjunction with the description of the multi-resolution image decomposition method of the present invention. The methodology shown at 150 differs in that the approximation contains $(Q)$ orientation independent to 2D basis filters instead of multiple orientation filters as in 100. The basis filters are the results of Fourier series expansion applied to the mother wavelet filter. Step 154 also produces interpretation coefficients which are used to adjust (steer) the orientation of the overall filter operation.

IV. Hardware Design

The following description relates to hardware design of a set of VLSI chips for SV/OSD, SWA, and FSA+SWA implementation. First, the design for SV/OSD is considered. Second, the design for SV/OSD is adapted for SWA. Third, the design for undecimated SWA will be discussed. Fourth, it is shown that a modification on the design for SWA can implement FSA+SWA.

In addition to the design criteria discussed earlier, an additional design concern is scalability. Four types of scalability are considered:

1. Input Image Scalability.

The system can accommodate any input image size by only changing the size of the input buffer which is implemented with discrete memory chips.

2. Filter Number Scalability.

The design is modular so that the number of filters can be increased by adding extra filter components to the system. The amount of hardware increased only linearly as the number of filters increases.

3. Filter Size Scalability.

The size of filters can be increased by adding extra filter components to the system. No new design is necessary for
where each orientational filter needs its own set of horizontal filter chip (HFC).

The main components of the design are a separable approximation filter bank and a 2D separable filter. The filter bank is implemented using two custom made VLSI chips: vertical filter chip (VFC) and horizontal filter chip (HFC). The 2D separable filter is implemented with single custom made VLSI chip, separable filter chip (SFC).

In the following description, it is assumed that a memory chip allows simultaneous write and read operations in one clock cycle. This can be done by using dual port RAM, using two separate memory chips for read and write, using a video RAM for random writes and sequential reads, or using fast RAM so that on one phase (high clock) the memory can be read and on the other phase (low clock) it can be written. The width of the input pixels to the system is denoted as \( B_p \).

Many signal names in the design have numeric post-fixes, such as \( \text{hout}_1 \) and \( \text{vout}_2 \). Within the text, the notation \(<\text{signal}_\text{prefix}>SS\) is used to refer to the set of signals with the same prefix but different numeric post-fixes. For example, \( \text{hout}SS \) implies \( \text{hout}_1, \text{hout}_2, \text{hout}_3 \), and so on.

Signals internal to the VLSI chip are indicated with a single underline. All signals without an underline are external to the VLSI chip.

FIG. 16 shows at 180 the symbols used in later figures to represent certain components in the designs.

**SV/OSD**

The VLSI implementation structure of SV/OSD is shown at 182 in FIG. 17. The structure can be divided into three modules: input buffer, vertical filters and horizontal filters. The vertical filters and horizontal filters are to be designed in separate VLSI chips, since only one set of vertical filters is needed for the whole system (for single stage filtering), whereas each orientational filter needs its own set of horizontal filters.

**Input Buffer**

An intermediate memory module is used to provide M parallel inputs to the vertical filters. The memory module consists of N independent memory banks whose size is \( N \) words each. One memory module is needed for all the orientational filters. A separate intermediate memory module is needed at each level of MRD.

**Components Count**

The memory module requires M memory chips of \( N \) words each.

**Vertical Filter Chip (VFC)**

Each vertical filter requires M multipliers and M-1 adders. Assume \( W_{VF} \) is the width of a filter implemented in a VFC, and \( N_{VF} \) is the number of filters implemented in the chip. The chip requires \( B_p W_{VF} \) input ports where input pixels are received in parallel. It also requires \( 2B_p N_{VF} \) output ports where the output of \( N_{VF} \) vertical filters are sent to the horizontal filter chip. The pixel width is doubled after multiplication to preserve accuracy. Each filter in the chip requires a register file of \( B_p W_{VF} \) bits where the filter coefficients are stored. The coefficients for each multiplication do not change while the input is coming from the same row, but change when the input moves to the next row since it is easier to update the coefficients at every new row than to change the parallel input pattern from the memory banks to the chip. The secondary register file is provided to enable a smooth transition from one row to the next row. Its contents are updated with a new set of filter coefficients while the filter coefficients are read from the primary register file. At the end of the row, the contents of the secondary register file are transferred to the primary register file, and filtering for the next row can proceed continuously without any interruption. Either the host or a local _controller which resides on the same board with the filter chip can be used to store a new set of coefficients to the secondary register file. The structure of the VFC is shown in FIG. 18.

An extra adder at the end of each parallel filter is used to add the output of the filter (sumSS) and a partial result (voutSS) which is provided externally. This adder is needed when the size of the filter is larger than \( W_{VF} \).

**Component Count**

The table below lists the major components in a VFC and their counts.

**Component Count of the Vertical Filter Chip**

<table>
<thead>
<tr>
<th>Component Type</th>
<th>Count</th>
<th>Size (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplier</td>
<td>( W_{VF} N_{VF} )</td>
<td>( B_p B_p )</td>
</tr>
<tr>
<td>Adder</td>
<td>( W_{VF} N_{VF} )</td>
<td>( 2B_p )</td>
</tr>
<tr>
<td>D flip-flop</td>
<td>( N_{VF} W_{VF} )</td>
<td>( 2B_p )</td>
</tr>
<tr>
<td>Register File</td>
<td>( 2W_{VF} )</td>
<td>( B_p )</td>
</tr>
<tr>
<td>Input Ports</td>
<td>( (W_{VF}+2N_{VF}+1)B_p )</td>
<td>1</td>
</tr>
<tr>
<td>Output Ports</td>
<td>( 2N_{VF} B_p )</td>
<td>1</td>
</tr>
<tr>
<td>Global Bus</td>
<td>( W_{VF} + 2 )</td>
<td>( B_p )</td>
</tr>
</tbody>
</table>

**Horizontal Filter Chip (HFC)**

The horizontal filter unit employs a pipelined filtering scheme. Each filter requires M multipliers and M-1 adders. There is no need for a buffer between a vertical filter and horizontal filter pair. The output of the vertical filter can be directly fed to the HFC. Outputs of the horizontal filters are added together by a binary adder to form the linear sum of the separable approximation. The structure of the HFC is shown at 186 in FIG. 19.

Assume \( W_{FH} \) is the width of a filter implemented in a HFC, and \( N_{FH} \) is the number of filters implemented in the chip. Note that the number of bits in the output of vertical filtering is \( 2B_p \) to preserve accuracy. The chip requires \( 2B_p N_{FH} \) input ports where input pixels are received sequentially for \( N_{FH} \) filters. It also requires \( B_p \) input ports (coeff) for loading filter coefficients, and \( 3B_p N_{FH} \) input ports (ipoutSS) for a partial result of the horizontal filtering, \( 3B_p \) input ports (psum) for a partial result of the linear sum for the separable approximation. The ports ipoutSS are used when the filter size is larger than \( W_{FH} \) and the ports psum is used when approximation order is larger than \( N_{FH} \). It requires \( 3B_p \) output ports for the result from the binary adder, and \( N_{FH} B_p \) output ports for the partial results from each filter before the binary adder. The latter outputs are used together with ipoutSS when the filter size is larger than \( W_{FH} \). The secondary register files are provided for updating the filter coefficients without an interruption to the filtering. Unlike vertical filtering, the coefficients are fixed as long as the orientational filter being approximated is the same.
Assume $W$.

Architecture p FIG. 17 shows the VLSI architecture of SV/OSD with $F_x$ orientational filters being implemented. Each box corresponds to one VLSI chip. Every HFC obtains the same vout inputs from VFC, which may not be clear from the figure. Only the input buffer module is affected by the input image size. Thus, the architecture satisfies the first scalability. The number of orientational filters implemented can be increased by adding more HFC module as shown at FIG. 19. Thus, the second scalability is satisfied. When the filter size M is larger than $W_{F_x}$ and $W_{F_y}$ additional VFCs and HFCs can be connected to as shown. Each VFC obtains inputs (inSS) from distinct memory banks. The outputs of the first VFC are connected to the input (vpointSS) of the next VFC. The last VFC of the sequence produces the results of the vertical filtering which are passed to HFCs in the same way as in FIG. 19. Multiple HFC are connected in cascade. Every HFC obtains the same voutSS from the last VFC. Each HFC except the last one produces partial results from each filter (houtSS), which are connected to hpointSS of the next HFC in the chain. The last HFC produces the complete result of the separable approximation. The architecture satisfies the third scalability criterion. When the approximation order P is larger than $N_{F_x}$ and $N_{F_y}$ additional VFCs and HFCs can be connected to existing VFCs and HFCs as shown in FIG. 19. Every VFC receives the same set of inputs from the memory module. There is no interconnection among VFCs. The output of a VFC (voutSS) is connected to voutSS of the corresponding HFC. In the HFC chain, the output hout is connected to hpointSS of the next HFC, if any. The last HFC produce the complete result of the separable approximation. The architecture satisfies the fourth scalability criteria.

Implementation of SWA can be divided into three modules: pre-filter, low-pass filter, and high-pass filter modules. Both the pre-filter and low-pass filter are separable filters, and each of them can be implemented with a single VLSI chip. The high-pass filters are implemented using SV/OSD.

Pre-filter Unit

The pre-filter is a separable filter. Note that the size of the pre-filter is $k \times k$ when a $k^{th}$ order basic spline is used for the approximation, and the spline order is typically set to 7. Assume $W_{FS}$ is the width/height of the filter implemented in the separable filter chip (SFC) shown at FIG. 21. The chip contains $2W_{FS}$ multipliers and $2W_{FS} - 2$ adders. The result of the vertical filter (vout) is an external output and the input to the horizontal filter (mxcout) can be either vout or the internal signal, hin. This extra multiplexing is needed for undecimated MRD. For the decimated MRD, the select signal for the multiplexer (decimate) is 0, and the input to the horizontal filter is the external input, hin, which is supplied from a register buffer. It requires the following input ports: $B_pW_{FS}$ for parallel input pixels (inSS), $2B_p$ for hin, and $B_p$ for filter coefficients (coeff). It requires the following output ports: $2B_p$ for vout and $3B_p$ for the filter output (out).

Architecture

The table below lists the major components in a SFC and shows their sizes and counts.

<table>
<thead>
<tr>
<th>Component Type</th>
<th>Count</th>
<th>Size (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplier I</td>
<td>$W_{FS}$</td>
<td>$B_p \times B_p$</td>
</tr>
<tr>
<td>Multiplier II</td>
<td>$W_{FS}$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>Adder I</td>
<td>$W_{FS} - 1$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>Adder II</td>
<td>$W_{FS} - 1$</td>
<td>$3B_p$</td>
</tr>
<tr>
<td>D flip-flop I</td>
<td>$W_{FS}$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>D flip-flop II</td>
<td>$W_{FS} - 1$</td>
<td>$3B_p$</td>
</tr>
<tr>
<td>2 multipliers</td>
<td>$2W_{FS}$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>Register File</td>
<td>$W_{FS}$</td>
<td>$B_p$</td>
</tr>
<tr>
<td>Input Ports (5Nptt+4)Bp</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Output Ports (5Nptt+5)Bp</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Global Bus</td>
<td>$N_{ptt} + 1$</td>
<td>$2B_p$</td>
</tr>
</tbody>
</table>

Low-pass Filter Unit

The SFC shown in FIG. 21 can be used for low-pass filtering. The size of the low-pass filter is $k+2xk+2$ for a $k^{th}$ order basic spline. Thus, the size of the low-pass filter is a little larger than the pre-filter. A typical filter length for the low-pass filter is 9x9.

High-pass Filter Unit

The high-pass filters are implemented with SV/OSD. The structure shown at FIG. 182 in FIG. 17 can be used.

Component Count

The table below lists the major components in a SFC and shows their sizes and counts.

<table>
<thead>
<tr>
<th>Component Type</th>
<th>Count</th>
<th>Size (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplier I</td>
<td>$W_{FS}$</td>
<td>$B_p \times B_p$</td>
</tr>
<tr>
<td>Multiplier II</td>
<td>$W_{FS}$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>Adder I</td>
<td>$W_{FS} - 1$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>Adder II</td>
<td>$W_{FS} - 1$</td>
<td>$3B_p$</td>
</tr>
<tr>
<td>D flip-flop I</td>
<td>$W_{FS}$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>D flip-flop II</td>
<td>$W_{FS} - 1$</td>
<td>$3B_p$</td>
</tr>
<tr>
<td>2 multipliers</td>
<td>$2W_{FS}$</td>
<td>$2B_p$</td>
</tr>
<tr>
<td>Register File</td>
<td>$W_{FS}$</td>
<td>$B_p$</td>
</tr>
<tr>
<td>Input Ports (5Nptt+3)Bp</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Output Ports</td>
<td>$5B_p$</td>
<td>1</td>
</tr>
<tr>
<td>Global Bus</td>
<td>$3B_p$</td>
<td>1</td>
</tr>
</tbody>
</table>

Undecimated SWA Input Buffer

At the $k^{th}$ level decomposition, the total amount of data at the input buffer increases due to dilation of filters to $2^{k-1}N$ which is divided into $M$ memory banks each having a size of $2^{k-1}$. Consider each memory bank as a 2D memory array with the number of columns being $N$ and the number of rows being $2^{k-1}$. For the first $N$ cycles, each memory bank
outputs the data from the first row. For the second N cycles, it outputs the data from the second row. After $2^{k-1}N$ cycles, the memory access returns to the first row. This way of dividing the memory buffer removes the M $2^{k-1}$ way multiplexers. The input pixel is written to the input buffer at a consecutive location in the first memory bank for $2^{k-1}N$ cycles, and the access moves to the next bank, and so on. After $2^{k-1}MN$ cycles, the access returns to the first memory bank. The host or the local controller has to provide proper addresses to each memory bank.

Reorder Buffer
As described above, a reorder buffer stores one row of data after a vertical filtering. The reorder buffer and a reorder buffer address generator provides a sequence of data to horizontal filters.

Architecture
FIG. 20 shows the VLSI architecture for undecimated SWA. The host/local controller generates all the addresses to the reorder buffers as well as the input buffers instead of having a separate address generator. The reorder buffers in the $k^{th}$ level of the high-pass filters can be shared among the horizontal filters in the level. Note that in a low-pass filter module, the SFC provides an input to the reorder buffer, and the output of the reorder buffer is fed back to the SFC for horizontal filtering. An input signal, decimate, at the SFC for the same reason.

Interpolation Unit
An interpolation unit takes an output of every basis filter as an input every cycle, and multiplies the output with an interpolation coefficient. The results of the multiplications are added together at a binary adder. FIG. 16 depicts this computational scheme. It requires multiple interpolation units when the system implements multiple steerable filters.

It can be seen from FIG. 16 that the VFC can be used to implement interpolation units. The parallel inputs (inS$)$ come from the set of basis filters, the register file contains the interpolation coefficients, and each unit in VFC is assigned to steer the orientational filter to a certain orientation.

Architecture
The VLSI architecture for FSA+SV/OSD is shown at 200 in FIG. 23. The only difference from FIG. 17 is the additional VFC after the set of HFCs. The first, third, and fourth scalability criteria can be accomplished in the same way as SV/OSD as previously discussed. When the number of orientations the system must steer exceeds $N_{PF}$, multiple VFCs are needed after HFCs as shown in FIG. 23. Thus the architecture satisfies all scalability requirements.

System Integration
Finally the VLSI architecture for FSA+SWA is considered. It achieves the implementation criteria, MRD capability, and steerability. The architecture is constructed by modifying the architecture for SWA. Both decimated and undecimated FSA+SWA are considered here. ps Decimated FSA+SWA
The architecture for decimated FSA+SWA is shown at 202 in FIG. 24.

Undecimated FSA+SWA
The architecture for undecimated FSA+SWA is shown at 204 in FIG. 25.

Summary
Two schemes may be used to perform a 1D filter operation; pipelined filtering and parallel filtering. For 2D separable filtering, the former is suitable for a filter whose direction aligns parallel to the input sequence, and the latter is suitable for a filter whose direction is perpendicular to the input sequence. Assuming the inputs are in a raster order, pipelined filtering is suitable for horizontal filtering, and parallel filtering is suitable for vertical filtering.

In order to make use of the implementation advantage of SV/OSD, the orthogonal filters have to be performed on an input image before the projection filters so that the outputs of the orthogonal filters can be shared among multiple sets of projection filters. In this case, the system requires $2PF_{v}$ filters. The amount of intermediate storage can be reduced to $NM$ if the orthogonal filters are the vertical filters, and are performed before the projection filters which are horizontal filters.

Upon reading the foregoing description, it should be appreciated that SV/OSD guarantees a linear convergence of the approximation. The approximation converges to the original filter as the approximation order approaches M. The speed of convergence typically is faster than linear convergence, and approaches exponential convergence.

SWA
Separable Wavelet Approximation (SWA) may be utilized for an efficient decimated MRD scheme. It is a combination of separable approximation and wavelet approximation. The amount of computation for an L level decomposition using the method is approximately $4PF_{v}NP_{v}M/3$, the throughput is $1/tm$, the latency is approximately $2^{k-1}N(M_{x}+M_{y})$, and the amount of storage required is less than $2NM_{x}$.

SWA can be modified to perform an undecimated MRD. The scheme employs an intermediate buffer called a reorder buffer, at the output end of each vertical filter, to provide a reordered input stream to the horizontal filter. The reorder buffer rearranges the order of a pixel stream so that the horizontal filtering can be done using a pipelined filtering scheme. The size of each reorder buffer is $N$. The system requires $LF_{v}(P+1)+1$ reorder buffers and $L$ reorder buffer address generators. The latency of the decomposition is the same as the decimated SWA case, which is approximately $2^{k-1}N(M_{x}+M_{y})$. The throughput is $1/tm$, the amount of computation is $2N^{2}M_{x}+2L^{2}N^{2}M_{x}+2L^{2}N^{2}M_{x}+2L^{2}N^{2}M_{x}+2L^{2}N^{2}M_{x}+2L^{2}N^{2}M_{x}$, and the amount of storage is $NM_{x}+LN_{x}$.

SWA uses a basic spline function as an interpolation filter. The length of the pre-filter and the low pass filter in SWA depend on the order of the basic spline. If a $k^{th}$ order basic spline is used, then the lengths of the pre-filter and the low pass filter are $k$ and $k+2$ respectively. Based on performance evaluation, a basic spline of order 7 achieves the best performance/computation trade-off.

Steerable Implementation
Fourier Series Approximation (FSA) exhibits a high degree of flexibility in the filter selection process, since the real and imaginary parts are separate entities in the selection process. SV/OSD can be combined with FSA (FSA+SV/OSD) for an efficient steerable filter implementation with the throughput of the system being $1/tm$, the latency being $O(NM)$, the amount of computation being $N^{2}(M_{x}+F_{v})$, and the storage requirement being $NM$.

Also, FSA and SWA can be combined (decimated FSA+SWA) for an efficient decimated steerable MRD scheme, with the throughput of the system being $1/tm$, the latency being $O(NM)$. The amount of computation being $N^{2}(M_{x}+F_{v})$, and the storage requirement being $NM$. The amount of space required by this scheme is less than the space required by the scheme in which the system is divided into two filters.
being $2^{-1}N(M_{i}+M)_{m}$, the amount of computation being $4N^{2}P_{QM}/3$, and the storage requirement being $N(M_{i}+\max (M_{i}, M_{h}))$. FSA and SWA can be combined (undecimated FSA+SWA) for an efficient undecimated steerable MRD scheme, with the throughput of the system being $1/\gamma$, the latency being $2^{-1}N(M_{i}+M)_{m}$, the amount of computation being $2N^{2}M_{i}+L(N^{2}(2M_{i}+MP+MPQ))$, and the storage requirement being $N_{M_{i}}+L(N_{\max}(M_{i}, M_{h})+N_{L}(PQ+1))$. 

**Hardware**

Six VLSI architectures have been defined, including ones for (1) SV/OSD, (2) decimated MRD using SWA, (3) undecimated MRD using SWA, (4) FSA+SV/OSD, (5) a decimated steerable MRD using FSA+SWA, and (6) an undecimated steerable MRD using FSA+SWA. Each of these systems satisfies the four identified scalability criteria.

What is claimed is:

1. A method of processing video data, comprising the steps of:
   A. providing a processor for processing input pixel data;
   B. inputting filter parameters into said processor;
   C. computing a set of 2D filter coefficients having a specific orientation from said filter parameters;
   D. generating a single digital filter approximation matrix based on said computed filter coefficients; and
   E. decomposing said approximation matrix into a plurality of separable digital filters by utilizing a set of orthogonal filter coefficients for each of said plurality of filters that provides an optimal approximation of each of said plurality of filters; and
   F. increasing a dilation factor of said digital filters by a predetermined factor in order to generate an undecimated multi-resolution image decomposition output.

2. The method of claim 1, wherein said dilation factor comprises a $2 \times 2$ dilation factor.

3. The method of claim 1, further comprising the steps of:
   G. filtering pixel data;
   H. outputting said filtered pixel data;
   I. adjusting a dilation factor of said plurality of digital filters by a predetermined factor; and
   J. repeating steps A-I for N levels of decomposition, where N is a positive, nonzero integer.

4. The method of claim 1, further comprising the steps of:
   G. formulating a basic spline function to obtain pre-filter and low-pass filter coefficients; and
   H. approximating a set of 1D high-pass filters by decomposing said basic spline function into separable functions.

5. The method of claim 1, further comprising the steps of
   I. increasing a decimation factor of said filtered data in conjunction with said step of increasing a dilation factor of the orientation filters to provide a decimated multi-resolution decomposition filter output.

6. The method of claim 1, wherein said step of increasing a dilation factor comprises:
   generating two-dimensional mother wavelet functions;
   decomposing the mother wavelet functions into separable one-dimensional functions;
   generating a basic spline function;
   generating a low-pass filter based on a spline order, associated with said basic spline order function; and
   approximating each of the separable one-dimensional filters in terms of said basic spline function to generate said plurality of digital filters.

7. The method of claim 6, wherein said step of approximating each of said separable one-dimensional functions comprises approximating each of said separable one-dimensional functions to generate interpolation, low-pass filters, and high-pass filters for recursive multi-resolution decomposition.

8. The method of claim 6, wherein said step of generating a basic spline function comprises the step of generating high pass filters in a horizontal orientation using the basic spline function given by the equations

   $$a_{i}(x) = \sum_{j} g_{i}(j) \Phi_{i}(x - j)$$

   and generating high-pass filters in the vertical direction using

   $$b_{i}(y) = \sum_{j} g_{i}(j) \Phi_{i}(y - j)$$

   where said above functions $(a_{i}, b_{i})$ are derived from a mother function of dyadic wavelets decomposed into a separable fashion given by the equation:

   $$\Psi_{p}(x, y) = \sum_{i} a_{i}(x) \Phi_{i}(y)$$

   9. The method of claim 1, wherein said step of decomposing comprises decomposing said approximation matrix into a plurality of sets of horizontal filters and at least one vertical filter that are implemented in a vertical-horizontal filtering scheme.

10. The method of claim 9, further comprising the step of inputting filtered data into a reorder buffer after the step of filtering the data through a vertical filter to minimize shift delay between the vertical and horizontal filters and to produce an undecimated filtered data output.

* * * * *