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SUMMARY

Monolithic 3D IC (M3D) is enabled by sequential vertical integration of extremely thin device layers with very high alignment precision. Unlike TSVs, monolithic inter-tier vias (MIVs) are miniscule (<100nm diameter) and can be used in large numbers within the design. MIVs are similar to inter metal layer vias and have negligible capacitance (∝1fF) compared to TSVs. This helps in high integration density allowing numerous 3D connections which in turn reduce wirelength, reduce power and help in improving performance. However, as with any new technology, sequential integration comes with new challenges, both in design and fabrication.

The objective of this research is to study and quantify the major challenges in low power and reliable monolithic 3D IC design and to develop CAD solutions to address these challenges, in order to obtain maximum benefits from emerging monolithic 3D IC technology. The key design challenges in monolithic 3D ICs covered in this research include thermal modeling and optimization, 3D PDN design and analysis and addressing inter-tier performance difference and inter-tier interconnect difference in monolithic 3D ICs. In addition, near-threshold voltage 3D IC design and analysis is also presented.

The increased power density due to multiple device layers and the absence of bulk silicon substrate in the sequential layers complicates thermal management of monolithic 3D ICs. The major bottleneck of considering thermal aspect within the physical design process is the huge runtime required for accurate temperature analysis. Therefore, importance of thermal-aware design methodologies become more critical in 3D ICs and faster analysis techniques are necessary. In the first research work, a fast-accurate regression-based thermal modeling technique is developed for monolithic 3D ICs. Next, this model is incorporated into a monolithic 3D IC floorplanner to make it thermal-aware. Thermal modeling and floorplanning is carried out for both conventional packages with heat sink and modern
mobile packaging structure without any dedicated heat sink.

Multiple device layers also increase the current demand per unit area. This necessitates better power delivery network design techniques. However, power delivery network in top metal layers of BEOL stack of bottom device tiers reduce the routing resources for 3D signal wires, resulting in increased congestion and wirelength, which in turn increases switching power. This problem is severe in monolithic 3D ICs due to the presence of tens of thousands of MIVs which use top metal layers of bottom tiers. A detailed study is conducted to quantify this trade-off between signal and power routing unique to monolithic 3D ICs. Design optimization techniques are developed to minimize switching power overhead while satisfying power delivery constraints.

Due to the presence of FEOL and BEOL in the first tier of monolithic 3D ICs, the thermal budget of fabricating the sequential device layers is constrained. As a consequence, matching the device performance to that of a regular CMOS process becomes a major challenge. Also, tungsten is used for BEOL in bottom-tier, since copper cannot withstand higher temperatures. The system level impact of low performance transistors in the top-tier of monolithic 3D ICs is quantified and new tier-aware gate-level monolithic 3D IC design flow is presented to enable low power designs under practical settings. In the next research work, the adverse impact of BEOL in the bottom-tier of monolithic 3D ICs is studied. New tier partitioning strategies are presented to mitigate performance degradation due to tungsten and to reduce congestion and metal layer usage in the bottom tier.

Lastly, a power-performance-cost analysis of monolithic 3D ICs is presented using realistic cost data. Monolithic 3D IC benefits are also compared across different technology nodes. Overall impact of monolithic 3D IC technology is compared with 2D ICs and TSV-based 3D ICs and design and performance targets are estimated.
Device and technology scaling is becoming more and more challenging with reduced return on investments. Advanced lithography, multiple-patterning, interconnect material properties, variations etc. are major issues in conventional technology scaling below 45nm node. Three dimensional integrated circuit (3D IC) technology has been studied as one possible path to continue scaling benefits by placing devices on multiple layers. 3D ICs offer lower power, better performance and reduced footprint requirement compared to 2D ICs.

Majority of the research on 3D ICs is focused on Through Silicon Via (TSV) based 3D IC technology. TSVs enable the vertical integration of separate dies to form a single 3D chip. However, TSVs consume a lot of area, have a large capacitance, and have very large pitch requirements during fabrication. In addition, the state-of-the art TSV size is orders of magnitude larger than the device sizes at advanced nodes. This puts a restriction on the number of TSVs and the type of circuits that can be used, limiting them to mostly memory-on-logic designs or interposer based 2.5D technology [19, 56]. Therefore, the greater benefits of 3D IC are masked by these unfavorable characteristics of TSVs.

Monolithic 3D ICs (M3D) is another 3D IC technology enabled by the sequential integration of device layers in the vertical direction. M3D integration uses nano-scale monolithic inter-tier vias (MIVs) to connect the vertical device layers. MIVs are similar to regular metal-layer vias and their capacitance and area values are negligible compared to those of TSVs that are micro-scale. This allows the use of many such MIVs for vertical connections which enable significantly higher integration density than that of TSV-based 3D ICs. MIVs enable various design styles starting from coarse block-level 3D partitioning to very fine-grained 3D partitioning in both the gate level as well as intra-gate level i.e. transistor...
Though, the overall benefits of M3D technology is significant from a scaling perspective, the technology development is still under active research and there are many key challenges that need to be addressed before large-scale production.

This following sections gives an overview of the major design challenges in monolithic 3D ICs followed by the contributions and the organization of rest of this dissertation.

1.1 Challenges in Monolithic 3D ICs

The fabrication of high quality crystalline silicon on the top tier of already existing device layer was proposed by Batude et al. [5]. Figure 1 shows this process of sequential integration. First, the bottom-tier is fabricated with conventional 2D IC process resulting in regular quality transistors. An empty wafer with H+ ions implanted below the silicon surface, and with thermal oxide grown over it, is bonded on to the first tier using low temperature molecular bonding (Figure 1a). The empty silicon wafer is then sheared along the H+ line and polished. This is followed by the fabrication of monolithic inter-tier vias (MIVs), new transistors and interconnect layers for the second tier (Figure 1b).

As with any 3D IC technology, the multiple device layers in 3D ICs increase the power density of the chip and also the current demand per unit area. This in turn complicates the cooling issues and the power delivery network design. Even if power reduction is
achieved by going 3D, the increased power density affects the temperature, especially in the layers away from the heat sink or other equivalent cooling features in modern miniaturized electronics. Monolithic 3D IC is a fairly new technology and its thermal characteristics have not been studied earlier. The importance of thermal-aware design methodologies become more critical in monolithic 3D ICs and faster analysis techniques are necessary.

The presence of power delivery network (PDN) also reduces the routing resources and adversely affects the total signal wirelength. This impact is more severe in M3D than in 2D, due to heavy usage of top metals for 3D routing along with PDN routing. PDN is always important in any design, but due to sequential 3D layers with very high integration density in M3D, optimal PDN planning becomes much more critical. Therefore, with very high degree of integration density in M3D, it becomes more important to have a robust thermal-aware design scheme and power delivery optimization without affecting other design metrics.

In addition, due to the presence of FEOL and BEOL in the first tier, the thermal budget of fabricating the sequential device layers is constrained. As a consequence, matching the device performance to that of a regular CMOS process becomes a major challenge. Low thermal budget of sequential device layers mainly affects the dopant activation process, leading to reduced mobility. Researchers have tried Solid Phase Epitaxy at 625°C [4] and laser annealing with low in-depth thermal diffusion [49] for dopant activation. However, there is a performance reduction in the resulting transistors at lower thermal budget. While new research progress has demonstrated that performance of devices processed at low temperature can potentially match performance of regular high temperature process devices [3], tungsten is used for BEOL in bottom-tier, since copper cannot withstand higher temperatures. With higher resistivity of tungsten, the quality of design gets affected. This necessitates the requirement of new design methods and CAD techniques to handle these practical issues and evaluate M3D technology.

Along with the required development of CAD tools and design infrastructure, another
key controlling factor in monolithic 3D ICs is the related cost and cycle-time overhead because of the presence of additional masks per wafer. The die size reduces in monolithic 3D ICs, improving the yield and the number of dies per wafer. However, additional number of layer can exceed the advantage of smaller die size. Therefore, cost reduction techniques, and power-performance-cost evaluation is an important research topic which has not been explored in prior works on monolithic 3D ICs.

1.2 Contributions

This dissertation focuses on understanding the details and impact of the challenges discussed above, and developing CAD solutions to address them efficiently. This work consists of five major research topics that can be summarized as follows.

- **Fast accurate thermal modeling and optimization for monolithic 3D ICs:** Monolithic 3D ICs can overcome the shortcomings of TSV-based 3D ICs. However, one major concern with 3D ICs in general is the increase in power density which leads to high temperature values and thermal issues. Thermal-aware monolithic 3D IC design is necessary in order to justify their overall advantages over 2D ICs and over TSV-based 3D ICs. In this dissertation, a fast and accurate non-linear regression based temperature evaluation model is developed after detailed study and analysis of the thermal characteristics of M3D and its comparison with thermal properties of TSV-based 3D ICs. The model is package-aware, and can handle both conventional packages with heat sink and modern mobile package without any heat sink. Next, the developed model is incorporated into a thermal-aware 3D floorplanner for temperature-optimized 3D IC floorplans. Thermal impact study of material properties and thickness values is also carried out for package optimization.

- **Power delivery network (PDN) impact and optimization in full-chip monolithic 3D ICs:** PDN worsens routing congestion more severely in monolithic 3D ICs than in 2D designs due to the significant reduction in resources for 3D connections. This
impact worsens at advanced technology nodes due to higher congestion of interconnects. The increase in signal wirelength translates into additional net switching power dissipation, which significantly contributes to total power. This in turn aggravates thermal issues further in 3D ICs. In this work, a comprehensive study on the impact of power delivery network (PDN) on full-chip wirelength, routability, power, and thermal effects in gate-level monolithic 3D ICs across different technology nodes is presented. The thermal impact of PDN is also examined. Next, various PDN design optimization techniques for monolithic 3D ICs are proposed to minimize switching power overhead under the given IR drop budget.

- **CAD solutions to handle low device performance in top-tier of monolithic 3D IC:** For fair assessment of monolithic 3D ICs, the designs should be optimized and evaluated under practical settings, which include the impact of low performance transistors in top-tier due to low thermal budget during fabrication. Also the design techniques used need to be similar or better than state-of-the-art commercial RTL-GDSII flows, while handling these issues. This work studies the system level design impact of low performance devices in top-tier of M3D with existing flows and then develops a new CAD solution to handle such device issues during physical design, while minimizing design and runtime overhead.

- **Tier partitioning strategies to mitigate back-end-of-line (BEOL) impact in monolithic 3D ICs** Tungsten has to be used in the bottom-tier of M3D since copper cannot handle the temperature used for fabrication of the sequential device layers. Tungsten is more than three times resistive than copper and affects the timing closure and performance quality of the M3D designs. In addition, 3D routing is not negligible, especially in advanced nodes. This research dissertation studied and quantifies the adverse impact of BEOL in the bottom-tier of monolithic 3D ICs. An effective path-based partitioning methodology is developed to mitigate the performance
degradation due to tungsten without any additional design optimization. Next, a net-based tier-partitioning methodology is developed to reduce congestion and metal layer requirement in bottom-tier of monolithic 3D IC and hence save on BEOL cost.

- **Monolithic 3D IC power, performance and cost comparison:** As monolithic 3D IC is being carefully studied and evaluated as a feasible alternative to scaling or an extension to an existing technology node, a detailed power, performance, and cost analysis is imperative. Any future generation technology node requires reduction in power, savings in cost, and improvement in performance. In this work, a comprehensive study of power, performance, area, and cost comparisons among TSVs, mini-TSVs (TSV with smaller diameter), and MIVs is presented. In addition, the magnitude of power savings of M3D is heavily dependent on the selection of device technology and process design kit (PDK). Therefore, the impact of transistor technology on the power savings in monolithic 3D ICs is also discussed.

### 1.3 Organization

The rest of this dissertation is organized as follows:

- In Chapter 2, thermal modeling and optimization of monolithic 3D ICs is presented.
- In Chapter 3, full chip power delivery impact on monolithic 3D ICs and related optimization techniques are presented.
- In Chapter 4, CAD solutions for low performance transistors in the top-tier is presented in the first section. Tier partitioning strategies to mitigate tungsten and BEOL impact in bottom tier is presented in the second section.
- In Chapter 5, power, performance and cost analysis of monolithic 3D ICs is present along with comparison across device technologies and with TSV-based 3D ICs and 2D ICs.
• In Chapter 6, additional topic of near-threshold voltage 3D IC design is presented.

• In Chapter 7, the conclusions of this dissertation are summarized, along with the discussion on the possible future works.
CHAPTER II

THERMAL MODELING AND OPTIMIZATION OF FULL-CHIP MONOLITHIC 3D ICS

Thermal issues is one of the biggest challenges with 3D ICs in general. Monolithic 3D integration is a fairly new technology and its thermal properties have not been studied well. In addition, the high integration density in M3D aggravates the power density and temperature issues further. This makes thermal-aware design of M3D a very important and practical necessity.

In this chapter, the thermal properties of M3D technology is studied and a fast-accurate temperature model is developed. This model is then used inside a 3D floorplanner to carry out thermal-aware floorplanning without incurring any design runtime overhead. The modeling and floorplanning is carried out for different package structures.

2.1 Motivation and Background

Monolithic 3D ICs enable power savings over 2D ICs by reduction of interconnects and associated cell-usage. However, the increased power density affects the temperature of the chip, especially in the layers away from the heat sink or other equivalent cooling features in modern miniaturized electronics [51, 22]. Therefore, importance of thermal-aware design methodologies become more critical in 3D ICs. The major bottleneck of considering thermal aspect within the physical design process is the huge runtime required for accurate temperature analysis. The inclusion of such detailed analysis within the design process is not practically feasible.

There exists several works which focus on the thermal issues and thermal aware design of TSV based 3D ICs [16, 17]. Prior works have tried to develop accurate temperature
evaluation models to be included within the chip design process [26]. The use of compact resistive thermal grid network to estimate the temperature profile of a chip has been studied by Cong et al. [17]. Compact resistive model and hybrid model within the floorplanning process is used to analyze the temperature and insert whitespace for dummy vias. The calculation of resistive network solving still consumes some runtime and the insertion of whitespace increases the area further, diminishing the 3D IC benefits. 56% reduction in temperature is reported but with a large area increase of 21%. The optimization of silicon area is important in 3D ICs along with the temperature rise and too much area cannot be sacrificed for temperature improvement. Zhou et al. [58] propose a force-directed floor-planner approach to spread high power blocks while simultaneously optimizing wirelength, area and thermal distribution. The modeling of temperature based on total leakage power dissipation and its use in the tier-planning of similar layout processor chips is demonstrated by Juan et al. [29]. The 3D overlap estimation along with power density calculations for thermal-aware planning has been used in [27].

In case of compact thermal modeling, there have been many studies on for both physical design as well as for model predictive controllers (MPC) to have real-time thermal management in place of conservative worse case thermal management for multi-core chips. Compact thermal modeling for realistic energy-aware thermal management and control techniques with proper validation for multicore chips has been done in [7]. A robust thermal model using graybox approach is developed in this work, It uses both statistical content and physical laws for better quality. Their adaptive models are used as controllers during operation and cover 2D multi core designs. Hotspot tool [26] is one of the most popular thermal analysis tools widely used in research. Compact resistive models with different tuning parameters for trade-off between run-time and accuracy are used. The grid model is capable of handling 3D stacked chips with different power dissipating layers in the compact resistive mesh. Beneventi et al. [8] developed a compact thermal model for TSV-based logic+WideIO 3D stack. This model can successfully predict the temperature at locations
where sensors are absent and can also evaluate the power dissipation based on temperature data.

All the above works on 3D IC thermal modeling cover TSV-based 3D ICs only and involve various forms of matrix manipulation, which though simplified, is still computationally expensive. The incur extra runtime or use indirect methods of thermal analysis. In addition, only conventional package and stack up (with a heat sink at the top) is covered in these works.

Interestingly, monolithic 3D ICs exhibit different thermal behavior due to their layer structure and are not as thermally bad as TSV-based 3D ICs even though copper TSVs increase conductivity. These unique properties facilitates the development of a very fast temperature model with high degree of accuracy. In addition to that, 3D ICs also provide huge potential in the design of low power processors for use in mobile applications and monolithic 3D ICs specifically enable ultra high packing density [36]. However, mobile applications have different package structure due to their size and weight constraints. Heat sink is absent in such packages and different materials are used for spreading and dissipation of heat. Therefore, to tap all benefits of monolithic 3D IC to the full extent, it is very important to also take into account the different types of package structures during thermal optimization, because they will significantly impact the overall thermal quality. The thermal model and floorplanner developed in this work is the first to cover monolithic 3D ICs and is a fast and simple using very few input parameters.

2.2 New Issues and Unique Thermal Properties of Monolithic 3D ICs

2.2.1 Monolithic 3D integration

Monolithic 3D integration technology enables ultra high density vertical integration. The advanced manufacturing technology allows active device layers as thin as 10nm to be integrated over one another with high alignment precision [5]. To understand the thermal properties of monolithic 3D ICs, a good understanding of the structural details is essential.
A typical two-tier monolithic stackup is shown in Figure 2a in a flip-chip configuration. The first set of transistors closer to the handle bulk are processed with standard SOI process and make up Tier 1. A thin inter-layer dielectric (ILD) is deposited over the metal layers for the bonding of the next device layer. This device layer along with the metal layers make up the other tier (Tier 0) of the 3D stackup. The transistors in these layers are processed with low temperature process ($<650 \, ^\circ C$). Since this chapter focuses on thermal modeling and floorplanning, it is assumed that devices in all tiers of monolithic 3D IC have similar performance [3]. The performance difference issue is addressed in a later chapter. Also for this chapter, the tier numbering convention in 3D ICs is such that Tier0 (bottom tier) is the one closest to the printed circuit board (PCB) and the tier numbers increase on going further away from the PCB.

2.2.2 Material and structural differences

The differences in fabrication process of monolithic 3D and TSV-based 3D result in significant differences in their thermal behavior. Figure 2 highlights differences in the materials used in the two technologies. Their conductivity and thickness influences the thermal behavior. Table 1 lists their details for a typical 45nm technology process. The relative contribution of each material per tier is also shown in the table.

In TSV-based 3D ICs, copper TSVs and $\mu$-bumps improve the conductivity. However, the presence of bonding layer (underfill) which is necessary for stress related issues worsens the overall conductivity significantly (Figure 2b). Typical materials used for underfill are required to be soft and elastic and in general such materials have poor thermal conductivity. BCB is one of the commonly used materials and it has a thermal conductivity of 0.29 W/m-K. Copper metal on the other hand has a thermal conductivity of 401 W/m-K. The presence of this underfill which is around $2.5 \mu m$ thick impedes the heat flow from Tier0 towards the heat sink present above the handle bulk resulting in considerable temperature rise in Tier0. However, heat from Tier0 passes through silicon substrate before reaching the underfill
Figure 2: 2-tier 3D IC layer structure (heat sink on top) of monolithic 3D IC vs TSV-based 3D IC

Wall. Silicon being a good conductor of heat spreads out the thermal profile of Tier0 by allowing many lateral heat flow paths in its 30µm thickness. Tier1 in TSV-based 3D ICs does not have any buried oxide between the device layer and the handle bulk. This helps in better conduction of heat from Tier1 to the heat sink.

In contrast to TSV-based 3D ICs, the bonding layer and bulk substrate are absent in monolithic 3D ICs, while the different tiers are separated by inter-layer dielectrics (ILD) which function as the buried oxide for the SOI process for formation of subsequent device layers. Also the MIVs are tiny compared to the huge TSVs. These particular differences change the heat dissipation phenomenon of monolithic 3D ICs from that of TSV-based 3D ICs. The absence of bulk substrate and the extremely thin device layers reduce the lateral conductivity to almost zero which results in heavy tier-to-tier thermal coupling. The heat flows only vertically up until it reaches the handle bulk where there is lateral spreading due to its very large thickness compared to all other layers. The presence of buried oxide also increases the thermal resistance from top tier to handle bulk. All these factors considered together result in similar temperature profiles for all the tiers irrespective of the whitespace locations in the different tiers. A high power block in the tier closer to the heat sink will also result in a hot spot in all other tiers away from the heat sink. There is a difference in
Table 1: The different materials used in the layers, their thermal conductivities, vertical thicknesses and relative % in total stack

<table>
<thead>
<tr>
<th>Layer/Structure</th>
<th>Material</th>
<th>Thermal Cond. (W/m-K)</th>
<th>Vertical Thickness</th>
<th>% of total Tier0 Tier1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolithic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handle Bulk</td>
<td>Silicon</td>
<td>141</td>
<td>75 µm</td>
<td>- 97.1</td>
</tr>
<tr>
<td>ILD (Inter-tier)</td>
<td>SiO₂</td>
<td>1.38</td>
<td>100nm</td>
<td>4.3 0.13</td>
</tr>
<tr>
<td>BEOL</td>
<td>SiO₂/Cu</td>
<td>1.38/401</td>
<td>2.2 µm</td>
<td>93.6 2.84</td>
</tr>
<tr>
<td>TSV-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handle Bulk+Die 1</td>
<td>Silicon</td>
<td>141</td>
<td>75 µm</td>
<td>- 97.2</td>
</tr>
<tr>
<td>Die0 Substrate</td>
<td>Silicon</td>
<td>141</td>
<td>30 µm</td>
<td>86.5 -</td>
</tr>
<tr>
<td>Bonding Layer</td>
<td>BCB</td>
<td>0.29</td>
<td>2.5 µm</td>
<td>7.2 -</td>
</tr>
<tr>
<td>TSV</td>
<td>Copper</td>
<td>401</td>
<td>30 µm</td>
<td>in Die0 sub</td>
</tr>
<tr>
<td>TSV-bump</td>
<td>Solder</td>
<td>50</td>
<td>2.5 µm</td>
<td>in BCB</td>
</tr>
<tr>
<td>BEOL</td>
<td>SiO₂/Cu</td>
<td>1.38/401</td>
<td>2.2 µm</td>
<td>6.3 2.9</td>
</tr>
</tbody>
</table>

the temperature value of the same 2D location in two tiers due the rise across the 100nm ILD. Also the maximum temperature of the tier closest to the heat sink is more than that of TSV-based 3D IC due to the presence of additional oxide layer which is a poor conductor.

2.2.3 Vertical tier to tier coupling in monolithic 3D ICs

Figure 3a shows the layouts of a 3-tier monolithic block level 256 bit multiplier. Figure 3b are the temperature maps of the individual tiers with 2D thermal analysis performed on each tier independently for conventional package with heat sink. The cooler regions (blue) and their spread exactly following the whitespace locations in the corresponding layouts of Figure 3a. Since it is 2D thermal analysis, these whitespace locations have no heat generation and hence the cooler spots. However, with 3D thermal analysis for this 3-tier 3D design considered as a whole, the temperature maps change significantly (Figure 3c). The hotspots of all the individual tiers overlap with each other in 3D and affect the temperature of all the three tiers with bottom tier suffering the most due to additional poor conducting ILDs on the way to the heat sink. The hotspots (red color) in Tier2 affect the 3D design most because it obstructs direct vertical heat flow from the tiers lying below along with addition of its own heat. In M3D, there is negligible lateral conduction until the heat reaches the
Figure 3: Tier to tier coupling in monolithic 3D ICs. (a) 3D-floorplan for 3-tier 256-bit multiplier (b) Temperature maps with independent 2D thermal analysis of each tier (c) Temperature maps with stacked 3D thermal analysis

handle bulk. Therefore, the temperature maps are similar in trend of variation across the entire area. The temperature values also increase compared to the individual 2D analysis of each tier due to almost three-fold increase in power density. Only the common whitespace regions (bottom right corner) remain cooler in all the tiers.

2.2.4 Temperature map comparisons

Figure 4 shows the temperature map of a same 2-tier 3D layout in monolithic technology and TSV-based technology. These temperature maps for the two technologies are compared along the lines of the discussions presented earlier and highlight the unique properties in
Figure 4: Temperature maps of same 2-tier 3D floorplan (originally designed for TSV-based 3D IC) in monolithic 3D IC technology and TSV-based 3D technology. The temperature range is [61°C, 71°C].

The layout is originally designed for a 2-tier TSV-based 256 bit multiplier. The TSV locations are shown in yellow in Tier0 layout and their landing pads shown in Tier1. Since the primary objective here is to understand the thermal behavior of the technology, for fair comparison from the thermal point of view, the same 3D layout with same power density and performance is analyzed for a monolithic structure with TSVs replaced by MIVs at the same 3D via locations. In practice, MIVs are much smaller and their design will consume much lesser area.

For the TSV-based 3D IC temperature map, the presence of TSVs help in improving the conduction significantly in Tier0. There are cooler spots among very hot ones wherever TSVs are present. The temperature of other regions is quite high due to the heat flow obstruction by the bonding layer. Tier1 is much cooler compared to Tier0 as it is closer to the heat sink. The other important thing to observe is the lateral spreading of temperature across the two tiers which smears the temperature profile of each tier. This is because of
the bulk silicon substrate which allows multiple lateral heat flow paths.

For monolithic 3D IC design on the other hand, the temperature profiles of the two tiers are identical and the block layouts can be demarcated in the temperature map itself. This is a result of absence of lateral conduction at the source of power dissipation. The vertical tier-to-tier coupling can be observed by the block outlines from both tiers appearing overlapped in the temperature maps. Tier0 map is hotter than Tier1 due to the heat block by the ILD. Tier1 of TSV-based 3D IC is cooler than Tier1 of monolithic because of the absence of oxide which is a poor thermal conductor. Tier0 in TSV-based 3D is much hotter than Tier0 in monolithic 3D due to bonding layer which is a poorer conductor than $SiO_2$. Wei et al. also compared TSV based 3D IC with monolithic 3D ICs but did not consider the underfill layer [54]. The mass production of TSV-based 3D ICs without any underfill is highly unlikely due to stress related issues. Therefore, it is important to consider them during thermal behavior study of TSV-based 3D ICs and then compare with monolithic 3D ICs. This very poor conducting bonding layer in TSV-based 3D ICs significantly worsen the temperature of tiers away from heat sink. If this layer is ignored during analysis, then TSV-based 3D ICs will be better than monolithic 3D ICs thermally.

The key points from the above thermal study of monolithic 3D ICs and comparison with TSV-based 3D ICs are

• Monolithic 3D ICs have almost zero lateral conduction at the source of power due to very thin layers and show no lateral spreading in the device layers.

• There is heavy vertical tier-to-tier coupling in monolithic 3D and all tiers have similar temperature profile with differing absolute values due to rise across ILDs.

• In monolithic 3D ICs, handle bulk is the first layer in the path of heat flow where noticeable lateral conduction occurs. Therefore, the individual neighbors in a floor-plan have an indirect effect unlike TSV-based 3D ICs where they directly affect each other by conduction through silicon substrate.
• MIVs do not play an important role in heat conduction like TSVs due to small size and thickness.

2.3 **New Mobile Package Structure and Properties**

Miniaturization is one of the key characteristics of modern VLSI. With low power devices like smart phones, smart watches, sensor nodes etc., there is a need for compactness and light weight materials and high integration density. The power dissipation in such applications is much lower than that of high-performance servers and desktop computers. Large and heavy heat sinks with cooling fans can be avoided for such systems. Therefore, industry uses a different kind of packaging structure for the integrated circuits used in mobile applications. Figure 5b shows the structure and materials used for packaging and cooling of mobile processors [44].

Since monolithic 3D ICs enable very high integration density, they are a very good candidate for use in mobile processors to increase functions in the same form factor. Such mobile systems use the new mobile package structure and there is a need for good thermal planning and budgeting for use of monolithic 3D ICs. This is the key motivation to study mobile package structure in detail, analyze the properties and impact of the new materials used and develop thermal model which can incorporate the package characteristics during fast accurate temperature evaluation. Furthermore, knowing the impact of various materials used in the package will enable designers and packaging engineers to carry out package optimization after thermal optimization during physical design. This section give an overview of the the package structure used in mobile phones. The differences in the cooling phenomenon for such packages in contrast to conventional packages with heat sink and dependence on number of tiers in M3D is also presented.

2.3.1 **Structure and materials**

Figure 5 shows the package structure for conventional cooling with heat sink (Figure 5a) and mobile applications without any heat sink (Figure 5b). The major differences in the
Figure 5: 3D IC packaging structure for cooling (a) conventional cooling (with heat sink) and (b) modern mobile cooling (no heat sink)

Table 2: Properties of the different layers in mobile package structure.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Vertical thickness ($\mu$m)</th>
<th>Therm. cond. (W/mK)</th>
<th>Vertical</th>
<th>Lateral</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCB</td>
<td>800-1500</td>
<td>1.5-4.5</td>
<td>25-60</td>
<td></td>
</tr>
<tr>
<td>Handle Bulk</td>
<td>50-200</td>
<td>141</td>
<td>141</td>
<td></td>
</tr>
<tr>
<td>Therm. Int. Material (TIM)</td>
<td>500-1200</td>
<td>0.5-5</td>
<td>0.5-5</td>
<td></td>
</tr>
<tr>
<td>EMI Shield (Steel/Al)</td>
<td>100-250</td>
<td>20/120</td>
<td>20-120</td>
<td></td>
</tr>
<tr>
<td>Graphite Sheet</td>
<td>25</td>
<td>2.9-4.5</td>
<td>300-500</td>
<td></td>
</tr>
</tbody>
</table>

mobile package is the absence of a copper heat sink with multiple fins and copper heat spreader.

The absence of heat sink with multiple fins and cooling fan in mobile package structure reduces the dominance of the upward path in heat conduction. The red arrows in Figure 5 show the primary direction of heat flow in the respective structures. Because of a very large heat sink and low thermal resistive path, almost all of the heat flows towards the heat sink in conventional packages. However, for mobile packages, heat flows in both directions and therefore, the importance of all other layers increase. The different layers in the mobile package structure and their thickness and conductivity values are shown in Table 2. The values are shown in ranges as the properties of some of the layers can be different in different systems, based on the actual composition and requirement.

Along with the printed circuit board (PCB) inside the mobile phone towards the display side, the back body also helps in heat dissipation and the very thin graphite sheet helps in
spreading the heat to the entire back cover instead of having concentrated hot spots. The electromagnetic insulator (EMI) which is usually a steel or aluminum sheet also helps in spreading of the heat by providing a low heat resistive path along with its primary function of shielding. Another important factor is that the lateral conductivity of PCB and graphite sheet are much better than their vertical conductivities. Therefore, they play a significant role in good lateral spreading and hence increasing the surface area of contact with the external environment. The same design with same power maps will have hotter spots with mobile package than a package with heat sink. However, mobile processors have significantly reduced average power density (< 2 W/cm²) compared to high performance servers (20-30 W/cm²) and hence the maximum temperature is well within control even with the absence of heat sink and fan. In this work on thermal analysis related to mobile packages, the PCB, the graphite sheet and the free regions of EMI are all connected to ambient environment.

2.3.2 Comparison with conventional package structure

The absence of heat sink significantly changes the thermal behavior of mobile packages in contrast to that of conventional packages with heat sink. This difference becomes more prominent in multi-tier 3D ICs where there are multiple layers of heat source. Figure 6a shows the block level layout of 3-tier OpenSPARC T2 core [43] with the highest power density execution unit blocks highlighted in red outline. The floorplan is targeted towards minimum wirelength. Figure 6b and Figure 6c are the temperature maps with the conventional and mobile package structures respectively. The total power dissipation values of the system under the two packaging structures are different, with the mobile package having much lower power density. The temperature ranges are normalized with blue color for minimum and deep red for maximum temperature in the respective packages.

As discussed above, almost all of the heat flows towards the heat sink in conventional packages. This makes the tier away from the heat sink most critical in terms of thermal
Figure 6: Temperature hotspot and distribution comparison for conventional cooling (with heat sink) and modern mobile cooling (no heat sink) for openSPARC T2 core. Temperature scales are normalized with blue as minimum and red as maximum temperature for respective package structure with lower power density for mobile systems. Red outline blocks in (a) are the maximum power density blocks.

reliability. This is evident from the red hot spots in the bottom tier in Figure 6b which is farthest from heat sink. On the other hand, bi-directional heat-flow in mobile packages has two important consequences. First is that the middle tier is most critical in terms of thermal reliability unlike conventional packages (Figure 6c). Secondly, due to bi-directional flow, the relative temperature difference between tiers is lesser compared to conventional package structure. This difference can be seen in the temperature maps of Figure 6 where the
Table 3: Maximum temperature rise values (above room) across different tiers in designs with different packages.

<table>
<thead>
<tr>
<th>Design</th>
<th>Conventional Package</th>
<th>Mobile Package</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tier0</td>
<td>tier1</td>
</tr>
<tr>
<td>2D IC</td>
<td>24.37</td>
<td>-</td>
</tr>
<tr>
<td>2-tier 3D IC</td>
<td>47.10</td>
<td>44.30</td>
</tr>
<tr>
<td>3-tier 3D IC</td>
<td>65.82</td>
<td>63.10</td>
</tr>
</tbody>
</table>

The relative difference in maximum temperature across tiers is lesser for mobile packages and more for conventional packages.

2.3.3 Thermal behavior with different number of tiers

Since heat flow is bi-directional in mobile packages, the middle tiers are more critical for multi-tier 3D ICs and the extreme tiers are influenced similarly. This implies that 2-tier 3D ICs are almost similar to 2D ICs in terms of thermal floorplanning for same mobile package properties, unless the power map is heavily unbalanced to have excessive power dissipation on one tier only. A high power density block can be placed in either of the two tiers in a 2-tier 3D IC design to have the same overall temperature profile because heat flows in both directions almost equally. This is not the case for conventional packages with heat sink because the tier away from the heat sink is always more critical thermally and it is desirable to have the high power density blocks closer to the heat sink. Table 3 shows the maximum temperature of different tiers for a 2D, 2-tier 3D and 3-tier 3D design with same total power. The maximum temperature for the two tiers in 2-tier 3D IC is almost same for both tiers with mobile package but for 3-tier case, the middle tier has higher maximum temperature than both the extreme tiers. The increase is uniform for conventional package with the tier away from the heat sink having worst temperature in all 3D designs.
2.4 Fast Thermal Analysis Model

2.4.1 Model development

Steady-state finite element thermal analysis leads to large matrix calculations of an equivalent thermal resistive network with multiple power sources. Therefore, a non-linear regression based technique is used to accurately model the steady-state temperature of monolithic 3D ICs after generating a large number of representative samples. The method of approximating a quantity dependent on certain number of predictor inputs using such techniques has been used in prior works [32]. While regression helps in determining direct correlation between target and inputs, non-linearity helps is reducing the total number of required inputs without affecting prediction accuracy. Temperature is set as the target quantity and it is modeled after successfully determining the different parameters of the monolithic 3D IC on which it depends. The developed temperature model evaluates the steady-state thermal behavior of monolithic 3D ICs of given dimensions, number of tiers and power distribution.

2.4.1.1 Initial experiments

The entire chip is divided into a tile based structure for each tier as shown in Figure 7. Each of the tiles is randomly assigned a power value such that the power density lies between

**Figure 7:** Final model structure with an objective tile. The red rectangles show the objective tile and rest of the chip. Their power values along with 2D distances from boundary are used as inputs for temperature calculation
Figure 8: Experimental setup with 20 neighboring levels and objective at the center.

0-100W/cm². Full chip thermal FEA with 20µm X 20µm mesh is carried out on these test cases. To address different types of applications, two kinds of packaging structure are considered independently. Figure 5a is the conventional cooling method which uses heat spreader and heat sink. Almost 100% of the heat dissipates through the heat sink. Figure 5b is the packaging structure used in modern smart phones due to size limitations [44]. The thermal resistance in both directions is similar therefore, there is bidirectional heat dissipation. ANSYS Fluent and Spice simulations are used to carry out the thermal analysis [2].

Based on the study of the thermal properties presented earlier, various experiments are conducted involving different power distributions, different granularity of tile division, multiple neighboring levels considered separately vs considered as single entity lumped together and temperature dependence on 2D and 3D location of the objective tile. The neighboring tiles of an objective tile were found to have a unified effect on the temperature of the objective. The reason is that they affect the objective indirectly through the handle bulk and not directly because immediate lateral conduction is almost absent. It is also observed that the location of a particular tile in the layout affects its temperature value. Some of the experiments conducted are explained below.
Table 4: Experimental results with different number of neighbors considered during MARS modeling

<table>
<thead>
<tr>
<th>No. of levels considered</th>
<th>GCV</th>
<th>Avg Error (%)</th>
<th>RMSE</th>
<th>Most important variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.108</td>
<td>1.31</td>
<td>0.46</td>
<td>Power_Level20</td>
</tr>
<tr>
<td>19</td>
<td>3.855</td>
<td>8.04</td>
<td>2.66</td>
<td>Power_Level19</td>
</tr>
<tr>
<td>18</td>
<td>6.550</td>
<td>11.26</td>
<td>3.90</td>
<td>Power_Level18</td>
</tr>
<tr>
<td>17</td>
<td>7.475</td>
<td>13.66</td>
<td>4.73</td>
<td>Power_Level17</td>
</tr>
</tbody>
</table>

Table 5: Experimental results of modeling with the entire chip area considered completely but with different number of partitioning levels

<table>
<thead>
<tr>
<th>No. of partitions</th>
<th>GCV</th>
<th>Avg Error</th>
<th>Most important variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.108</td>
<td>1.31</td>
<td>Power_Level20</td>
</tr>
<tr>
<td>10</td>
<td>0.105</td>
<td>1.53</td>
<td>Power_Level10</td>
</tr>
<tr>
<td>5</td>
<td>0.199</td>
<td>1.77</td>
<td>Power_Level5</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>1.95</td>
<td>Power_Level4</td>
</tr>
<tr>
<td>2</td>
<td>0.626</td>
<td>2.14</td>
<td>Power_Level2</td>
</tr>
<tr>
<td>1</td>
<td>0.727</td>
<td>2.32</td>
<td>Power_Level1</td>
</tr>
</tbody>
</table>

The primary goal is to divide the entire chip into tiles of 100µm X 100µm and then obtain a model with minimum number of inputs to calculate the temperature of each tile accurately without carrying out full FEA simulations. The lesser the number of input variables required, faster is the full-chip temperature analysis. To correctly determine the number of neighboring levels to be covered, experiments were done starting with 20 levels of neighboring tile levels and dropping the farthest neighbor one at a time to study the effects on the results (Figure 8). Since each tile is 100µm X 100µm and there are 20 levels of neighboring rings, the chip size is 4.1mm x 4.1mm. The effectiveness of a model is measured in terms of the generalized cross validation (GCV) values of the model development and average error. A GCV value close to zero implies perfect modeling. The results of this experiment show that the amount of error increases as the farthest neighbors are removed (Table 4). Therefore, the farthest neighbors have a considerable effect on the temperature of the objective even though they are far away laterally. This is because the total power of the larger rings of tiles are much more than the objective and all of this heat goes vertically to the handle bulk layer before indirectly affecting the objective tile temperature. Therefore, any
power dissipation cannot be ignored, irrespective of the lateral distance from the objective tile.

Using the same raw data as in the sub-section above, an analysis is carried out from a different viewpoint. The entire region (20 levels) is divided into different number of equal regions viz. 20 partitions (default), 10 partitions, 5 partitions, 4 partitions, 2 partitions and finally a single partitions where all 20 neighboring tile rings are treated as one. The power dissipation of these different partitions are used as variables to develop the model and the resulting model is compared in terms of GCV and average absolute error (Table 5). The results show that it is not necessary to have fine grained neighbors in the model. All the neighbors near or far have similar effect. Once again, this is explained by the indirect effect of neighbors through the handle bulk which is $75 \mu m$ thick and is silicon. The most important variable is always the last partition which has maximum magnitude of power.

2.4.1.2 Modeling technique

From the above experiments, the following important parameters which influence the chip temperature are finalized.

- Power of objective tile
- Total Power of rest of the tiles in the same tier
- Lumped sum of power of all tiles exactly above the objective
- Lumped sum of power of rest of tiles of the above tiers (excluding the ones directly above)
- Lumped sum of power of all tiles exactly below the objective
- Lumped sum of power of rest of tiles of the tiers below (excluding the ones directly below)
- Distance of the tile from each of the four 2D boundaries (4 variables)
- Distance from vertical boundaries (3D location).

The contributions of all power values other than that of the objective and immediate vertical neighbors can be summed up because all lateral influence is indirect through lateral conduction at the handle bulk only, which is above all the device layers (Figure 2a). The exponential increase in leakage with temperature can be taken care of by separating the power inputs into its components viz. dynamic and leakage powers and updating the leakage powers with temperature increase till a specified tolerance level is met.

Figure 7 shows the division of chip and the 2D dimension related variables. The target variable of the model is the rise in temperature above room temperature. Modeling is carried out with the help of Multivariate Adaptive Regression Splines (MARS) which is a non-linear regression technique [50]. The number of inputs is minimized to keep the final temperature evaluation runtime less but with very good accuracy. The chip dimensions are implicitly taken care of by the distance variables and are excluded in the inputs. The tier number of the objective is also included to include the 3D distance from the package boundaries. The individual tile size is fixed at 100$\mu$m X 100$\mu$m. Further granularity does not improve modeling results much but adds to the evaluation time for the whole chip which will affect the overall runtime of the thermal-aware floorplanner presented later. The thermal analysis models are developed for each of the packaging structures separately for both 2-tier and 3-tier 3D cases.

### 2.4.1.3 Sample generation

A large number of samples which cover all the possible variations in the parameters are required to develop a good model. To correctly capture all the possible 3D chip sizes and power distributions, detailed thermal analysis of whole chip testcases is carried out. These cases cover chip dimensions from 1mm to 5mm (in steps of 1mm) with aspect ratio lying between 0.5 and 2. Each chip is divided into 100$\mu$m X 100$\mu$m tiles and each such tile forms one sample. The above properties add up to 17 whole chip FEA simulations. These
simulations are run only for one time to generate a large number of samples. Power density values of the tiles are randomly distributed from 0-100 W/cm$^2$ while ensuring that around 10% of the total chip area is whitespace to correctly simulate practical designs. Around 15% of the samples are used for training of model and the rest used for testing. Since the samples were generated with the respective packages, the training captures the package properties into the final temperature model. For a different package structure or same package with different dimensions or material properties, the training samples generated with the corresponding package will capture the package properties. Therefore, the same modeling approach adapts the model to the package used for generating the training samples. During whole chip thermal simulation to obtain these samples, Back End of Line (BEOL) material is treated as 100% dielectric (SiO$_2$) material. This is because these generated samples do not have actual routing and dielectric constitutes maximum portion of BEOL [2].

The modeling results are more accurate when all the samples have a random power density distribution with fixed average rather than with varying average. Therefore, samples with power density varying randomly from 0-100W/cm$^2$ are used, which results in an average power density of all samples close to 50W/cm$^2$ (average of a random distribution). However, the power density of the practical case to be modeled will vary from design to design and needs to be taken care of during final evaluation. The trend prediction of the developed model is always correct, irrespective of the actual average power density. However, the values are just shifted up or down and need a constant correction offset depending on the actual power density being greater than or less than 50W/cm$^2$. From various practical example cases, this offset is evaluated to be a constant multiple of the difference of the actual average power density (PD) of chip and the samples’ power density (≈50 W/cm$^2$ here). To successfully model samples covering different average power density, the number of total samples required increase by orders of magnitude. Since steady state average temperature is a linear function of average power, this simple offset method avoids the need
for generating more samples for modeling. The exact multiplying coefficient depends on the samples used for modeling but will always remain constant once a model is developed irrespective of the actual chip being evaluated. The temperature evaluated by the model is the rise above room temperature as it is the more appropriate variable to model. To get the absolute temperature, the room temperature can be added to it.

2.4.2 Model accuracy

![Model accuracy: FEA simulation vs new temperature model for 256-bit multiplier. The temperature range is [63°C, 79°C].](image)

The testing sample set gives an absolute average error of less than 1%. For practical designs, the average error is less than 5%. Figure 9 shows the accuracy of model for a
Table 6: Full chip thermal analysis runtime comparison for 3-tier 3D IC (1.3 mm x 1.3 mm footprint). (Runtime for new model averaged over $10^6$ runs)

<table>
<thead>
<tr>
<th>Method</th>
<th>Runtime (in sec)</th>
<th>Normalized Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Model</td>
<td>0.00022</td>
<td>1.0</td>
</tr>
<tr>
<td>GDS-level FEA</td>
<td>1082</td>
<td>$4.9 \times 10^6$</td>
</tr>
<tr>
<td>HotSpot</td>
<td>5.68</td>
<td>$2.6 \times 10^4$</td>
</tr>
</tbody>
</table>

testcase, designed for 3-tier 3D. The top row show the layouts of the individual tiers of 3-tier 3D IC, the middle row is the temperature maps after detailed FEA thermal analysis with the average temperature of each tile plotted while the last row is the temperature analysis results from the developed model. The model captures the temperature variation trend very well and all the hotspots are accurately detected. This methodology of temperature estimation can be used for any circuit irrespective of whether it is a flat gate level design or a block level design. Only the power needs to be distributed into the tiles to carry out fast accurate temperature analysis.

The important conclusion is that irrespective of the error, the trend of temperature change within the chip is accurately evaluated with the developed model. The error primarily comes in the cooler regions of the chip. The reason is that there is immediate whitespace on all sides (2D and 3D) around these cool tiles but they are treated as similar to all other tiles. The tile power for such cases is low but the rest of the chip power used as temperature predictor becomes high and thus overestimates the temperature. This error can be easily rectified by adding one more step of checking the very low power tiles with low power 2D and 3D neighbors in a given design before feeding the predictors into the model. For these tiles, the lumped power value of rest of the chip can be scaled down before analyzing the temperature.

2.4.3 Runtime comparison

Since the developed model is a compact model with a simple mathematical relation obtained by regression, it is many orders of magnitude faster than full GDS-level analysis and
compact resistive network analysis methods. This very important property helps in direct
temperature estimation during a larger part of the design process. Table 6 summarizes the
runtime comparison with GDS-level FEA simulation and Hotspot [26]. The runtime is re-
ported after the analysis of a 3-tier 3D design with 1.3mm x 1.3mm footprint. Hotspot is
run for steady-state thermal analysis with 3D stacking using a 16x16 grid network such that
each grid’s size is $81.25 \mu m \times 81.25 \mu m$, that is similar to the tile size used in the presented
model. The new model is $4.9 \times 10^6$ times faster than FEA simulation and $2.6 \times 10^4$ faster
than hotspot analysis for 3D stacking.

2.5 Thermal-aware Floorplanning

2.5.1 Floorplanning algorithm

Simulated annealing of sequence pair representation of floorplan is used to obtain the best
floorplan depending on the weighted cost function specified. The non thermal-aware floor-
planner excludes the maximum temperature of chip from the cost function. Since this is a
monolithic design, 3D via does not occupy any area and hence, the number of 3D connec-
tions is not included in the cost function. It is known that larger area will help in reducing
temperature by reducing the power density. However, area is directly proportional to cost,
especially in miniaturized systems. Therefore, the floorplanner is tuned to start optimizing
temperature only after the specified area constraint is satisfied. Also, there is a trade-off be-
tween maximum temperature reduction and total wirelength to have minimum performance
overhead. More wirelength will increase total net switching power in the final design which
may increase temperature further. However, if the blocks are not given freedom of move-
ment within the constrained area, the solution space for temperature optimized floorplans
within that area becomes smaller and there won’t be significant temperature reduction.
This freedom of movement of blocks implies wirelength overhead in the overall floorplan.
Therefore a step by step process is used to obtain the temperature optimized floorplan.

First, the non-thermal floorplanner is run without any temperature cost to obtain the
expected wirelength value. In the next step, given a certain slack on this wirelength, wirelength and maximum temperature is included in the initial cost function. Once, the wirelength goal is met, only temperature within that area and wirelength constraint is minimized. Any floorplan solution which violates the area and wirelength requirement is rejected. The floorplanner is also run with only 5% area slack to give more room for improvement. The final result obtained can be below this area limit. The fact that the developed thermal model is extremely fast with good accuracy enables faster temperature profile evaluation of every sequence pair without any runtime issues and hence minimizes the maximum temperature.

For a design with $B$ blocks, $N$ nets and $T$ thermal tiles, the complexity changes from $O(B \log B + N)$ to $O(B \log B + N + T)$ by including temperature evaluation [53]. The wirelength calculation for all nets for a given sequence pair is the major time complexity in the floor-planning process. Therefore, the addition of thermal analysis with the developed model, which uses $100 \mu m \times 100 \mu m$ tiles, has insignificant overhead even with millions of moves during simulated annealing.

After obtaining the temperature optimized floorplan, place and route of the design is carried out using Encounter and then the power and timing analysis is carried out to verify that there is no performance overhead. All benchmarks were designed to meet the specified timing requirement with minimal change in worst negative slack. A final full GDS-level thermal FEA was carried out with the specific package structure to check the maximum temperature.

### 2.5.2 Floorplanning results for conventional package

Two benchmark circuits are reported for floorplanning comparison. The FFT benchmark is obtained at RTL level from Opencores and has 49 blocks of different sizes with 1400 inter-block nets. The industry circuit benchmark was obtained directly at block level only with inter-block nets and block powers. It has 32 blocks with 9203 nets. Since the verilog netlist
Figure 10: 3-tier floorplanning layouts (ind.ckt benchmark with conventional package structure) with corresponding absolute temperature maps. The temperature range is [47°C, 68°C].
<table>
<thead>
<tr>
<th></th>
<th>Footprint (µm x µm)</th>
<th>Si Area (mm²)</th>
<th>Inter-block WL (m)</th>
<th>Max Temp above room (°C)</th>
<th>Avg Temp above room (°C)</th>
<th>Temp Gradient (°C)</th>
<th>Floorplan Runtime (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>cf_fft_256_8</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-thermal</td>
<td>745 x 939</td>
<td>1.40 (1.00)</td>
<td>0.34</td>
<td>33.38 (1.00)</td>
<td>26.26</td>
<td>10.19</td>
<td>1452 (1.00)</td>
</tr>
<tr>
<td>Thermal (w/o area slack)</td>
<td>762 x 920</td>
<td>1.40 (1.00)</td>
<td>0.45</td>
<td>31.62 (0.94)</td>
<td>25.88</td>
<td>8.37</td>
<td>1723 (1.18)</td>
</tr>
<tr>
<td>Thermal (w/ area slack)</td>
<td>867 x 849</td>
<td>1.47 (1.05)</td>
<td>0.45</td>
<td>27.36 (0.82)</td>
<td>24.37</td>
<td>5.56</td>
<td>1780 (1.23)</td>
</tr>
<tr>
<td>3-tier</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-thermal</td>
<td>580 x 824</td>
<td>1.43 (1.00)</td>
<td>0.34</td>
<td>48.05 (1.00)</td>
<td>39.14</td>
<td>13.00</td>
<td>1486 (1.00)</td>
</tr>
<tr>
<td>Thermal (w/o area slack)</td>
<td>577 x 829</td>
<td>1.43 (1.00)</td>
<td>0.37</td>
<td>44.20 (0.92)</td>
<td>38.47</td>
<td>9.26</td>
<td>1769 (1.19)</td>
</tr>
<tr>
<td>Thermal (w/ area slack)</td>
<td>891 x 560</td>
<td>1.50 (1.05)</td>
<td>0.35</td>
<td>42.84 (0.89)</td>
<td>36.69</td>
<td>11.31</td>
<td>1808 (1.22)</td>
</tr>
<tr>
<td><strong>ind_ckt</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-thermal</td>
<td>3680 x 1994</td>
<td>14.68 (1.00)</td>
<td>6.43</td>
<td>26.57 (1.00)</td>
<td>19.76</td>
<td>11.19</td>
<td>3228 (1.00)</td>
</tr>
<tr>
<td>Thermal (w/o area slack)</td>
<td>3603 x 1994</td>
<td>14.37 (0.98)</td>
<td>6.86</td>
<td>25.20 (0.95)</td>
<td>19.74</td>
<td>9.99</td>
<td>5552 (1.72)</td>
</tr>
<tr>
<td>Thermal (w/ area slack)</td>
<td>3050 x 2491</td>
<td>15.19 (1.03)</td>
<td>7.33</td>
<td>23.89 (0.90)</td>
<td>18.93</td>
<td>9.44</td>
<td>5677 (1.76)</td>
</tr>
<tr>
<td>3-tier</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-thermal</td>
<td>2591 x 1960</td>
<td>15.24 (1.00)</td>
<td>5.54</td>
<td>40.89 (1.00)</td>
<td>28.66</td>
<td>20.30</td>
<td>3600 (1.00)</td>
</tr>
<tr>
<td>Thermal (w/o area slack)</td>
<td>2452 x 2070</td>
<td>15.22 (1.00)</td>
<td>5.91</td>
<td>35.73 (0.87)</td>
<td>28.72</td>
<td>13.80</td>
<td>6471 (1.80)</td>
</tr>
<tr>
<td>Thermal (w/ area slack)</td>
<td>2454 x 2037</td>
<td>15.00 (0.98)</td>
<td>6.29</td>
<td>32.03 (0.78)</td>
<td>28.41</td>
<td>8.00</td>
<td>6074 (1.69)</td>
</tr>
</tbody>
</table>
of the industry circuit and the intra block information is not provided, there is no place and route step of this the design and only the HPWL is reported. The block power numbers result in a large temperature gradient in the non thermal aware design and the inclusion of temperature cost evaluated using the thermal model improves the temperature profile significantly. The inter-block nets’ switching power is obtained by timing and power analysis using Synopsys PrimeTime and is considered in the final GDS-level thermal analysis. The purpose is to ensure that even with slight power increase due to increased wirelength, the thermal aware floorplan results in reduced temperature. Since inter block wirelength is very less compared to total wirelength, there is negligible increase in interconnect power due to increase in inter-block wirelength.

The results of the different cases implemented during floorplanning with conventional package are summarized in Table 7. The implementations for 2-tier and 3-tier 3D designs are presented for conventional package structure. 2D design metrics are also given for reference. Since the runtime is dependent on number of blocks, number of nets (for wirelength calculation) and size of the chip (for temperature estimation), there is different runtime for the different designs, but the increase in runtime due to thermal analysis is well within tolerable limits.

There is significant reduction in maximum temperature given the fact that there is minimum area overhead, therefore satisfying the purpose of the thermal-aware floorplanning (Figure 10). The developed thermal-aware floorplanner tries to reduce the gradient of the temperature variation as the average power density of the chip will remain the same because of the same chip area with the same total power dissipation. The floorplanning process avoids stacking of high power density blocks and also forces such blocks to tiers which are closer to the heat sink. The larger and low power density blocks are placed in the critical tiers. The 3-tier designs show more degree of improvement because of more options to move the blocks around. All of this becomes feasible only because of the fast and accurate monolithic 3D IC temperature estimation model.
### Table 8: Comparison with 3DFP [27] (FFT benchmark)

<table>
<thead>
<tr>
<th></th>
<th>Footprint ($\mu m \times \mu m$)</th>
<th>Si Area ($mm^2$)</th>
<th>Inter-block WL (m)</th>
<th>Max Temp above room ($^\circ C$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2-tier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3DFP [27]</td>
<td>1005 x 735</td>
<td>1.48</td>
<td>0.60</td>
<td>27.63</td>
</tr>
<tr>
<td>New FP</td>
<td>867 x 849</td>
<td>1.47</td>
<td>0.45</td>
<td>27.36</td>
</tr>
<tr>
<td><strong>3-tier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3DFP [27]</td>
<td>972 x 518</td>
<td>1.51</td>
<td>0.46</td>
<td>45.81</td>
</tr>
<tr>
<td>New FP</td>
<td>891 x 560</td>
<td>1.50</td>
<td>0.35</td>
<td>42.84</td>
</tr>
</tbody>
</table>

#### 2.5.3 Comparison with state-of-the-art

Cong *et al.* show 56% temperature reduction but a 21% area increase which is significantly high overhead [17]. A fast but less accurate hybrid resistive model and another accurate but relatively slow resistive model is used selectively within the floorplanning process.

Power density and total 3D overlap in the cost function to incorporate thermal awareness during design has been used for thermal aware 3D floorplanning [27]. The tool called 3DFP is available for public use. The new thermal model is more effective than 3DFP in the design process because it directly gives an accurate measure of temperature. 3DFP is used on the same benchmarks and the results are compared. Since, the number of moves during annealing and other annealing parameters differ in the two floorplanners, only the quality of the floorplan results is compared, and not the total runtime.

Table 8 shows the comparison results of 3DFP and the developed thermal-aware floorplanner for the FFT benchmark. With the help of direct temperature measurement during annealing using the fast and accurate model, better floorplans are designed in all respects viz. area, wirelength and temperature.

#### 2.5.4 Thermal floorplanning for modern mobile package

Table 9 shows the results for thermal aware floorplanning for 3-tier 3D ICs with mobile package structure for the two benchmarks. The power densities have been scaled for the designs to satisfy the peak temperature limitations for mobile package structures. Figure 11
## Table 9: Thermal-Aware floorplanning with temperature model developed for modern mobile package (no heat sink)

<table>
<thead>
<tr>
<th></th>
<th>Footprint ($\mu m \times \mu m$)</th>
<th>Si Area ($mm^2$)</th>
<th>Inter-block WL ($m$)</th>
<th>Max Temp above room ($^oC$)</th>
<th>Average Temp above room ($^oC$)</th>
<th>Temp Gradient ($^oC$)</th>
<th>Floorplan Runtime (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>1181 x 1147</td>
<td>1.36</td>
<td>0.56</td>
<td>11.96</td>
<td>10.91</td>
<td>1.88</td>
<td></td>
</tr>
<tr>
<td>Non-thermal</td>
<td>580 x 824</td>
<td>1.43 (1.00)</td>
<td>0.3</td>
<td>32.78 (1.00)</td>
<td>29.13</td>
<td>5.10</td>
<td>1486 (1.00)</td>
</tr>
<tr>
<td>3-tier Thermal (w/o area slack)</td>
<td>552 x 853</td>
<td>1.41 (0.99)</td>
<td>0.32</td>
<td>31.42 (0.96)</td>
<td>28.77</td>
<td>4.21</td>
<td>1985 (1.34)</td>
</tr>
<tr>
<td>Thermal (w/ area slack)</td>
<td>667 x 739</td>
<td>1.48 (1.04)</td>
<td>0.34</td>
<td>28.98 (0.88)</td>
<td>28.23</td>
<td>1.43</td>
<td>1889 (1.27)</td>
</tr>
<tr>
<td>3D</td>
<td>3939 x 3525</td>
<td>13.89</td>
<td>10.18</td>
<td>23.24</td>
<td>16.43</td>
<td>12.00</td>
<td></td>
</tr>
<tr>
<td>Non-thermal</td>
<td>2591 x 1960</td>
<td>15.24 (1.00)</td>
<td>5.54</td>
<td>39.81 (1.00)</td>
<td>27.07</td>
<td>23.06</td>
<td>3600 (1.00)</td>
</tr>
<tr>
<td>3-tier Thermal (w/o area slack)</td>
<td>2420 x 2097</td>
<td>15.22 (1.00)</td>
<td>5.97</td>
<td>38.79 (0.97)</td>
<td>27.15</td>
<td>21.06</td>
<td>6564 (1.82)</td>
</tr>
<tr>
<td>Thermal (w/ area slack)</td>
<td>2701 x 1949</td>
<td>15.79 (1.04)</td>
<td>6.27</td>
<td>35.18 (0.88)</td>
<td>23.07</td>
<td>20.23</td>
<td>6962 (1.93)</td>
</tr>
</tbody>
</table>
Figure 11: 3-tier floorplanning layouts (ind_ckt benchmark with mobile package structure) with corresponding absolute temperature maps. The thermal-aware floorplans avoid stacking of high power density blocks and keep low power density blocks in middle tier. The temperature range is [42°C, 67°C].
shows the floorplanning results along with their temperature maps for industrial circuit benchmark with mobile packaging structure. For such type of packaging, the middle tier is most critical as heat dissipates in both directions. The thermal model correctly maps the mobile package system along this line and the larger, low power density blocks get placed in the middle tier (Tier1) without any area overhead. For the thermal-aware floorplanning with no area overhead, Tier1 ends up with only three large blocks with low power density reducing maximum temperature.

2.6  Mobile Package Optimization: Impact of the Materials

The different layers which play an important role in thermal behavior of mobile packages due to two-way heat flow were presented in Section 2.3. In this section, the impact of thickness and conductivity of some of these materials in mobile package on the maximum temperature are studied. In particular, the difference in impact on 2D ICs and 3D ICs is examined and the fact that a good change in package properties is more beneficial for 3D ICs than 2D ICs is established. The different material properties varied are the ones specified with range of values in Table 2. Figure 12 plots the maximum temperature of 2D IC and 2-tier 3D IC with change in various material thicknesses and conductivities. 3D ICs have multiple layers of power dissipation source while 2D ICs have just one device layer dissipating power. Therefore, the impact of changing the thickness and conductivities of package layers is more prominent in 3D IC than 2D IC.

Thermal Interface Material (TIM) is a necessary layer to have smooth continuous contact between the uneven bulk surface and the EMI (or heat spreader for conventional packages). They are poor conductors of heat (< 5 W/mK) but provide a better and continuous thermal interface than silicon-air and air-metal interface. Because the TIM provides a high resistive path to heat flow, changes in the thickness of the layers beyond TIM (EMI and graphite) have negligible impact. The thermal circuit is equivalent to a large resistance (TIM here) in series with a small resistance (EMI) whose value changes with change in
Figure 12: Impact of change of various material thicknesses and conductivity on maximum temperature of ind.ckt benchmark with mobile package structure for 2D IC and 3D IC (2-tier). Dotted lines in (f) is the average temperature variation.
thickness but has minor impact on equivalent resistance. This is shown in Figure 12a where change in EMI thickness has no impact on the maximum temperature of 2D IC as well as 3D IC.

Figure 12b and Figure 12c show the impact of change of PCB thickness and vertical conductivity respectively. Since the PCB is the major heat flow path in the downward direction (Figure 5b), improvement in its thermal resistance reduces maximum temperature significantly. Reduction in thickness or increase in vertical conductivity both contribute to reduced thermal resistance. The change is more prominent in 3D ICs because the bottom tier now finds a much lower resistive path in the downward direction and the amount of heat transferred towards the upper tier is reduced therefore reducing the degree of thermal coupling in the two tiers.

TIM has a similar impact as PCB as shown in Figure 12d and Figure 12e. The vertical conductivity change brings about a larger degree of maximum temperature change because the conductivity value itself is changed from 0.5-5 W/cm² which is a 10X increase. Though not shown in the plots, the average temperature also follows the same trend as the maximum from Figure 12a-12e as most of these layers are towards the end of the equivalent thermal circuit. Handle bulk on the other hand is an intermediate layer in the heat flow path. Silicon being a reasonably good conductor helps more in lateral spreading to reduce the temperature gradient across the design but has no impact on the overall average since there is a poor conducting TIM layer further up in the path. Figure 12f shows the change in maximum temperature with change in handle bulk thickness. The average temperature is also shown in dotted lines and has no change with change in bulk thickness but the maximum temperature reduces due to change in gradient. Also the difference in impact on 2D IC and 3D IC is not very high as observed for the PCB and TIM layers.

Therefore, the package structure plays an important role in determining the maximum temperature and the same change in package properties exhibit more benefits for 3D ICs with mobile packages. This can be used to plan a good package structure to start with or as
a post physical design technique to further improve the thermal reliability of 3D ICs after obtaining a thermal aware layout.

## 2.7 Summary

This chapter presented the unique thermal properties of monolithic 3D ICs and compared their thermal behavior with TSV-based 3D ICs. It was observed that due to the absence of bulk silicon substrate in monolithic technology, there is no lateral spreading near the device layer. Also the very thin ILD and absence of bonding layer results in heavy vertical thermal coupling and improves the temperature profile of the tiers away from the heat sink compared to TSV-based 3D ICs.

The properties were utilized to develop a methodology to obtain package-aware fast and accurate thermal analysis model for monolithic 3D ICs with different number of stacking layers using non-linear regression. These models were verified against full chip FEA thermal simulations and found to be highly accurate.

Next, the models were used in a thermal-aware floorplanner to obtain significant temperature reduction with minimum or no area overhead for both conventional packages with heat sink and mobile packages. The impact of material property changes in mobile package structure to enable thermal package optimization for 3D ICs was also studied.
CHAPTER III

POWER DELIVERY IN MONOLITHIC 3D ICS

Power delivery network (PDN) is an integral part of any circuit design. In conventional 2D ICs, few top metal layers are dedicated for PDN, while most of the signal routing happens in the bottom and intermediate layers. Therefore, there is no conflict of resource usage between signal and power routing. However, for 3D ICs, PDN and signal have to pass through top metal layers of one tier to connect to cells in the other tiers. This affects the resource allocation for signal routing and worsens congestion. PDN tradeoffs among wire-length, power, and thermal are more pronounced in monolithic 3D ICs than TSV-based 3D and 2D designs because of the higher integration density which uses many MIVs leading to severe competition between signal and power connections. The relative impact worsens at advanced technology nodes due to higher congestion of interconnects. The increase in signal wirelength leads to higher switching power dissipation, which significantly contributes to total power and worsens thermal behavior.

In this chapter, a comprehensive study on the impact of power delivery network (PDN) on full-chip wirelength, routability, power, and thermal effects in gate-level monolithic 3D ICs across different technology nodes is presented. The new challenges in PDN for M3D are identified and their impact quantified. Various PDN design optimization techniques for monolithic 3D ICs at different nodes are developed and tested with full chip designs to reduce PDN impact on signal wirelength and total power under the given IR drop budget.

3.1 Motivation and Background

The side-view of a typical two-tier monolithic sequential structure with seven metal layers in each tier is shown in Figure 13. The orientation of this figure is as per the fabrication sequence and not in flip-chip configuration. The device layer thickness is around 30nm
Figure 13: Side-view of 2-tier monolithic 3D IC structure (with seven metal layers in each tier)

and the inter tier dielectric (ILD) which separates different tiers is about 100nm thick. The monolithic inter-tier via (MIV) diameter of <100nm allows high integration density with significant wirelength reduction in M3D. The MIV connects the top metal of bottom tier to the bottom metal of the top tier.

Since, gate-level monolithic 3D ICs provide ultra high integration density by the stacking of dies, power density of the chip and also the current demand per unit area is increased. This in turn complicates the the power delivery network design. Interconnects do not scale at the same rate as devices and the parasitic resistance of wires is higher at advance nodes [10, 11]. Therefore, interconnect impact worsens as devices become smaller. Monolithic 3D ICs helps in reducing the interconnect length significantly by allowing tens of thousands of 3D MIVs. However, the presence of power delivery network (PDN) reduces the routing resources and adversely affects the total signal wirelength. This impact is more severe in M3D due to heavy usage of top metals for 3D routing along with PDN routing. PDN is always important in any design, but due to sequential 3D layers with very high integration density in M3D, optimal PDN planning becomes much more critical.

Prior works focusing on power reduction benefits in gate-level monolithic 3D ICs and related CAD methodologies [45, 12] do not address any thermal issues and totally ignore
power delivery design and challenges. Wei et al. have shown that PDN helps in reducing the temperature in monolithic 3D ICs with an example of OpenSPARC T2 processor core [54]. Though the presence of PDN helps in improving the thermal conductivity and reduces maximum temperature, the same power dissipation of the blocks with or without PDN is assumed, ignoring its impact on increased congestion during signal routing. This congestion results in increased signal wirelength and hence increased net power, especially in advanced technology nodes. Also, the power simulation has been carried out at the architectural level and does not include parasitic impacts from full layout-extraction. Billiont et al. further studied the impact of tungsten in bottom tier along with the presence of PDN in designs but the primary focus was development of CAD flow [9]. Panth et al. developed a tier-partitioning technique to handle power-delivery and thermal trade-off in M3D for mobile applications [44].

Some other 3D PDN works focus only on TSV-based 3D ICs or 3D PDN simulation and analysis techniques. A 3D IC floorplan and power-ground co-synthesis tool is developed in [23]. However, only block level floorplanning and power/ground design is considered for TSV-based 3D designs. There is no discussion on the PDN inside the blocks. The total intra-block wirelength heavily dominates the total wirelength in any design. In other works, Luo et al. developed 3D IC power delivery networks benchmark for research purposes [39]. Various sizes of 3D designs are covered, but all of them are TSV-based and at the block level.

Full chip impact study of PDN design on monolithic 3D ICs has not been studied much. With advancement of technology and scaling limits, gate-level monolithic 3D ICs enable further extension with significant power and scaling benefits. Therefore, it is important to study and understand all factors influencing this technology, and develop methods to maximize the overall benefits, especially in advanced nodes. PDN optimization is one of such important factors.
3.2 Design and Analysis Setup

Two benchmark circuits at three different technology nodes are designed and analyze to understand the PDN impact on physical design for 2D and monolithic 3D. The benchmarks used are (1) OpenSPARC T2 single core [43] and Advanced Encryption Standard (AES) circuit [42]. 28nm, 14nm and predictive 7nm technology library are used for the design implementations and analysis.

The 2D physical design is carried out using standard RTL-GDSII flow in Cadence Encounter. The 3D designs are first placed using the same tool in a 2D fashion but with doubled capacity and then partitioned by placement driven partitioning [47]. Since, the focus of this study is the impact of PDN on the full design, any good partitioning methodology [45, 9, 47] will suffice and the relative impact of similar PDN on signal wirelength will be similar. MIV planning and insertion is carried out by stacking the individual tiers together into a single 3D metal stack with appropriate cell-pin locations and then using Encounter nanoroute tool to get the via locations ([45, 9, 47]). After 3D Placement and MIV planning, tier by tier routing is performed to get the final designs. Two types of 2D and 3D designs are implemented respectively, with similar placement of cells. One is routed without any power or ground wires in the metal layers, while the other one has power/ground wires in the relevant metal layers. The circuits are designed to meet similar timing constraints in both 2D and 3D at the respective nodes and are therefore iso-performance designs. Power analysis is carried out on these iso-performance designs using Synopsys PrimeTime. Figure 14 shows example layouts of the placement and routing of both the tiers of T2 benchmark with 28nm technology. Power/ground wires are not shown for clear view of signal routing.

3.2.1 Technology scaling

Technology node is a major aspect that will affect the power benefits of M3D and the impact of PDN. As per recent ITRS roadmap [28], interconnect scaling lags behind device
scaling. Resistivity of copper wires increase rapidly at advanced nodes due to increased electron scattering at the grain boundaries and surfaces. At 7nm, copper has 3.7X larger resistivity than 45nm node. Therefore, it is imperative to study and analyze the impact of PDN on M3D at future nodes as well.

Full process design kits (PDK) for 45nm and 28nm are openly available for use in research. However, the new open-source 15nm PDK [40] is not fully developed yet and lacks important information for full RTL-GDSII designs. In addition, there is no real 7nm PDK available in any form. Therefore, for this study, predictive libraries were built at 14nm and 7nm nodes for relative comparison based on Synopsys 28/32nm PDK [52] and ITRS data (advancement of two and four nodes respectively relative to 28nm node). This approach is motivated from earlier works ([11, 14]) that used ITRS based scaled PDKs for
Table 10: Power/delay comparison of basic cells (X1 size) at different nodes. (input transition time = 32ps, load Cap = 1fF)

<table>
<thead>
<tr>
<th></th>
<th>Cell Power (fJ)</th>
<th>Rise Delay (ps)</th>
<th>Fall Delay (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>INV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28nm</td>
<td>0.350 (1.00)</td>
<td>5.79 (1.00)</td>
<td>6.01 (1.00)</td>
</tr>
<tr>
<td>14nm</td>
<td>0.147 (0.42)</td>
<td>5.05 (0.87)</td>
<td>5.29 (0.88)</td>
</tr>
<tr>
<td>7nm</td>
<td>0.054 (0.15)</td>
<td>4.63 (0.80)</td>
<td>4.71 (0.78)</td>
</tr>
<tr>
<td>NAND2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28nm</td>
<td>0.559 (1.00)</td>
<td>20.59 (1.00)</td>
<td>18.06 (1.00)</td>
</tr>
<tr>
<td>14nm</td>
<td>0.252 (0.45)</td>
<td>17.12 (0.83)</td>
<td>15.89 (0.88)</td>
</tr>
<tr>
<td>7nm</td>
<td>0.099 (0.18)</td>
<td>15.47 (0.75)</td>
<td>14.44 (0.80)</td>
</tr>
<tr>
<td>NOR2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28nm</td>
<td>0.606 (1.00)</td>
<td>21.69 (1.00)</td>
<td>23.35 (1.00)</td>
</tr>
<tr>
<td>14nm</td>
<td>0.270 (0.45)</td>
<td>18.28 (0.84)</td>
<td>20.05 (0.86)</td>
</tr>
<tr>
<td>7nm</td>
<td>0.117 (0.19)</td>
<td>15.35 (0.71)</td>
<td>17.68 (0.76)</td>
</tr>
</tbody>
</table>

research.

The cell layouts are scaled as per ideal area-scaling ratio of 50% per technology node. Though this is optimistic scaling, it allows a direct relative comparison of PDN impact on signal routing and hence wire power across different technologies. Therefore, the same cell in 28nm technology is 4X the size of 14nm cell and 16X the size of 7nm cell in terms of area. All cells are 11-track layouts i.e. the height of the cell is 11X that of minimum metal1 pitch (as provided in 28nm PDK). Transistor models are used from ASU-PTM [48] to obtain the new timing libraries for the 14nm and 7nm standard cells. The nominal voltages for 28nm, 14nm and 7nm PDKs are 1.05V, 0.8V and 0.7V respectively. While 1.05V is as provided in the 28nm PDK, the other values are based on the transistor model data. The high input gate-capacitance and internal power of cells (relative to the expected reduction with scaling) of finFETs used in post-16nm nodes are accounted for in the 14nm and 7nm cell libraries.

Table 10 shows the power-delay comparison of some basic cells in the three technology nodes. The libraries built for 14nm and 7nm closely follow the predictive technology trend in [10, 11], where 45nm library has been used as the reference. In this chapter of the work, 28nm library [52] is used as the reference. For the new libraries, new interconnect technology (tch) files are generated with extensive electromagnetic (EM) simulation using Cadence Techgen for use in accurate full chip layout parasitic extraction. RC parasitic
Figure 15: (a) Section of power/ground mesh structure, (b) a power MIV array at periphery.

values and material properties are based on ITRS projections [28]. While capacitance per unit length remains almost the same across nodes ($\sim 0.2 \, \text{fF}/\mu\text{m}$) due to use of low-K dielectrics, the metal layers become severely resistive at advanced nodes due to the larger copper resistivity and the smaller metal width/thickness. But the length of nets also reduce, so the overall impact cannot be directly predicted without full chip design and analysis.

3.2.2 Power delivery network designs

In this work, standard power delivery network design methodology is used, which uses topmost metal layer for global wires and then intermediate metal layers to connect to the metal1 VDD and VSS rails [44]. Figure 15a shows the PDN mesh layout structure. The density of power/ground wires is determined such that the maximum IR drop in 2D designs is limited to 5% of the supply voltage (VDD). Similar PDN layout is maintained across all technologies with respective pitches/widths of metals and supply bumps. The same pitch of PDN wires is used in 2D and 3D designs for the same technology and then full chip impact comparisons are carried out. The benchmarks are parts of larger SoC designs and hence sub-modules or cores of a bigger design (e.g. T2 single core is one unit of 8-core T2). The power supply to such designs is delivered mostly through rings and stripes that are connected to the full SoC’s PDN. These supplies are then distributed using the intra-module PDN. The C4 bumps in flip-chip designs supply power to the full SoC which in
Figure 16: Impact of PDN on MIV landing pads a) MIVs freely distributed without any PDN blockages in top metal b) PDN blockages affect MIVs in top metal c) isometric view showing the constraints on signal MIV landing pad locations in top metal and metal1 of the next tier.

turn distributes it to these different modules through their rings. Therefore, in this analysis, input power/ground supply is only provided at the periphery of the chips. This same relative density of PDN usage is maintained in both 2D and M3D designs. Therefore, it gives a direct comparison on PDN impact. Addition of more power/ground inputs with same mesh will only improve the IR drop numbers in both 2D and 3D designs.

OpenSPARC T2 single core contains register-file modules which block up to metal4. Therefore, seven metal layers for full signal routing in T2. AES is a gate only design and relatively smaller and five metal layers are sufficient for full routing. These numbers are determined after performing experiments to verify the total routing requirement.

For T2 single core benchmark, metal7 is used for horizontal wires and metal4 for the intermediate vertical wires in the power/ground mesh. The preferred orientations are used as specified in the technology. 40% of the top metal and 20% of the intermediate metal is used for PDN. The top metal power/ground wires are made wider while the intermediate metal4 wires are relatively less wide. The frequency of occurrence of the wires are determined by the percentage usage as mentioned earlier and all the wires are placed equidistant from each other. The VDD and VSS cell rails run on metal1 cell rows as usual. For the AES design where five metal layers are used, metal5 is used for the horizontal power/ground wires. All the designs are circumscribed with VSS and VDD rings.

For 3D designs, 3D power ground connections are in the form of MIV arrays distributed
along the periphery (Figure 15b). Since a single MIV is extremely thin, it offers very high resistance to the supply paths (≈10Ω). Therefore, an array of such MIVs is used for a single supply connection. 15 x 15 arrays (3µm x 3µm at 28nm node) are used here. Such arrays are not placed inside the main area of the design because it consumes and blocks extra silicon area. Also reduced footprint in 3D designs helps reduce path resistance from periphery to center.

Full IR drop analysis is performed using Cadence VoltageStorm. 3D technology files are generated to allow the tool to carry out 3D IR drop analysis. The 3D technology file has the basic stack-up information of the two tiers of monolithic 3D IC along with the vertical dimensions of the ILD and MIVs connecting the tiers. Current sources (cell locations) are placed at the respective metal1 rails of each tier and the full two-tier IR drop analysis is carried out. The values of the current sources are determined using the detailed cell-level power analysis with PrimeTime. For 3D designs, it is always the tier farther from the external supplies that is affected most. In the study, the bottom tier of Figure 13 shows maximum IR drop since it is away from the external power supply input which is on the top metal of top tier.

### 3.3 New PDN issues in Monolithic 3D ICs

Power Delivery Network (PDN) with low max IR drop is an integral part of any digital circuit. In general, the top metal layer(s) is completely dedicated for power delivery depending on the number of supply voltages required for the design. Instead of having a long via-stack to metal1 VDD and VSS rails which connect directly to the standard cells, one or more intermediate metal layers are also used in between to redistribute the supply and reduce the resistive drop [44]. Because of the usage of these metals for PDN, there are less routing resources available for signal nets. This results in many detours for signal nets and hence increased wirelength. This increased wirelength and coupling results in more wire power dissipation.
Table 11: Detailed comparison of impact of power delivery network (PDN) on 2D IC and monolithic 3D IC designs of OpenSPARC T2 - Single core benchmark for different technology nodes. All $\Delta\%$ numbers are evaluated relative to the respective w/o PDN design.

<table>
<thead>
<tr>
<th>Design Style</th>
<th>Footprint ($\mu m \times \mu m$)</th>
<th># MIVs</th>
<th>Wirelength WL (m)</th>
<th>$\Delta%$</th>
<th>Wire Power (mW)</th>
<th>$\Delta%$</th>
<th>Cell-Pin Power (mW)</th>
<th>Cell-Internal Power (mW)</th>
<th>Total Power (mW)</th>
<th>$\Delta%$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>28nm node (0.667GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D w/o PDN</td>
<td>1600 x 1600</td>
<td>-</td>
<td>17.89</td>
<td>+6.9%</td>
<td>273.2</td>
<td>+7.4%</td>
<td>185.2</td>
<td>169.2</td>
<td>754.3</td>
<td>+3.3%</td>
</tr>
<tr>
<td>2D w/ PDN</td>
<td>19.12</td>
<td>+6.9%</td>
<td>293.4</td>
<td>+7.4%</td>
<td>185.5</td>
<td></td>
<td>173.9</td>
<td></td>
<td>779.4</td>
<td></td>
</tr>
<tr>
<td>3D w/o PDN</td>
<td>140.546 x 116,727</td>
<td>15.33</td>
<td>212.6</td>
<td>+11.5%</td>
<td>157.9</td>
<td>159.0</td>
<td>642.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D w/ PDN</td>
<td>116,727</td>
<td>17.09</td>
<td>242.0</td>
<td>+13.8%</td>
<td>158.1</td>
<td>162.7</td>
<td>676.1</td>
<td></td>
<td></td>
<td>+5.2%</td>
</tr>
<tr>
<td><strong>14nm node (0.770GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D w/o PDN</td>
<td>800 x 800</td>
<td>-</td>
<td>9.16</td>
<td>+10.6%</td>
<td>137.7</td>
<td>+18.0%</td>
<td>101.0</td>
<td>90.3</td>
<td>405.0</td>
<td>+7.4%</td>
</tr>
<tr>
<td>2D w/ PDN</td>
<td>10.13</td>
<td>+10.6%</td>
<td>162.5</td>
<td>+18.0%</td>
<td>100.6</td>
<td></td>
<td>95.9</td>
<td></td>
<td>435.0</td>
<td></td>
</tr>
<tr>
<td>3D w/o PDN</td>
<td>120,099 x 107,371</td>
<td>8.32</td>
<td>121.5</td>
<td>+19.1%</td>
<td>86.2</td>
<td>84.5</td>
<td>360.2</td>
<td></td>
<td></td>
<td>+12.7%</td>
</tr>
<tr>
<td>3D w/ PDN</td>
<td>107,371</td>
<td>9.91</td>
<td>161.5</td>
<td>+32.9%</td>
<td>85.8</td>
<td>90.8</td>
<td>406.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>7nm node (1.000GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D w/o PDN</td>
<td>400 x 400</td>
<td>-</td>
<td>4.59</td>
<td>+14.6%</td>
<td>108.3</td>
<td>+27.1%</td>
<td>57.5</td>
<td>55.2</td>
<td>268.7</td>
<td>+12.0%</td>
</tr>
<tr>
<td>2D w/ PDN</td>
<td>5.26</td>
<td>+14.6%</td>
<td>137.7</td>
<td>+27.1%</td>
<td>57.5</td>
<td></td>
<td>55.2</td>
<td></td>
<td>301.1</td>
<td></td>
</tr>
<tr>
<td>3D w/o PDN</td>
<td>121,022 x 108,068</td>
<td>4.16</td>
<td>96.2</td>
<td>+24.3%</td>
<td>49.2</td>
<td>49.3</td>
<td>240.0</td>
<td></td>
<td></td>
<td>+18.9%</td>
</tr>
<tr>
<td>3D w/ PDN</td>
<td>5.17</td>
<td>+24.3%</td>
<td>137.4</td>
<td>+42.8%</td>
<td>49.9</td>
<td>52.8</td>
<td>285.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 12: Detailed comparison of impact of Power Delivery Network (PDN) on 2D IC and Monolithic 3D IC designs of AES benchmark for different technology nodes. All ∆% numbers are evaluated relative to the respective w/o PDN design.

<table>
<thead>
<tr>
<th>Design Style</th>
<th>Footprint (µm x µm)</th>
<th># MIVs</th>
<th>Wirelength WL (m)</th>
<th>∆%</th>
<th>Wire Power (mW)</th>
<th>∆%</th>
<th>Cell-Pin Power (mW)</th>
<th>Cell-Internal Power (mW)</th>
<th>Total Power (mW)</th>
<th>∆%</th>
</tr>
</thead>
<tbody>
<tr>
<td>28nm node (1.250GHz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D w/o PDN</td>
<td>750 x 750</td>
<td>-</td>
<td>3.64</td>
<td>3.90</td>
<td>+7.1%</td>
<td>92.3</td>
<td>77.4</td>
<td>63.6</td>
<td>247.0</td>
<td>+2.4%</td>
</tr>
<tr>
<td>w/ PDN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D w/o PDN</td>
<td>540 x 540</td>
<td>57,442</td>
<td>3.02</td>
<td>3.64</td>
<td>+20.5%</td>
<td>64.4</td>
<td>78.7</td>
<td>65.7</td>
<td>222.5</td>
<td>+10.4%</td>
</tr>
<tr>
<td>w/ PDN</td>
<td></td>
<td>47,850</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14nm node (1.667GHz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D w/o PDN</td>
<td>375 x 375</td>
<td>-</td>
<td>1.94</td>
<td>2.09</td>
<td>+7.7%</td>
<td>71.6</td>
<td>62.2</td>
<td>50.3</td>
<td>192.4</td>
<td>+4.5%</td>
</tr>
<tr>
<td>w/ PDN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D w/o PDN</td>
<td>270 x 270</td>
<td>54,000</td>
<td>1.66</td>
<td>2.02</td>
<td>+21.7%</td>
<td>57.1</td>
<td>63.4</td>
<td>50.1</td>
<td>178.9</td>
<td>+11.6%</td>
</tr>
<tr>
<td>w/ PDN</td>
<td></td>
<td>42,543</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7nm node (2.778GHz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D w/o PDN</td>
<td>188 x 188</td>
<td>-</td>
<td>0.97</td>
<td>1.05</td>
<td>+8.2%</td>
<td>63.2</td>
<td>37.9</td>
<td>29.1</td>
<td>135.7</td>
<td>+10.5%</td>
</tr>
<tr>
<td>w/ PDN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D w/o PDN</td>
<td>135 x 135</td>
<td>67,169</td>
<td>0.81</td>
<td>1.01</td>
<td>+24.7%</td>
<td>51.9</td>
<td>37.9</td>
<td>29.0</td>
<td>124.3</td>
<td>+15.4%</td>
</tr>
<tr>
<td>w/ PDN</td>
<td></td>
<td>48,643</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.3.1 Impact of PDN

Top metals are usually thick and wide and are not used for signal routing in traditional 2D designs. Therefore, using a significant portion of these metal layers for power delivery does not affect the overall signal interconnect length. The other intermediate metal layers are not heavily used up by PDN (~20%) and therefore the overall impact, though present, is not extremely high. However, for 3D designs, an important feature is that the top metal of the bottom tier is used for all 3D signal connections (TSVs or MIVs) which connect to the metal1 landing pads of the next tier above. For very few 3D connections, like in TSV-based 3D designs, the presence of blockages in top metal is not very critical. On the other hand, monolithic 3D ICs allow tens of thousands of 3D MIVs and therefore face serious routing blockages when top metal is heavily used up for power delivery. Unavailability of continuous free routing area in these top metal layers results in heavy reduction in MIV count which reduce the 3D benefits.

Figure 16 shows the magnified view of top metal layer of a circuit designed with and without power delivery network. The same regions of the layout are shown in both (a) and (b). The presence of wide power and ground rails prohibits the MIVs from getting freely distributed as explained in Figure 16(c).

3.3.2 PDN impact analysis results

Table 11 and 12 shows the detailed results and comparison of the impact of power delivery networks on 2D and monolithic 3D designs. The total power in any digital IC includes cell-internal power, switching power and leakage power, as categorized during power analysis in Primetime. Switching power can be further divided into cell-pin and wire switching. Cell-pin switching is due to the input gate capacitance of the standard cells while wire switching is from signal interconnects. The individual components are shown in the table to highlight the PDN impact on signal routing power and also the overall power. Wirelength increase is not a direct measure of wire power increase because wire power also depends
Figure 17: Relative impact of PDN on wire power and total power of 2D and Monolithic 3D designs at (a) 28nm node (b) 14nm node and (c) 7nm node. All values are normalized w.r.t. 2D w/o PDN. Y-axis range is different at different nodes to accommodate the additional impact at advanced nodes.
**Figure 18:** Complete signal routing from metal 2 - metal 7 in the bottom tier (tier with MIVs on top metal) of the two-tier monolithic T2 design. The top row shows the routing done without PDN blockages and the bottom row shows routing after PDN blockages.
on the switching activity of the net. Figure 17 highlights the relative increase in wire-power and total-power of both the benchmarks at different technology nodes.

The OpenSPARC T2 single core has memory (register-file) modules and uses up to seven metal layers. Wire Power along with leakage power is a significant portion of the total power. Due to the presence of PDN, the overall increase in power is higher at advanced technology nodes in both 2D and 3D designs. Since interconnect scaling lags behind device scaling, the interconnect impact is more severe at advanced nodes. This impact is much higher in 3D ICs because the MIV locations are affected by presence of PDN in top metal of bottom tier. While the overall power increase due to PDN in 3D T2 is 5% at 28nm, it is as high as 19% at advanced 7nm node. Figure 18 shows the metal usage for signal routing of all the metal layers except metal1 in the bottom tier of monolithic 3D T2 design at 28nm. The bottom tier is critical because its top metal is used heavily for signal MIV insertion (Figure 13). Figure 18 shows that the density of overall routing reduces significantly in metal4 to metal7 due to the presence of PDN. While metal4 and metal7 have the actual power/ground mesh, the presence of PDN via arrays in metal5 and metal6 to connect these PDN wires prohibit continuous signal routing in these layers as well. This can be better visualized by observing the spaced routing in the bottom row of Figure 18 compared to the continuous dense routing in the top row which has routing completed without any PDN blockages. Though, the usage of metal2 and metal3 becomes much more in the designs with PDN blockages, it is not able to compensate for the loss in routing resources in the top metals and also result in increased coupling parasitics. Figure 19 gives a closer look at the metal7 and metal4 layers with and without PDN blockages. The density of routing and the placement of MIVs can be clearly differentiated in the two cases.

AES is a pure logic circuit with no memory modules and uses five metal layers for signal routing. PDN impact on 3D IC power compared to 2D ICs is relatively higher than in T2 because fewer metal layers are used for routing and 3D routing is more affected. The overall power increase due to presence of PDN in 3D IC is 10% at 28nm, 12% at 14nm
Figure 19: Closer look at the signal routing in the metal layers with the PDN mesh. The top row shows the routing done without PDN blockages and the bottom row is routing with PDN (solid line) blockages

and 15% at 7nm. Interestingly, the relative degradation with advancement of technology is lesser in AES compared to T2. This is because T2 has memory modules and they block a lot of routing area. This additional factor has more severe impact at advanced nodes. AES does not have memory modules and therefore, only interconnect vs device scaling affects the degradation.

3.4 Thermal Impact of Power Delivery Network

3.4.1 New issues

Thermal issues have remained one of the major challenges of 3D IC design. All the potential benefits which 3D IC offers over 2D designs in terms of power savings, wirelength reduction, footprint area reduction and increase in bandwidth are of no use if the chip temperatures are above tolerable limits.

The device layers are extremely thin in monolithic 3D ICs and there is negligible lateral conductivity at the source of power dissipation. Wei et al. [54] demonstrated that the
presence of thick PDN metal helps in improving the lateral conductivity and reducing the maximum temperature. However, the power simulations were done at architectural level and do not take into account the fact that PDN present in the individual modules increases the net switching power as demonstrated in the earlier section. This power rise offsets the conductivity enhancement brought about by the thick and wide power/ground wires. This section validates the fact that PDN indeed helps in improving the temperature profile and reducing the maximum temperature, but the overall improvement compared to a no PDN design case is affected by the wire power increase due to increased signal wirelength and coupling.

3.4.2 Temperature results and discussions

Detailed full chip thermal analysis are carried out using ANSYS Fluent and supporting scripts to generate the required input files for Fluent [2]. The thermal analysis tool considers all the layers in the technology and assigns conductivity to each individual tile of the 3D mesh. A full GDS analysis is carried out to know the exact position of the active, poly and signal and PDN metal layers in each tier. For each tile, weighted conductivity is assigned depending on the materials which fall in that tile. For example, a tile may have some portion as SiO$_2$ and some portion as metal and the average conductivity is assigned based on the volume occupied by each material. Conventional heat sink and heat spreader are used on the side of the handle bulk (Fig 13 in flip-chip). The power dissipation occurs only at the device layers of each tier. These power numbers are obtained for each individual cell using PrimeTime analysis.

Three different cases are evaluated for the benchmarks at each technology node. The first case is the 3D design which has no power delivery network. In the second case, 3D design has power delivery network and the corresponding power dissipation numbers, but the conductivity of the metal wires used for PDN is ignored. For the third case, the same design and power as the second case are used, but now the PDN wires are included while
Table 13: Thermal Analysis Results of the 3D designs. Maximum temperature values are reported (in °C). Room temperature is 27°C. % numbers are calculated w.r.t. rise above room in w/o PDN case.

<table>
<thead>
<tr>
<th></th>
<th>w/o PDN</th>
<th>w/ PDN</th>
<th>w/o PDN conductivity</th>
<th>w/ PDN conductivity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T2 core</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28nm</td>
<td>52.81</td>
<td>55.72</td>
<td>(+11.3%)</td>
<td>53.99 (+4.6%)</td>
</tr>
<tr>
<td>14nm</td>
<td>65.7</td>
<td>71.52</td>
<td>(+15.0%)</td>
<td>67.59 (+4.9%)</td>
</tr>
<tr>
<td>7nm</td>
<td>80.05</td>
<td>90.21</td>
<td>(+18.9%)</td>
<td>83.88 (+7.2%)</td>
</tr>
<tr>
<td><strong>AES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28nm</td>
<td>58.7</td>
<td>63.89</td>
<td>(+16.4%)</td>
<td>62.04 (+10.5%)</td>
</tr>
<tr>
<td>14nm</td>
<td>67.61</td>
<td>74.57</td>
<td>(+17.1%)</td>
<td>72.29 (+11.5%)</td>
</tr>
<tr>
<td>7nm</td>
<td>83.85</td>
<td>95.60</td>
<td>(+20.7%)</td>
<td>91.47 (+13.4%)</td>
</tr>
</tbody>
</table>

assigning the conductivity values to each tile. This is done by modifications to the post-routing GDS files. The second case is used to isolate the impact of PDN in conductivity.

Table 13 shows the maximum temperature values for each of the evaluated cases at the different technology nodes. The maximum temperature occurs at the device layer away from the heat sink. The full tier temperature maps for these layers at 28nm node are shown in Figure 20. The cooler rectangular regions for the T2 temperature maps are the memory modules in the design which have lower power density compared to the rest of the design. The second and third columns in the figure show that PDN indeed helps in improving the temperature profile by enhancing the lateral conductivity close to the device layers. This is in agreement with [54]. However, the situation is still worse than designs with no PDN in it. This is explained by the fact that there is a power increase from 3D w/o PDN to 3D w/ PDN (Table 11,12). The total power dissipation per unit footprint increases at advanced technology and therefore, the maximum temperature is higher. The relative power increase due to PDN impact is higher for 7nm designs leading to higher increase in temperature even with PDN conductivity. Therefore, while PDN metal does play an important role in enhancement of conductivity, it is very important to include the additional impact of power increase because of PDN.
Figure 20: Top Tier (away from heat sink) temperature maps for (a) T2 design and (b) AES design. The actual dimensions are normalized. The middle column is having the same power dissipation as the right column but does not consider the enhancement of conductivity because of PDN.
3.5 **Power Delivery Network Optimization**

In this section, different power delivery network designs in monolithic 3D ICs are explored to reduce PDN impact on 3D signal routing. The maximum IR drop of the design has to remain within the specified budget while using any other power/ground layout. Simple yet effective changes to the existing PDN are used, which helps in providing more free areas for MIVs in the top metal, while keeping the IR drop under control. The maximum allowed IR drop is set to be around 5% of the supply voltage i.e. 50mV for 28nm PDK, 40mV for 14nm PDK and 35mV for 7nm PDK.

### 3.5.1 Design styles

**Table 14**: Summary of metal usage in the various alternative PDN designs (T2 benchmark). All these changes are done to the bottom tier only i.e. the tier with MIV landing pads on top metal.

<table>
<thead>
<tr>
<th>PDN Design</th>
<th>Metal 7</th>
<th>Metal 6</th>
<th>Metal 5</th>
<th>Metal 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>40%</td>
<td>-</td>
<td>-</td>
<td>20%</td>
</tr>
<tr>
<td>modified</td>
<td>40%</td>
<td>-</td>
<td>-</td>
<td>20%</td>
</tr>
<tr>
<td>less topmetal</td>
<td>20%</td>
<td>-</td>
<td>-</td>
<td>20%</td>
</tr>
<tr>
<td>multiple metals</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>intermediate metals</td>
<td>Rings Only</td>
<td>-</td>
<td>40%</td>
<td>20%</td>
</tr>
<tr>
<td>no topmetal</td>
<td>Rings Only</td>
<td>-</td>
<td>-</td>
<td>20%</td>
</tr>
</tbody>
</table>

**Figure 21**: Baseline PDN vs Modified PDN. The extra continuous space between the red top metal wires enhances MIV insertion and routing. The yellow wires are on intermediate metal.
Table 14 summarizes the various PDN design styles used for full chip impact analysis along with the percentage of metal layers used. The first modification is bringing the power and ground rails together instead of having all of them equally spaced. Figure 21 explains this modification. The purpose is to provide more unblocked space for MIV routing and to avoid long detours. This technique is being already used in advanced chip designs but is highly relevant for M3D. The use of this type of technique allows wire power savings of 4.9%, 9.4% and 19.9% in 28nm, 14nm and 7nm designs respectively (Table 15,16). All other design styles discussed later use this modification. This technique can also be used in 2D ICs, but it will not be as effective in bridging the wire power gap because very less top metal is used for signal routing anyways. The other design styles include reduction of top metal layer usage for PDN and compensation with PDN wires in other metals below.

Figure 22: Signal routing for top metal of bottom tier (T2 design) after reducing PDN wires along with clustering of VDD and VSS wires (less topmetal design)

The design less topmetal reduces top metal usage to half that of the baseline. Multiple metals uses the metal layers between the top and intermediate metals used for the PDN in baseline. Only the intermediate metal layers are used in intermediate metals. They are connected to the input on top metal through rings only. The final case no topmetal uses only one intermediate metal layer for PDN and is connected to supply through rings in the top metal. Even though this is impractical PDN design from an IR drop perspective, nevertheless it is implemented to study the full chip impact for comparison. PDN in metal4
is used as the common intermediate metal used across all design styles. T2 designs use metal7 as top metal while AES uses metal5 as top metal. Therefore, the design styles *multiple metals* and *intermediate metals* do not apply to the AES benchmark as metal4 and metal5 are continuous layers.

### 3.5.2 Full PDN analysis results

The full chip impact of the different power delivery design styles are summarized in Table 15 and 16. The baseline PDN of the design at the respective technology is treated as reference and all percentage numbers are reported w.r.t this baseline. The impact of PDN on signal routing and power is worse at advanced nodes. Therefore, similar optimization techniques show greater benefits in 7nm designs followed by 14nm and then 28nm designs. The wirelength and total power improvements are more pronounced in the AES benchmark than the T2 benchmark because it is gate-only design. A significant area of T2 is memory modules and related nets are not impacted much by changing PDN layout. Therefore, the improvement in total power is not as high as in AES.

Figure 22 shows the significant improvement in signal routing density in top metal of bottom tier with more continuous space. Not only does it help in adding more vias, it also provides sufficient space for routing without unnecessary detours. The *less topmetal* design shows very good improvement especially in the AES benchmark. In 7nm AES design, 17.6% power is reduced by reducing the density of PDN usage in top metal. For 7nm T2 design case, *intermediate metals* case has maximum power savings of 11.3%. The *no topmetal* design shows best improvement. Though, it is attractive from power perspective, it is not practically feasible due to huge IR drop. All other design styles satisfy the IR drop requirement. The baseline and modified designs have similar IR drop values because the density of the PDN remains the same. Only the VDD and VSS wires come closer to each other. Since there is reduction in power, the maximum temperature reduces as well. Figure 23 shows the AES design temperature maps for the tier away from the heat sink. The
Table 15: Wirelength and Power comparison of various optimized 3D PDN designs for different technology nodes. The footprint area is same for the same benchmark. The % numbers are evaluated w.r.t. the baseline PDN.

<table>
<thead>
<tr>
<th>PDN Design Style</th>
<th>Wirelength $(m)$</th>
<th>No. of MIVs</th>
<th>Wire Power $(mW)$</th>
<th>Cell-Pin Power $(mW)$</th>
<th>Cell-Internal Power $(mW)$</th>
<th>Total Power $(mW)$</th>
<th>IR Drop (mV) Maximum</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>28nm node</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>17.09</td>
<td>116,727</td>
<td>242.0</td>
<td>158.1</td>
<td>162.7</td>
<td>676.1</td>
<td>29</td>
<td>15</td>
</tr>
<tr>
<td>modified</td>
<td>16.86 (-1.3%)</td>
<td>118,121 (+1.2%)</td>
<td>239.9.0 (-0.9%)</td>
<td>158.1</td>
<td>162.7</td>
<td>673.3 (-0.4%)</td>
<td>29</td>
<td>15</td>
</tr>
<tr>
<td>less topmetal</td>
<td>16.89 (-1.1%)</td>
<td>128,715 (+10.3%)</td>
<td>237.1 (-2.0%)</td>
<td>158.1</td>
<td>162.0</td>
<td>670.3 (-0.8%)</td>
<td>55</td>
<td>23</td>
</tr>
<tr>
<td>multiplemetals</td>
<td>16.75 (-2.0%)</td>
<td>132,205 (+13.3%)</td>
<td>236.6 (-2.2%)</td>
<td>158.1</td>
<td>161.8</td>
<td>669.9 (-0.9%)</td>
<td>39</td>
<td>18</td>
</tr>
<tr>
<td>intermediate metals</td>
<td>16.46 (-3.7%)</td>
<td>136,156 (+16.7%)</td>
<td>237.5 (-1.9%)</td>
<td>158.1</td>
<td>161.8</td>
<td>671.0 (-0.8%)</td>
<td>32</td>
<td>14</td>
</tr>
<tr>
<td>no topmetal</td>
<td>16.08 (-5.9%)</td>
<td>137,173 (+17.5%)</td>
<td>225.7 (-6.7%)</td>
<td>158.1</td>
<td>160.7</td>
<td>657.8 (-2.7%)</td>
<td>214</td>
<td>46</td>
</tr>
<tr>
<td><strong>14nm node</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>9.91</td>
<td>107,371</td>
<td>161.5</td>
<td>85.8</td>
<td>90.8</td>
<td>406.1</td>
<td>25</td>
<td>14</td>
</tr>
<tr>
<td>modified</td>
<td>9.75 (-1.6%)</td>
<td>108,048 (+0.6%)</td>
<td>149.8 (-7.2%)</td>
<td>85.8</td>
<td>88.0</td>
<td>391.6 (-3.6%)</td>
<td>25</td>
<td>14</td>
</tr>
<tr>
<td>less topmetal</td>
<td>9.77 (-1.4%)</td>
<td>111,608 (+3.9%)</td>
<td>142.6 (-11.7%)</td>
<td>85.8</td>
<td>87.0</td>
<td>383.4 (-5.6%)</td>
<td>41</td>
<td>19</td>
</tr>
<tr>
<td>multiplemetals</td>
<td>9.69 (-2.2%)</td>
<td>114,070 (+6.2%)</td>
<td>141.5 (-12.4%)</td>
<td>85.8</td>
<td>87.0</td>
<td>382.3 (-5.9%)</td>
<td>32</td>
<td>17</td>
</tr>
<tr>
<td>intermediate metals</td>
<td>9.65 (-2.6%)</td>
<td>114,255 (+6.4%)</td>
<td>138.3 (-14.4%)</td>
<td>85.8</td>
<td>87.2</td>
<td>379.3 (-6.6%)</td>
<td>28</td>
<td>16</td>
</tr>
<tr>
<td>no topmetal</td>
<td>9.28 (-6.4%)</td>
<td>121,245 (+12.9%)</td>
<td>127.3 (-21.2%)</td>
<td>85.8</td>
<td>85.4</td>
<td>366.5 (-9.8%)</td>
<td>146</td>
<td>44</td>
</tr>
<tr>
<td><strong>7nm node</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>5.17</td>
<td>108,068</td>
<td>137.4</td>
<td>49.9</td>
<td>52.8</td>
<td>285.4</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>modified</td>
<td>5.02 (-3.1%)</td>
<td>108,292 (+0.2%)</td>
<td>119.1 (-13.3%)</td>
<td>49.9</td>
<td>48.6</td>
<td>262.9 (-7.9%)</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>less topmetal</td>
<td>5.00 (-3.3%)</td>
<td>112,828 (+4.4%)</td>
<td>113.3 (-17.5%)</td>
<td>49.9</td>
<td>48.0</td>
<td>256.5 (-10.1%)</td>
<td>34</td>
<td>20</td>
</tr>
<tr>
<td>multiplemetals</td>
<td>4.98 (-3.7%)</td>
<td>115,267 (+13.3%)</td>
<td>112.2 (-18.3%)</td>
<td>49.9</td>
<td>47.9</td>
<td>255.4 (-10.5%)</td>
<td>27</td>
<td>16</td>
</tr>
<tr>
<td>intermediate metals</td>
<td>4.92 (-4.8%)</td>
<td>115,813 (+7.2%)</td>
<td>109.8 (-20.1%)</td>
<td>49.9</td>
<td>48.0</td>
<td>253.1 (-11.3%)</td>
<td>24</td>
<td>14</td>
</tr>
<tr>
<td>no topmetal</td>
<td>4.64 (-10.3%)</td>
<td>123,081 (+13.9%)</td>
<td>100.5 (-26.8%)</td>
<td>49.9</td>
<td>47.1</td>
<td>242.9 (-14.9%)</td>
<td>118</td>
<td>28</td>
</tr>
</tbody>
</table>
Table 16: Wirelength and power comparison of various optimized 3D PDN designs for different technology nodes. The footprint area is same for the same benchmark. The % numbers are evaluated w.r.t. the baseline PDN.

| PDN Design Style | Wirelength ($m$) | No. of MIVs | Wire Power ($mW$) | Cell-Pin Power ($mW$) | Cell-Internal Power ($mW$) | Total Power ($mW$) | IR Drop (mV) |  |
|------------------|------------------|------------|------------------|----------------------|--------------------------|-------------------|--------------|
|                  |                  |            |                  |                      |                          |                   | Maximum     | Average   |
| 28nm node        |                  |            |                  |                      |                          |                   |              |           |
| baseline         | 3.64             | 47,850     | 85.0             | 80.1                 | 66.8                     | 245.6             | 28           | 16        |
| modified         | 3.56 (-2.2%)     | 47,970 (+0.3%) | 80.8 (-4.9%)    | 80.1                 | 66.6                     | 241.2 (-1.8%)     | 28           | 16        |
| less topmetal    | 3.35 (-8.1%)     | 55,311 (+15.6%) | 73.0 (-14.1%)  | 80.1                 | 66.3                     | 233.1 (-5.1%)     | 45           | 17        |
| no topmetal      | 3.35 (-8.1%)     | 56,954 (+19.0%) | 72.6 (-14.6%)  | 80.1                 | 66.3                     | 232.7 (-5.3%)     | 69           | 22        |
| 14nm node        |                  |            |                  |                      |                          |                   |              |           |
| baseline         | 2.02             | 42,543     | 74.6             | 64.9                 | 51.8                     | 199.7             | 29           | 17        |
| modified         | 3.56 (-2.2%)     | 43,813 (+0.6%) | 67.6 (-9.4%)    | 64.9                 | 49.4                     | 190.3 (-4.7%)     | 29           | 17        |
| less topmetal    | 1.81 (-10.4%)    | 51,213 (+20.3%) | 59.5 (-20.2%)  | 64.9                 | 48.9                     | 181.5 (-9.1%)     | 42           | 18        |
| no topmetal      | 1.80 (-10.9%)    | 52,713 (+23.9%) | 58.8 (-21.1%)  | 64.9                 | 48.9                     | 180.9 (-9.4%)     | 66           | 23        |
| 7nm node         |                  |            |                  |                      |                          |                   |              |           |
| baseline         | 1.01             | 48,643     | 70.4             | 38.1                 | 29.3                     | 143.4             | 25           | 14        |
| modified         | 0.95 (-5.9%)     | 49,173 (+1.1%) | 56.4 (-19.9%)  | 38.1                 | 27.7                     | 127.7 (-10.9%)    | 25           | 14        |
| less topmetal    | 0.87 (-13.9%)    | 61,210 (+25.8%) | 46.8 (-33.5%)  | 38.1                 | 27.8                     | 118.2 (-17.6%)    | 36           | 16        |
| no topmetal      | 0.85 (-15.8%)    | 62,691 (+28.9%) | 46.3 (-34.2%)  | 38.1                 | 27.8                     | 117.7 (-17.9%)    | 53           | 20        |
3.6 PDN Design Guidelines for Monolithic 3D ICs

While designing power delivery network for monolithic 3D ICs, the key is that the top metal of the lower tiers are heavily used for signal MIV landing pads and therefore cannot be fully utilized for PDN as done in regular 2D designs. Therefore, the target is to reduce the usage of top metal for PDN in the lower tiers i.e. tiers grown first in the fabrication process (Fig 13). The proposed design guidelines are as follows:

- The top metal needs to be given more free area for optimal MIV placement and therefore power/ground wires’ density in top metal layers should be reduced. The PDN wires removed from top metal can be compensated by using resources in the metal layers below.

- Different power/ground supply wires should clustered together and then these clusters equally spaced on the respective metal layers. This practice is already getting common but needs to be strictly followed in M3D designs. It allows more continuous room for signal routing and MIV planning without affecting IR drop.
- Depending on the footprint and the overall current demand, the pitch of PDN wires can be optimized to reduce the impact of PDN blockages on 3D signal routing while satisfying the IR drop budget.

- PDN needs to be designed much more carefully for interconnected dominated designs compared to cell/memory dominated designs because bad PDN affects signal routing and increases wire power.

- PDN impact on signal power in M3D is worse at advanced nodes and with technology scaling, PDN optimization becomes more critical for M3D designs.

### 3.7 Summary

This chapter studied the full chip impact of power delivery network in monolithic 3D ICs in detail and demonstrated that the impact is more severe compared to simple 2D designs. The issue becomes much more serious at advanced technology nodes. The role of PDN in the full chip thermal behavior was also analyzed. This study re-validates the fact that PDN does help in enhancing lateral thermal conductivity in monolithic 3D IC and hence results in temperature reduction. But the increase in power dissipation due to increased signal wirelength must be taken into account for accurate temperature analysis, especially in monolithic 3D designs where PDN has more impact. Next, simple yet efficient PDN design styles were evaluated for wirelength and power reduction. This study focuses on designs with single supply voltage. Many practical designs have multiple supply voltages and the top metals are heavily used for PDN layout. With the advent of monolithic 3D IC, it is imperative to find better solutions for such multiple supply designs. This work will serve as a starting reference for further optimization of PDN in such cases, which will help in reducing the impact on signal routing and hence reduce power and maximum temperature.
CHAPTER IV

CAD SOLUTIONS TO HANDLE INTER-TIER VARIATION IN MONOLITHIC 3D ICS

The fabrication process of monolithic 3D ICs lead to inter-tier difference in terms of device performance and interconnect. In the previous chapters on thermal modeling and PDN impact study, it was assumed that all tiers of monolithic 3D ICs have same quality of devices with copper interconnects. The idea there focused on one key aspect while keeping other parameters as nominal. However, for a realistic study and comparison with 2D IC, all designs need to be optimized and evaluated under practical settings, which include the impact of low performance transistors in top-tier and/or the impact of tungsten interconnect in bottom-tier. There has been very little to no CAD research on handling inter-tier performance differences in M3D. This chapter carries out a practical evaluation of M3D benefits under realistic settings and develops CAD methodologies to address these new challenges.

This chapter can be divided into two distinct sections addressing the impact of low thermal budget process and tungsten interconnect, respectively, on the design quality in monolithic 3D ICs (M3D).

In the first section, the impact of tier-to-tier transistor performance difference on full-chip power and performance metrics is quantified. Next, a new Tier-Aware M3D (TA-M3D) design flow is developed that identifies potential timing-critical paths and partitions them into the faster (bottom) tier to minimize the top-tier degradation impact. The unique challenge in timing closure in this case, is how to conduct buffering and sizing on the paths that lie entirely in the top or bottom-tier as well as those that span both tiers. The developed approach handles all three types of paths carefully and closes timing under the given top-tier degradation assumption, while minimizing the total power consumption.
In this second section, tier partitioning strategies are developed to mitigate back-end-of-line (BEOL) interconnect delay degradation and cost issues in monolithic 3D ICs (M3D). First, the routing overhead and delay degradation caused by tungsten BEOL interconnect in the bottom-tier of M3D is studied. Next, two partitioning methods targeted specifically towards BEOL impact reduction are proposed. The path-based approach and the netsize-based approach address the performance and cost challenges while using tungsten interconnect in the bottom tier of M3D.

4.1 Motivation and Background

4.1.1 Low performance transistors in top-tier

Though M3D technology development and design research has gained significant momentum in recent years, there are technological challenges in achieving good transistor performance with low thermal budget [3]. Batude et al. have demonstrated low temperature process (\(<650^\circ C\)) for transistor fabrication with the measured performance close to that of regular high temperature process transistors (\(\sim1050^\circ C\)) [3, 4], but it is more practical to consider some degree of performance reduction in the top-tier devices to have a fair and realistic assessment.

Low thermal budget of sequential device layers mainly affects the dopant activation process, leading to reduced mobility. Prior works have tried Solid Phase Epitaxy at 625\(^\circ\)C [4] and laser annealing with low in-depth thermal diffusion [49] for dopant activation. However, there is a performance reduction in the resulting transistors. In terms of design work, Billioint et al. proposed a simple design flow using 2D IC tools in [9]. This method folds a 2D placement result along an edge to get 3D designs and does not utilize the true potential of high density MIVs. Chan et al. [12] have used Shrunk2D design methodology [45] for their modeling and estimation study. However, the design flow in [45] assumes equal transistor performance in both device layers which can lead to performance failure and optimistic power benefits. Panth et al. provide a very detailed analysis of various kinds of
inter-tier variations for block level floorplanning and design [46]. In this work, the syn-
thesize and layout all possible scenarios for all the blocks is carried out. This incurs a
significant design-time overhead and the design approach is conservative. Moreover, gate-
level M3D design folding is not addressed.

The major objective is to study the tier-to-tier performance difference in gate-level
monolithic 3D ICs and build a robust industry-quality and more practical design flow for
the same to achieve maximum power savings with realistic analysis using foundry Process
Design Kit (PDK).

4.1.2 Use of tungsten in bottom-tier

Figure 24 shows the vertical layers of two-tier monolithic 3D IC. Because of the thermal
restrictions during sequential fabrication, there is the requirement to use tungsten for back-
end- of-line (BEOL) in bottom-tier, since copper cannot withstand temperatures close to
650°C. The bulk resistivity of tungsten (56 Ω.nm) is 3.3X higher than that of copper
(17 Ω.nm), and hence has significant impact on performance of the design. Billiott et al.
developed an EDA methodology to use standard 2D IC tools to obtain M3D designs [9] and
studied the impact of tungsten. However, even after optimization, performance is reduced
by up to 11% along with increase in power. The methodology proposed in their work just
folds the 2D IC placement results along an edge with very few 3D connections. As a result, the tremendous potential of high density MIVs is not utilized at all and the wirelength and power of M3D designs are higher than even 2D IC designs.

Panth et al. proposed the more attractive CAD methodology, the Shrunk2D approach, to obtain significant power reduction in M3D over 2D ICs [45]. Chan et al. have used this Shrunk2D design methodology as the ”Golden 3D IC implementation” for their modeling and estimation work on monolithic 3D ICs [12]. The Shrunk2D approach allows the use of more MIVs to achieve significant wirelength savings (20-30%) and hence power savings. But it completely ignores the impact of either lower performance devices in the top-tier or tungsten interconnect in the bottom-tier. Both factors cannot be ignored simultaneously for practical M3D technology. Handling the tungsten impact in the design is a major challenge in M3D. While over-designing is the simplest approach, it results in power overhead over 2D ICs [9], therefore nullifying one of the primary benefits of M3D.

Cost is another important factor driving technology progress. The return on investment of using advanced fabrication techniques, multiple patterning etc. is diminishing with technology scaling. To provide a strong contention to an alternative technology or extension to current technology, M3D requires good cost savings along with power savings. Also, M3D fabrication has higher cycle time of fabrication due to multiple layers, even though the footprint is smaller. In addition, robust EDA machinery is necessary to successfully handle the impact of technology and fabrication requirements.

4.2 Low Performance Transistors in the Top-tier

4.2.1 Slow-tier impact study

4.2.1.1 Full-chip design settings

Three cases (-5%, -10% and -15%) of performance degradation in the top-tier over the regular bottom-tier transistors are considered. This covers a broad spectrum including the
Table 17: Cell delay comparison with slower transistors (-5%, -10%, -15%) in the top-tier vs. regular transistors (0%) in the bottom-tier.

<table>
<thead>
<tr>
<th>Cell type</th>
<th>Degradation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%</td>
</tr>
<tr>
<td>INVX1</td>
<td>1.00</td>
</tr>
<tr>
<td>NANDX1</td>
<td>1.00</td>
</tr>
<tr>
<td>DFFX1 (clk-&gt;Q)</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 18: Benchmarks used in this low-performance top-tier study.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Frequency</th>
<th>#Cells</th>
<th>#FFs</th>
<th># I/Os</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDPC</td>
<td>1.87GHz</td>
<td>66K</td>
<td>2,048</td>
<td>4,100</td>
<td>wire-dominated</td>
</tr>
<tr>
<td>AES</td>
<td>4.10GHz</td>
<td>166K</td>
<td>10,769</td>
<td>389</td>
<td>gate-dominated</td>
</tr>
<tr>
<td>T2 core</td>
<td>1.90GHz</td>
<td>207K</td>
<td>46,732</td>
<td>477</td>
<td>CPU core</td>
</tr>
</tbody>
</table>

Advances in low temperature fabrication and helps in assessing the tolerable limits of degradation. Different standard cell timing and power libraries are used after detailed characterization with the respective transistor models having different ON-currents ($I_{DSAT}$). Table 17 shows the relative cell performance of some basic cells.

This study uses a wire-dominated low-density parity check (LDPC), a gate-dominated advanced encryption standard (AES) and a cpu core (OpenSPARC T2 single core) benchmark to cover the different design categories. Table 18 shows the details of the benchmarks used. All the designs use 14nm finFET PDK at the typical PVT corner and are designed for the same high frequency in all implementations of the given benchmark.

For comparison purpose, the state-of-the-art Shrunk2D design flow [45] is used as baseline. These designs are optimistic because they assume the same transistor performance in both the tiers. Here, the physical dimensions of all cells, interconnects and chip dimension are scaled by $1/\sqrt{2}$ to capture the 50% footprint scaling in the final M3D design. Then, a regular 2D-like design and optimization is followed by localized partitioning into two tiers (to maintain x-y locations of cells), expanding cells back to the original size, monolithic inter-tier via (MIV) planning, and tier-by-tier routing. The individual tier netlists, wire and MIV parasitics, and top-level 3D netlist are used for timing and power analysis. For MIV planning, a 3D metal stack with cell-pins defined in the appropriate metal layers is used,
Figure 25: Full-chip impact of slower transistors in the top-tier of monolithic 3D ICs. (a) full-chip frequency degradation, (b) slack distribution of all timing paths in T2 core.

followed by full routing. The locations of the vias going from the top metal of the bottom-tier to the bottom metal (metal1) of the top-tier give the optimized MIV locations [9, 45]. MIV size (50nm) and parasitics ([10Ω, 0.2fF]) are determined based on the foundry 14nm PDK via-sizes and the via aspect ratio. The baseline design is 0% degradation (equal-tiers), while the other three cases are named as -5%, -10% and -15% to represent the performance degradation in the top-tier.

For this part of the design work focusing on device performance differences, copper interconnects are used in both tiers. The focus of this work is to study the impact of tier-performance and develop design optimization methods for the same. Power delivery network (PDN) impact study, 3D IC thermal analysis, PVT variation analysis and yield calculations are not included in this section.

4.2.1.2 Full-chip timing impact

The baseline M3D designs are implemented for all the three benchmarks. Baseline (0%) designs, with equal transistors in both tiers, meet the performance requirement. But in practical cases, the same design will experience slower transistors in the top-tier leading to an impact on the overall performance of the design.
Figure 25a shows the relative degradation in performance of the three design benchmarks using the baseline design approach. The system frequency can reduce by 18-21% if the top-tier transistors are 15% slower. Even for 5% slower transistors, the system performance reduces by 6-7%. Figure 25b shows the path timing slack distribution for T2 core design. While the baseline design satisfies timing constraints (blue distribution), the presence of slower transistors in the top-tier leads to a negative slack for many paths (yellow distribution) for the same design, therefore violating the full-chip timing constraints by 21%. For wire-dominated LDPC design, 5%, 10%, and 15% top-tier device degradation leads to 7%, 12%, and 18% full-chip timing violation, respectively. Therefore, designs with prior methodologies, which assume equal quality transistors in both tiers, will fail under practical scenarios. It is imperative to have a robust tier-aware M3D design approach to meet the required performance under practical conditions.

4.2.2 Tier-aware M3D design flow

4.2.2.1 Overview of the new methodology

Timing optimization in commercial tools is carried out in three steps of preCTS, postCTS and postRoute optimization. Majority of path-optimization, buffer addition and cell sizing is carried out during the preCTS optimization stage which includes the parasitics of global routing impact but assumes an ideal clock at all clock-sinks. After full clock tree synthesis (CTS), postCTS timing optimization fixes the resulting clock skew impact. This is followed by detailed routing and parasitic extraction. The residual timing violation cases after full routing are fixed in the postRoute stage.

Figure 26 shows the detailed flow of the proposed Tier-Aware Monolithic 3D IC (TA-M3D) design approach. The idea leverages the fact that most of the timing optimization is achieved in the preCTS stage, and rest of the optimization stages are for fixing any resulting impact of clock/routing etc. In this approach, the optimization tool is provided with information of the new impact of inter-tier performance difference only after the preCTS stage.
Not many timing paths in a design will be violated even with 50% of the cells (top-tier) becoming slower (see Figure 25b). Therefore, it is not necessary to over-design the entire top-tier to meet full-chip performance requirement. Hence, the overhead associated with fixing of the affected paths is minimized by handling them at an intermediate step and not from the beginning.

Scaled physical dimensions of the cells and interconnects are used to capture the impact of reduced footprint and wirelength in evaluating the full-chip parasitic impact, while accommodating all the cells in 50% footprint. Therefore, commercial 2D IC optimization tools can be used to carry out 2D-like M3D optimization. The key to this approach is

- Only regular (bottom-tier) cells are used in the preCTS stage.
- Critical-path based tier partitioning is used to control the impact on timing distribution therefore reducing the additional optimization effort.
- Only the top-tier (slower) cell library is used for CTS and to fix the newly created timing violations after adding the tier information.

Figure 27 shows the layouts for T2 single core 2-tier M3D design.

4.2.2.2 Critical-path based partitioning

The use of only regular (bottom-tier) cells during preCTS optimization stage ensures that none of the paths are over-designed, though some will fail timing after introducing tier information. The output at this stage is the detailed placement and timing slack information with newly added/upsized cells and the design is well-optimized, though not 100%. To minimize the optimization effort and runtime in later stages which include the impact of low performance cells, critical-path based tier partitioning is used right after the preCTS stage. In this scheme, the placement is partitioned such that some of the most critical paths (paths with least positive slack) are intentionally confined in the bottom-tier with minimal change in 2D (x-y) location of all the cells in both the tiers. Though there will still be
new violated paths appearing due to the top-tier performance impact, it helps in ensuring that the potentially worst paths are avoided from the top-tier. To maintain area balance in both tiers (±10% area skew), only 10% of the total cells are confined in the bottom-tier based on decreasing order of critical path delays. Localized FM partitioning [25] is used for every $5\mu m \times 5\mu m$ placement grid in the whole design, with some cells fixed in bottom-tier determined by path criticality. Since MIVs have negligible area overhead, a large total cutsize can be tolerated in this fine grid structure to maintain the optimized x-y placement locations in both the tiers.

The partitioned cells are then marked as per their tier location and this information is provided to the commercial optimization tool which treats them accordingly. Scaled dimensions are continued to accommodate all the cells in half the footprint. The design now represents a placement projection of both the tiers on a single plane but is aware of which cell lies in which tier. The timing optimization tool can then fix the new set of
violating paths only. For subsequent stages after preCTS, only the slower (top-tier) cell library is used. This enables the newly added/upsized cells to satisfy the timing constraints irrespective of which tier they are finally placed on. For most designs, only few paths need to be fixed. and hence, the number of new cell additions is relatively low.

4.2.2.3 M3D clock tree design

Clock tree design is a critical step in any IC design flow and minimizing clock skew across the entire design is an important requirement. Therefore clock tree design is important in M3D as well. Since all the optimization and design is carried out in a 2D-like environment (scaled dimensions) involving cells in both the tiers, the clock tree network is fixed in one tier only to maintain the original optimized tree structure. The MIV connections are planned for clock sinks of flip-flops/register-files in the other tier. Figure 28a shows a

Figure 27: Full-chip monolithic 3D IC layouts of OpenSPARC T2 core using a foundry 14nm finFET PDK. The footprint is 415x415um. Zoom-in shows MIVs (yellow) and cells (cyan).
Figure 28: Clock tree synthesis method. (a) FFs in the top-tier are connected with a single tree, and FFs in the bottom are connected only using clock MIVs, (b) Full-chip top-tier clock tree in T2 core, (c) zoom in of a single clock MIV.

Figure 28b shows the full clock tree for T2 core. While the clock sinks are spread across both the tiers, the primary tree (blue lines) is fixed in the top-tier. There is some clock routing in the bottom-tier due to the clock MIV to flip-flop connections as explained earlier.

4.2.2.4 Rest of the design flow

The inclusion of tier specific cell information affects some paths lying partially or fully in the top-tier. For the bottom-tier cells, the tool only needs to fix clock skew and net routing impact similar to 2D ICs. Since, only the slow (top-tier) cell library is used for later stages, the timing optimization fixes all kinds of paths (confined to one tier or crossing tiers) using...
only slower cells. Hence, after a full 2D-like tier-aware 3D optimization, another step of partitioning the newly added cells is carried out. The original faster cells are fixed in the bottom-tier only. The idea is to have area balance and maximize interconnect savings by allowing high 3D cutsize while maintaining the optimized tier-aware 3D placement results. This is followed by scaling up of the cells back to their original size, tier-by-tier placement legalization, MIV planning [9], tier-by-tier routing and power/timing analysis.

4.2.3 Results

4.2.3.1 Power saving challenge with finFET

The total power in a digital design (excluding I/O pads) can be divided into cell-internal, switching and leakage power. Cell-internal power is the power dissipated inside a logic gate (excluding cell pins) due to the switching of internal nodes and short-circuit power. Switching power is further divided into wire switching and cell-pin switching. Wire switching comes from the interconnect capacitance while cell-pin switching is due to the switching of input gate capacitance of the logic gates.

FinFETs have high input gate capacitance and high cell power. For finFETs, cell-power becomes relatively more dominant compared to planar technologies. Table 19 shows the detailed results for all designs implementations for the three different benchmarks. Comparing 2D IC and M3D designs, the key observations are (1) Relative contribution of wire power to total power is lesser for designs using finFET technology. (2) Significant savings in wirelength and wire power in M3D designs. (3) Due to high cell power contribution, total power saving in M3D is modest for AES and T2 core. LDPC is wire-dominated and hence shows significant power savings of up to 28% in M3D. This includes the cell power savings obtained by reducing buffers and cell-sizes.

4.2.3.2 Power vs. performance trade-off

The TA-M3D design flow guarantees timing closed design using high quality commercial tools even with slow transistors in the top-tier, as shown in Figure 29. But to recover the
Table 19: Design comparisons under 0%, 5%, 10%, and 15% top-tier performance degradation. Results with Shrunk2D [45] (which ignores top-tier degradation) are shown for comparison. Leakage power is very small (<1%) at typical PVT corner and hence not reported separately. Power values are reported in mW. Power saving shows the total power saving w.r.t. 2D results.

<table>
<thead>
<tr>
<th>Design case</th>
<th>Freq. (GHz)</th>
<th>Footprint ($\mu m \times \mu m$)</th>
<th>#Cells x1000</th>
<th>Bot/Top Cell Area</th>
<th>#MIVs</th>
<th>WL (m)</th>
<th>Wire Power</th>
<th>Cell-Pin Power</th>
<th>Cell-Internal Power</th>
<th>Total Power</th>
<th>Power Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LDPC, wire-dominated</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D IC</td>
<td>1.87</td>
<td>290×290</td>
<td>65.6</td>
<td>-</td>
<td>-</td>
<td>1.76</td>
<td>127.1</td>
<td>73.8</td>
<td>103.8</td>
<td>305.0</td>
<td>-</td>
</tr>
<tr>
<td>Shrunk2D 0%</td>
<td>1.87</td>
<td>205×205</td>
<td>58.0</td>
<td>51:49</td>
<td>22,162</td>
<td>1.22</td>
<td>87.8</td>
<td>54.9</td>
<td>78.0</td>
<td>220.9</td>
<td><strong>27.6%</strong></td>
</tr>
<tr>
<td>TA-M3D Flow -5%</td>
<td>1.87</td>
<td>205×205</td>
<td>62.0</td>
<td>52:48</td>
<td>1.22</td>
<td>88.1</td>
<td>57.1</td>
<td>81.8</td>
<td>227.1</td>
<td><strong>25.5%</strong></td>
<td></td>
</tr>
<tr>
<td>-10%</td>
<td></td>
<td></td>
<td>62.5</td>
<td>54:46</td>
<td>1.23</td>
<td>88.5</td>
<td>59.2</td>
<td>83.5</td>
<td>231.4</td>
<td><strong>24.1%</strong></td>
<td></td>
</tr>
<tr>
<td>-15%</td>
<td></td>
<td></td>
<td>70.9</td>
<td>53:47</td>
<td>1.35</td>
<td>102.1</td>
<td>83.3</td>
<td>103.6</td>
<td>289.1</td>
<td><strong>5%</strong></td>
<td></td>
</tr>
<tr>
<td><strong>AES, gate-dominated</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D IC</td>
<td>4.10</td>
<td>320×320</td>
<td>166.4</td>
<td>-</td>
<td>-</td>
<td>1.22</td>
<td>67.4</td>
<td>132.9</td>
<td>181.8</td>
<td>382.7</td>
<td>-</td>
</tr>
<tr>
<td>Shrunk2D 0%</td>
<td>4.10</td>
<td>225×225</td>
<td>163.0</td>
<td>51:49</td>
<td>51,051</td>
<td>0.92</td>
<td>59.3</td>
<td>119.5</td>
<td>170.9</td>
<td>350.2</td>
<td><strong>8.5%</strong></td>
</tr>
<tr>
<td>TA-M3D Flow -5%</td>
<td>4.10</td>
<td>225×225</td>
<td>164.3</td>
<td>52:48</td>
<td>0.96</td>
<td>61.1</td>
<td>129.6</td>
<td>173.2</td>
<td>365.2</td>
<td><strong>4.6%</strong></td>
<td></td>
</tr>
<tr>
<td>-10%</td>
<td></td>
<td></td>
<td>167.2</td>
<td>52:48</td>
<td>0.96</td>
<td>62.1</td>
<td>131.5</td>
<td>176.3</td>
<td>369.2</td>
<td><strong>3.5%</strong></td>
<td></td>
</tr>
<tr>
<td>-15%</td>
<td></td>
<td></td>
<td>170.6</td>
<td>52:48</td>
<td>0.97</td>
<td>62.4</td>
<td>136.5</td>
<td>174.8</td>
<td>374.0</td>
<td><strong>2.3%</strong></td>
<td></td>
</tr>
<tr>
<td><strong>T2 core, processor core</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D IC</td>
<td>1.90</td>
<td>585×585</td>
<td>206.7</td>
<td>-</td>
<td>-</td>
<td>4.18</td>
<td>144.3</td>
<td>89.9</td>
<td>247.2</td>
<td>483.1</td>
<td>-</td>
</tr>
<tr>
<td>Shrunk2D 0%</td>
<td>1.90</td>
<td>415×415</td>
<td>204.7</td>
<td>51:49</td>
<td>68,022</td>
<td>3.32</td>
<td>124.7</td>
<td>88.9</td>
<td>231.4</td>
<td>446.6</td>
<td><strong>7.6%</strong></td>
</tr>
<tr>
<td>TA-M3D Flow -5%</td>
<td>1.90</td>
<td>415×415</td>
<td>204.9</td>
<td>51:49</td>
<td>68,139</td>
<td>3.33</td>
<td>125.1</td>
<td>89.9</td>
<td>229.4</td>
<td>445.8</td>
<td><strong>7.7%</strong></td>
</tr>
<tr>
<td>-10%</td>
<td></td>
<td></td>
<td>205.0</td>
<td>51:49</td>
<td>68,399</td>
<td>3.33</td>
<td>125.1</td>
<td>90.0</td>
<td>229.3</td>
<td>445.8</td>
<td><strong>7.7%</strong></td>
</tr>
<tr>
<td>-15%</td>
<td></td>
<td></td>
<td>205.6</td>
<td>51:49</td>
<td>71,978</td>
<td>3.33</td>
<td>125.8</td>
<td>90.3</td>
<td>229.8</td>
<td>447.3</td>
<td><strong>7.4%</strong></td>
</tr>
</tbody>
</table>
lost performance, there is an additional usage of timing buffers and larger cells. While the critical-path based partitioning reduces this usage, too much degradation can lead to a heavy power overhead.

Table 19 summarizes the power-performance trade-off of handling slow transistors in the top-tier of monolithic 3D ICs. Figure 30 shows the effectiveness of the partitioning method in confining most part of the worst paths in the bottom-tier only. The relative presence of worst paths (red lines) in the top-tier of the optimized designs is much lower than that in the baseline case. The cell area ratio is also reported in Table 19 to highlight that area balance is maintained. Note that for similar cell layouts, lower $I_{DSAT}$ implies lesser cell-internal power. However cell-pin power depends on input gate-capacitance of a cell layout and hence remains similar in all cases. Therefore, the overall full-chip power impact is dependent on the total power and path distribution for the baseline (0%) case, and the number of affected paths with a slower top-tier. Figure 31 summarizes the overall power (w.r.t. 2D IC) for the benchmarks under different cases of top-tier performance degradation.

4.2.3.3 Analysis of results

LDPC is a heavily wire-dominated circuit and has only 2,048 timing paths. With -15% degradation in the top-tier, all paths fail to meet timing (Figure 29a) in the baseline design and hence the overhead in fixing them is significant (Table 19). However, for the other cases, the overall power savings is still very high (24-26%) by using the critical path based partitioning. The transition in going from top-tier degradation of 10% to 15% is very sharp due to 14% extra cell usage and the additional wires.

For AES, cell power dominates the total power. Addition of buffers and larger cell sizes used to meet the performance requirement increase this cell power further. Though cell-internal power for cells in top-tier reduce due to slower transistors, cell-count and cell-pin power increase is higher.
Figure 29: Path delay distributions under 0% and 15% top-tier degradation. All paths to the left of dotted line (= negative slack region) are violating timing constraint. Shrunk2D flow [45] is used for comparison. The paths in design using the new flow satisfy timing even under 15% degradation. (a) LDPC with 2,048 paths, (b) AES with 10,767 paths, (c) T2 core with 38,082 paths.
T2 core has two key design features. (1) It has $\sim 47\text{K}$ flip-flops (Table 18) and $\sim 205\text{K}$ cells. Flip-flops have very high cell power and their count does not change for a given RTL. (2) The timing paths are widely distributed and hence a slower top-tier affects $\sim 15\%$ paths (Figure 29c). Therefore, after fixing the paths using the TA-M3D flow, the relative addition of cells is low, and above that, the top-tier flip-flop power is lower due to slower transistors. Hence the overall power savings remain similar ($\sim 7.5\%$) in all cases.

Figure 30: 100 worst timing paths (red lines) in LDPC design under 10% degradation. (a) Shrunk2D Flow [45], timing not closed, (b) The TA-M3D Flow, timing closed. In this design, fewer critical paths are placed in the top (= slow) tier. In addition, excessive buffers and sizing is not done to optimize the slow (= top) tier.

4.2.3.4 Clock tree metrics

Table 20 shows details of the clock buffers and clock power for the different design cases for all benchmarks. LDPC has very few flip-flops (=clock sinks) and hence uses less clock buffers and clock power. T2 core is a cpu core with $\sim 47\text{K}$ flip-flops and 79 register-file modules. Therefore, the clock tree is large (Figure 28b) with many clock buffers. However,
Table 20: Clock buffer count and clock power results. Note that slower transistors in the top-tier show little impact on power due to the small number of buffers added.

<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>M3D Shrink2D</th>
<th>-5%</th>
<th>-10%</th>
<th>-15%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LDPC (1.87GHz, 60K cells)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clock Buffers</td>
<td>73</td>
<td>77</td>
<td>75</td>
<td>75</td>
<td>79</td>
</tr>
<tr>
<td>Clock Power (mW)</td>
<td>2.6</td>
<td>2.4</td>
<td>2.4</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td><strong>AES (4.1GHz, 165K cells)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clock Buffers</td>
<td>550</td>
<td>356</td>
<td>431</td>
<td>495</td>
<td>504</td>
</tr>
<tr>
<td>Clock Power (mW)</td>
<td>25.7</td>
<td>25.4</td>
<td>25.2</td>
<td>25.3</td>
<td>25.9</td>
</tr>
<tr>
<td><strong>T2 core (1.9GHz, 205K cells)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clock Buffers</td>
<td>1,553</td>
<td>1,475</td>
<td>1,514</td>
<td>1,515</td>
<td>1,515</td>
</tr>
<tr>
<td>Clock Power (mW)</td>
<td>66.9</td>
<td>66.0</td>
<td>66.4</td>
<td>66.4</td>
<td>66.3</td>
</tr>
</tbody>
</table>

even with the clock tree using only slower cells, the overall change in power is negligible since the cell-internal power reduction compensates for the extra clock buffer usage. The clock routing required in the bottom-tier is very less compared to the full clock tree and has similar impact for all cases.

4.2.3.5 Runtime analysis

From a design runtime point of view, the only additional design step compared to the prior works [9, 45, 14], is the second partitioning step to determine the tier location of the newly added cells. This additional step has an average runtime of only 63s for LDPC, 463s for AES and 242s for T2 core benchmark. The other runtime increase is the extra time taken by the tool to optimize the newly degraded paths after addition of information about slower (top-tier) cells. However, the overall design cycle for very large designs, even for prior monolithic design implementation flows [9, 45], is few hours (includes 2D-like 3D placement, optimization, routing, partitioning, MIV planning, etc.). Therefore, the addition of a few minutes using the TA-M3D flow is insignificant, especially when the end result is a fully optimized timing-closed design with slower transistors in the top-tier.
4.3 BEOL Impact in Bottom-tier

4.3.1 Full-chip design settings

4.3.1.1 Reference M3D design settings

For the reference M3D design optimization with high quality commercial tools, there are two options, (1) Shrunk2D flow [45] followed by partitioning and (2) Regular 2D IC design with pre-fixed pins, followed by folding along an edge. Shrunk2D flow is shown to have higher power savings [45, 12] and it provides more freedom to implement different partitioning schemes to mitigate technology issues without any over optimization. The second edge-folding technique does not have this flexibility because the partitioning has to be done along edge and cannot be modified. In addition, wirelength and power savings are absent in this approach [9].

Shrunk2D optimization is used for the reference designs. These designs are optimistic because they use same device performance and copper BEOL in both tiers, both of which are not simultaneously practical. In this method, the physical dimensions of cells, wire pitches/widths and chip dimensions are scaled down to create a virtual next node. However, the electrical properties of cells (.lib file) and interconnects (RC per unit length) is kept the same as original technology. These tricks enable the correct mapping of interconnect

Figure 31: Power consumption (w.r.t 2D ICs) under various top-tier transistor degradation.
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Figure 32: Monolithic 3D IC design flow for impact study of BEOL in bottom-tier. This part of the work focuses on the 3D IC tier partitioning step.

savings obtained by 3D IC designs during 2D-like 3D IC timing optimization. Since RC per unit length (.tch file) is same, the parasitics are correctly evaluated as in a two-tier 3D IC designs but with both the tiers overlapped. The end result is the design with cells in both tiers of monolithic 3D IC projected onto a single 2D plane and well optimized in terms of timing and cell sizing. This is treated as an ideal 3D IC design with zero vertical interconnect overhead.

The next step is division of the 2D placement into a rectangular grid with multiple bins and then partitioning the cells into two tiers using local mincut in each such bin while maintaining decent area balance and similar x-y location as obtained after optimization. MIV planning is carried out by using 3D metal stack of both tiers together with cell pins defined in appropriate locations [9, 45]. The vias running from top-metal of the bottom-tier to bottom-metal of the top-tier give the optimized MIV locations for the provided partitioning solution. Finally, the individual tiers are routed followed by 3D power analysis. MIV size (50nm) and parasitics (10Ω, 0.2fF) are fixed as per foundry 22nm PDK metal pitches, via-sizes, and via aspect ratio. The overall design flow is summarized in Figure 32, with this work focusing on the 3D tier partitioning techniques to mitigate BEOL impact and reduce cost in two-tier monolithic 3D ICs. Equal transistor performance is assumed in both-tiers but with tungsten interconnect in the bottom-tier. Once again, power delivery
Table 21: Benchmarks used in this work. Design metrics are based on 2D IC GDSII layouts using a foundry 22nm FDSOI PDK and commercial CAD tools.

<table>
<thead>
<tr>
<th></th>
<th>LDPC wire dominated</th>
<th>SIMD medium</th>
<th>AES cell dominated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (GHz)</td>
<td>1.64</td>
<td>2.36</td>
<td>3.27</td>
</tr>
<tr>
<td>Footprint (µm)</td>
<td>320 x 320</td>
<td>320 x 320</td>
<td>300 x 300</td>
</tr>
<tr>
<td>Density (%)</td>
<td>49.1</td>
<td>70.0</td>
<td>77.6</td>
</tr>
<tr>
<td># Total cells</td>
<td>97,466</td>
<td>150,655</td>
<td>175,548</td>
</tr>
<tr>
<td># Total nets</td>
<td>100,357</td>
<td>154,630</td>
<td>175,808</td>
</tr>
<tr>
<td>Metals used (# layers)</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Wirelength (m)</td>
<td>2.29</td>
<td>2.08</td>
<td>1.19</td>
</tr>
<tr>
<td>Wire Power (mW)</td>
<td>107.4</td>
<td>48.7</td>
<td>31.7</td>
</tr>
<tr>
<td>Cell Power (mW)</td>
<td>117.4</td>
<td>84.8</td>
<td>93.9</td>
</tr>
<tr>
<td>Total Power (mW)</td>
<td>224.8</td>
<td>133.5</td>
<td>125.6</td>
</tr>
<tr>
<td>Wire Power %</td>
<td>48%</td>
<td>37%</td>
<td>25%</td>
</tr>
</tbody>
</table>

Table 22: 3D IC design metrics using Shrunk2D flow [45].

<table>
<thead>
<tr>
<th></th>
<th>LDPC</th>
<th>SIMD</th>
<th>AES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (GHz)</td>
<td>1.64</td>
<td>2.36</td>
<td>3.27</td>
</tr>
<tr>
<td>Footprint (µm)</td>
<td>198 x 198</td>
<td>220 x 220</td>
<td>210 x 210</td>
</tr>
<tr>
<td>Density (%)</td>
<td>46.2</td>
<td>70.6</td>
<td>76.0</td>
</tr>
<tr>
<td># Total cells</td>
<td>71,355</td>
<td>147,760</td>
<td>174,229</td>
</tr>
<tr>
<td># Total nets</td>
<td>74,779</td>
<td>151,458</td>
<td>174,489</td>
</tr>
</tbody>
</table>

network (PDN) impact study, 3D IC thermal analysis, PVT variation analysis and yield calculations are not included in this section of the research.

4.3.1.2 Benchmarks and metrics

All the designs in this study use foundry 22nm FDSOI PDK at the typical PVT corner and are designed for the same high frequency in both 2D and 3D implementations of the respective benchmarks. Cadence Innovus is used for standard place and route optimization and Synopsys Primetime for power and timing analysis. A wire-dominated low-density parity check (LDPC), a commercial single instruction multiple data (SIMD) engine and a gate-dominated advanced encryption standard (AES) benchmark are used to cover different kinds of designs categories. Table 21 shows the 2D design details of the benchmarks
Figure 33: 2D IC and monolithic 3D IC GDSII layouts. Metal6 (topmost metal) is amber color, and Metal5 is maroon. (a) LDPC: very long nets and global spread (b) SIMD: long nets (c) AES: short nets but locally dense. All layouts are to scale.
used in this study. Table 22 shows the high-level design details after 2D-like 3D optimization (Shrink2D) of the benchmarks. Depending on contribution of wire-power in 2D IC and the wirelength savings in 3D IC, buffering and cell-upsizing is also reduced in 3D IC implementation, leading to cell-power savings as well. The 2D and 3D designs are optimized to have similar final cell-placement density as reported in Table 21 and 22. Figure 33 shows the GDSII level final layouts of the benchmarks. LDPC has very long nets with high wire-power contribution, while AES has shorter nets and localized clusters of dense connections. These factors influence the final power savings observed in the M3D designs, which are discussed in later sections.

4.3.2 M3D bottom-tier BEOL issues

4.3.2.1 Impact of tungsten resistance

Figure 34 shows the delay degradation due to the increase in the resistance of bottom-tier BEOL in the three different benchmarks. The bulk resistance of tungsten is 3.3X higher than copper. The degradation is evaluated at the different points up to 4X worse resistance. Further increase in the resistance will lead to further degradation in timing. In this analysis, the reference design flow is used, while maintaining similar design density in 2D IC and 3D IC designs. For the baseline case, a grid-based regular partitioning on the optimized 3D designs is carried out using Fiduccia Mattheyses (FM) algorithm [25]. During partitioning, the only constraint is to maintain an area-balance with area skew of <10% across both tiers. Since the 2D-like 3D designs are optimized with copper as interconnects, the impact of tungsten in bottom-tier BEOL is not accounted for during optimization. This leads to significant negative slack in the timing paths which pass through the bottom-tier. The increase in resistance worsens timing in terms of resulting negative slack. However, the relative degradation depends on the original path delay. The degree of degradation also depends on how many timing paths and how much portion of each path crosses the bottom-tier. LDPC is a heavily interconnect-dominated benchmark. The timing paths have longer
Figure 34: Full-chip timing degradation with respect to increase in the bottom-tier tungsten BEOL resistance. Higher interconnect component in timing paths results in more degradation.

wires compared to AES benchmark. Therefore, the resulting magnitude of negative slack, due to increase in resistance, is highest for LDPC, followed by SIMD and then AES. Simple partitioning schemes have no control on the distribution of these paths. They only consider the connectivity graph and area-balance during partitioning.

4.3.2.2 Accurate routing overhead modeling

Shrunk2D [45] methodology carries out design and optimization in a single 2D plane. However, on splitting the cells into two tiers, the vertical connections between cells have to cross through the entire BEOL stack of bottom-tier before reaching the MIVs in the top-tier. Figure 35 shows the two device layers and the 3D routing in cells across different tiers which has to go through bottom-tier BEOL. With gate to gate 2D distance scaling to sub-micron values in advanced technologies, the 3D routing cannot be considered negligible anymore. This extra routing for 3D nets has two consequences: (1) The timing optimization carried out in the Shrunk2D phase does not account for the additional routing. (2) Extra
routing means extra interconnect capacitance which results in additional wire power. Both of these issues aggravate further if tungsten is used in bottom-tier. Therefore, reducing metal layers from bottom-tier not only helps in reducing cost, it also helps in reducing negative impact on power and timing. However, directly reducing metal layers without any design consideration will lead to heavy congestion, long detours and a possible routing failure with multiple errors.

The use of tungsten needs to be accounted for during optimization. Also, the 3D routing across the bottom-tier BEOL cannot be completely avoided. However, these adverse impacts can be reduced significantly by using clever partitioning strategy as discussed in the following subsections. The two proposed partitioning methodologies are independently presented without combining one with the other.

### 4.3.3 Path-based tier partitioning

#### 4.3.3.1 Motivation

The slack distribution of all timing paths of the SIMD benchmark is shown in Figure 36. The slack information is obtained after placement, routing and timing optimization of the 3D designs as discussed in Section 4.3.1.1. The key observation is that the distribution is
Figure 36: Timing path distribution of optimized 3D design (SIMD benchmark) before partitioning. The wide distribution offers good room of positive slack to tolerate additional interconnect delay.

wide and many paths have very high positive slack. Not all paths are equally critical. In this particular example, almost 50% of the paths have a positive slack of >50ps. Therefore, these paths can tolerate an additional delay of up to 50ps and still satisfy the system timing constraints. The idea uses this fact by confining some of the most critical timing paths in the top-tier of M3D, so that they remain protected from the adverse impact of tungsten interconnect. The tolerance achieved by confining them in the top-tier is influenced by the actual distribution of the timing paths and the degree of connectivity in the netlist.

4.3.3.2 Algorithm and complexity analysis

Algorithm 1 explains the path-based tier partitioning algorithm. The key idea is to try and confine as many worst critical paths in the top-tier as possible without violating area skew constraint and without increasing the cutsize drastically. MIVs are minuscule and occupy negligible area. Therefore, it is possible to increase the cutsize to achieve the target. However, too much increase leads to congestion issues in the bottom-metal (metal1) of the top-tier since all the MIVs need to be routed. The inputs to the new algorithm
Algorithm 1: Path-based tier partitioning algorithm

**Data:** Shrunk2D design (Placement and Timing Slack)
**Result:** Tier-location of all cells

1. **Function** PathBased(path_max)
   2. GetDesignDatabase();
   3. path = worst_path;
   4. **while** path_count ≠ path_max **do**
      5. AssignPathToTier(path, top);
      6. path_count++;
      7. path = next_worst_path;
   8. **end**
   9. GridBasedFMPartition();
   10. **if** (complete == 0) **then**
      11. new_path_max = path_max-20;
      12. PathBased(new_path_max);
   13. **end**
14. **end**

15. **Function** AssignPathToTier(path, tier_no)
   16. ∀cell ∈ path : cell → tier = tier_no;
17. **end**

18. **Function** GridBasedFMPartition()
   19. **if** (Bin_Area_skew > 10%) **then**
      20. complete = 0;
      21. return;
   22. **end**
   23. **else**
      24. FM partition per bin;
      25. complete = 1;
      26. return;
   27. **end**
28. **end**
are already present in the design database after the 3D placement optimization using the Shrunk2D approach. The detailed timing information of all paths is directly obtained from the Cadence Innovus after optimization. Therefore, there is no additional runtime overhead of evaluating timing in this new approach. The \textit{GetDesignDatabase()} function reads the input information into partitioning engine.

The main function \textit{PathBased()} takes in a high max path count as input, and carries out FM partitioning with these critical paths pre-partitioned in the top-tier. Too many paths being fixed in the top-tier may result in high area-skew across tiers. In such a case, the max paths count is reduced by 20 paths and the function is run recursively until the final partitioning result is obtained. The \textit{GridBasedFMPartition()} function divides the layout in a grid structure and carries out mincut FM bi-partitioning ($O(n)$ complexity) in each bin of the grid while maintaining <10% local area skew across tiers. The major difference from the baseline partitioning (Section 4.3.2.1) is that many cells are pre-partitioned into the top-tier before starting the FM algorithm. The overall runtime depends on the number of recursions occurring to obtain the final results. The recursions can be limited by choosing an aggressive, yet judicious max path count after observing the timing slack distribution.

\textbf{4.3.3.3 Experimental results}

Table 23 summarizes the design results for the different benchmarks using the path-based partitioning algorithm. For comparison, the baseline partitioning results are also presented. One of the very important information provided is the cell-area ratio across tiers. With the new approach, a very good area balance is maintained. High area-skew will result in one-tier requiring more silicon. Due to sequential fabrication process, the other tier has to be of same area, even though major part of it will be whitespace. Therefore, good area-balance is very critical in maintaining footprint reduction benefits in M3D.

Using the developed algorithm, the impact of bottom-tier interconnect resistance can
Table 23: Results with the path-based partitioning. 2.2X to 4X BEOL resistance degradation in the bottom-tier can be tolerated without compromising full-chip M3D power and area balance across tiers. The runtime includes tier partitioning step only.

<table>
<thead>
<tr>
<th>Method</th>
<th>Bot:Top Cell-Area</th>
<th>#MIVs</th>
<th>Wirelength (m)</th>
<th>Congestion</th>
<th>WireCap</th>
<th>Power (mW)</th>
<th>Tolerable</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Top-Tier</td>
<td>Bot-Tier</td>
<td>Total</td>
<td>Hor (X)</td>
<td>Ver (Y)</td>
<td>Wire</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LDPC (1.64 GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>49:51</td>
<td>19,931</td>
<td>0.72</td>
<td>0.76</td>
<td>1.48</td>
<td>0.01</td>
<td>0.01</td>
<td>244.8</td>
</tr>
<tr>
<td>path-based</td>
<td>53:47</td>
<td>21,803</td>
<td>0.69</td>
<td>0.82</td>
<td>1.51</td>
<td>0.03</td>
<td>0.09</td>
<td>253.8</td>
</tr>
<tr>
<td><strong>SIMD (2.36 GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>50:50</td>
<td>40,558</td>
<td>0.93</td>
<td>0.89</td>
<td>1.82</td>
<td>0.01</td>
<td>0.04</td>
<td>318.6</td>
</tr>
<tr>
<td>path-based</td>
<td>51:49</td>
<td>46,213</td>
<td>0.92</td>
<td>0.95</td>
<td>1.87</td>
<td>0.01</td>
<td>0.08</td>
<td>332.3</td>
</tr>
<tr>
<td><strong>AES (3.27 GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>51:49</td>
<td>35,797</td>
<td>0.54</td>
<td>0.57</td>
<td>1.11</td>
<td>0</td>
<td>0.04</td>
<td>166.5</td>
</tr>
<tr>
<td>path-based</td>
<td>50:50</td>
<td>42,270</td>
<td>0.55</td>
<td>0.65</td>
<td>1.20</td>
<td>0.01</td>
<td>0.11</td>
<td>170.8</td>
</tr>
</tbody>
</table>
be tolerated to significant extent, without any further timing optimization. The second-last column shows the tolerable limit of worse resistance in the bottom-tier. The baseline designs cannot tolerate any degradation in interconnects. The degree of tolerance depends on the role of interconnect in the benchmarks. LDPC is heavily interconnect dominated and hence interconnect degradation is more critical than in other designs. Even then, up to 2.2X resistance increase in the bottom-tier interconnects can be handled. Further degradation in resistance requires new optimization techniques or new interconnect material innovations. On the other hand, AES has short nets and hence interconnect impact is relatively lower. With this developed approach, full 4X resistance increase in the bottom-tier interconnect can be handled.

The side-affects of achieving the desired goals is the increase in cutsize (hence MIV count) and congestion which leads to more wirelength with minor increase (<2%) in total power. The congestion in both horizontal and vertical direction is also shown in the Table 23. The runtime for path-based tier-partitioning is higher because the partitioning process goes through a few recursions, depending on choice of initial max path count to be fixed on top-tier. However, the overall runtime for partitioning is a few minutes only and is negligible compared to the total design runtime of few hours (includes MIV planning, tier-by-tier routing and parasitic extraction). Therefore, path-based partitioning algorithm proves highly beneficial to reduce or completely remove the optimization overhead of handling tungsten interconnects.

### 4.3.4 Net-based tier partitioning

#### 4.3.4.1 Motivation

While CAD methodology and power reduction for monolithic 3D ICs has been extensively studied [9, 45, 12], there are no prior works targeted towards saving cost in M3D to push it further as an alternative to technology scaling or extension of current technology node. Nayak et al. [41] have modeled power-performance-cost (PPC) benefits of M3D and
TSV-based 3D ICs, but only with estimated cost benefits and no actual designs. In this subsection, the focus is on reducing the cost in M3D by proposing a net-based partitioning algorithm with the objective of reducing metal layer usage in the bottom-tier. M3D gives significant savings in wirelength. Therefore, for the same design, the usage of metal layers in one or both the tiers can be reduced. This helps in reducing overall fabrication cost of an IC, by reducing the number of masks and cycle time. The reduction is significant especially in advanced nodes where tight minimum pitch and multiple patterning increase the back end of line (BEOL) cost by a considerable amount.

4.3.4.2 Algorithm and complexity analysis

Algorithm 2 describes the developed net-based tier partitioning algorithm for gate-level M3D. The target is to reduce the metal usage in bottom-tier as much as possible without affecting the cell-area balance between the two tiers and while minimizing power overhead. Initial overlapped 2D placement results provides a clear idea of the x-y locations of the cells but not the tier of placement. Figure 37 shows the HPWL distribution of all nets in
After 3D design, but before any partitioning. The longer nets, though relatively lesser in count, account for 50% of total wirelength.

The idea is to choose the longest nets from these 2D placement results and force such nets in top-tier only. The other shorter nets and the resulting 3D nets use the bottom-tier metal with reduced demand of routing resources. Note that by placing the long nets in top-tier, any extra wires are not added, as the placement locations of cells are already determined. In fact, it actually helps in reducing the 3D routing overhead by avoiding unnecessary snaking of wires across two tiers for longer nets, which may be cut during simple area-balance partitioning only. The routing resource demand in the bottom-tier is also reduced as relatively shorter nets are routed in the bottom-tier.

There are two good ways to determine the length of a net. They are net’s cell-count i.e. number of cells in the net and the 2D half perimeter wirelength (HPWL) which is the Manhattan distance between the placement location of the extreme cells in the net. A net with many cells may not be necessarily spread across a larger area with longer wirelength, depending on how the design was optimized and the cells placed. Therefore, it is not the best metric to assess the length of a net. Therefore, the HPWL data obtained from the Shrunken2D placement results is used. The partitioning tries to maintain the 2D locations of the cells. Therefore, HPWL gives a practical estimate of the net wirelength excluding the 3D routing overhead. The calculation and sorting of HPWL of all nets is a one-time requirement just after Shrunken2D placement. Since the cell 2D placement information is already available, time complexity is $O(n \log n)$, where $n$ is the total number of nets.

The main function $NetBased()$ picks all nets with their HPWL greater than a threshold HPWL value ($hpwl_{\text{max}}$), and fixes the cells in these nets in top-tier. The parameter $hpwl_{\text{max}}$ is recursively reduced until an area-balanced partitioning solution is achieved. The final cell and net count in each tier is similar to that in normal area-balanced partitioning but the longer nets get confined to the top-tier. The runtime overhead is negligible compared to the runtime of entire process of monolithic 3D IC design (Figure 32) which
Algorithm 2: Net-based tier partitioning algorithm

Data: Shrunk2D design (Placement and Nets’ HPWL)
Result: Tier-location of all cells

Function NetBased (hpwl_max)
1. GetDesignDatabase();
2. $\forall n \in \text{Nets}$ such that $n \rightarrow \text{hpwl} \neq \text{hpwl} \_\max \quad \text{AssignNetToTier} (n, \text{top});$
3. GridBasedFMPartition();
4. if (complete == 0) then
5. new_hpwl_max = hpwl_max-5;
6. NetBased (new_hpwl_max);
7. end
8. end
9. Function AssignNetToTier (net, tier_no)
10. $\forall cell \in \text{net} : cell \rightarrow \text{tier} = \text{tier} \_\no;$
11. end
12. Function GridBasedFMPartition()
13. if (Bin_Area_skew > 10\%) then
14. complete = 0;
15. return;
16. end
17. else
18. FM partition per bin;
19. complete = 1;
20. return;
21. end
22. end
23. end
involves much more time intensive steps of design optimization and routing.

4.3.4.3 Experimental results

Using the net-based partitioning algorithm, monolithic 3D IC metal layer savings are achieved for the three different benchmarks. Table 24 shows the detailed results in terms of per-tier wirelength, congestion, wire capacitance, wire-power and total power with different metal layer usage for different design implementations. Cost savings by reduction of metal layers cannot be disclosed due to foundry confidentiality requirements. One key advantage of the net-based algorithm is that, the wirelength per-tier can be significantly skewed without affecting the area-skew. This is because the long nets are picked and fixed on the top-tier leading to controlled wirelength skew across tiers. As a result, the routing demand in the bottom-tier is reduced significantly, resulting in up to three metal layers reduction. The number of metal layers used across the various implementations are shown in the second column of Table 24. All the 2D IC and baseline M3D implementations of the three different benchmarks use 6 metal layers (both tiers of M3D). The cell-area ratio in top and bottom-tiers is also shown to highlight the fact that there is a good area-balance across the tiers to maintain footprint savings. The cutsize increases with higher wirelength skew across tiers.

As a consequence of reducing routing resources, the overall relative demand of routing resources increase, which results in more congestion and higher total wire capacitance due to increased proximity of signal wires. Simply reducing the metal layer limit in the bottom-tier for the same baseline partitioning, (i.e. without any wirelength skew) makes the bottom-tier unroutable. This is because, the routing demand in bottom-tier remains the same as the baseline case but with much lesser resources. However, this approach intentionally creates the wirelength skew, while maintaining area-balance. Therefore, the metal layers and hence cost is reduced with minor power overhead. Also, the routing in the top-tier metals becomes denser resulting in more wire capacitance. Depending on the design characteristics, there are varying results in terms of reducing number of metal layers
Table 24: Results with the net-based partitioning and metal layer saving in the bottom-tier. Top-tier uses six metal layers in all cases. 3 metal layers are reduced in all cases with minimal impact on full-chip M3D power and area balance across tiers. The runtime includes tier partitioning step only.

<table>
<thead>
<tr>
<th>Method</th>
<th># Metals</th>
<th>Bot:Top</th>
<th>#MIVs</th>
<th>Wirelength (m)</th>
<th>Congestion</th>
<th>WireCap</th>
<th>Power (mW)</th>
<th>Runtime (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Bot-Tier)</td>
<td>Cell-Area</td>
<td></td>
<td>Top-Tier</td>
<td>Bot-Tier</td>
<td>Total</td>
<td>Hor (X)</td>
<td>Ver (Y)</td>
</tr>
<tr>
<td><strong>LDPC (1.64 GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>6</td>
<td>49:51</td>
<td>19,931</td>
<td>0.72</td>
<td>0.76</td>
<td>1.48</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>net-based</td>
<td>5</td>
<td>51:49</td>
<td>20,110</td>
<td>0.87</td>
<td>0.61</td>
<td>1.48</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>52:48</td>
<td>21,871</td>
<td>0.97</td>
<td>0.52</td>
<td>1.49</td>
<td>0.01</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>55:45</td>
<td>23,301</td>
<td>1.09</td>
<td>0.43</td>
<td>1.52</td>
<td>0.14</td>
<td>0.07</td>
</tr>
<tr>
<td><strong>SIMD (2.36 GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>6</td>
<td>50:50</td>
<td>40,558</td>
<td>0.93</td>
<td>0.89</td>
<td>1.82</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>net-based</td>
<td>5</td>
<td>50:50</td>
<td>45,386</td>
<td>0.99</td>
<td>0.78</td>
<td>1.78</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>52:48</td>
<td>52,178</td>
<td>1.13</td>
<td>0.68</td>
<td>1.81</td>
<td>0.07</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>54:46</td>
<td>50,274</td>
<td>1.28</td>
<td>0.66</td>
<td>1.94</td>
<td>0.29</td>
<td>0.26</td>
</tr>
<tr>
<td><strong>AES (3.27 GHz)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>6</td>
<td>51:49</td>
<td>36,069</td>
<td>0.54</td>
<td>0.57</td>
<td>1.11</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>net-based</td>
<td>5</td>
<td>49:51</td>
<td>42,270</td>
<td>0.56</td>
<td>0.56</td>
<td>1.12</td>
<td>0.01</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>55:45</td>
<td>38,993</td>
<td>0.69</td>
<td>0.53</td>
<td>1.22</td>
<td>0.17</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>55:45</td>
<td>44,893</td>
<td>0.82</td>
<td>0.47</td>
<td>1.29</td>
<td>0.27</td>
<td>0.28</td>
</tr>
</tbody>
</table>
Figure 38: Normalized power comparison of 2D IC, baseline 3D IC and net-based partitioned 3D IC with reduced metal layers in the bottom-tier. Top-tier has six metal layers in all cases.

in the bottom-tier vs. power increase. Using only two metal layers in the bottom-tier leads to very heavy congestion and incomplete routing. Moreover, power delivery requires the use of some intermediate metal layers. Hence, the partitioning methodology is evaluated to usage of three metal layers in the bottom-tier. The normalized power saving comparison is shown in Figure 38. All values are normalized to the 2D IC power of the respective benchmark.

LDPC is an interconnect dominated benchmark with long nets having global spread. With this approach, three metal layers are reduced in the bottom-tier. The routed layouts of both tiers are shown in Figure 39. The congestion increases from 1% in the baseline case to 14% in this case. However, the power benefits over 2D IC is still a significant 32% compared to the 36% in the baseline case. While wire savings reduce with more congestion, cell-power savings remain almost constant across all implementations, resulting in relatively lower impact on total power savings. For the SIMD and AES, benchmarks, the nets are relatively shorter and localized as was shown in Figure 33. Cell power savings are comparatively much lower in these designs. Therefore, any impact on wire-power savings
reflects heavily on total power savings. The localized congestion spots results in relatively higher power increase for the design implementation with three metal layers in the bottom-tier. The overall power savings are modest 5-9% for the different cases of bottom-tier metal layers reduction. The partitioning runtime becomes higher to obtain larger wirelength skew because the starting $hpwl_{\text{max}}$ is lower and multiple recursions occur before obtaining an area-balanced partitioning result. However, as discussed earlier, this increase is negligible compared to the total design runtime of few hours which includes MIV planning, tier-by-tier routing and parasitic extraction.

![3 metal layers](image1) ![6 metal layers](image2)

**Figure 39:** M3D layouts for LDPC benchmark with three metal layers in bottom-tier, using the net-based partitioning.

In general, usage of more metal layers helps in increasing the power savings due to the relaxed routing conditions. This net-based tier partitioning algorithm helps in keeping power in check, while reducing the number of metal layers in the bottom-tier. With the net-aware tier partitioning methodology, wirelength skew with proper area balance is achieved. Therefore, the congestion in bottom-tier is reduced significantly and this helps in error-free routing with low wire capacitance. Though the power-only savings are higher while using more metal layers, the combined savings including cost of reduced masks is higher with reduced metal layers in bottom-tier.
4.4 Summary

The full-chip impact of slower transistors in top-tier and tungsten interconnect in bottom-tier were independently studied. Overlooking the performance degradation during design process can result in full-chip timing failure. A new critical-path based Tier-Aware M3D (TA-M3D) design flow was developed to handle such slow transistors in the top-tier using industry-quality tools. The critical-path based partitioning and design approach ensures minimal design time and power overhead. Up to 26% power savings in M3D was demonstrated for wire-dominated benchmarks with slower transistors in the top-tier. While the design flow is robust and ensures timing closure even with a 15% degradation of the top-tier, the study also shows that for the used PDK, up to 10% degradation in the top-tier is well tolerable to maintain similar power savings as a no-variation design case.

Next, the critical issues of BEOL impact on the performance of gate-level monolithic 3D ICs was addressed. A path-based tier partitioning algorithm was developed to handle the impact of increased resistance of the bottom-tier interconnects with negligible design overhead. A tolerance of up to 4X resistance increase in the bottom-tier interconnect was demonstrated, without any additional timing optimization steps. This was followed by the development of a strategy to reduce the cost of monolithic 3D ICs by reducing the number of metal layers in the bottom-tier. The net-based tier partitioning algorithm helps in reducing the number of metal layers in bottom-tier without any routing congestion, therefore enabling cost reduction. Using this algorithm for two-tier monolithic 3D IC for an interconnect dominated benchmark, up top three metal layers in the bottom-tier were reduced, while saving 32% power compared to 2D IC.
In general, 3D ICs have been shown to provide attractive solutions to extend Moores Law [55, 4, 46]. In 3D ICs, vertical vias can vary in size from 5\(\mu\)m (TSVs) to 0.05\(\mu\)m (MIVs), offering a wide range of granularity in vertical connections. TSVs are used in block-level connections, whereas MIVs have a potential to offer vertical connections with a density reaching over 10 million/mm\(^2\). With increased challenges in scaling device technology to below 10nm nodes, M3D is being carefully studied and evaluated as a feasible alternative to scaling or an extension to an existing technology node. But any future generation technology node requires reduction in power, savings in cost, and improvement in performance. Therefore, as a feasible and attractive alternative to scaling of devices, M3D needs to provide overall benefits in terms of power and cost reduction. In addition, the magnitude of power savings of M3D is heavily dependent on the selection of device technology and process design kit (PDK) as well.

In this chapter, a comprehensive study of power, performance, area, and cost comparisons among TSVs, mini-TSVs (TSV with smaller diameter), and MIVs is presented. A design comparison of 2D ICs, monolithic 3D ICs and TSV-based 3D ICs is carried out using a silicon-validated foundry technology and commercial quality designs. Through full-chip layouts and sign-off analysis using commercial-grade tools, the potential of monolithic 3D IC is explored and validated in terms of power, performance, area and cost (PPC) against that of TSV-based 3D ICs and 2D ICs. Next, the impact of transistor technology on the power savings in monolithic 3D ICs over traditional 2D ICs is discussed.
5.1 Monolithic 3D IC vs TSV-based 3D IC

TSVs are few micrometers in diameter and they have large pitch (30-50µm) and keep-out-zone (KOZ) requirements. In addition to that, they have large parasitic capacitance. With logic gate size scaling to less than 0.5µm² in 14nm technology nodes and below, such large TSVs will be beneficial only for coarse-partitioning for block-level or die-level memory-on-logic 3D IC designs. This limitation prohibits the design of TSV-based 3D ICs to maximize interconnect and cost savings with fine-grained partitioning for 3D ICs. Monolithic Inter-Tier Vias (MIVs) are similar to metal-to-metal vias in dimensions and parasitics, enabling very fine-grained 3D partitioning in both the gate level as well as intra-gate level i.e. transistor level [37]. Miniscule 3D vias are necessary in advanced technology nodes for fine-grained partitioning.

This section compares the power and area benefits of TSV-based 3D ICs and monolithic 3D ICs w.r.t. 2D ICs for the same OpenSPARC T2 benchmark design. The study is based on full RTL-GDSII layouts using a silicon-validated foundry 14nm FinFET PDK.

5.1.1 3D IC technology scaling impact

TSV-based 3D IC technology increases memory bandwidth, improves system performance, and enables heterogeneous integration. However, as an alternative approach to scaling below 10nm technology nodes, TSVs are too big. While advanced node (14nm and below) standard cells are below 0.5µm² in area, the via diameter in most advanced TSV technology is still few micrometers with every TSV surrounded by a Keep-Out-Zone (KOZ), where no transistors can be placed. They also have minimum pitch requirement of few micrometers to tens of micrometers depending on TSV size and technology. Therefore, for advanced technologies, the area overhead associated with TSVs is too high for fine grained logic on logic partitioning.

Figure 40 shows the form factor comparison of 3D vias with logic gates of 14nm and 28nm NAND gates. The TSVs are actually aggressively sized to 2µm for mini-TSV and
Figure 40: Relative size comparison of 3D vias and NAND gates (14nm and 28nm). The diameter of monolithic inter-tier via (MIV) is $50\text{nm}$, mini TSV is $2\mu\text{m}$, and TSV is $5\mu\text{m}$.

$5\mu\text{m}$ for TSV. A practical TSV diameter would be 5-10$\mu\text{m}$. Also the figure does not show the KOZ which is a huge additional area overhead. Though TSV sizes may be reasonable for older technologies, they are too big for fine-grained partitioning of 3D IC designs in 14nm FinFET technology. However, MIVs are of similar sizes as regular vias and are perfectly suitable to enable gate-level as well as transistor-level partitioning in 14nm technology. The following sub-sections show the direct comparison of the area and power impact of both kind of 3D IC technologies.

### 5.1.2 Design methodology and setup

In this comparison study, OpenSPARC T2 single core is implemented in 2D IC, TSV-based 3D IC and monolithic 3D IC. For simple power and area comparison, all three design implementations are targeted for 1.5ns clock period (667MHz frequency) at typical operating conditions. TSV-based logic-on-logic 3D ICs cannot operate at very high frequencies due to large TSV parasitic impact. Figure 41 shows the layouts of the different implementations with a section of TSV and MIV placement enlarged. The GDSII layouts for 2D IC were designed using Cadence Innovus. while timing and power analysis is carried out using Synopsys PrimeTime. For 3D IC designs, the following specific design methodologies were used.
Figure 41: Commercial quality GDSII layouts of OpenSPARC T2 single core using a foundry 14nm FinFET PDK. The footprints of 2D, mini TSV 3D, and monolithic 3D IC (M3D) are $585 \times 585 \mu m$, $450 \times 450 \mu m$, and $415 \times 415 \mu m$, respectively. The red region around yellow TSV is the Keep-Out-Zone (KOZ). Note that we use a much deeper zoom-in in M3D to reveal MIVs, so cells shown in cyan colored rectangles appear larger than in TSV zoom-in.
5.1.2.1 TSV 3D IC design

TSVs are much larger compared to the 14nm logic gates. Therefore for practical and optimistic analysis, the TSVs are aggressively sized to $5\mu m$ and $2\mu m$ diameters and pitch of $15\mu m$ and $6\mu m$, respectively. The extent of KOZ around a TSV is kept equal to its diameter. The methodology developed in [34] is used for TSV-based designs. The partitioning tool *hmetis* [1] is used to partition the gates in the synthesized netlist into two dies using global mincut. To accommodate the large size of TSVs, area-unbalanced partitioning with global mincut is used. This minimizes the TSV count which are planned in the die which has lesser number of cells. The degree of unbalance is more for $5\mu m$ TSV design because the area overhead associated with TSVs is much larger. After partitioning, the TSVs are treated as large cells in top-tier and detailed 3D IC cell placement gives us optimized TSV locations [34]. The pitch and KOZ requirements for TSVs are honored by placement blockages around TSV pads (Figure 41). This is followed by die-by-die legalization of cell placement and TSV location and then detailed routing in Innovus. Since the timing constraints for TSV interface across dies are not known initially, a few iterations of die-by-die place and route followed by timing analysis and budgeting are required to successfully close timing for the entire 3D IC design. For 3D IC timing and power analysis, a TSV RC of $[0.01\Omega, 20fF]$ and $[0.05\Omega, 3fF]$ for $5\mu m$ and $2\mu m$ TSVs respectively is used.

5.1.2.2 M3D design

Shrunk2D design flow in [45] is used for the monolithic 3D IC designs. In this technique, physical dimensions of all standard cells, interconnects and layout sizes are scaled by $1/\sqrt{2}$ to represent 50% footprint scaling but all electrical properties are kept the same. This is followed by regular placement, timing optimization and routing using commercial 2D IC tool. The end result is the design with cells in both tiers of monolithic 3D IC projected onto a single 2D plane and well optimized in terms of timing and cell sizing. This is treated as an ideal 3D IC design with zero vertical interconnect overhead. The next step is division
of the 2D placement into different rectangular bins and then partitioning of cells into two tiers using local mincut in each such bin without heavy area imbalance or change in 2D placement location. The idea is to maintain the optimized design placement but legalize the physical dimensions by dividing the cells into different tiers. Partitioning is followed by MIV planning by using a 3D metal stackup with cell pins defined in appropriate metal layers [45] and then routing of the 3D design. The locations of vias going from top metal of bottom tier to bottom metal (metal1) of top tier give the optimized MIV locations. After tier-by-tier routing and interconnect parasitic extraction, the individual tier netlists, wire parasitics, MIV parasitics ([10Ω, 0.2fF]) and top level 3D netlist is used in Primetime for timing and power analysis.

5.1.3 Full-Chip design comparison

Table 25 shows the comparison of TSV 3D ICs and monolithic 3D IC in terms of area, wire-length, 3D interconnect overhead and power savings w.r.t. 2D IC implementation. Note that placement density for designs are similar with TSV designs having slightly higher utilization. Hence, the comparison of 3D via overhead is fair in terms of silicon area required for full design. Here placement density represents the portion of total silicon area used for logic gates, memory modules and 3D vias with their KOZ. Even optimistic TSV sizes result in area overhead for 14nm T2 core. With 996 and 1,839 TSVs, there is a 76% and 18% area overhead for 5µm and 2µm TSV 3D IC designs, respectively. Table 25 also shows the area overhead of the 3D vias and their KOZ. The 3D via and cell size comparison is magnified in Figure 41.

Due to less number of TSVs allowed (high area overhead), the wirelength reduction is not significant in TSV-designs compared to that in M3D and hence power savings are very low. Monolithic 3D IC implementation has 21% wire savings and 9% power savings over 2D ICs, most of which come from wire-power savings. The wire power savings are dependent on both wire capacitance and switching activity of the respective nets.
Table 25: Area, 3D interconnect overhead, and power comparison of the designs shown in Figure 41. The frequency of operation is 667 MHz. The numbers in parenthesis are relative to 2D IC values. Placement density in 3D ICs is average between two tiers and includes area used by 3D vias.

<table>
<thead>
<tr>
<th></th>
<th>2D IC</th>
<th>TSV 3D IC (5µm)</th>
<th>TSV 3D IC (2µm)</th>
<th>Monolithic 3D IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Footprint (µm)</td>
<td>586 x 586</td>
<td>550 x 550 (-12%)</td>
<td>450 x 450 (-41%)</td>
<td>415 x 415 (-50%)</td>
</tr>
<tr>
<td>Silicon Area (mm²)</td>
<td>0.344</td>
<td>0.605 (+76%)</td>
<td>0.405 (+18%)</td>
<td>0.344 (0%)</td>
</tr>
<tr>
<td>Cell-utilized Area (mm²)</td>
<td>0.260</td>
<td>0.257 (-1%)</td>
<td>0.260 (0%)</td>
<td>0.258 (0%)</td>
</tr>
<tr>
<td>Total Wirelength (m)</td>
<td>4.20</td>
<td>4.86 (+16%)</td>
<td>4.30 (+2%)</td>
<td>3.30 (-21%)</td>
</tr>
<tr>
<td># 3D Vias</td>
<td>-</td>
<td>996</td>
<td>1,839</td>
<td>48,790</td>
</tr>
<tr>
<td>3D Via Pitch (µm)</td>
<td>-</td>
<td>15</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>KOZ (around 3D Via) (µm)</td>
<td>-</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Area Overhead (mm²)</td>
<td>-</td>
<td>0.241</td>
<td>0.069</td>
<td>0.001</td>
</tr>
<tr>
<td>3D Via overhead %</td>
<td>-</td>
<td>39.8%</td>
<td>17.0%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Placement Density</td>
<td>75.6%</td>
<td>82.1%</td>
<td>81.2%</td>
<td>75.8%</td>
</tr>
<tr>
<td>Wire Power (mW)</td>
<td>54.3</td>
<td>62.5 (+15%)</td>
<td>53.1 (-2%)</td>
<td>43.4 (-20%)</td>
</tr>
<tr>
<td>Cell Pin Power (mW)</td>
<td>30.7</td>
<td>30.4 (-1%)</td>
<td>31.3 (+2%)</td>
<td>29.1 (-5%)</td>
</tr>
<tr>
<td>Cell Internal Power (mW)</td>
<td>77.9</td>
<td>77.0 (-1%)</td>
<td>80.8 (+4%)</td>
<td>75.4 (-3%)</td>
</tr>
<tr>
<td>Leakage Power (mW)</td>
<td>1.22</td>
<td>1.15 (-6%)</td>
<td>1.22 (0%)</td>
<td>1.15 (-6%)</td>
</tr>
<tr>
<td>Total Power (mW)</td>
<td>164.1</td>
<td>171.0 (+4%)</td>
<td>166.4 (+1%)</td>
<td>149.1 (-9%)</td>
</tr>
</tbody>
</table>
Table 26: Estimated metal layer usage in three different 3D Via count options for a 1 million gate design.

<table>
<thead>
<tr>
<th>Via Type</th>
<th>many (~100K)</th>
<th>medium (~10K)</th>
<th>few (~1K)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bottom-tier metal layers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3D</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>mini-TSV</td>
<td>full-I</td>
<td>full</td>
<td>full</td>
</tr>
<tr>
<td>TSV</td>
<td>full+1</td>
<td>full</td>
<td>full</td>
</tr>
<tr>
<td><strong>Top-tier metal layers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3D</td>
<td>full-2</td>
<td>full-I</td>
<td>full</td>
</tr>
<tr>
<td>mini-TSV</td>
<td>full-I</td>
<td>full</td>
<td>full</td>
</tr>
<tr>
<td>TSV</td>
<td>full+1</td>
<td>full</td>
<td>full</td>
</tr>
</tbody>
</table>

leakage is very low in all designs because power is analyzed at room temperature under nominal conditions.

5.1.4 PPC analysis

In addition to the size of inter-tier vias which results in area overhead, the PPC quality of 3D ICs also depends heavily on the total via usage that is determined by tier-partitioning. In each 3D IC via option shown in Table 26, three different via usages are used: few, medium and many refer to the total via count relative to the total gate count in the design. For monolithic 3D, cost advantage is clearly seen, as the bottom tier uses only 2 to 4 metal layers. The other options (TSV and mini-TSV) use almost all metal layers (full). For the many TSV option, number of metal layers needed can be high (full+1), because the footprint becomes excessively large.

Figure 42a shows PPC comparison for M3D using three via count options. Assuming we achieve a 40% power reduction with M3D (many and medium) against its 2D IC counterpart, PPC gain becomes equivalent to one technology node advancement. That means an M3D design built in 14nm technology node with highly optimized die partitioning and physical design can match the PPC performance of a 2D IC built in 10nm. Going from medium to many has little impact on M3D PPC. However, when the via count reduces from medium to few, PPC drops by 10%.
Figure 42: PPC comparison (a) for monolithic IC under three via counts. (b) among M3D, mini-TSV, and TSV.
Three different via technologies in Figure 42b. Mini-TSV and TSV delivers only a half-node PPC advantage even with rigorous power optimization. The PPC sensitivity to via count in mini-TSV is opposite to that found in M3D case (Figure 42a). PPC value in mini-TSV degrades by 17% when more vias are used, which is mainly due to its area overhead. Both TSV and mini-TSV show comparable PPC if their via usage is few. This is because both design options do not exploit the full benefits of 3D IC vias.

5.2 M3D Across Device Technologies

In this section, the impact of transistor technology on the power savings in monolithic 3D ICs over traditional 2D ICs is compared. The results are based on gate-level 3D IC partitioning and full RTL to GDSII design and analysis of a Low Density Parity Check (LDPC) benchmark circuit block with use of two different silicon validated foundry technologies. These two technologies have the same nominal operating voltage, but differ in terms of device performance, power, and gate capacitance.

5.2.1 Background

Power in any digital integrated circuit can be divided into switching power, cell-internal power, and leakage power. Switching power can be further divided into switching of wires and switching of cell pins i.e. input gate capacitance of cells. Cell-internal power is the power dissipated inside of cells due to switching of internal node capacitance (excluding cell pins) and short circuit power during operation. Therefore, total power comprises of wire-switching power, cell-pin switching power, cell-internal power, and leakage power. M3D implementation helps in significantly reducing wire length and hence wire-power due to footprint reduction compared to 2D ICs. In addition, there is cell savings in terms of lesser timing buffer usage and use of smaller cell sizes because of reduction in back-end loading. The weighted sum of savings in these different power components contribute to the total M3D power savings.
Table 27: Normalized M3D power comparison across two different device technologies

<table>
<thead>
<tr>
<th>Power Component</th>
<th>Technology 1 2D IC</th>
<th>Technology 1 M3D IC</th>
<th>Technology 2 2D IC</th>
<th>Technology 2 M3D IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wire switching</td>
<td>0.36</td>
<td>0.26</td>
<td>0.43</td>
<td>0.26</td>
</tr>
<tr>
<td>Cell-pin switching</td>
<td>0.27</td>
<td>0.21</td>
<td>0.25</td>
<td>0.17</td>
</tr>
<tr>
<td>Cell-internal</td>
<td>0.37</td>
<td>0.29</td>
<td>0.31</td>
<td>0.23</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td>0.76</td>
<td>1.00</td>
<td>0.67</td>
</tr>
</tbody>
</table>

5.2.2 Technology details

Two different silicon validated Foundry PDKs are used in this design study with LDPC. Both the technologies have a nominal operating voltage of 0.8V. They are referred to as Technology 1 and Technology 2, respectively. Technology 1 is used as the baseline during normalized comparison. Figure 43a-b show the power consumption and stage delay, respectively, of a minimum size inverter chain with fan out of 3. At the nominal voltage, Technology 2 consumes just 0.3x power of Technology 1 but is 2.7x times slower. Therefore, Technology 1 has higher drive strength but very high cell-internal power. The slopes of the curves in Figure 43b are also different indicating that the threshold voltage of Technology 2 is higher and therefore delay increases sharply with reduction in supply voltage. Figure 43c compares the input pin capacitance of three different standard cells of different drivability in the two technologies. Technology 2 has 35% lower pin capacitance compared to Technology 1. The contribution of interconnect vs. cell power in a digital integrated circuit is heavily dependent on these factors. Overall, Technology 1 has higher performance, higher power, and higher input pin capacitance, while Technology 2 is a low power technology, with relatively lower input pin capacitance.

5.2.3 Results

Both 2D and M3D designs are designed for iso-frequency operation in the respective technologies and the relative savings in M3D are compared. Table 27 summarizes power in LDPC benchmark designed with these two different technologies. The power numbers are
Figure 43: Technology comparison (a) power of inverter chain (b) stage delay in inverter chain (c) pin capacitance for different cells and drivability
Figure 44: LDPC design results (a) contribution of power components in 2D IC (b) relative 3D IC savings in capacitance and cells (c) relative 3D IC power savings
normalized w.r.t. the total 2D IC power in each technology. Figure 43a shows the contribution of the various components to the total power. As discussed earlier, Technology 1 has higher cell-internal power and higher cell pin capacitance. Therefore, cell internal power has highest contribution and switching of cell pins also add significantly to total power. It is to be noted that LDPC is interconnect dominated circuit. Nevertheless, cell-internal power still has maximum contribution in Technology 1. In contrast, Technology 2 has lower cell power and lower pin capacitance of cells. This not only increases the portion of wire power in total power, but also needs more timing buffers to satisfy timing constraints. The number of additional buffers required is higher in Technology 2, because the cells have relatively lower drive strength compared to Technology 1. As a consequence, the impact of reduction in interconnect length is expected to have higher impact in Technology 2 compared to that in Technology 1.

Figure 44b-c show the detailed comparison of savings obtained in M3D with the two different technologies in terms of capacitance and power. Firstly, Technology 1 has stronger cells and therefore, impact of interconnect on number of timing buffers and total power is less than that of Technology 2. The reduction of interconnect in M3D IC also has lesser impact in Technology 1 compared to Technology 2. Secondly, the input pin capacitance of cells in Technology 1 is much higher than that of Technology 2. Therefore, functional logic without any buffers has much more power contribution in Technology 1. As a result, the buffer and cell size savings in Technology 1 are less than that of Technology 2. Relative wire length reduction due to footprint shrink is similar for both technologies. However, the reduction of higher number of cells in M3D IC in Technology 2 results in further reduction of number of nets and wire length. This results in additional wire-switching power savings in Technology 2 (39% in Technology 2 vs. 28% in Technology 1).
5.3 Summary

The comparison of monolithic 3D ICs and TSV-based 3D ICs is carried out using a foundry 14nm FinFET PDK to find that fine-grained partitioning is not practical with TSVs due to huge size of 3D vias compared to logic gates. Monolithic 3D IC technology, on the other hand, provides true 3D IC benefits in the vertical direction. Three design options were analyzed for 3D IC implementation. It is shown that under best conditions, monolithic 3D can deliver one node PPC advantage, whereas TSV-based 3D designs can achieve only half a node benefit.

The power savings in monolithic 3D ICs using two different foundry technologies is also compared. Monolithic 3D ICs offer significant power savings in both the technologies but the benefits are higher in the technology with lower cell power contribution and smaller input pin cell capacitance.
The following project involving 3D ICs and low power device technology impact was also completed along with major work on monolithic 3D ICs.

6.1 Near-Threshold Voltage 3D IC Design Study

Near Threshold Computing (NTC) and 3D ICs provide mutual benefits to each other. While NTC designs have an order of magnitude lower power resulting in reduced thermal problems and power delivery demand, 3D ICs help in improving the performance both at the physical design and architecture levels.

6.1.1 Motivation and background

With reduced power dissipation and maximum energy efficiency, near-threshold computing creates a feasible opportunity to successfully tap the advantages of device scaling by utilizing all transistors simultaneously without worrying about thermal issues [21, 15, 13, 33]. However, excessive performance degradation is a major bottleneck. Most of the proposed techniques to improve performance for NTC designs are limited to architectural changes to implement NTC-based parallelism which achieve the desired performance while remaining more energy efficient than its single nominal counter part [57, 20]. Device optimization for lower voltage operation and newer device technologies like fully depleted silicon-on-insulator (FDSOI) with very low leakage are other explored options [38, 18, 6].

3D ICs offer reduced interconnects, reduced footprint, on-chip memory to logic connections, and shorter paths which reduce power and provide potential increase in performance. A memory bandwidth of 63.8GB/s is demonstrated in two tier 3D IC in 130nm process [35]. The first near-threshold 3D IC system was designed with 0.65V for logic and around 0.87V
Table 28: Summary of the three different implementations of OpenSPARC T2 single-core. The number in brackets denote the percentage of total cell count to the nearest integer.

<table>
<thead>
<tr>
<th></th>
<th>Nominal 2D IC</th>
<th>NTC 2D IC</th>
<th>NTC 3D IC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Footprint (mm²)</strong></td>
<td>1.64 x 1.75</td>
<td>1.64 x 1.75</td>
<td>1.20 x 1.20</td>
</tr>
<tr>
<td><strong>Max Frequency (MHz)</strong></td>
<td>813.0</td>
<td><strong>116.3</strong></td>
<td><strong>150.6</strong></td>
</tr>
<tr>
<td><strong>Cell Count (x1000)</strong></td>
<td>365.7</td>
<td>366.8</td>
<td>386.4</td>
</tr>
<tr>
<td><strong>Buffer Count (x1000)</strong></td>
<td>53.9 (15%)</td>
<td>54.7 (15%)</td>
<td>64.5 (17%)</td>
</tr>
<tr>
<td><strong>HVT Cells (x1000)</strong></td>
<td>278.6</td>
<td>253.5</td>
<td>257.6</td>
</tr>
<tr>
<td><strong>RVT Cells (x1000)</strong></td>
<td>71.7 (20%)</td>
<td>103.7 (28%)</td>
<td>102.9 (27%)</td>
</tr>
<tr>
<td><strong>LVT Cells (x1000)</strong></td>
<td>15.4 (4%)</td>
<td>9.6 (3%)</td>
<td>25.9 (6%)</td>
</tr>
<tr>
<td><strong>Wirelength (m)</strong></td>
<td>14.8</td>
<td>14.6</td>
<td>14.7</td>
</tr>
</tbody>
</table>

for SRAM [24]. The authors try to highlight the feasibility of thermal-constrained 3D IC designs by combining it with near-threshold architecture which also results in high energy efficiency. They explore the benefits of cluster-based NTC architecture with 3D stacking in Centip3De and show four-core cluster systems to be 27% more energy efficient while providing 55% more throughput than a one-core cluster system. The cores and caches are in different layers in this 3D implementation. 3D ICs also provide the option of logic on logic folding where logic cells are placed in two or more tiers thereby reducing the signal wirelength [31, 30]. Various techniques such as 3D floorplanning, block folding, metal layer usage control and multi-Vth designs are used. These design techniques are important for low voltage designs. They not only result in lower interconnect switching power but also reduce the timing optimization effort due to shorter paths for the same timing target.

6.1.2 Design and results

6.1.2.1 Design implementation

Full RTL to GDSII block-level implementation of an OpenSPARC T2 single core design in 28nm technology with multi-$V_{TH}$ library is used for this case-study. Two-tier Through Silicon Vias (TSV) based 3D IC at 0.6V is designed and compared with 2D IC at nominal (1.05V) and near-threshold (0.6V) voltages. All the designs are pushed till maximum achievable frequency of operation with no timing violation on any path.
Figure 45: Near-$V_{TH}$ ($V_{dd} = 0.6V$) OpenSPARC T2 single-core layouts. (a) 2D implementation (footprint $1.75\times1.64$mm), (b) 3D implementation (footprint $1.2\times1.2$mm). Folded blocks (lsu and ftu) are highlighted in yellow. There are 3381 TSVs shown in blue in die0 and the corresponding landing pads are in red in die1 in the placement view. Top-level, lsu, and ifu_ftu have 1531, 1132, and 718 TSVs respectively. All layouts are shown to scale.
Table 29: Power-performance comparison. Numbers in brackets denote percentage relative to nominal 2D.

<table>
<thead>
<tr>
<th></th>
<th>Nominal 2D</th>
<th>Near-(V_{TH}) 2D</th>
<th>Near-(V_{TH}) 3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (MHz)</td>
<td>813.0</td>
<td>116.3 (14%)</td>
<td>150.6 (19%)</td>
</tr>
<tr>
<td>Switching Power (mW)</td>
<td>224.3</td>
<td>9.7 (4%)</td>
<td>9.9 (4%)</td>
</tr>
<tr>
<td>Internal Power (mW)</td>
<td>633.2</td>
<td>23.9 (4%)</td>
<td>31.6 (5%)</td>
</tr>
<tr>
<td>Leakage Power (mW)</td>
<td>16.7</td>
<td>1.2 (7%)</td>
<td>1.4 (8%)</td>
</tr>
<tr>
<td>Total Power (mW)</td>
<td>874.2</td>
<td>34.8 (4%)</td>
<td>42.9 (5%)</td>
</tr>
<tr>
<td>Power Delay Product (pJ)</td>
<td>1075.3</td>
<td>299.3 (28%)</td>
<td>284.9 (27%)</td>
</tr>
</tbody>
</table>

While multi-\(V_{TH}\) optimization helps in improving speed in 2D OpenSPARC T2, the presence of long nets affects the overall timing and also increases power due to increased wirelength. 3D implementation facilitates shortening of nets in general. To reduce the net lengths further, a two stage design folding strategy [31] is implemented. First, the most power hungry blocks in the design are folded followed by two-tier 3D floorplaning. The folding is carried out based on the intra-block architecture such that the highly connected sub-modules remain in the same tier. Based on this folded netlist of the blocks, top level partitioning and 3D floorplanning is carried out to reduce the intra-block wirelength. The folded blocks are kept at the same location in both dies (Figure 45). Using the 3D folding results and die location of the blocks, the netlist connectivity in each die is used to partition the pins of the folded blocks (lsu and ifu, ftu) into the two separate dies. Another important design feature is the intentional use of large white space between blocks in die0 to facilitate optimized TSV insertion and ensure short connections between blocks. However, in the process of allocating white space, the overall silicon area is maintained to be the same in 2D and 3D implementations (Table 28).

6.1.2.2 3D IC performance impact

All the designs are targeted to achieve maximum attainable frequency. It is observed that nominal 2D IC reaches up to 813 MHz (1.23ns clock) while the best frequency of NTC 2D IC is 116.3 MHz (8.6ns clock). 2-tier NTC 3D IC on the other hand beats its 2D counterpart by a significant margin of 29.5% by going up to a frequency of 150.6 MHz (6.64ns clock)
(Table 28). 3D IC has more cells compared to its 2D counterpart at 0.6V. This is because it is possible to insert more buffers in the 3D design to achieve faster clock periods without extra power overhead as the nets are quite short. Short nets result in shorter transition times and lower switching power per net. On the other hand, 2D design has long nets which cannot be optimized even with increased buffer count. The optimization tool modifies the netlist during pre-CTS optimization based on timing and power constraints. Buffers are added, and the type and count of cells change, e.g., a multi-input AND is replaced with multiple 2-input ANDs. Timing is successfully closed for 3D IC at a faster clock compared to 2D IC and there are more such netlist changes for 3D IC. Therefore, 3D IC designs contain more cells apart from extra buffers.

Figure 46: Number of nets in different wirelength bins for NTC implementation with 2D and 3D.

Table 29 shows the results of post-layout power and timing analysis. 3D IC design has more cells due to tighter clock constraints, more low-Vth cells, and run 29.5% faster. Therefore, internal power is higher. However, 3D inter-cell net-switching power is still similar to 2D because of shorter nets, i.e. lower capacitive load. There are 405.6K nets in 3D and 383.6K nets in 2D design at 0.6V but the overall wirelength is almost equal which
implies that the average net length is shorter in 3D IC (Figure 46). More LVT cells in 3D IC result in higher leakage but helps in getting the performance boost. The scaling of voltage in 2D IC domain reduces power by 25X and performance by 7X, resulting in power-delay product (PDP) savings of 3.6X. NTC 3D IC not only increases performance by 29.5% over NTC 2D IC, but also reduces PDP by another 5%.

6.2 Summary

In this chapter, NTC 3D IC design study was presented. Unlike prior works discussing results with single devices and ring-oscillator chains, this study is based on commercial quality full-chip GDSII layouts containing hundreds of thousand of logic gates. The full-chip analysis is based on state-of-the-art RTL-GDSII design flow.
CHAPTER VII

CONCLUSIONS AND FUTURE DIRECTIONS

Monolithic 3D ICs is an emerging technology with the potential to offer significant power performance benefits and continuation of Moore’s law. However, as a new technology with innovative fabrication procedure and high integration density, it has inherent issues which have impact on system design. In this dissertation, the design challenges in monolithic 3D ICs have been presented and new CAD solutions have been developed to address them with minimum design overhead. In addition, a foundry based power, performance and cost analysis is also presented to study the place of monolithic 3D IC among other technology options.

In general, the following are the key challenges in practical monolithic 3D IC design: (1) Thermal optimization due to vertical overlap of devices, (2) Power delivery optimization due to increased current demand per unit area and competition of resources between signal and power wires, (3) Handling low performance transistors in the top-tier due to low thermal budget during fabrication, (4) BEOL impact due to use of tungsten and non-negligible 3D net-length and their optimization, and (5) An understanding of impact of transistor technology and comparison with existing technologies in terms of cost effectiveness.

New design methodologies or improved fabrication methods are required to address these challenges. With the objective of understanding the impact of these challenges at the system level and handling them through CAD solutions, the following projects have been presented in this dissertation.

- Fast accurate thermal modeling and optimization for monolithic 3D ICs.
- Full chip impact and optimization of power delivery network in monolithic 3D IC.
• CAD methodology for handling low performance transistors in top-tier of monolithic 3D ICs.

• Tier partitioning strategies to reduce BEOL degradation impact in monolithic 3D ICs.

• Overall Power, performance and cost comparison with 2D IC and TSV-based 3D ICs while understanding the impact of transistor technology on power savings in monolithic 3D ICs.

Near-threshold voltage 3D ICs design study has also been presented in this dissertation as an additional topic targeted for low power designs.

For the objective of thermal optimization, first the unique thermal properties of monolithic 3D ICs were studied and compared with TSV-based 3D ICs. These properties were utilized to develop a methodology to obtain package-aware fast and accurate thermal analysis model for monolithic 3-D ICs with different number of stacking layers using nonlinear regression. These models were verified against full chip FEA thermal simulations. The models were then used in a thermal aware floorplanner to show significant temperature reduction with minimum or no area overhead for both conventional packages with heat sink and mobile packages.

For power delivery optimization in monolithic 3D ICs, the full chip impact of power delivery network has been presented with comparison to the impact in simple 2D designs. The issue becomes much more serious at advanced technology nodes. The role of PDN in the full chip thermal behavior has also been analyzed. Simple yet efficient PDN design styles for wirelength and power reduction were analyzed.

For fabrication related design challenges, the full-chip impact of slower transistors in the top-tier and tungsten in the bottom tier of monolithic 3D ICs were independently assessed. A Tier-Aware M3D (TA-M3D) design flow to handle such slow transistors in the top-tier using industry-quality tools. The critical issues of BEOL impact on the performance of gate-level monolithic 3D ICs were also addressed. A path-based tier partitioning
algorithm was developed to handle the impact of increased resistance of the bottom-tier interconnects with negligible design overhead. The net-based tier partitioning algorithm helps in creating wirelength skew without area skew. This helps in reducing the number of metal layers in bottom-tier without any routing congestion, therefore enabling cost reduction.

Lastly, the impact of transistor technology on power savings in monolithic 3D ICs has been presented. Foundry data based power, performance and cost comparison of monolithic 3D ICs with TSV-based 3D ICs and 2D ICs has been shown.

The research presented in this dissertation is targeted towards addressing many of the design challenges in monolithic 3D ICs with CAD. However, there is more work necessary in both the fabrication, architecture design and physical design aspects. Low temperature device fabrication without compromise on quality is important. Architectural innovation is also essential to exploit the major advantages offered by monolithic 3D ICs in terms of high integration density, lower power and improved performance. Artificial neural network implementation in monolithic 3D IC is one such application. Further CAD development for real 3D place and route tools, transistor-level monolithic 3D IC optimization and memory design are other potential research directions. Apart from all these, near-threshold operation in 3D ICs with improved performance is also interesting. This has been presented as an additional topic in this work.

Therefore, the work in this dissertation will serve as a good starting reference for further development and optimization in addressing key challenges in monolithic 3D ICs to bring it to mass-scale production in the near future.
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