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SUMMARY

Model-based optimization methods are a class of random search methods that are useful for solving global optimization problems. These types of methods have shown significant empirical success in solving a multitude of real-world problems in which the objective functions are often highly ill-structured. In this dissertation, we propose new approaches to incorporate and extend model-based methods with the goal of promoting them for future applications.

In the last 20 years, model-based methods have been gaining popularity as a powerful optimization technique among many researchers in different fields. This is due to the increasing need for solving complex problems that are very difficult or infeasible to solve with exact algorithms. The main idea of model-based methods is to iteratively construct a sampling distribution that is biased towards favorable areas in the decision space. Several algorithms have been developed recently that are classified as model-based methods. We provide an overview of these methods and investigate how they are similar in many areas while also having distinctive characteristics.

Part I: We propose a novel algorithm for solving the classical $P$-median problem. The essential aim is to identify the optimal extended penalty multipliers corresponding to the optimal solution of the underlying problem. For this, we first explore the structure of the data matrix in the $P$-median problem to recast it as another equivalent global optimization problem over the space of the extended penalty multipliers. Then, we present a model-based algorithm to find the extended penalty multipliers corresponding to the optimal solution of the original $P$-median problem. Numerical experiments illustrate that the proposed algorithm can effectively find a global optimal or very good suboptimal solution to the underlying $P$-median problem. It is especially useful for the computationally challenging subclass of $P$-median problems with a large gap between the optimal solution of the original problem and that of its Lagrangian dual.
Part II: For general multi-objective optimization problems, we propose a new performance metric called domination measure to measure the quality of a solution, which can be intuitively interpreted as the size of the portion of the solution space that dominates that solution. As a result, we reformulate the original multi-objective problem into a stochastic single-objective one and propose a model-based approach to solve it. We show that an ideal version algorithm of the proposed approach converges to a representative set of the global optima of the reformulated problem. We also investigate the numerical performance of an implementable version algorithm by comparing it with numerous existing multi-objective optimization methods on popular benchmark test functions. The numerical results show that the proposed approach is effective in generating a finite and uniformly spread approximation of the Pareto optimal set of the original multi-objective problem and is competitive to the tested existing methods.

Part III: The fields of research for both stochastic optimization and multi-objective optimization are well studied and highly developed. Surprisingly, a paucity of research has attempted to explore the combination of both stochastic and multi-objective optimization. Therefore, we propose a model-based method for solving optimization problems in which a solution performance is measured by multiple objectives that are subject to stochastic noise. Since the objective functions cannot be evaluated directly, the values are estimated via simulation. The proposed method integrates a new allocation heuristic within the model-based framework. This heuristic improves the efficiency of the method by allocating the majority of the computational budget to solutions that play a crucial role in updating the parameters of the sampling distribution used to facilitate the search process. The proposed method is designed to deal with multiple objectives and uncertainty simultaneously. In order to investigate the performance of our proposed algorithm, test functions were constructed by adding stochastic noise to popular benchmark deterministic multi-objective problems. The numerical experiments suggest that the proposed method is quite promising in terms of approximating the Pareto optimal set and in terms of computational efficiency.
CHAPTER 1
INTRODUCTION

1.1 Stochastic Search Methods

Stochastic search methods are algorithms that incorporate some randomized mechanism in generating candidate solutions. They are effective at solving continuous or discrete optimization problems where the objective function is poorly structured, i.e., discontinuous, nonconvex or nondifferentiable. Stochastic search methods perform very well in exploring the entire solution space and are simple to implement since the algorithm is independent of any structural information of the objective function. The randomness of the algorithm helps in preventing the algorithm from getting stalled at local optimal solutions. Typically, stochastic search methods are iterative algorithms that choose candidate solutions by some stochastic mechanism and improve the way those candidate solutions are selected at every iteration. Since many real-world problems are too complex to be solved analytically, stochastic search methods are a desirable alternative to classical optimization methods.

Stochastic search methods are classified as either instance-based or model-based. The major distinctions between instance-based and model-based methods are the procedures in which new candidate solutions are generated and improved. In instance-based methods, the idea is that good solutions have similar structures. Therefore, new solutions are generated by some manipulation of previously generated solutions. Examples of instance-based methods include tabu search [30], simulated annealing [40], and genetic algorithms [62]. In contrast, model-based methods generate new solutions from a parameterized sampling distribution. The idea is to continually update the sampling distribution so that solutions that are close to the global optima are more likely to be sampled as the algorithm progresses. Since solutions are generated from a sampling distribution, model-based methods are con-
sidered to be more robust than their instance-based counterparts. Examples of model-based methods include annealing adaptive search [67], estimation of distribution algorithms [41], gradient-based adaptive search (GASS) [69], model reference adaptive search (MRAS) [34], and cross-entropy (CE) method [23].

1.1.1 Literature Review

Model-based methods have shown empirical success in solving global optimization problems in both continuous and discrete domains. Although model-based methods have the same foundation, there are a variety of differences among different types of model-based approaches. Some methods are tailored for specific problems and are designed for good computational results; whereas, other methods are based on rigorous mathematical theory and provide convergence results. We present a review of the current most popular model-based methods for solving global optimization problems in order to describe the central idea and the flexibility of model-based methods. Although instance-based methods are also considered stochastic search methods, those types of methods are beyond the scope of this dissertation.

The goal in single-objective optimization is to find a feasible solution $x^*$ that achieves the best value of an objective function. More formally, the problem is mathematically described as:

$$x^* \in \arg \max_{x \in \mathcal{X}} H(x), \quad (1.1.1)$$

where $x$ is a vector of $n$ decision variables, $\mathcal{X}$ is a nonempty compact set in $\mathbb{R}^n$, and $H : \mathcal{X} \to \mathbb{R}$ is a real valued bounded function i.e., there exist $H_l > -\infty$ and $H_u < \infty$ such that $H_l < H(x) < H_u$ for all $x \in \mathcal{X}$. We denote the optimal function value as $H^*$, where there exists a solution $x^*$ such that $H^* \overset{\Delta}{=} H(x^*) \geq H(x)$ for all $x \in \mathcal{X}$.

We can reformulate the above optimization problem (1.1.1) by transforming it into an expectation of the objective function under a parameterized probability distribution. Let $\{f(x; \theta) : \theta \in \Theta\}$ denote the family of parameterized probability density functions (pdfs)
on $\mathcal{X}$, where $\Theta$ is the parameter space. That is,

$$E_\theta[H(x)] = \int_X H(x)f(x; \theta)dx \leq H^* \quad \forall \theta \in \Theta.$$  \hspace{1cm} (1.1.2)

If there exists an optimal parameter $\theta^*$ that causes the parameterized probability distribution $f(x; \theta)$ to assign all of its probability mass on the set of global optimal solutions of (1.1.1), then (1.1.2) is satisfied with equality. As a result, model-based methods seek to find a $\theta^*$ such that $E_{\theta^*}[H(x)] = H^*$, where $E_{\theta^*}[\cdot]$ is the expectation with respect to $f(\cdot; \theta^*)$.

The model-based search approach uses the general framework below to solve single-objective optimization problems:

1. Generate candidate solutions from a parameterized probability distribution over the decision space.

2. Update the sampling distribution based on the evaluation of generated candidate solutions.

The fundamental idea is to iteratively construct a probability distribution such that the limiting distribution will allocate most of its mass on a subset of optimal solutions. Essentially, the hope is that the resulting probability distribution is concentrated on the set of optimal solutions. Typically, the top performing samples are used to update the sampling distribution. This ensures that after each iteration, more weight is assigned to the area that contains the best samples from the previous iteration. Clearly, the two components that all model-based methods have are 1) a probabilistic model that has the ability to easily generate candidate solutions and 2) an update rule for the parameters of the probabilistic model. In order to discuss how different methods approach these two components, we provide a brief review of three model-based algorithms: CE method, MRAS, and GASS.
Cross Entropy Method

The CE method was first proposed by Rubinstein [60] as an adaptive procedure that uses importance sampling to estimate rare events, which are events that have an extremely low probability of occurring. Subsequent work by Rubinstein showed that the CE method can be modified to solve continuous and combinatorial optimization problems. In other words, locating an optimal solution via stochastic search can be considered a rare event. As a result, the CE method seeks to find the parameter of a family of parameterized distributions that minimizes the Kullback-Leibler (KL) divergence between that family of distributions and the optimal importance sampling distribution.

To describe how the CE method is used for optimization, we first consider the following estimation problem similar to the explanation found in [23]. Let \( X = [X_1, \ldots, X_N] \) be a random vector from the feasible space \( \mathcal{X} \). Suppose we want to calculate the probability \( l \) that \( H(X) \) is greater than or equal to a value \( \gamma \in \mathbb{R} \) under \( f(\cdot, u) \) on \( \mathcal{X} \). This probability is defined as

\[
l = P(H(X) \geq \gamma) = E_u[I_{\{H(X) \geq \gamma\}},
\tag{1.1.3}
\]

where \( E_u[\cdot] \) is the expectation with respect to \( f(\cdot, u) \) and \( I_{\{H(Y) \geq \gamma\}} = 1 \) if \( H(Y) \geq \gamma \) and \( I_{\{H(Y) \geq \gamma\}} = 0 \) otherwise. We assume \( P(H(X) \geq \gamma) \) is very small, i.e., \( P(H(X) \geq \gamma) < 10^{-5} \) and thus the event \( \{H(X) \geq \gamma\} \) can be considered as a rare event. A simple way to calculate an unbiased estimator \( \hat{l} \) of the above probability is to use Monte Carlo simulation as follows:

Draw independent and identically distributed (i.i.d.) samples \( X_1, \ldots, X_N \) from \( f(\cdot, u) \). Then calculate

\[
\hat{l} = \frac{1}{N} \sum_{i=1}^{N} I_{\{H(X_i) \geq \gamma\}},
\tag{1.1.4}
\]

A large number of simulations are required to get an accurate estimate \( \hat{l} \) noticing that \( l \) is a rare event. In other words, it would take on average \( 10^5 \) simulations to get one random sample \( X' \) that causes \( I_{\{H(X') \geq \gamma\}} = 1 \). Alternatively, importance sampling can be used to obtain a good estimate of \( l \). This technique consists of drawing i.i.d samples \( X_1, \ldots, X_N \)
from a different pdf \( g(\cdot) \) and estimating \( l \) by

\[
\hat{l} = \frac{1}{N} \sum_{i=1}^{N} I_{\{H(X_i) \geq \gamma\}} \frac{f(X_i; \theta)}{g(X_i)}
\]

(1.1.5)

The pdf \( g(\cdot) \) is known as the importance sampling distribution. The optimal importance sampling pdf is the density of \( x \) conditioned on the event \( \{H(x) \geq \gamma\} \); that is

\[
g^*(x) = \frac{I_{\{H(x) \geq \gamma\}} f(x; u)}{l},
\]

(1.1.6)

which yields a zero-variance estimator of \( \hat{l} \). Obviously, we cannot calculate \( g^* \) from the above equation since it depends on the value \( l \). Therefore, the idea is to restrict the choice of the importance sampling distributions \( g(\cdot) \) to some parametric distribution family \( \{f(\cdot, \theta) : \theta \in \Theta\} \) and find the “best” parameter \( \theta^* \) that can be related to the optimal importance sampling distribution. To accomplish this, the CE method seeks to choose the importance sampling pdf \( g(\cdot) \) from the family of pdfs \( \{f(\cdot, \theta)\} \) such that Kullback-Leibler (KL) divergence between the optimal importance sampling pdf \( g^*(\cdot) \) and \( f(\cdot; \theta) \) is minimized. The KL divergence between \( g^*(x) \) and \( f \) is given by

\[
D(g^*(x), f(x; \theta)) = E_{g^*} \left[ \ln \frac{g^*(x)}{f(x; \theta)} \right] = \int_{\mathcal{X}} g^*(x) \ln g^*(x) dx - \int_{\mathcal{X}} g^*(x) \ln f(x; \theta) dx
\]

(1.1.7)

This minimization procedure reduces to finding an optimal parameter \( \theta^* \) where

\[
\theta^* = \arg\min_{\theta \in \Theta} \int_{\mathcal{X}} g^*(x) \ln g^*(x) dx - \int_{\mathcal{X}} g^*(x) \ln f(x; \theta) dx = \arg\max_{\theta \in \Theta} \int_{\mathcal{X}} g^*(x) \ln f(x; \theta) dx
\]

(1.1.8)

Substituting \( g^* \) from (1.1.6) into (1.1.8) we obtain

\[
\theta^* = \max_{\theta \in \Theta} \int_{\mathcal{X}} \frac{I_{\{H(x) \geq \gamma\}} f(x; u)}{l} \ln f(x; \theta) dx = \max_{\theta \in \Theta} E_u[I_{\{H(x) \geq \gamma\}} \ln f(x; \theta)]
\]

(1.1.9)
It is important to note that the minimization of KL divergence can be carried out in analytical form if $f(\cdot; \theta)$ belongs to the exponential family. Many common probability distributions belong to the exponential family, including Gaussian, Poisson, Binomial, Geometric, etc. The exponential family is defined as follows:

**Definition 1.1.1. Exponential Family.** A parameterized family $\{f(x; \theta) : \theta \in \Theta\}$ is an exponential family of densities if it satisfies

$$f(x; \theta) = \exp\{\theta^T \Gamma(x) - \eta(\theta)\}, \quad (1.1.10)$$

where $\Gamma(x) = [\Gamma_1(x), \ldots, \Gamma_d(x)]^T$ is the vector of sufficient statistics, $\eta(\theta) = \ln\{\int \exp(\theta^T \Gamma(x)) dx\}$ is the normalization factor to ensure $f(x; \theta)$ is a probability density function, and $\Theta = \{\theta : |\eta(\theta)| < \infty\}$ is the natural parameter space with a nonempty interior. We assume that $\Gamma(\cdot)$ is a continuous mapping.

We can now calculate the parameter $\theta^*$ such that $f(\cdot, \theta^*)$ minimizes the KL divergence with respect to the optimal importance sampling distribution $g^*$. Recall that the goal is to find $x^*$ such that

$$H(x^*) = \max_{x \in X} H(x). \quad (1.1.11)$$

We set $\gamma^* = H(x^*)$ so that we can associate an estimation problem with the above optimization problem. The idea is to use an iterative algorithm to construct a sequence of parameters $\{\theta_k : 1, \ldots\}$ and levels $\{\gamma_k : 1, \ldots\}$ that converges to $\theta^*$ and $\gamma^*$, respectively. Basically, the choice of $\gamma$ and $\theta$ determines how well we can estimate $l$ while using a moderate number of samples. In other words, the probability of the target event cannot be too small so that the event $\{H(X) \geq \gamma\}$ rarely happens. Therefore, the CE method guarantees under the density $f(\cdot; \theta_k)$ that the probability of $l_k = E_{\theta_k}[I_{H(x) \geq \gamma_k}]$ is at least $\rho$, where $\rho$ is chosen not to be too small, i.e., a common choice is $\rho = .1$. This is accomplished by updating $\gamma_k$ and $\theta_k$ at every iteration of the algorithm. The procedure is as follows:

1. Adaptive updating of $\gamma_k$: For $\theta_{k-1}$, let $\gamma_k$ be a $(1 - \rho)$ quantile of $H(x)$. That is, $\gamma_k$
satisfies

\[ P_{\theta_{k-1}}(H(x) \geq \gamma_k) \geq \rho \]  
(1.1.12)

\[ P_{\theta_{k-1}}(H(x) \leq \gamma_k) \geq 1 - \rho \]  
(1.1.13)

where \( x \) is generated from the pdf \( f(\cdot; \theta_{k-1}) \). A estimator \( \hat{\gamma}_k \) of \( \gamma_k \) can be obtained by drawing random samples from \( f(\cdot; \theta_{k-1}) \), calculating \( H(X_i) \) for all \( i \), ordering them in ascending order: \( H(1) \leq \ldots \leq H(N) \), and evaluating the \((1 - \rho)\) sample quantile as

\[ \hat{\gamma}_k = H_{\lfloor (1 - \rho)N \rfloor} \]  
(1.1.14)

2. Adaptive updating of \( \theta_k \): For a fixed \( \hat{\gamma}_k \) and \( \theta_{k-1} \), determine the sampling distribution \( \theta_k \) by

\[ \hat{\theta}_k = \arg \max_{\theta \in \Theta} \frac{1}{N} \sum_{i=1}^{N} I_{\{H(X_i) \geq \hat{\gamma}_k\}} \ln f(X_i; \theta). \]  
(1.1.15)

The parameter \( \hat{\theta}_k \) can be further updated by using a smoothing function

\[ \hat{\theta}_k := \alpha \hat{\theta}_k + (1 - \alpha) \hat{\theta}_{k-1}, \]  
(1.1.16)

where \( 0 \leq \alpha \leq 1 \).

At iteration \( k \), the target event \( \{H(X) \geq \gamma_k\} \), where \( \gamma_k < \gamma^* \) is made less rare by using the sample \((1 - \rho)\) quantile of solutions generated at \( k \) to get a good estimate for \( \theta_{k+1} \). The hope is that the value \( \theta_{k+1} \) will make the event \( \{H(X) \geq \gamma_k\} \) more common, so in the next iteration a value \( \hat{\gamma}_{k+2} \) is obtained such that \( \hat{\gamma}_{k+2} > \hat{\gamma}_{k+1} \) is calculated. The algorithm terminates when \( \gamma_k \) is close to \( \gamma^* \) and the event \( \{H(X) \geq \gamma^*_k\} \) is no longer a rare event.

1. Choose some \( \theta_0 \). Set \( k = 1 \)

2. Generate a sample \( X_1, \ldots, X_N \) from the density \( f(\cdot; \theta_{k-1}) \) and compute the sample \((1 - \rho)\) quantile \( \hat{\gamma}_k \) of the performance according to (1.1.14).
3. Use the sample $X_1, \ldots, X_N$ and solve the deterministic optimization problem in (1.1.15).

4. If the stopping condition is satisfied, terminate the algorithm; otherwise set $k \leftarrow k + 1$ and return to Step 2.

In summary, the CE method finds the optimal importance sampling distribution that is concentrated only on the set of optimal solutions, and the key idea is to use an iterative scheme to estimate the optimal parameter of that distribution that minimizes the KL divergence between the optimal distribution and the family of parameterized distributions.

Model Reference Adaptive Search

The model reference adaptive search (MRAS) [34] is similar to the CE method in that it updates the parameters of a family of parameterized distributions by minimizing the KL divergence. Although MRAS uses a parameterized distribution to generate samples similar to the CE method, it also uses another sequence of distribution called reference distributions $h_k(\cdot)$ to update the parameters of the sampling distribution. The method starts by specifying a family of parameterized distributions $\{f(\cdot; \theta) : \theta \in \Theta\}$ and projecting $h_k(\cdot)$ onto the family to obtain a sampling distribution $f(\cdot; \theta_k)$, where the projection is implemented at each iteration by finding an optimal parameter $\theta_k$ that minimizes the KL divergence between $h_k(\cdot)$ and the parameterized family

$$\theta_k = \arg\min_{\theta} D(h_k(x), f(x; \theta)) := \arg\min_{\theta} \left( \int_{\mathcal{X}} \ln \frac{h_k(x)}{f(x; \theta)} h_k(dx) \right)$$

(1.1.17)

The sequence of reference distributions $\{h_k(\cdot)\}$ can be constructed in numerous ways. One popular method is to use the simple recursive procedure below:

$$h_k(x) = \frac{H(x)h_{k-1}(x)}{\int_{\mathcal{X}} H(x)h_{k-1}(dx)}$$

(1.1.18)
where $h_0(x)$ is a given initial distribution on $x$ and under the assumption that $H(x) > 0$ for all $x \in \mathcal{X}$ to prevent negative probabilities. Basically, (1.1.18) weighs the new reference distribution $h_k$ so that more mass is concentrated on solutions that have better performance. As a result, the expectation of $H(x)$ w.r.t the reference distribution improves at each iteration. That is, good solutions are given more probability under the next reference distribution $h_{k+1}$

$$E_{h_{k+1}}[H(x)] := \int_{\mathcal{X}} H(x) h_{k+1}(dx) = \frac{\int_{\mathcal{X}} H^2(x) h_k(dx)}{H(x) h_k(dx)} \geq E_{h_k}[H(X)]$$

(1.1.19)

This results in a sequence $\{g_k\}$ that converges to a degenerate distribution at the optimal solution. A convergence analysis of this method is presented in [34]. We provide a summary of the MRAS method below.

1. Select a sequence of reference distributions $\{h_k\}$ with desired convergence properties and choose a parameterized family $\{f_\theta\}$.

2. Given $\theta_k$, sample $N$ candidate solutions $x_k^1, \ldots, x_k^N$ from $f_{\theta_k}$

3. Update the parameter $\theta_{k+1}$ by minimizing the KL divergence

$$\theta_{k+1} = \arg\min_{\theta} D(h_{k+1}, f(\theta))$$

(1.1.20)

increase $k$ by 1 and reiterate from step 1.

In summary, this method updates the sampling distribution parameter at each iteration by minimizing the KL divergence between a specific reference distribution and a parameterized family of densities. This method has been shown to converge with probability one under some mild assumptions and perform well numerically.
Gradient-based Adaptive Stochastic Search

Similar to the aforementioned model-based methods, the main idea of GASS [69] is to update the parameterized sampling distribution iteratively towards the favorable areas of the solution space. In particular, this method takes advantage of the reformulated problem (1.1.2) being differentiable in $\theta$ under mild regularity conditions on $f(x; \theta)$. Furthermore, the gradient is simple to derive as follows:

$$
\nabla_\theta L(\theta) = \nabla_\theta \int_{\mathcal{X}} H(x) f(x; \theta) dx = \int_{\mathcal{X}} H(x) \frac{\nabla_\theta f(x; \theta)}{f(x; \theta)} f(x; \theta) dx
$$

$$
= \mathbb{E}_{f(\cdot; \theta)} [H(x) \nabla_\theta \ln f(x; \theta)],
$$

where $L(\theta) = \mathbb{E}_\theta[H(x)]$. Note that an unbiased estimator of $\nabla_\theta L(\theta)$ could be obtained by drawing i.i.d. samples $X_1, \ldots, X_N$ from $f(x; \theta)$, and evaluating $H(X_i) \nabla_\theta \ln f(X_i; \theta)$, and taking the sample average of $\{H(X_i) \nabla_\theta \ln f(x; \theta)\}$. Then, the idea is to solve the reformulated problem via a stochastic gradient-based method. Specifically, the method iteratively carries out the following two steps:

1. Generate candidate solutions according to the sampling distribution.

2. Based on the evaluation of the candidate solutions, update the parameter of the sampling distribution via gradient search.

A shape function $S_\theta$ is constructed to satisfy the following conditions: for every $\theta$, $S_\theta(x)$ is strictly increasing in $x$, $0 < S_\theta(x) \leq M$, where $M < \infty$ for all $x \in \mathcal{X}$, and for every fixed $x$, $S_\theta(x)$ is continuous in $\theta$. The purpose of the shape function is to make sure the objective function is positive, while preserving the order of the solutions with respect to the original objective function $H(\cdot)$. A common choice of $S_\theta(\cdot)$ is

$$
S_\theta(H(x)) = \frac{1}{1 + \exp(-S_\theta(H(x)) - \gamma_\theta)},
$$

(1.1.21)
where \( S_\theta \) is a large positive constant, \( \gamma_\theta \) is the \((1 - \rho)\)-quantile, and \( S_\theta(\cdot) \) is a continuous approximation of the indicator function \( I_{(H(x) \geq \gamma_\theta)} \) that gives equal weights to the solutions with function values above \( \gamma_\theta \) and eliminates the solutions with function values below \( \gamma_\theta \).

For a fixed \( \theta' \in \Theta \), define

\[
L(\theta; \theta') \triangleq \int S_{\theta'}(L(x)) f(x; \theta) dx, \quad \text{and} \quad L'(\theta; \theta') \triangleq \ln H(\theta; \theta').
\] (1.1.22)

By the conditions on \( S_{\theta'}(\cdot) \) and the fact that \( \ln(\cdot) \) is a strictly increasing function, the original problem can be transformed to \( \max_{\theta \in \Theta} L'(\theta; \theta') \) for any fixed \( \theta' \). A summary of the GASS is below:

1. Initialization: choose an exponential family of densities \( \{f(\cdot; \theta)\} \) and specify a small positive constant \( \varepsilon \), initial parameter \( \theta_0 \), sample size sequence \( \{N_k\} \), and step size sequence \( \{\alpha_k\} \). Set \( k = 0 \).

2. Sampling: draw samples \( X_1, \ldots, X_N \) from \( f(x; \theta_k) \).

3. Estimation: compute the normalized weight \( \hat{w}_k^i \) according to

\[
\hat{w}_k^i = \frac{\hat{S}_{\theta_k}(H(x_k^i))}{\sum_{j=1}^{N_k} \hat{S}_{\theta_k}(H(x_k^j))}
\] (1.1.23)

4. Update \( \theta_k \to \theta_{k+1} \) using a Newton-like iteration for \( \max_{\theta} L'(\theta; \theta_k) \), where \( L'(\theta; \theta_k) = \ln\{ \int S_{\theta_k}(H(x)) f(x; \theta) dx \} \).

5. If the stopping condition is satisfied, terminate algorithm, otherwise set \( k \leftarrow k + 1 \) and return to Step 2.

In summary, this algorithm generates candidate solutions from a parameterized sampling distribution over the feasible solution space and uses a Newton-like iteration on the parameter space to update the parameters of the sampling distributions. Convergence re-
sults are established as a result of formulating the algorithm iterations into a generalized stochastic approximation recursion.

1.1.2 Motivation and Research Goals

Model-based methods have proven to be very effective for solving global optimization problems, both in discrete and continuous solution spaces. They are robust and straightforward to implement because they typically only rely on function evaluations, rather than the structure of the objective function. Therefore, model-based methods have been used to solve a multitude of problems. The advantages of these methods are twofold. On one hand, they are flexible in nature and can be tailored to solve a particular type of problem; on the other hand, their performance can also be problem independent because they are firmly based on probabilistic and statistical principles. As a result, modifications of these methods apart from their basic steps can be implemented on a problem basis, which includes but are not limited to:

1. Shape functions can be applied to the objective function so that the sampling distribution tends to favor samples with higher performance more than other samples or not overreact to samples with high values.

2. The initial parameters of the probability distribution and the probability distribution itself can be chosen based on knowledge about a particular problem. That is, if it has been established that some decision variables are related or a subset of decision variables have high quality solutions in a particular range, then the parameters of the sampling distribution can be chosen to exploit this information.

3. Historically good solutions can be stored so that the performance of the elite set is non-decreasing. Many existing model-based algorithms use an auxiliary memory, where they store some additional information collected during the search, which is used to update the sampling distribution.
Essentially, we can use any relevant problem information to inform us of how to modify model-based methods for peak performance. Clearly, the benefits of model-based methods are immense, and it has proven to be a very useful and powerful optimization tool. However, there does exist some shortcomings of the model-based approach. Since the model-based framework does not incorporate any structural information, this approach may lead to an inefficient algorithm when gradient information is available or the underlying structure is convex. Furthermore, model-based methods assume problems have simple feasible regions; therefore, this approach is not suitable for problems where it is difficult to obtain even one feasible solution. Those types of problems are not considered in this dissertation.

Since model-based methods are designed to tackle problems where the objective can only be obtained via black box evaluation, we can redesign problems as a simple input of decision variables and construct an output that relates back to the original problem. We attempt to answer the following questions: 1) is it possible to extend model-based methods to better solve problems that are traditionally tackled by other methods and 2) can we take advantage of the flexibility of the model-based approach to modify existing model-based methods in order to develop more effective algorithms. The hope is that the results and ideas presented in this dissertation will provide useful guidelines for designing new efficient optimization algorithms using the model-based approach.

1.1.3 Research Results and Contributions

To answer the aforesaid research questions, we propose three model-based algorithms that take different approaches from traditional techniques. We first propose an algorithm for solving the classical $P$-median problem using the model-based approach. We recast the $P$-median as another equivalent global optimization problem over the space of the extended penalty multipliers. Then, we employ a model-based method to find the extended penalty multipliers corresponding to the optimal solution of the original $P$-median problem.

Next, we solve the multi-objective optimization problem by using a new concept to
measure the quality of solutions. This new performance metric called domination measure can be intuitively interpreted as the size of the portion of the solution space that dominates that solution. As a result, we reformulate the original multi-objective problem into a stochastic single-objective problem and propose a model-based approach to solve it.

Finally, we propose a method that adapts the model-based approach to stochastic multi-objective optimization by incorporating an allocation heuristic. This heuristic is developed in order to improve the computational efficiency of the model-based approach in the multi-objective stochastic domain. The numerical results suggest that the proposed method is effective at searching for good solutions in the solution space while at the same time allocating the simulation replications in an efficient manner.

The next three chapters provide details on the previously mentioned approaches. In Chapter 2, we present the Lagrangian search method that uses the model-based approach to search for the optimal extended penalty multipliers that correspond to the optimal solution of the original \( P \)-median problem. Within this chapter we

- introduce the P-median problem and provide a literature review.
- formally describe the \( P \)-median problem and the Lagrangian relaxation.
- present a detailed description of the proposed algorithm.
- report some numerical results of the proposed algorithm compared with other popular methods.

In Chapter 3 we introduce domination measure as a new quality metric for multi-objective optimization problems. As a result, we reformulate the original multi-objective problem into a stochastic single objective one and propose a model-based method to solve it. In this chapter, we

- provide background on multi-objective optimization framework and existing methods.
• introduce the concept of domination measure under the setting of multi-objective optimization and use it to reformulate the original problem into a stochastic single-objective one.

• present a model-based approach to solve the reformulated problem and describe the ideal version and implementable version algorithm.

• conduct numerical experiments to demonstrate the effectiveness and advantages of the proposed approach by comparing it to existing approaches.

• provide conclusions and future directions of research.

Finally, Chapter 4 describes a method that is designed to solve optimization problems where a solution’s performance is measured by multiple objectives that are subject to stochastic noise. This proposed method integrates a new allocation heuristic within the model-based framework. In this chapter, we

• describe the need for developing a method specifically designed to solve stochastic multi-objective optimization problems.

• formally describe the stochastic multi-objective problem.

• present a detailed description of the allocation heuristic and the proposed method.

• provide the results of our computational experiments.

• conclude with a discussion of some future research directions.
2.1 Background and Motivation

In the \( P \)-median problem, we are given a set of \( n \) potential facility locations for \( P \) facilities to serve \( m \) clients. The objective is to locate \( P \) facilities such that the cost of serving all customers is minimized. Generally, the parameters of this problem can be chosen such that \( m \geq n \) or \( m \leq n \) and \( 1 < P < n \). This problem arises from various applications such as clustering [1, 56] and location science [3, 28].

The \( P \)-median problem is well-known to be NP-hard [2, 65]. Owing to the NP-hardness of the underlying problem, exact solution methods for the \( P \)-median problem [11] usually have a formidable complexity that prevents them from solving numerous large-scale instances that have arisen from real world applications. As an alternative, many researchers have switched to the development of heuristic methods for the \( P \)-median problem [4, 56]. Many algorithms based on linear programming relaxation [49, 66] and metaheuristics [58, 52, 17] have been reported in the literature. Various optimization techniques including filtering [13], local search [3], Lagrangian relaxation [6], constructive methods [21, 56], and primal dual methods [65], have been tried for the \( P \)-median problem.

Although heuristic methods enjoy a relatively lower complexity than exact algorithms, it has been proven that they cannot guarantee a good approximation to generic \( P \)-median problems [61]. To circumvent such a challenge, several researchers considered a restricted subclass of the \( P \)-median problem, the so-called metric \( P \)-median problem. For the metric \( P \)-median problem, the assignment cost \( c_{ij} \), the cost of serving client \( i \) from a facility at location \( j \), satisfies the triangle inequality, i.e. \( c_{ik} \leq c_{ij} + c_{jk} \). Furthermore, the cost is symmetric, i.e. \( c_{ij} = c_{ji} \). Due to its nice geometric property, the metric \( P \)-median problem
has been well studied in the optimization community [61]. On the other hand, we point out that despite the predominant focus on solving the metric $P$-median problem, there exist many real world instances where the cost matrix does not satisfy the triangle inequality. For example, in the uncapacitated facility location problem, the objective is to minimize the distance weighted by the demand of each client to an open facility. Moreover, text documents are usually clustered by the cosine-similarity measure which is a non-metric measure [1].

It is evident that much work is needed to develop effective algorithms for generic $P$-median problems. A paucity of work has attempted to explore means of approximating such non-metric cases. It is worth mentioning that the algorithms in [49, 66, 18] obtained some approximation at a cost of violating the constraint of opening only $P$ facilities. For example, [66] finds a solution that opens $O(P \log(m + m/\varepsilon))$ facilities and cost at most $(1 + \varepsilon)opt_P$ for minimization problems, where $opt_P$ is the optimal solution for opening $P$ facilities. In [66] the solution is obtained by first solving the linear relaxation problem and then using a randomized rounding scheme on the fractional solutions produced by the linear relaxation problem to get an integer solution. The algorithm in [18] improves the solution obtained in [66] by greedily opening a new facility that minimizes the cost. These methods provide some foundation for solving non-metric $P$-median problem, but cannot be used in many real world applications where the constraint of opening at most $P$ facilities cannot be violated. Moreover, these methods require solving large-scale linear programs, which incur high computational complexity.

One powerful technique to obtain lower bounds for combinatorial minimization problems is through the Lagrangian relaxation. Given a vector of Lagrangian multipliers, the resulting Lagrangian problem becomes simpler to solve [26]. Similar approaches have been used to find competitive and feasible solutions for problems from various applications [6, 29, 51]. In Lagrangian relaxation-based approaches, the Lagrangian multipliers are iteratively updated to maximize the lower bound as follows: first, a Lagrangian relax-
ation problem is solved to obtain a lower bound; and then a feasible solution to the original \( P \)-median problem is extracted from the solution of the Lagrangian relaxation, which provides an upper bound; in the final step, the Lagrangian multipliers are updated to improve the lower bound in the next iteration. Typically, some variant of the sub-gradient method is applied to adjust the Lagrangian multipliers, as in [5, 6]. We point out that the solution to the Lagrangian sub-problem may not be feasible for the original problem, yielding only a bound on the optimal value. Beltran et al. [8] proposed the so-called semi-Lagrangian relaxation method for the \( P \)-median problem that can provide an optimal integer solution and close the gap between the original problem and its semi-Lagrangian relaxation. However, the semi-Lagrangian relaxation of the \( P \)-median problem itself is still nontrivial to solve.

As an alternative, stochastic search methods have provided an effective approach for finding global optimal solutions for many combinatorial problems [72]. The foundation of stochastic search methods is to “explore” the entire solution space and “exploit” the promising regions of the solution space. Stochastic search methods, such as ant colony optimization [48] and simulated annealing [52, 17], have been shown in some cases to substantially improve the solution quality for larger instances [9] compared with constructive heuristics and local search methods.

### 2.1.1 Research Results and Contributions

We propose the Lagrangian Search (LS) method, which is able to provide an optimal or near-optimal solution to the original problem from its extended Lagrangian relaxation. The proposed LS method combines the exploration-and-exploitation aspect of stochastic search methods with the efficient approach of obtaining a solution to the extended Lagrangian relaxation via penalty multipliers. We show that the space of the penalty multipliers is usually much smaller than the solution space of the original problem, this allows us to develop an effective search algorithm in the space of the penalty multipliers. To achieve this, we first elaborate on the Lagrangian relaxation to construct a search space \( U \) of penalty
multipliers associated with the optimal solution of the relaxed problem. Then, we incorporate a model-based search method to search in the space $U$ to find the penalty multipliers that correspond to the optimal solution of the original problem. We consider model-based search methods [12, 60, 69] because they have demonstrated the robustness in searching the solution space as opposed to their instance-based counterparts. By searching in the space of the penalty multipliers instead of the original solution space, the structure of the cost matrix has almost no bearing on the solution quality. Particularly, we focus on Gap-C instances proposed by Kochetov and Ivanenko in [39], which are defined by non-metric cost matrices where each column and row have the same number of positive integers from a set $\{1, 2, \ldots, l\}$. Although there is no restriction on $l$, the idea is to set $l$ to some integer not too far from zero. (In the examples given in [39] no integer is greater than 4, i.e. $l = 4$.)

Compared with other $P$-median instances, the Gap-C instances have a relatively larger gap between the optimal value of the original problem and its Lagrangian dual [38]. Therefore, these instances have been proven to be computationally difficult for many existing meta-heuristics [39]. To deal with such an issue, we propose to utilize the Lagrangian relaxation in a non-traditional way, i.e., we create a surjective mapping from the penalty multipliers to the solution space of the original problem. In this way, we are able to recast the original $P$-median problem as another equivalent global optimization problem over the space of the extended penalty multipliers.

In summary, our main contributions are

- We reformulate the $P$-median problem as another equivalent global optimization problem over a space of the extended penalty multipliers such that there always exist an extended penalty multiplier that corresponds to the optimal solution.

- We introduce a new framework for finding the optimal penalty multipliers via a stochastic search method instead of the commonly used sub-gradient method.

- We conduct numerical experiments to test the performance of the proposed algo-
rithm, and illustrate that the proposed method performs well for a subclass of \( P \)-median problems that are known to be computationally difficult for other existing metaheuristics and exact methods in the literature.

### 2.2 Problem Formulation

We first describe the \( P \)-median problem where the goal is to determine the minimum cost of opening \( P \) facilities out of \( n \) possible facility locations to serve \( m \) clients. Let \( I = \{1, \ldots, m\} \) be the finite set of clients and \( J = \{1, \ldots, n\} \) be the finite set of potential facility locations. We define \( c_{ij} \) to be the cost of serving client \( i \) from a facility at location \( j \). We assume that \( c_{ij} > 0 \) for all \( i \in I \) and \( j \in J \). Let

\[
y_j = \begin{cases} 
1 & \text{if a facility is open at location } j \\
0 & \text{otherwise}
\end{cases}
\]

\[
x_{ij} = \begin{cases} 
1 & \text{if client } i \text{ is served from a facility at location } j \\
0 & \text{otherwise}
\end{cases}
\]

Therefore, we can formulate the \( P \)-median problem as the following integer linear program (ILP)

\[
Z = \min \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} x_{ij} \quad (2.2.1a)
\]

\[
s.t. \quad \sum_{j=1}^{n} y_j = P \quad (2.2.1b)
\]

\[
\sum_{j=1}^{n} x_{ij} = 1, \quad \forall i = 1, \ldots, m \quad (2.2.1c)
\]

\[
x_{ij} \leq y_j, \quad \forall i = 1, \ldots, m, j = 1, \ldots, n \quad (2.2.1d)
\]

\[
x_{ij} \in \{0, 1\}, \quad \forall i = 1, \ldots, m, j = 1, \ldots, n \quad (2.2.1e)
\]

\[
y_j \in \{0, 1\}, \quad \forall j = 1, \ldots, n \quad (2.2.1f)
\]
where constraint (2.2.1b) ensures that exactly $P$ facilities are open, constraint (2.2.1c) guarantees that each client is served by only one facility, and constraint (2.2.1d) guarantees that a client is only served from an open facility. We use $C$ to denote a matrix with entries $c_{ij}$. We let $\bar{J} = \{j \in J | y_j = 1\}$ be the set of column indices of $C$ that corresponds to the facilities that are open in a given solution. Because constraint (2.2.1b) must be satisfied, $|\bar{J}| = P$. Given $\bar{J}$, we can easily determine the variable $x_{ij}$ as follows: for each $i$ we set $x_{ij} = 1$, where $j'$ is an index such that $c_{ij'} = \min_{j \in \bar{J}} c_{ij}$ and $x_{ij} = 0$ for all $j \neq j'$. Essentially, we assign facility $j$ from the set of open facilities $\bar{J}$ that has the minimum cost to client $i$. Consequently, we are only concerned with determining the value of the variable $y_j$.

### 2.2.1 Lagrangian Relaxation

We relax the constraint that each client has to be served by one facility. Therefore, a Lagrangian relaxation is obtained by dualizing constraint (2.2.1c)

$$
Z_d = \max_{u_i} \min_{x_{ij}, y_j} \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} x_{ij} + \sum_{i=1}^{m} u_i \left(1 - \sum_{j=1}^{n} x_{ij}\right) \tag{2.2.2}
$$

subject to (2.2.1b), (2.2.1d), and (2.2.1e),

which is equivalent to

$$
Z_d = \max_{u_i} \min_{x_{ij}, y_j} \sum_{i=1}^{m} \sum_{j=1}^{n} (c_{ij} - u_i) x_{ij} + \sum_{i=1}^{m} u_i \tag{2.2.3}
$$

subject to (2.2.1b), (2.2.1d), and (2.2.1e).

The objective function (2.2.3) and constraint (2.2.1d) imply the following relationship:

$$
x_{ij} = \begin{cases} 
y_j, & \text{if } c_{ij} - u_i \leq 0 \forall i = 1, \ldots, m, j = 1, \ldots, n. \\
0, & \text{otherwise.} \end{cases} \tag{2.2.4}
$$
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Therefore, given a fixed vector \( u = [u_1, \cdots, u_m] \), the Lagrangian problem is transformed into the following integer program

\[
Z_d(u) = \min_{y_j} \sum_{j=1}^{n} \sum_{i=1}^{m} \phi_{ij} y_j + \sum_{i=1}^{m} u_i
\]

s.t. \( \sum_{j=1}^{n} y_j = P \),
\( y_j \in \{0, 1\}, \forall j = 1, \ldots, n, \)

where \( \phi_{ij} = \min(0, c_{ij} - u_i) \). Clearly, the set \( \bar{J} \) can be determined by following a simple procedure: because \( y_j \)'s are the only unknown variables, the \( y_j \)'s that minimize \( Z_d(u) \) are the \( y_j \)'s corresponding to the \( P \) smallest sums \( \sum_{i=1}^{m} \phi_{ij} \). This result is the gateway in using the stochastic search method to find the vector \( u \) that corresponds to the optimal solution.

### 2.3 Determining Penalty Multipliers

Throughout this section we use the following notations:

- \( c_{i[t]} \) represents the \( t \)th order statistic in the \( i \)th row of the cost matrix \( C \).
- \( M = \{ i \in I | c_{i[j^*]} < c_{ij} \ \forall \ j \neq j^* : j^* = \arg\min_k c_{ik} \} \) is the set of rows with a unique minimal element.
- \( J_m = \{ j \in J | \exists i \in M \ s.t. \ c_{ij} = c_{i[1]} \} \) is the set of column indices that have a unique minimal cost in at least one row of the cost matrix.
- \( I(J) = \{ i \in I | c_{i[1]} \in C.J \} \) is the set of row indices where each row’s minimal element \( c_{i[1]} \) is in a given set of columns \( J \).
- \( J'_i = \{ j \in J | c_{ij} = c_{i[1]} \} \) is the set of column indices which has a minimum cost in row \( i \).
- \( J' = \{ j \in J | \exists i \ s.t. \ j \in J'_i \} \) is the set of columns that has a minimum element in at least one row.
• \( N_i = |J'_i| \) is the number of columns that have a minimal element in row \( i \).

• \( \bar{J} = \{ j \in J | y_j = 1 \} \) is the set of open facilities.

• \( J^* = \{ j \in J | y^*_j = 1 \} \) is the optimal set of open facilities to the original \( P \)-median problem (2.2.1a)-(2.2.1e).

2.3.1 Constructing Space of Penalty Multipliers

The best choice for \( u \) is one that maximizes the Lagrangian dual, i.e. \( \max_u Z_d(u) \). Most methods seek to find \( u \) that corresponds to the optimal or near-optimal solution to the Lagrangian dual problem [26]. The primary issue with these methods is that, in most cases, the optimal solution to the Lagrangian sub-problem associated with the optimal Lagrangian multipliers may not be feasible for the original problem. In this case, the Lagrangian relaxation can at best find upper and lower bounds of the original objective function. For \( P \)-median problems with a large gap between the optimal value of the original problem and its Lagrangian dual such as the Gap-C instances described in [39], the bounds from the Lagrangian relaxation are very weak. This explains the difficulty in the branch-and-bound approach based on Lagrangian relaxation for the Gap-C instances [39].

In this work we plan to take a different course from the traditional Lagrangian relaxation based approach in the literature. We seek to find a penalty multiplier \( u \) corresponding to the optimal solution of the original problem (2.2.1a)-(2.2.1e). Essentially, we try to find a vector \( u \) whose corresponding solution \( \bar{J} \) of (2.2.5) is precisely the optimal set \( J^* \).

In order to construct a space of penalty multipliers, we need to derive a closed-form solution to the Lagrangian dual (2.2.5). To make this an easier task, we relax the Lagrangian dual problem. The extended relaxation causes no effect on the quality of the solution, since we are not concerned with the optimal value of the Lagrangian dual, but rather the connection between the penalty multipliers and some feasible solution to the original \( P \)-median problem. The Lagrangian dual sub-problem is relaxed so that every facility is
open, which implies $y_j = 1$ for all $j \in J$. The Lagrangian sub-problem is described by

$$
Z'_d(u) = \sum_{i=1}^{m} \sum_{j=1}^{n} \phi_{ij} + \sum_{i=1}^{m} u_i = \sum_{i=1}^{m} \sum_{j=1}^{n} \min(0, c_{ij} - u_i) + \sum_{i=1}^{m} u_i,
$$

(2.3.1)

which is concave and continuous [26]. Since every facility is open, the optimal value to the corresponding relaxed version of the original problem, denoted by $Z'$, is computed by summing the minimum cost of each client, that is, $Z' = \sum_i c_{i[1]}$. Each penalty multiplier $u_i$ that maximizes $Z'_d(u)$ can be found by expanding $Z'_d(u)$ into $m$ maximization problems

$$
\max_{u_1} Z'_{d_1}(u_1) \triangleq \sum_{j=1}^{n} \min(0, c_{1j} - u_1) + u_1
$$

(2.3.2)

$$
\max_{u_2} Z'_{d_2}(u_2) \triangleq \sum_{j=1}^{n} \min(0, c_{2j} - u_2) + u_2
$$

$$
\vdots
$$

$$
\max_{u_m} Z'_{d_m}(u_m) \triangleq \sum_{j=1}^{n} \min(0, c_{mj} - u_m) + u_m.
$$

We point out that in [21], the authors discussed how to use the above series of problems to obtain a lower bound based on the Lagrangian relaxation. In contrast to [21], our study explores the feasible solution set to the above problems to build a surjective mapping from the penalty multipliers to the set of feasible solutions for the original $P$-median problem.

Proposition 1 below ensures that a vector $u$ maximizes the function $Z'_d(u)$ if and only if each element in vector $u$ lies in the range between the smallest and second smallest elements of each row of the cost matrix.

**Proposition 2.3.1.** A vector $u$ maximizes $Z'_d(u)$ if and only if $u_i \in [c_{i[1]}, c_{i[2]}]$ for $i = 1, \ldots, m$.

**Proof.** We first prove that if $u_i \in [c_{i[1]}, c_{i[2]}]$ for $i = 1, \ldots, m$, then $Z'_d(u)$ is maximized. For any fixed $i$, let $u_i = c_{i[2]}$. The function $Z'_d(u_i)$ becomes $\sum_j \min(0, c_{ij} - c_{i[2]}) + c_{i[2]}$. For all $j$ where $c_{ij} \geq c_{i[2]}$, $\min(0, c_{ij} - c_{i[2]}) = 0$, and the function $Z'_d(u_i)$ now is reduced to $\min(0, c_{i[1]} - c_{i[2]}) + c_{i[2]} \Rightarrow c_{i[1]}$, which is the minimal element in row $i$. Thus, $u_i = c_{i[2]}$.
obtains the maximal value for $Z'_d(u_i)$ for all $i$.

Next, for any fixed $i$, let $u_i = c_i[1]$. The function $Z'_d(u_i)$ becomes $\sum_j \min(0, c_{ij} - c_i[1]) + c_i[1]$. Since $\min(0, c_{ij} - c_i[1]) = 0$ for all $j$, the function $Z'_d(u_i)$ is reduced to $c_i[1]$, which is the same result as above. Because the function is concave and continuous, the range between $c_i[1]$ and $c_i[2]$ will also yield the same function value of $c_i[1]$, which is the optimal value for all $i$.

Lastly, we prove the “only if” part, that is if $\bar{u}$ maximizes $Z'_d(u)$, then $\bar{u}_i \in [c_i[1], c_i[2]]$ for $i = 1, \ldots, m$.

Suppose $\exists i$, such that $\bar{u}_i \notin [c_i[1], c_i[2]]$. First, let $\bar{u}_i = \beta$ where $\beta < c_i[1]$. The function $Z'_d(u_i)$ becomes $\sum_j \min(0, c_{ij} - \beta) + \beta = \beta$, since $\beta < c_{ij}$ for all $j \in J$. Therefore, $\sum_j \min(0, c_{ij} - \bar{u}) < c_i[1]$, which contradicts the hypothesis that $\bar{u}$ maximizes $Z'_d(u)$. Next, assume $\bar{u}_i = \omega$ where $\omega > c_i[2]$. The function $Z'_d(u_i)$ becomes $\sum_j \min(0, c_{ij} - \omega) + \omega \leq c_i[1] - \omega + c_i[2] - \omega + \omega = c_i[1] + c_i[2] - \omega$, since $\min(0, c_{ij} - \omega) < 0$ for at least two distinct $j$’s. Because $c_i[2] - \omega < 0 \Rightarrow Z'_d(\bar{u}_i) \leq c_i[2] + c_i[1] - \omega < c_i[1]$, which contradicts the hypothesis that $\bar{u}$ maximizes $Z'_d(u)$. Therefore, if $\bar{u}$ maximizes $Z'_d(u)$, then $\bar{u}_i \in [c_i[1], c_i[2]]$ for all $i$. 

\[\square\]
\[ U = \left\{ u \triangleq [u_1, u_2, \ldots, u_m] \mid u_i \in [c_{i[1]}, c_{i[2]}], i = 1, \ldots, m \right\}. \]

Now that we have obtained the space of penalty multipliers that maximizes \( Z_d'(u) \), we will solve the original Lagrangian dual (2.2.5) to find \( \bar{J} \) (i.e. the set of open facilities) that correspond to any vector \( u \in U \).

We observed that a vector of penalty multipliers \( u \) yields the solution \( \bar{J} \) in (2.2.5) if the following sufficient conditions hold:

1. \( \sum_i \phi_{ij} < 0 \) for all \( j \in \bar{J} \).

2. \( \sum_i \phi_{ij} = 0 \) for all \( j \notin \bar{J} \).

Since we want a surjective mapping from the space of penalty multipliers to the feasible set of open facilities, the idea is to have each \( u_i \) correspond to a facility \( j \) and the value of \( u_i \) to indicate whether or not \( \phi_{ij} < 0 \). To ensure that the space of penalty multipliers \( U \) contains the one(s) that corresponds to the optimal set \( J^* \), we show that there exists \( u \in U \) for any of all the \( \binom{P}{k} \) combinations of \( P \) open facilities. First, we consider a cost matrix \( C \) where every column in \( C \) has one unique minimal element with respect to some row \( i \in I \). Proposition 2 shows that we can always construct a vector \( u \in U \) such that the above sufficient conditions hold for any given \( \bar{J} \).

**Definition 2.3.1.** A cost matrix \( C \) is said to be in Class \( \mathbb{I} \), if every column has a unique minimal element with respect to at least one row. That is, \( J = J_m \).

**Proposition 2.3.2.** For every cost matrix \( C \) in Class \( \mathbb{I} \), every possible set \( \bar{J} \) is the unique solution to the ILP (2.2.5) for some vector \( u \in U \).

**Proof.** Given \( \bar{J} \), let \( u_i = c_{i[2]} \) for all \( i \in I(\bar{J}) \) and \( u_i = c_{i[1]} \) for all \( i \notin I(\bar{J}) \). We note that by definition of \( I(\bar{J}) \), if \( i \in I(\bar{J}) \), then \( c_{i[1]} = c_{i[2]} \) for some \( j \in \bar{J} \). Thus, \( \sum_i \phi_{ij}y_j = \sum_{i \in I(\bar{J})} \min(0, c_{ij} - c_{i[2]}y_j + \sum_{i \notin I(\bar{J})} \min(0, c_{ij} - c_{i[1]}y_j, \sum_{i \notin I(\bar{J})} \min(0, c_{ij} - c_{i[1]}y_j) = 0 \) for all \( j \in J \) and \( \sum_{i \in I(\bar{J})} \min(0, c_{ij} - c_{i[2]}y_j = 0 \) for all \( j \notin \bar{J} \) since \( c_{ij} \geq c_{i[2]} \) for all \( j \notin \bar{J} \). Thus, \( \sum_i \phi_{ij} = 0 \) for \( j \notin \bar{J} \). Given that for all \( j \in \bar{J} \) there exist some \( i \in I \) where \( c_{ij} = c_{i[1]} \) and \( c_{i[1]} < c_{i[2]} \), \( Z_d(u) = \sum_{i \in I(\bar{J})} \min(0, c_{ij} - c_{i[2]}y_j < 0 \) for all \( j \in \bar{J} \). Therefore, \( \sum_i \phi_{ij} < 0 \) for \( j \in \bar{J} \). This completes the proof of the proposition. \( \square \)
To ensure we are able to find a vector for this matrix $C$,

Example 1: $\Phi = \{1, 2, 3, 4\}$,

where $u_i$ determines the value $\phi_{ij}$, where $\phi_{ij} < 0$ if $u_i > c_{i1}$ and $c_{i1}$ is in column $j$, and $\phi_{ij} = 0$ otherwise. Thus, $y_j$ can only be assigned the value one if column $j$ has a unique minimal element. Consequently, in order for a possible set $\tilde{J}$ to be a unique solution to the ILP (2.2.5) the set $\tilde{J}$ must be contained in $J_m = \{ j \in J | \exists i \in M s.t. c_{ij} = c_{i1} \}$. To reduce the number of possible values for each $u_i$, we allow $u_i$ to only take the value $c_{i1}$ or $c_{i2}$. As a result, the search space is updated to the discrete space $U = \{ u \triangleq [u_1, \ldots, u_m] | u_i \in \{ c_{i1}, c_{i2} \}, i = 1, \ldots, m \}$. The following example explains our construction of this search space. We note that for ease of illustration, we let $T$ denote a matrix where each row $i$ has all the possible values for $u_i \in \{ c_{i1}, c_{i2} \}$.

$$C = \begin{bmatrix} 12 & 19 & 11 & 17 \\ 16 & 13 & 16 & 6 \\ 1 & 16 & 9 & 21 \\ 16 & 9 & 17 & 11 \end{bmatrix}, \quad T = \begin{bmatrix} 11 & 12 \\ 6 & 13 \\ 1 & 9 \\ 9 & 11 \end{bmatrix} \quad (2.3.3)$$

For this matrix $C$ and $P = 2$, $J^* = \{1, 4\}$, $m = n = 4$, and $J_m = \{1, 2, 3, 4\}$. Since, $J^* \subseteq J_m$, we are able to find a vector $u$ that corresponds to $J^*$. We display all the possible values of $u_i$ and their corresponding $\phi_{ij}$ values below:

$$\begin{align*} 
\mathbf{u}_1 &= 11 \quad \Rightarrow \quad \phi_1 = [0, 0, 0, 0] \\
\mathbf{u}_2 &= 6 \quad \Rightarrow \quad \phi_2 = [0, 0, 0, 0] \\
\mathbf{u}_3 &= 1 \quad \Rightarrow \quad \phi_3 = [0, 0, 0, 0] \\
\mathbf{u}_4 &= 9 \quad \Rightarrow \quad \phi_4 = [0, 0, 0, 0] \\
\end{align*} \quad (2.3.4)$$

To ensure $\tilde{J}$ is equal to $J^*$, according to the construction process in our proof of Proposition 27.
2 we should choose the value of $u$ such that $\sum_i \phi_{i1} < 0$, $\sum_i \phi_{i4} < 0$ and $\sum_i \phi_{i2} = \sum_i \phi_{i3} = 0$. The corresponding penalty multipliers are $u_1 = 11, u_2 = 13, u_3 = 9, u_4 = 9$. As a result, the chosen penalty multipliers applied in (2.2.5) yields the following solution:

$$\begin{align*}
\min_{y_j} \quad & \sum_{j=1}^{4} \sum_{i=1}^{4} \phi_{ij} y_j + \sum_{i=1}^{4} u_i \\
\text{s.t.} \quad & \sum_{j=1}^{4} y_j = 2,
\end{align*}$$

which solution corresponds to the optimal solution set

$$\bar{J} = J^* = \{1, 4\}.$$ 

Next, we consider another class of cost matrix $C$ where every column in $C$ has a minimal element with respect to some row $i$, and certain columns have more than one minimal element.

**Definition 2.3.2.** A cost matrix $C$ is said to be in Class $\mathbb{II}$ if $J = J'$ and $J \neq J_m$.

The strategy used in Example 1 relies heavily on the observation that we can always choose a $u_i \in U$ such that $u_i > c_{i[1]}$. Specifically, each column in the optimal set must have an unique smallest entry with respect to at least one row. Such a strategy cannot be applied when there are multiple smallest entries in at least one column, i.e. there exists a $j \in J^*$ where for all $i \in \{i \in \text{I} \mid c_{i[1]} \in C_{\cdot j}\}$ it is true that $c_{i[1]} = c_{i[2]}$. This is because in the algorithm, we restrict the search space to $u_i \in \{c_{i[1]}, c_{i[2]}\}$. Therefore, whenever $c_{i[1]} = c_{i[2]}$, $u_i$ can only take the value $c_{i[1]}$. Example 2 illustrates such a scenario.

**Example 2.**
The matrix $C'$ belongs to the Gap-C instances since each column and row has exactly 2 nonzero integers from the set \{1, 2, \ldots, 8\}. For this matrix $C'$ with the parameters $P = 2$ and $m = n = 4$, the optimal solution of the original problem is $J^* = \{1, 4\}$. Since $J^* \not\subseteq J_m = \emptyset$, we are not able to find a vector $u$ that corresponds to $J^*$. We display all the possible values of $u_i$ and their corresponding $\phi_{ij}$ values below:

\[
\begin{align*}
    u_1 = 0 & \rightarrow \phi_{1.} = [0, 0, 0, 0] \\
    u_2 = 0 & \rightarrow \phi_{2.} = [0, 0, 0, 0] \\
    u_3 = 0 & \rightarrow \phi_{3.} = [0, 0, 0, 0] \\
    u_4 = 0 & \rightarrow \phi_{4.} = [0, 0, 0, 0]
\end{align*}
\]

Because all the penalty multipliers in the search space are equal to zero, we are forced to let $u_i = 0$ for all $i$ and the resulting $u = [0, 0, 0, 0]$ applied in (2.2.5) yields the following solution:

\[
\begin{align*}
    \min_{y_j} \sum_{j=1}^{4} \sum_{i=1}^{4} \phi_{ij} y_j + \sum_{i=1}^{4} u_i \\
    = 0y_1 + 0y_2 + 0y_3 + 0y_4 + 0 \\
    s.t. \sum_{j=1}^{4} y_j = 2,
\end{align*}
\]

which has multiple optimal solutions corresponding to (2.2.5). Specifically, the set $\bar{J}$ that corresponds to the multiple optimal solutions can be any of the $4 \choose 2$ combinations of 2 open facilities.
The multiplicity of the optimal solutions in (2.3.6) is caused by the non-uniqueness of the minimal element in every row. As previously stated, in order for a column \( j \) to be a solution for some \( u \in U \) the column \( j \) must have a unique minimal element with respect to at least one row. Therefore, a cost matrix in which there exists a column that does not contain a unique minimal element presents problems with our current search space. Recall that \( u_i \) determines the value \( \phi_{ij} \), where \( \phi_{ij} < 0 \), if \( u_i = c_{i[2]} > c_{i[1]} \) and the minimal element \( c_{i[1]} \) is located in column \( j \). For cost matrices in Class I, we always can find a \( c_{i[2]} > c_{i[1]} \) for all \( i \). Now we consider cost matrices in Class II where there exists an \( i \) such that \( c_{i[2]} = c_{i[1]} \). In order to have \( u_i \) determine the value \( \phi_{ij} \) when \( c_{i[2]} = c_{i[1]} \), we expand each penalty multiplier \( u_i \) into a row vector \( u_i \cdot \) such that \( u_i \cdot \) can take multiple possible values.

For each column \( j' \) that has a minimum element in row \( i \) there exists a \( u_{ij}' \) such that \( \phi_{ij} < 0 \). This is accomplished by setting

\[
u_{ij}' = \begin{cases} c_{i[2]} & \text{if } j = j', \\ c_{i[1]} & \forall j \in J \setminus \{j'\}, \end{cases}
\]

where \( c_{i[2]} \) denotes the second smallest element in row \( i \) with a distinct value from the smallest element. Given this new representation of \( u \) we replace \( u_i \) with \( u_{ij} \) in (2.2.5).

Thus, for a given matrix \( u = [u_1, \ldots, u_m] \), we solve the Lagrangian dual problem

\[
Z_d^*(u) = \min_{y_j} \sum_{j=1}^{n} \sum_{i=1}^{m} \phi_{ij} y_j + \sum_{j=1}^{n} \sum_{i=1}^{m} u_{ij} \\
s.t. \quad \sum_{j=1}^{n} y_j = P, \\
\quad y_j \in \{0,1\}, \forall j = 1, \ldots, n,
\]

where \( \phi_{ij} \) is updated to \( \phi_{ij} = \min(0, c_{ij} - u_{ij}) \). Therefore, \( u_{ij}' \) determines the value \( \phi_{i} \), where \( \phi_{ij} < 0 \) for \( j = j' \) and \( \phi_{ij} = 0 \) for all \( j \neq j' \). In the case where we need \( \phi_{ij} = 0 \) for all
we add the penalty multiplier

\[ u_{i j}^0 = c_{i[1]} \quad \forall j \in J. \]

This penalty multiplier is added because \( \sum_i \phi_{i j} \) must equal zero for all \( j \notin \bar{J} \). With this new formulation \( \bar{J} \), we can ensure that \( \sum_i \min(0, c_{i j} - u_{i j}) < 0 \) for all \( j \in \bar{J} \) and \( \sum_i \min(0, c_{i j} - u_{i j}) = 0 \) for all \( j \notin \bar{J} \), which satisfies the sufficient conditions mentioned previously. As a result, for Class \( \mathbb{II} \) matrices, we now have a surjective mapping from the space of extended penalty multipliers to the feasible set of open facilities.

In the case where all the entries of a row are equal, we can delete that row in prepossessing, because the facility that is assigned to that client can be arbitrarily chosen. Therefore, the inequality \( c_{i[2]} > c_{i[1]} \) will always hold. In consequence, the search space is updated to

\[ U = \left\{ u \triangleq [u_1; \ldots; u_m] \mid u_i \in \left\{ u_{i,1}^{J(1)}, \ldots, u_{i,1}^{J(N_i)} \right\}, i = 1, \ldots, m \right\}. \]

Due to the new construction of the search space, the vector \( u \) is replaced by an \( m \) by \( n \) matrix

\[ u = \begin{bmatrix}
  u_{11} & \cdots & u_{1n} \\
  \vdots & \ddots & \vdots \\
  u_{m1} & \cdots & u_{mn}
\end{bmatrix}, \]

where we slightly abuse the notation \( u \) to denote a matrix.

**Proposition 2.3.3.** For every cost matrix \( C \) in Class \( \mathbb{II} \), each possible set \( \bar{J} \) is the unique solution to \( Z_d^*(u) \) for some matrix \( u \in U \).

**Proof.** Let \( u_i = u_i^0 \) for all \( i \notin I(\bar{J}) \) and \( u_i = u_i^{J'} \) for all \( i \in I(\bar{J}) \) where \( J' \in \bar{J} \). Thus,

\[ \sum_i \min(0, c_{i j} - u_{i j}) y_j = \sum_{i \in I(\bar{J})} \min(0, c_{i j} - u_{i j}^0) y_j + \sum_{i \notin I(\bar{J})} \min(0, c_{i j} - u_{i j}^{J'}) y_j, \]

where \( \sum_{i \notin I(\bar{J})} \min(0, c_{i j} - u_{i j}^0) y_j = 0 \) for all \( j \in \bar{J} \) and \( \sum_{i \in I(\bar{J})} \min(0, c_{i j} - u_{i j}^{J'}) y_j = 0 \) for all \( j \notin \bar{J} \) by construction of \( u_i^{J'} \), leading to \( \sum_i \phi_{i j} < 0 \) for \( j \in \bar{J} \) and \( \sum_i \phi_{i j} = 0 \) for \( j \notin \bar{J} \). This completes the proof of the proposition. \qed

It is clear that Class \( \mathbb{II} \) can be considered a special case of Class \( \mathbb{III} \). Therefore, the
space of \( U \) can also be applied for cost matrices in Class \( \mathcal{I} \). The effectiveness of this search space is demonstrated by Example 3, which further illustrates that for a given matrix \( C' \) belonging to the Gap-C instances, the extended representation of the penalty multipliers allows the method to find the penalty multipliers corresponding to the optimal solution.

Example 3.

\[
C' = \begin{bmatrix} 4 & 0 & 0 & 1 \\ 5 & 0 & 8 & 0 \\ 0 & 7 & 6 & 0 \\ 0 & 3 & 0 & 8 \end{bmatrix}, \quad T = \begin{bmatrix} u_1^0 & u_1^2 & u_1^3 \\ u_2^0 & u_2^2 & u_2^4 \\ u_3^0 & u_3^1 & u_3^4 \\ u_4^0 & u_4^1 & u_4^3 \end{bmatrix}
\tag{2.3.8}
\]

Note that the matrix \( C' \) remains the same as in Example 2. We display all the possible values of \( u \) and their corresponding \( \phi_{ij} \) values below:

\[
\begin{align*}
\begin{bmatrix} u_1^0 \end{bmatrix} &= [0,0,0,0] & \Rightarrow & \begin{bmatrix} \phi_1 \end{bmatrix} &= [0,0,0,0] \\
\begin{bmatrix} u_2^0 \end{bmatrix} &= [0,0,0,0] & \Rightarrow & \begin{bmatrix} \phi_2 \end{bmatrix} &= [0,0,0,0] \\
\begin{bmatrix} u_3^0 \end{bmatrix} &= [0,0,0,0] & \Rightarrow & \begin{bmatrix} \phi_3 \end{bmatrix} &= [0,0,0,0] \\
\begin{bmatrix} u_4^0 \end{bmatrix} &= [0,0,0,0] & \Rightarrow & \begin{bmatrix} \phi_4 \end{bmatrix} &= [0,0,0,0] \\
\begin{bmatrix} u_1^1 \end{bmatrix} &= [0,1,0,0] & \Rightarrow & \begin{bmatrix} \phi_1 \end{bmatrix} &= [0,-1,0,0] \\
\begin{bmatrix} u_2^2 \end{bmatrix} &= [0,5,0,0] & \Rightarrow & \begin{bmatrix} \phi_2 \end{bmatrix} &= [0,-5,0,0] \\
\begin{bmatrix} u_3^1 \end{bmatrix} &= [6,0,0,0] & \Rightarrow & \begin{bmatrix} \phi_3 \end{bmatrix} &= [-6,0,0,0] \\
\begin{bmatrix} u_4^1 \end{bmatrix} &= [3,0,0,0] & \Rightarrow & \begin{bmatrix} \phi_4 \end{bmatrix} &= [-3,0,0,0]
\end{align*}
\]
To ensure $\bar{J}$ is equal to $J^*$, we select the penalty multipliers according to the construction process in our proof of Proposition 3. Since $J^* = \{1, 4\}$ and $I(J^*) = \{2, 3, 4\}$, we choose the penalty multipliers $u_2^4$, $u_3^4$, and $u_4^4$ which assures that $\sum_i \phi_i < 0$ and $\sum_i \phi_i < 0$. Furthermore, we choose the last penalty multiplier $u_0^1$. As a result of the chosen penalty multipliers, $\sum_i \phi_{i2} = \sum_i \phi_{i3} = 0$. Therefore, the value for (2.3.7) becomes

$$\min_{y_j} \sum_{i=1}^{4} \sum_{j=1}^{4} \min(0, c_{ij} - u_{ij})y_j + \sum_{j=1}^{4} \sum_{i=1}^{4} u_{ij} = -9y_1 + 0y_2 + 0y_3 - 5y_4 + 14$$

$$s.t. \sum_{j=1}^{4} y_j = 2$$

$$\bar{J} = J^* = \{1, 4\}$$

which is the desired result.

The strategy used above depends on the assumption that every column has a minimum element with respect to some row $i \in I$. Therefore, cost matrices where there exists a column that does not contain a minimum element presents complications with our current search space. We can circumvent this issue by converting such a cost matrix into a matrix where every column has a minimal element of a certain row.

**Definition 2.3.3.** A cost matrix $C$ is said to be in Class $\mathbb{III}$ if $J \neq J'$, i.e., $J'$ is a strict subset of $J$.

We can transform a cost matrix $C$ in Class $\mathbb{III}$ into a cost matrix $C'$ in Class $\mathbb{II}$ by modifying the cost matrix so that a minimum element is included in every column. One
way to accomplish this transformation is to perturb the cost matrix such that every column
has a minimal element and use the original cost matrix to determine the objective value.
This allows us to solve (2.3.7) for any possible $\bar{J}$ while not affecting the original objective
value.

Let $J^c$ be the set of column indices that are not in $J'$, i.e., a column in $J^c$ does not contain a minimal element of any row. First, we define $C_{J^c}$ as a sub-matrix such that each column has no minimum element respect to any row $i$ of the original cost matrix $C$. Next, for each column $j$ in $C_{J^c}$, we subtract $c_{ij} - c_{i[1]}$ from an entry $c_{ij}$. This procedure ensures that there is a $c_{i[1]}$ in every column. The perturbed cost matrix is only used in the Lagrangian sub-problem to obtain the solution $\bar{J}$, and the original cost matrix is used to obtain the value of $\bar{J}$. Therefore, the optimal solution is unaffected by this perturbation.

**Example 4.**

$$C = \begin{bmatrix} 6 & 3 & 1 & 4 \\ 5 & 2 & 1 & 5 \\ 4 & 1 & 6 & 6 \\ 1 & 6 & 6 & 2 \end{bmatrix} \Rightarrow C' = \begin{bmatrix} 6 & 3 & 1 & 4 \\ 5 & 2 & 1 & 1 \\ 4 & 1 & 6 & 6 \\ 1 & 6 & 6 & 2 \end{bmatrix} \text{ or } C' = \begin{bmatrix} 6 & 3 & 1 & 1 \\ 5 & 2 & 1 & 5 \\ 4 & 1 & 6 & 6 \\ 1 & 6 & 6 & 2 \end{bmatrix}$$

For this example $J^c = 4$, which results in $C_{J^c} = [4 5 6 2]^T$. We choose a minimum element from column 3, since it has a minimum element with respect to rows 1 and 2. We either subtract $c_{24} - c_{23}$ from entry $c_{24}$ or $c_{14} - c_{13}$ from $c_{14}$ to construct the perturbed cost matrix $C'$.

We point out that we generally cannot transform a cost matrix in Class $\mathbb{II}$ into a cost matrix in Class $\mathbb{I}$. In particular, when a cost matrix has more columns than rows there exists no perturbation of that matrix that will cause each column to have a unique minimal element. Therefore, our construction of matrix $u$ is needed to solve this problem for cost
matrices with arbitrary dimensions.

Since any cost matrix can be transformed, or be considered to belong in Class \( \mathbb{II} \), Proposition 3 plays a critical role in the effectiveness of our method. Specifically, for \( P \)-median problems we extend the Lagrangian relaxation by representing the penalty multipliers via a matrix and reduce the space of penalty multipliers to the search space \( U \). Proposition 3 guarantees this reduction retains a \( u \in U \) that corresponds to the optimal solution of the original problem. Fortunately, the expansion of the penalty multipliers from a vector to a matrix does not significantly increase the size of the search space \( U \) or the memory requirements. This yields a novel way to reformulate the original \( P \)-median problem as another global optimization problem of the extended penalty multipliers. In implementation, we only need to store \( N_i + 1 \) elements (each of which is a vector) in each row of matrix \( T \) as displayed in (2.3.8). Below, we explain how to find the matrix of optimal penalty multipliers \( u^* \) that corresponds to the optimal solution of the original problem.

### 2.3.2 Finding Optimal Penalty Multipliers

We convert the original optimization problem into a new optimization problem. This new problem is to find a solution \( u^* \) to the problem

\[
\arg\min_{u \in U} h(u),
\]

where \( h(u) : \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \) is a function whose image is the value of the original objective function \( \sum_{i,j} c_{ij} x_{ij} \). The function \( h(u) \) is evaluated in the following steps:

1. For \( u \), find a solution \( \bar{J} \) in the ILP (2.3.7). If the cost matrix \( C \) falls in Class \( \mathbb{III} \), use the transformed matrix \( C' \).
2. Compute the corresponding \( x'_{ij} \) as follows: for each \( i \) set \( x_{ij'} = 1 \), where \( j' \) is an index such that \( c_{ij'} = \min_{j \in J} c_{ij} \) and \( x_{ij} = 0 \) for all \( j \neq j' \).
3. Compute the objective function \( \sum_{i,j} c_{ij} x_{ij} \) from \( x'_{ij} \) determined in step 2.
In cases where the cost matrix $C$ is augmented to $C'$, matrix $C'$ is only used in step 1 to obtain the corresponding columns. The original cost matrix is used to compute the objective function value. For this reason, the optimal solution for the original problem is not influenced by the transformation of $C$ to $C'$.

Due to the lack of structure of the objective function $h(u)$, a stochastic search method is desirable for finding the global optimal solution. We incorporate a model-based search algorithm to search in $U$. The model-based search algorithm is broken up into two primary steps at each iteration: 1) generate candidate solutions from a sampling distribution, and 2) update the sampling distribution such that future sampling is biased towards high quality solutions in the next iteration. In our context, we try to find high quality solutions of the penalty multiplier $u$ in the search space $U$ we constructed. The sampling distribution is parameterized by a probability matrix $F$ whose $(i, j)^{th}$ element represents the probability of selecting the $(i, j)^{th}$ element of matrix $T$. Matrix $T$ is constructed such that each possible penalty multiplier $u_i$ is located in row $i$. (For the cost matrix in Example 3, $F_k(3, 1)$ is the probability that $u_3 \cdot = u_0^3 \cdot$ at iteration $k$.) This probability matrix is used to determine the probability distribution over all possible matrices of penalty multipliers $u$. We note that matrix $T$ is not a matrix in the typical sense, because its elements are row vectors and it does not necessarily have the same number of elements in every row. However, we use this notation for the convenience of explaining the implementation of our algorithm. Because the probability of selecting a matrix of penalty multipliers for each $i \in I$ is independent, the probability of a specific matrix of penalty multipliers is the product of the probabilities of selecting $u_i$ for each $i \in I$. Consequently, the probability mass function $f(\cdot; F_k)$ of the penalty multiplier is given by:

$$f(u; F_k) = \prod_{i=1}^{m} \sum_{j=1}^{n} F_k(i, j)I[u_i = T_{ij}],$$

(2.3.10)
where the indicator function $I_{[u_i = T_{ij}]} = 1$ if $u_i = T_{ij}$ and $I_{[u_i = T_{ij}]} = 0$ otherwise. The probability matrix can be updated according to a particular model-based optimization algorithm such as the Cross Entropy Method [60], Model Reference Adaptive Search [12], and Gradient-Based Adaptive Stochastic Search [69]. Implementation details will be discussed in the next section.

In summary, we significantly reduce the search space of penalty multipliers by constructing a space $U$ where each penalty multiplier maximizes the dual function. Then, we incorporate a stochastic search method to search in $U$ to find the penalty multiplier that minimizes the objective function $h(u)$. The description of the Lagrangian Search Method is presented below.

**Algorithm 1 Lagrangian Search Method**

**Input**: Cost matrix $C$, and value for $P$.

**Output**: Value $\sum_{i,j} c_{ij} x_{ij}$, and assignments $x_{ij}$ for all $i$ and $j$.

1. Make appropriate transformation of cost matrix $C$ to ensure each column has a minimal element with respect to some row.

2. For each row $i$, construct the set of columns $J_i'$ which have a minimum cost in row $i$.

3. Construct search space of all possible penalty multiplier matrices: $U = \{ u \triangleq [u_1; \ldots; u_m] | u_i \in \{ u_i^0, u_i^{J_i'(1)}, \ldots, u_i^{J_i'(N_i)} \} \}$, where $u$ is a matrix of penalty multipliers.

4. Implement a stochastic search method to find the solution to $\min_{u \in U} h(u)$.

2.3.3 Optimal Penalty Multipliers vs Optimal Lagrangian Multipliers

It is important to distinguish the differences between the optimal penalty multipliers and the optimal Lagrangian multipliers. Although both are motivated by Lagrangian relaxation, the two optimal multipliers are derived from two different objectives. As mentioned previously, the optimal penalty multipliers $u^*$ are those that map to the optimal set of open facilities of
the original $P$-median problem. On the other hand, the optimal Lagrangian multipliers $\bar{u}^*$ maximizes the Lagrangian dual

$$Z_d^* = \max_{\bar{u}} Z_d(\bar{u}),$$  \hspace{1cm} (2.3.11)$$

which can be solve in a straightforward way [26]. Let the set

$$X = \left\{ x \left| \sum_{j=1}^{n} y_j = P, \sum_{j=1}^{n} x_{ij} > 0, x_{ij} \leq y_j, \text{and } x_{ij} \in \{0, 1\} \ \forall i, j \right. \right\}$$

contain all feasible solutions to the Lagrangian dual problem. Due to $X$ being a finite set, all feasible solutions can be enumerated. Let $|X| = T$ and denote $x^t$ as a solution belonging to $X$, where $t = 1, ..., T$. Following this, we can express (2.3.11) as the following linear program

$$Z_d^* = \max_{w} w,$$

$$s.t. \ w \leq \sum_{i=1}^{4} \sum_{j=1}^{4} c_{ij} x^t_{ij} + \sum_{i=1}^{4} \bar{u}_i (1 - \sum_{j=1}^{4} x^t_{ij}), \ t = 1, ..., T.$$  \hspace{1cm} (2.3.12)$$

To explain the difference between the two optimal multipliers we execute CPLEX to find the optimal Lagrangian multipliers of the cost matrices $C$ and $C'$ that correspond to Example 1 and Example 3 respectively.

**Example 5**

$$C = \begin{bmatrix} 12 & 19 & 11 & 17 \\ 16 & 13 & 16 & 6 \\ 1 & 16 & 9 & 21 \\ 16 & 9 & 17 & 11 \end{bmatrix}, \quad C' = \begin{bmatrix} 4 & 0 & 0 & 1 \\ 5 & 0 & 8 & 0 \\ 0 & 7 & 6 & 0 \\ 0 & 3 & 0 & 8 \end{bmatrix}$$

For matrix $C$ and $P = 2$, the optimal value $Z^* = 30$ and for matrix $C'$ and $P = 2$, the optimal value $Z^* = 1$. Since the dimensionality of $C$ and $C'$ is small the set of feasible solutions
can easily be determined. Recognize that the feasible set of solutions are equivalent for both cost matrices. Solving (2.3.11) we obtain the optimal Lagrangian multipliers and the corresponding Lagrangian dual value for both $C$ and $C'$ via CPLEX, which are given below.

- Matrix $C$: $\bar{u}^* = [14, 16, 21, 16]$ and $Z_d(\bar{u}^*) = 30$
- Matrix $C'$: $\bar{u}^* = [1, 3, 1, 3]$ and $Z_d(\bar{u}^*) = 0 < Z^*$

Although both the optimal Lagrangian multipliers and the optimal penalty multipliers obtain the optimal value $Z^*$ for matrix $C$, the multipliers themselves are different; that is, $u^* \neq \bar{u}^*$. Since, matrix $C'$ causes a duality gap, the optimal Lagrangian multipliers are only able to obtain a lower bound on the optimal value $Z^*$. In contrast, Example 3 shows that the extended penalty multipliers are able to obtain the optimal value $Z^*$. In conclusion, the main difference between the two optimal multipliers is that in the case where their exist a duality gap by definition the optimal Lagrangian multipliers do not achieve the optimal value of the original problem. Yet, by construction there always exist an optimal extended penalty multiplier that corresponds to the optimal solution of the original problem.

2.4 Numerical Results

We tested our method on instances from the Discrete Location Problems library available at <http://math.nsc.ru/AP/benchmarks/P-median/p-med_eng.html>, which are instances with large gap (Gap-C) between the original $P$-median problem and its Lagrangian relaxation, instances on perfect codes (PCodes), instances on chess boards (Chess), and instances on finite protective planes (FPP). The other methods considered in the comparison are the following:

- Hybrid Heuristic [56], which is based on a greedy randomized adaptive search procedure, swap-based local search, and path-relinking for the $P$-median problem.
• The method presented in [54], which uses a cooperative exact approach where tabu search procedure in the primal is combined with a Lagrangian branch and bound search in the dual.

• CPLEX, which to our knowledge is one of the most effective commercial mixed integer program solver.

For all problems, we incorporated the Monte Carlo version of the Model Reference Adaptive Search (MRAS) method [34] as the stochastic search method in step 3 of our algorithm. The MRAS method is competitive in solving global optimization problems in combinatorial and continuous domains and has been proven to converge asymptotically to an optimal solution. The MRAS method generates candidate solutions from a parameterized probability distribution on the solution space at each iteration, and uses a sequence of reference distributions to lead the updating process of the parameterized distribution such that it assigns higher probability on the set of optimal solutions. For more details of the MRAS method, we refer the reader to [34]. We incorporate the MRAS method in the following manner:

Initialization: Set $k = 0$ and let $F_0$ be a uniform distribution over $T$.

1. Generate $N$ random penalty multipliers matrices $u^1, \ldots, u^N$ from probability matrix $F_k$. For each $i$, sample the penalty multiplier located in the $(i, j)^{th}$ entry of $T$ with probability $F_k(i, j), j = 1, \ldots, N_i$.

2. Calculate the objective value $h(u^i)$ for all $i$ and order them from smallest to largest, $h[1] \leq \ldots \leq h[N]$. Let $\gamma_k = h[\lfloor pN \rfloor]$ be the $p$ sample quantile of the objective values, where $p \in [0, 1]$.

3. Update the probability matrix in the $k^{th}$ iteration by

$$F_k(i, j) = \frac{\sum_{n=1}^N S(h(u^n))^{k} / f(u^n; F_{k-1}) I[h(u^n) \leq \gamma_k] I[u^n \in T_{ij}]}{\sum_{n=1}^N S(h(u^n))^{k} / f(u^n; F_{k-1}) I[h(u^n) \leq \gamma_k]},$$

(2.4.1)
where $S(\cdot): \mathbb{R} \rightarrow \mathbb{R}^+$ is a strictly decreasing function.

4. Perform smoothing update for the probability matrix

$$F_k := \psi F_k + (1 - \psi) F_{k-1}, \quad (2.4.2)$$

where $0 < \psi \leq 1$.

5. If the stopping criteria is not met, set $k := k + 1$ and go back to step 1.

For each problem instance, we performed 30 independent replications of our algorithm implemented in MATLAB. We report the best solution value ($V^*$), worst solution value ($V'$), standard error ($\delta$), and average running time in seconds obtained out of the 30 trials. We chose the following initial parameters: sample size $N = 1000$, percent quantile $p = .05$, smoothing constant $\psi = .8$, $S(h(u)) = e^{-kh(u)}$, and the initial probability matrix $F$ is uniformly distributed. The algorithm was terminated when the top performing sample was the same value for four consecutive iterations. The computational times for the exact cooperative method were found in [54], which only reports the statistics of the times on all 30 instances for each problem class (Table 5). For the Gap-C instances, the time for our LS method was found to be significantly shorter than CPLEX and the minimum time of the exact cooperative method, while achieving the optimal value for 28 out of 30 Gap-C instances. Furthermore, the LS method obtained better solutions than the Hybrid Heuristic method for all of the Gap-C instances. For the other classes of problem instances, CPLEX and the exact cooperative method outperformed the LS method in computational time while achieving the same optimal value as the LS method. These results were expected due to the small gap between the underlying problem and its Lagrangian relaxation. We point out that CPLEX and the exact cooperative method obtained the optimal solution for every instance. The numerical experiments presented in Table 1-4 were performed on a computer with an Intel Core i5-4210U 2.40 GHz processor, 5.91 GB of memory, and a Windows 8 operating system. The results in Table 5 are based on implementation in C and testing on
workstations equipped with an Intel i7-2600 CPUs 3.4 GHz processor [54].

In summary, although the Hybrid Heuristic was notably faster than the LS Method, the Hybrid Heuristic could not consistently achieve values as good as the LS method. Moreover, the LS method solves the Gap-C instances in significantly shorter time than both CPLEX and the exact cooperative method. The low standard error $\delta$ and the mean value $V'$ of the instances indicates that our algorithm is robust with respect to the randomness in the algorithm. The numerical results below demonstrate that for Gap-C instances, the LS method outperforms the Hybrid Heuristic with respect to solution quality. Furthermore, although the exact cooperative method and the LS method were implemented on different machines, due to the large difference in computational times, it is fair to conclude that the LS method outperforms the exact cooperative method in terms of computational time for Gap-C instances.
2.5 Conclusion

In this chapter, we presented a method that solves the $P$-median problem by searching in the space of the extended penalty multipliers. We substantially reduce the space of the extended penalty multipliers by only considering the penalty multipliers that are solutions to the extended Lagrangian relaxation. The combination of constructing and searching in the space of the extended penalty multipliers provides a solid foundation for our algorithm which yields satisfactory solutions in competitive computational experiments. This provides a new framework within the Lagrangian-type methods by selecting the optimal penalty multipliers via a stochastic search method. Furthermore, this general framework has the potential to yield computationally effective heuristic algorithms for other combinatorial optimization problems.
Table 2.4.1: Gap-C: $n = m = 100$ and $P = 14$

<table>
<thead>
<tr>
<th>Gap</th>
<th>Optimal Value</th>
<th>Lagrangian Search</th>
<th>Hybrid Heuristic</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V^*_L$</td>
<td>$V'$</td>
<td>$\delta$</td>
<td>Time (sec)</td>
</tr>
<tr>
<td>39.73</td>
<td>147</td>
<td>147</td>
<td>149</td>
<td>0.33</td>
</tr>
<tr>
<td>58.77</td>
<td>145</td>
<td>145</td>
<td>147</td>
<td>0.01</td>
</tr>
<tr>
<td>59.56</td>
<td>142</td>
<td>142</td>
<td>146</td>
<td>0.42</td>
</tr>
<tr>
<td>41.91</td>
<td>144</td>
<td>144</td>
<td>144</td>
<td>0</td>
</tr>
<tr>
<td>41.52</td>
<td>137</td>
<td>137</td>
<td>140</td>
<td>0.02</td>
</tr>
<tr>
<td>34.83</td>
<td>139</td>
<td>139</td>
<td>142</td>
<td>0.01</td>
</tr>
<tr>
<td>37.65</td>
<td>130</td>
<td>130</td>
<td>133</td>
<td>0.2</td>
</tr>
<tr>
<td>43.06</td>
<td>138</td>
<td>138</td>
<td>143</td>
<td>0.67</td>
</tr>
<tr>
<td>43.36</td>
<td>147</td>
<td>147</td>
<td>150</td>
<td>0.23</td>
</tr>
<tr>
<td>41.17</td>
<td>142</td>
<td>142</td>
<td>144</td>
<td>0</td>
</tr>
<tr>
<td>44.39</td>
<td>140</td>
<td>140</td>
<td>147</td>
<td>0.51</td>
</tr>
<tr>
<td>44.20</td>
<td>152</td>
<td>152</td>
<td>158</td>
<td>0.67</td>
</tr>
<tr>
<td>41.94</td>
<td>133</td>
<td>133</td>
<td>137</td>
<td>0.31</td>
</tr>
<tr>
<td>45.24</td>
<td>136</td>
<td>136</td>
<td>144</td>
<td>0.2</td>
</tr>
<tr>
<td>43.98</td>
<td>134</td>
<td>134</td>
<td>138</td>
<td>0.41</td>
</tr>
<tr>
<td>45.56</td>
<td>136</td>
<td>136</td>
<td>136</td>
<td>0</td>
</tr>
<tr>
<td>38.16</td>
<td>137</td>
<td>137</td>
<td>148</td>
<td>0.35</td>
</tr>
<tr>
<td>41.56</td>
<td>140</td>
<td>140</td>
<td>146</td>
<td>0</td>
</tr>
<tr>
<td>36.30</td>
<td>138</td>
<td>140</td>
<td>150</td>
<td>0.2</td>
</tr>
<tr>
<td>40.94</td>
<td>121</td>
<td>121</td>
<td>129</td>
<td>0.1</td>
</tr>
<tr>
<td>42.29</td>
<td>133</td>
<td>133</td>
<td>133</td>
<td>0</td>
</tr>
<tr>
<td>43.92</td>
<td>139</td>
<td>139</td>
<td>145</td>
<td>0.28</td>
</tr>
<tr>
<td>42.17</td>
<td>131</td>
<td>131</td>
<td>139</td>
<td>0</td>
</tr>
<tr>
<td>40.18</td>
<td>132</td>
<td>132</td>
<td>145</td>
<td>0.82</td>
</tr>
<tr>
<td>37.31</td>
<td>136</td>
<td>136</td>
<td>136</td>
<td>0</td>
</tr>
<tr>
<td>41.92</td>
<td>137</td>
<td>137</td>
<td>141</td>
<td>0.61</td>
</tr>
<tr>
<td>37.33</td>
<td>124</td>
<td>124</td>
<td>124</td>
<td>0</td>
</tr>
<tr>
<td>39.29</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>0</td>
</tr>
<tr>
<td>47.59</td>
<td>141</td>
<td>141</td>
<td>141</td>
<td>0</td>
</tr>
<tr>
<td>40.96</td>
<td>129</td>
<td>130</td>
<td>136</td>
<td>0.51</td>
</tr>
</tbody>
</table>
### Table 2.4.2: PCodes: $n = m = 128$ and $P = 7$

<table>
<thead>
<tr>
<th>Gap</th>
<th>Optimal Value</th>
<th>Lagrangian Search</th>
<th>Hybrid Heuristic</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_L^*$</td>
<td>$V_H^*$</td>
<td>$\delta$</td>
<td>Time (sec)</td>
</tr>
<tr>
<td>5.98</td>
<td>232</td>
<td>232</td>
<td>234</td>
<td>0.33</td>
</tr>
<tr>
<td>2.72</td>
<td>217</td>
<td>217</td>
<td>225</td>
<td>0.43</td>
</tr>
<tr>
<td>1.25</td>
<td>227</td>
<td>227</td>
<td>234</td>
<td>1.21</td>
</tr>
<tr>
<td>1.96</td>
<td>219</td>
<td>219</td>
<td>225</td>
<td>0.39</td>
</tr>
<tr>
<td>4.14</td>
<td>223</td>
<td>223</td>
<td>227</td>
<td>2.82</td>
</tr>
<tr>
<td>1.46</td>
<td>215</td>
<td>215</td>
<td>224</td>
<td>1.21</td>
</tr>
<tr>
<td>1.92</td>
<td>221</td>
<td>221</td>
<td>226</td>
<td>1.2</td>
</tr>
<tr>
<td>2.48</td>
<td>217</td>
<td>217</td>
<td>228</td>
<td>0.27</td>
</tr>
<tr>
<td>4.40</td>
<td>220</td>
<td>220</td>
<td>220</td>
<td>0.01</td>
</tr>
<tr>
<td>1.51</td>
<td>223</td>
<td>223</td>
<td>223</td>
<td>0</td>
</tr>
<tr>
<td>1.51</td>
<td>211</td>
<td>211</td>
<td>219</td>
<td>1.01</td>
</tr>
<tr>
<td>2.77</td>
<td>226</td>
<td>226</td>
<td>230</td>
<td>0.82</td>
</tr>
<tr>
<td>0.17</td>
<td>209</td>
<td>209</td>
<td>215</td>
<td>0.91</td>
</tr>
<tr>
<td>0.17</td>
<td>226</td>
<td>226</td>
<td>230</td>
<td>0.63</td>
</tr>
<tr>
<td>0.17</td>
<td>221</td>
<td>221</td>
<td>221</td>
<td>0</td>
</tr>
<tr>
<td>1.95</td>
<td>225</td>
<td>225</td>
<td>235</td>
<td>0.42</td>
</tr>
<tr>
<td>1.74</td>
<td>222</td>
<td>222</td>
<td>226</td>
<td>0.12</td>
</tr>
<tr>
<td>0.00</td>
<td>205</td>
<td>205</td>
<td>221</td>
<td>1.98</td>
</tr>
<tr>
<td>0.77</td>
<td>226</td>
<td>226</td>
<td>233</td>
<td>0.87</td>
</tr>
<tr>
<td>2.79</td>
<td>229</td>
<td>229</td>
<td>239</td>
<td>0.46</td>
</tr>
<tr>
<td>0.74</td>
<td>215</td>
<td>215</td>
<td>215</td>
<td>0.0</td>
</tr>
<tr>
<td>2.83</td>
<td>212</td>
<td>212</td>
<td>216</td>
<td>0.23</td>
</tr>
<tr>
<td>0.80</td>
<td>209</td>
<td>209</td>
<td>209</td>
<td>0</td>
</tr>
<tr>
<td>1.31</td>
<td>207</td>
<td>207</td>
<td>211</td>
<td>0.51</td>
</tr>
<tr>
<td>.48</td>
<td>220</td>
<td>220</td>
<td>220</td>
<td>0</td>
</tr>
<tr>
<td>2.06</td>
<td>220</td>
<td>220</td>
<td>227</td>
<td>0.61</td>
</tr>
<tr>
<td>0.00</td>
<td>207</td>
<td>207</td>
<td>212</td>
<td>0.35</td>
</tr>
<tr>
<td>0.00</td>
<td>222</td>
<td>222</td>
<td>231</td>
<td>0.24</td>
</tr>
<tr>
<td>2.37</td>
<td>223</td>
<td>223</td>
<td>228</td>
<td>0.21</td>
</tr>
<tr>
<td>3.44</td>
<td>204</td>
<td>204</td>
<td>204</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Table 2.4.3: FPP: \( n = m = 133 \) and \( P = 11 \)

<table>
<thead>
<tr>
<th>Gap</th>
<th>Optimal Value</th>
<th>Lagrangian Search</th>
<th>Hybrid Heuristic</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( V^*_L )</td>
<td>( V^* )</td>
<td>( \delta )</td>
<td>Time (sec)</td>
</tr>
<tr>
<td>12.20</td>
<td>230</td>
<td>230</td>
<td>230</td>
<td>0.03</td>
</tr>
<tr>
<td>11.59</td>
<td>220</td>
<td>220</td>
<td>224.32</td>
<td>2.32</td>
</tr>
<tr>
<td>11.33</td>
<td>233</td>
<td>233</td>
<td>234.78</td>
<td>1.42</td>
</tr>
<tr>
<td>14.62</td>
<td>221</td>
<td>221</td>
<td>222.63</td>
<td>1.56</td>
</tr>
<tr>
<td>10.68</td>
<td>226</td>
<td>226</td>
<td>227.49</td>
<td>1.32</td>
</tr>
<tr>
<td>11.42</td>
<td>236</td>
<td>236</td>
<td>237.83</td>
<td>1.01</td>
</tr>
<tr>
<td>7.02</td>
<td>211</td>
<td>211</td>
<td>211.71</td>
<td>0.83</td>
</tr>
<tr>
<td>10.47</td>
<td>220</td>
<td>220</td>
<td>220.82</td>
<td>0.69</td>
</tr>
<tr>
<td>10.00</td>
<td>225</td>
<td>225</td>
<td>226.31</td>
<td>0.92</td>
</tr>
<tr>
<td>5.40</td>
<td>228</td>
<td>228</td>
<td>228.91</td>
<td>0.73</td>
</tr>
<tr>
<td>12.86</td>
<td>219</td>
<td>219</td>
<td>220.61</td>
<td>1.31</td>
</tr>
<tr>
<td>10.66</td>
<td>239</td>
<td>239</td>
<td>240.18</td>
<td>0.67</td>
</tr>
<tr>
<td>11.90</td>
<td>226</td>
<td>226</td>
<td>227.33</td>
<td>1.11</td>
</tr>
<tr>
<td>6.24</td>
<td>224</td>
<td>224</td>
<td>224.67</td>
<td>0.35</td>
</tr>
<tr>
<td>12.23</td>
<td>236</td>
<td>236</td>
<td>236</td>
<td>0.0</td>
</tr>
<tr>
<td>7.69</td>
<td>219</td>
<td>219</td>
<td>219.58</td>
<td>0.89</td>
</tr>
<tr>
<td>7.76</td>
<td>234</td>
<td>234</td>
<td>234.61</td>
<td>0.47</td>
</tr>
<tr>
<td>11.02</td>
<td>224</td>
<td>224</td>
<td>224.99</td>
<td>0.71</td>
</tr>
<tr>
<td>5.16</td>
<td>234</td>
<td>234</td>
<td>234.72</td>
<td>0.53</td>
</tr>
<tr>
<td>9.12</td>
<td>228</td>
<td>228</td>
<td>228.56</td>
<td>0.19</td>
</tr>
<tr>
<td>9.48</td>
<td>221</td>
<td>221</td>
<td>221.78</td>
<td>0.43</td>
</tr>
<tr>
<td>14.47</td>
<td>223</td>
<td>223</td>
<td>224.31</td>
<td>0.88</td>
</tr>
<tr>
<td>6.79</td>
<td>223</td>
<td>223</td>
<td>225.02</td>
<td>1.98</td>
</tr>
<tr>
<td>13.04</td>
<td>216</td>
<td>216</td>
<td>218.43</td>
<td>2.82</td>
</tr>
<tr>
<td>10.48</td>
<td>216</td>
<td>216</td>
<td>216.76</td>
<td>0.31</td>
</tr>
<tr>
<td>9.30</td>
<td>232</td>
<td>232</td>
<td>233.98</td>
<td>1.61</td>
</tr>
<tr>
<td>6.76</td>
<td>222</td>
<td>222</td>
<td>224.67</td>
<td>2.47</td>
</tr>
<tr>
<td>10.42</td>
<td>227</td>
<td>227</td>
<td>228.32</td>
<td>.93</td>
</tr>
<tr>
<td>6.59</td>
<td>213</td>
<td>213</td>
<td>213.43</td>
<td>0.36</td>
</tr>
<tr>
<td>8.50</td>
<td>231</td>
<td>231</td>
<td>231.72</td>
<td>0.48</td>
</tr>
</tbody>
</table>
Table 2.4.4: Chess: \( n = m = 144 \) and \( P = 4 \)

<table>
<thead>
<tr>
<th>Gap</th>
<th>Optimal Value</th>
<th>Lagrangian Search</th>
<th>Hybrid Heuristic</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( V^*_L )</td>
<td>( V' )</td>
<td>( \delta )</td>
</tr>
<tr>
<td>7.17</td>
<td>258</td>
<td>258</td>
<td>259.31</td>
<td>1.23</td>
</tr>
<tr>
<td>4.82</td>
<td>247</td>
<td>247</td>
<td>247.67</td>
<td>0.48</td>
</tr>
<tr>
<td>1.89</td>
<td>246</td>
<td>246</td>
<td>249.21</td>
<td>2.48</td>
</tr>
<tr>
<td>26.38</td>
<td>235</td>
<td>235</td>
<td>236.30</td>
<td>1.20</td>
</tr>
<tr>
<td>9.96</td>
<td>257</td>
<td>257</td>
<td>257.67</td>
<td>0.89</td>
</tr>
<tr>
<td>3.76</td>
<td>236</td>
<td>236</td>
<td>237.23</td>
<td>0.91</td>
</tr>
<tr>
<td>6.21</td>
<td>249</td>
<td>249</td>
<td>251.03</td>
<td>2.22</td>
</tr>
<tr>
<td>23.01</td>
<td>239</td>
<td>239</td>
<td>239.92</td>
<td>1.47</td>
</tr>
<tr>
<td>28.88</td>
<td>232</td>
<td>232</td>
<td>232.76</td>
<td>0.83</td>
</tr>
<tr>
<td>6.23</td>
<td>244</td>
<td>244</td>
<td>244.68</td>
<td>0.45</td>
</tr>
<tr>
<td>6.44</td>
<td>249</td>
<td>249</td>
<td>251.22</td>
<td>2.51</td>
</tr>
<tr>
<td>6.43</td>
<td>247</td>
<td>247</td>
<td>248.11</td>
<td>1.13</td>
</tr>
<tr>
<td>3.01</td>
<td>247</td>
<td>247</td>
<td>247.81</td>
<td>1.31</td>
</tr>
<tr>
<td>23.20</td>
<td>250</td>
<td>250</td>
<td>250.25</td>
<td>0.28</td>
</tr>
<tr>
<td>8.79</td>
<td>247</td>
<td>247</td>
<td>247.56</td>
<td>0.32</td>
</tr>
<tr>
<td>27.67</td>
<td>253</td>
<td>253</td>
<td>253.72</td>
<td>0.78</td>
</tr>
<tr>
<td>34.66</td>
<td>251</td>
<td>251</td>
<td>251.33</td>
<td>0.57</td>
</tr>
<tr>
<td>29.22</td>
<td>243</td>
<td>243</td>
<td>243.28</td>
<td>0.41</td>
</tr>
<tr>
<td>8.48</td>
<td>242</td>
<td>242</td>
<td>242.41</td>
<td>0.29</td>
</tr>
<tr>
<td>8.01</td>
<td>249</td>
<td>249</td>
<td>250.12</td>
<td>1.08</td>
</tr>
<tr>
<td>28.00</td>
<td>250</td>
<td>250</td>
<td>250.22</td>
<td>1.52</td>
</tr>
<tr>
<td>30.12</td>
<td>249</td>
<td>249</td>
<td>249.52</td>
<td>0.78</td>
</tr>
<tr>
<td>9.58</td>
<td>256</td>
<td>256</td>
<td>256.49</td>
<td>0.63</td>
</tr>
<tr>
<td>7.74</td>
<td>239</td>
<td>239</td>
<td>241.07</td>
<td>1.73</td>
</tr>
<tr>
<td>5.07</td>
<td>248</td>
<td>248</td>
<td>248.67</td>
<td>.81</td>
</tr>
<tr>
<td>26.72</td>
<td>232</td>
<td>232</td>
<td>233.31</td>
<td>0.92</td>
</tr>
<tr>
<td>28.45</td>
<td>239</td>
<td>239</td>
<td>239.29</td>
<td>0.35</td>
</tr>
<tr>
<td>31.17</td>
<td>247</td>
<td>247</td>
<td>247.18</td>
<td>0.22</td>
</tr>
<tr>
<td>2.73</td>
<td>239</td>
<td>239</td>
<td>239.34</td>
<td>0.29</td>
</tr>
<tr>
<td>3.32</td>
<td>226</td>
<td>226</td>
<td>226</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 2.4.5: Results from [54]

<table>
<thead>
<tr>
<th>Exact Cooperative Method</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instances</td>
<td>Min Median Max Mean St.Dev</td>
</tr>
<tr>
<td>Gap-C</td>
<td>4213       5040 7035 5198 565</td>
</tr>
<tr>
<td>PCodes</td>
<td>1 1 1 1 1</td>
</tr>
<tr>
<td>FPP</td>
<td>1 1 1 1 1</td>
</tr>
<tr>
<td>Chess</td>
<td>1 1 1 1 1</td>
</tr>
</tbody>
</table>


CHAPTER 3
SOLVING MULTI-OBJECTIVE OPTIMIZATION VIA ADAPTIVE STOCHASTIC SEARCH WITH DOMINATION MEASURE

3.1 Background and Motivation

Problems that require optimizing several objectives concurrently are known as multi-objective optimization problems. Obviously, this type of problems arises in many real-world applications, including construction science [42], economics [63], medical treatments [55], and logistics [44], in which incommensurable and conflicting objectives need to be optimized. Therefore, it is often unlikely to have a solution that optimizes all objectives simultaneously. A more reasonable goal is to obtain a set of solutions, where the quality of each solution is incomparable without any prior knowledge of preference. These solutions are known as Pareto optimal solutions, which are “optimal” in the sense that no other solutions in the solution space are superior to them while taking into account all of the objectives. The set of Pareto optimal solutions is called the Pareto optimal set, and its image in the objective space is called the Pareto front.

Numerous methods have been developed to find or approximate the Pareto optimal set of a general multi-objective optimization problem, among which perhaps the most popular ones are evolutionary algorithms [24] that use iterative selection, mutation and crossover operations to generate multiple Pareto optimal solutions in parallel. Other methods include stochastic search methods [68] that choose candidate solutions from some probability distribution and improve the way those candidate solutions are selected in each iteration, and particle swarm methods [50] that keep a population of potential solutions (particles) that are manipulated by a velocity vector, which changes the position of the particles at each iteration. Furthermore, simulated annealing [22] has also been implemented in the multi-
objective domain by using multiple weight vectors to convert the problem into several single-objective problems. A major downside of using these types of methods is that in most cases the performance of the algorithm is very sensitive to the parameters or weights one chooses.

Although model-based algorithms have mostly been used to solve single-objective optimization problems, there are some methods that incorporate the Cross Entropy (CE) method, a model-based approach, to solve multi-objective problems, see e.g., [64] and [7]. In [64] samples are generated from a fixed number of sampling distributions, which allows the algorithm to be very fast and simple to implement. However, since a fixed number of sampling distributions are used, this method may have difficulty with constructing a sampling distribution that has majority of its mass on isolated points of the Pareto optimal set. [7] propose a histogram approach in which candidate solutions are drawn independently along each dimension of the solution space. By sampling in this manner the Cross Entropy method can be applied separately in each dimension, which allows the algorithm to produce satisfactory results in few evaluations. Although this method performs very well on some problems, it could have difficulty in capturing the entire Pareto optimal set that consists of highly correlated solutions.

In view of the existing methods in the literature, a method that explores the superiority or the dominance relationship among solutions by simple quality metrics is still lacking. Incorporating such metrics reduces problem dimensionality since the multi-dimensional objective space is mapped onto a single-dimensional one through direct comparisons among solutions. Thus, the original multi-objective problem is transformed into a single-objective one, in which the objective is to find the solutions that optimize a particular quality metric. Of course, as pointed out by [71], a reduction of problem dimensionality will inevitably cause the loss of information. That is, generally the global optimal set of the reformulated problem will not be the same as the Pareto optimal set. In particular, [71] prove that in order for a metric to retain the Pareto dominance relation the dimension of the metric and
the objective space must be equivalent. There are some initial explorations along this line of research. For example, a quality metric can be derived by a weighted aggregation of the objective functions. The issue with this quality metric is that a single choice of weights leads to at most one point in the Pareto optimal set. Although multiple points could be obtained via changing the weights, the final approximation could be unsatisfactory since a uniform spread of the weighting coefficients does not necessarily produce a uniform spread of Pareto optimal solutions. Moreover, this technique is infeasible for problems with a large amount of objectives, since the total number of weight combinations grows exponentially w.r.t the number of objectives.

In [71] quality metric of a solution set termed hypervolume was proposed, which is defined as the total size of the area that is dominated by that set in the objective space w.r.t. a reference point. It is desirable for performance assessment of a solution set since it has the ability to measure how close solutions are to the Pareto front as well as how evenly spread the solutions are in the Pareto optimal set. Therefore, it can qualitatively compare two different solution sets by the use of one value. Since the hypervolume metric is influenced by any type of progress to the true Pareto front, many methods have used this metric as a way to guide the search to favorable areas of the solution space, see [27], etc. Although the hypervolume metric has many favorable properties, there are also some drawbacks. In particular, the choice of the reference point could affect progression of the search to promising areas of the solution space, the hypervolume is biased towards convex regions of the objective space, and as the number of objectives increase so does the computational complexity of calculating the hypervolume.

### 3.1.1 Research Results and Contribution

We introduce a new parameter-free and unary performance metric to measure the quality of solutions, termed as *domination measure*. Practically, the domination measure of a solution can be viewed as the measure of the region in the solution space that dominates
that solution. Unlike hypervolume mentioned previously, it is a global performance metric since all the solutions in the solution space are taken into account for its computation. To the best of our knowledge, this work is among the very first to incorporate such a performance metric for solving multi-objective problems.

There are many advantages for using domination measure as a performance metric. Foremost, unlike the aforementioned scalarization methods, this metric does not require any tuning of parameters. Moreover, the domination measure of a solution is a rigorous quantification of the quality of a solution. That is, the lower the domination measure, the better the solution. Finally, if a solution is Pareto optimal, then it has a domination measure of zero since no solution dominates it. When the solution space consists of finite solutions, the set of Pareto optimal solutions is exactly the set of solutions with domination measure of zero. Precisely, a solution being Pareto optimal is equivalent to the solution having a domination measure of zero. In contrast, for a continuous solution space a solution that is not Pareto optimal can also have a domination measure of zero, which is not surprising since some of the dominance relation is lost by reducing the dimensionality of the objective space through domination measure. Although theoretically the set of solutions with domination of zero is not equivalent to the Pareto optimal set, it is a sufficiently good approximation in the sense that no solution dominates it almost surely.

By employing domination measure as a performance metric, we are able to transform the original multi-objective optimization problem into a single-objective problem, where the goal is to find solutions that have a domination measure of zero. Note that this objective is also stochastic since domination measure is an expectation of an indicator function on the dominance relation w.r.t. a uniform probability measure. While we benefit from a significant reduction in problem complexity, we make the compromise from finding Pareto optimal solutions to finding solutions with a domination measure of zero. Nevertheless, we will propose an approach tailored for the reformulated problem and show empirically that it is not prone to converge to a non-Pareto optimal solution with a domination measure of
To solve the reformulated stochastic single-objective problem, we propose a model-based approach that finds multiple global optimal solutions. The idea is to introduce a mixed sampling distributions with components from a parameterized family of densities, and iteratively update the sampling distribution parameters by minimizing the Kullback-Leibler divergence between properly constructed reference distributions and the parameterized sampling distributions. The sampling distributions are updated until they are degenerate distributions concentrated on a global optima. Our approach is similar to existing model-based approaches such as the CE method and MRAS in the sense that reference distributions are introduced to guide the sampling process while the actual sampling is achieved by the parameterized distributions. A major difference from the aforementioned methods is that in every iteration our approach keeps track of a population of sampling distributions with an adaptive number of components instead of a single sampling distribution. This ensures that multiple uniformly spread global optimal solutions are generated rather than a single optimal solution.

Based on the proposed approach we design an algorithm in an ideal version and an implementable version. For the ideal version algorithm, we show that for every solution that has a domination measure of zero, there exists a sequence of parameterized sampling distributions that converges to the degenerate distribution on that solution. For the implementable version algorithm, we show empirically that it is competitive to many existing multi-objective optimization methods by testing them on several classic benchmark problems. In particular, we observe that in all the cases tested, our approach is able to generate solutions that are approximately uniformly spread across the Pareto optimal set by a user-specified threshold distance.

In summary, the contributions are as follows:

- For multi-objective optimization problems, we introduce a novel performance metric termed domination measure to determine the quality of a solution, and we reformu-
late the original problem into a stochastic single-objective one that seeks to minimize the domination measure.

- We propose a novel model-based approach to solve the reformulated problem, leading to an ideal version algorithm that possesses nice convergence properties and an implementable version algorithm that performs well numerically.
- We show that our proposed approach produces a finite and uniformly spread approximation of the Pareto optimal set and performs competitively to or even outperforms many existing approaches.

3.2 Problem Formulation

A general multi-objective problem consists of minimizing (or maximizing) multiple objectives over a defined solution space, which can be formulated as follows:

\[
\min \ f(x) = \{f_1(x), f_2(x), \ldots, f_n(x)\}
\]

s.t. \( x \in \mathcal{X} \),

where \( \mathcal{X} \) denotes the solution space that might be described by constraints, and \( \{f_i(\cdot) : \mathcal{X} \rightarrow \mathbb{R}, i = 1, \ldots, n\} \) are scalar functions. Without loss of generality, we assume \( \mathcal{X} \) is a bounded subset of \( \mathbb{R}^d \) and all objectives are minimized.

Since it is rarely the case that there exists a solution that minimizes all the objectives simultaneously, a reasonably compromised goal is to find all the solutions that are not dominated by any other solutions in \( \mathcal{X} \) in terms of the objective values. Specifically, a solution \( x \in \mathcal{X} \) is (Pareto) dominated by another solution \( y \in \mathcal{X} \) if \( f_i(y) \leq f_i(x) \) for all \( i = 1, \ldots, n \), and there exists one \( j \in \{1, \ldots, n\} \) such that \( f_j(y) < f_j(x) \). In other words, a solution \( x \) is dominated by another solution \( y \) if all the objectives evaluated at \( y \) are better than (less than or equal to) the ones evaluated at \( x \), and at least one objective evaluated at \( y \) is strictly better than (less than) the one evaluated at \( x \). Note that Pareto dominance is
a (strict) partial order defined on $\mathcal{X}$ since it is irreflexive, asymmetric and transitive. For simplicity, we use $y \prec_d x$ to denote that $y$ dominates $x$. Following this, a solution $x \in \mathcal{X}$ is called Pareto optimal if all other solutions in $\mathcal{X}$ do not dominate $x$, and thus the goal is to find the Pareto optimal set or a uniformly spread subset representation of the Pareto optimal set.

In general, this problem is difficult because the dominance relation is a partial order defined on the solution space, and the problem is essentially a combinatorial problem over a solution space that is often continuous. As mentioned before, many approaches in the literature are developed for solving various approximations or reductions of a multi-objective optimization problem. In particular, one type of approach is to reformulate the original problem into a single-objective one (e.g., through a weighting scheme on the objective functions) and apply algorithms that are designed for problems with a single objective. As a result of the reformulation, some information of the original problem (e.g., the dominance relationship or the defined partial order among solutions) is lost.

In the next subsection, we will propose a performance metric called domination measure that quantifies the dominance relationship between a solution of interest and all other solutions in the solution space, and use it to reformulate the original multi-objective problem into a stochastic single-objective one. In contrast to most of the existing reformulation techniques, the proposed reformulation technique relies on the combinatorial dominance relationship between solutions rather than the absolute objective values of the solutions. We will show that it leads to a close approximation of the original problem, and is solvable by a proposed model-based optimization method.

### 3.2.1 Domination Measure

Roughly speaking, domination measure of a solution describes the portion of the solutions in the solution space that dominates that solution. To ease presentation, let us consider defining domination measure of a solution $x \in \mathcal{X}$, denoted by $D(x)$, in the following two
cases: 1) the solution space $\mathcal{X} \in \mathbb{R}^d$ has a non-zero and finite measure w.r.t. the Lebesgue measure $\nu$ of the $d$-dimensional Euclidean space $\mathbb{R}^d$; 2) $\mathcal{X}$ is finite. For the second case, we extend the definition of Lebesgue measure on $\mathbb{R}^d$ to any finite set $S$ with cardinality $|S|$ as follows: Suppose $S_1 \subseteq S$ is a subset of $S$, then we define the Lebesgue measure of $S_1$ by $\nu(S_1) = |S_1|/|S|$, i.e., $\nu(S_1)$ is the cardinality of $S_1$ divided by the cardinality of $|S|$; in particular, $\nu(S) = 1$. We formally define domination measure as follows:

**Definition 3.2.1. (Domination Measure).** Assume $\mathcal{X}$ in problem (3.2.1) is either a subset of $\mathbb{R}^d$ that has a non-zero and finite Lebesgue measure or a finite set. Further assume for all $x \in \mathcal{X}$ the set of solutions that dominates $x$, denoted by $\mathcal{D}_x$, is Lebesgue measurable. Then, for all $x \in \mathcal{X}$, the domination measure $D(x)$ of $x$ is defined as

$$D(x) \triangleq \frac{\nu(\mathcal{D}_x)}{\nu(\mathcal{X})},$$

(3.2.2)

where $\nu(A)$ is the Lebesgue measure of $A$.

**Remark 3.2.1.** It is easy to extend Definition 3.2.1 to the case where the set $\mathcal{X}$ is (countable or uncountable) infinite and has Lebesgue measure of zero. Specifically, let $D(x) = 1$ if the cardinality of $D_x$ is infinite and 0 otherwise. Since for this case the domination measure of a solution only has two trivial values (0 and 1), we omit the discussion about this case.

Intuitively, the domination measure $D(x)$ of $x$ is the ratio of the measure of $\mathcal{D}_x$ to the measure of the entire solution space $\mathcal{X}$. Therefore, $\forall x \in \mathcal{X}$ we have $0 \leq D(x) \leq 1$. Furthermore, it is a rigorous performance metric for the quality of a solution. If the domination measure of a solution is close to zero, then that solution is dominated by a small number of solutions in the solution space.

**Lemma 3.2.1.** For any Pareto optimal solution $x^* \in \mathcal{X}$, its domination measure $D(x^*) = 0$.

The other direction of the statement in Lemma 3.2.1 might not be true, which means a solution with domination measure of zero might not be Pareto optimal. To illustrate
this, consider a simple example with two objectives and a two-dimensional solution space $[0,1] \times [0,1] \in \mathbb{R}^2$. The two objectives are $f_1(x_1, x_2) = x_1$ and $f_2(x_1, x_2) = x_2$. Therefore, $(f_1, f_2)$ is a mapping from $[0,1] \times [0,1]$ to itself. The solution space for this example is displayed in Figure 3.2.1. Although $(0,0)$ is the lone Pareto optimal solution, all solutions in red have a domination measure of zero. For example, point $(0.4,0)$ is dominated by all points where $x \in [0,0.4)$ and $y = 0$, but the measure of those points is equal to zero. Conversely, for a finite solution space, no information is lost using domination measure.

\[f_1(x) = 0.001x(x-10)(x-60)(x-100) + 1000, \quad f_2(x) = 0.001x(x-70)(x-100)(x-200) + 6000.\]

The Pareto optimal set is $P^* = \mathbb{Z} \cap ([5,25] \cup [60,85])$, and it is highlighted in Figure 3.2.2.
Locating the Pareto optimal set directly using function values (see Figure 3.2.2a) is difficult, whereas the Pareto optimal set is easily identifiable using domination measure (see Figure 3.2.2b). That is, the solutions with domination measure zero are the Pareto optimal set for a finite solution space.

We minimize the domination measure instead of solving the original combinatorial problem. Note that we can reformulate (3.2.2) as

\[ D(x) = \frac{v(\mathcal{D}_x)}{v(\mathcal{I})} = \frac{\int_{\mathcal{I}} 1 \{ y \prec_d x \} v(dy)}{\int_{\mathcal{I}} v(dy)} = \int_{\mathcal{I}} 1 \{ y \prec_d x \} U_{\mathcal{I}} v(dy) = \mathbb{E}_{U} [1 \{ y \prec_d x \}], \]

where \( 1 \{ E \} = 1 \) if the event \( E \) is true and \( 1 \{ E \} = 0 \) otherwise, \( U_{\mathcal{I}}(\cdot) \) is the uniform probability measure (induced by the uniform distribution) on \( \mathcal{I} \), and \( \mathbb{E}_{U} [\cdot] \) denotes the expectation w.r.t. \( U_{\mathcal{I}}(\cdot) \). Consequently, we solve the following single-objective stochastic optimization problem:

\[ \min_{x \in \mathcal{I}} D(x) = \mathbb{E}_{U} [1 \{ y \prec_d x \}], \quad \text{or equivalently} \quad \max_{x \in \mathcal{I}} -D(x) = \mathbb{E}_{U} [-1 \{ y \prec_d x \}]. \]

Typically, the goal is to find multiple global optima of problem (4.2.2) such that they approximately form a uniform distribution on the Pareto optimal set of the original problem (3.2.1). Suppose the Pareto optimal set is nonempty, then by Lemma 3.2.1, there always
exists an $x \in \mathcal{X}$ such that $D(x) = 0$. As a result, problem (4.2.2) always admits at least one global optimal. For simplicity, we denote the set of global optima of problem (4.2.2) by $A^*$. Therefore, $\forall x \in \mathcal{X}, D(x) = 0$ if and only if $x \in A^*$.

Explicitly calculating $D(x)$ is usually computationally expensive or infeasible, especially in the case of a continuous solution space. Alternatively, since Monte Carlo simulation is straightforward to implement and scales well with the dimension of the solution space, it is a good choice for estimating $D(x)$. The general procedure is as follows: Draw independent and identically distributed (i.i.d.) samples according to the uniform distribution $U_{\mathcal{X}}(\cdot)$ on the solution space, which is denoted by $\{x^1, ..., x^N\}$. Then calucalte

$$\tilde{D}(x^i) \triangleq \frac{1}{N} \sum_{j=1}^{N} 1 \{ x^j \prec_d x^i \}, \quad (3.2.5)$$

which is an unbiased estimator of $D(x^i)$. We also point out that the sampling distribution could be of other forms via the principle of importance sampling as long as it is fully supported on $\mathcal{X}$.

### 3.3 A Framework of Model-based Approach

Recall that we aim to find multiple global minimizers of the domination measure $D(x)$ such that they approximately form a uniform distribution on the Pareto optimal set of problem (3.2.1). Since $D(x)$ is often evaluated via simulation, its structural properties such as convexity or differentiability are unknown. Thus, traditional gradient-based optimization methods might not be applicable for the minimization of $D(x)$. In contrast, model-based optimization methods are good alternatives as they impose minimal requirements on the problem structure. Common model-based methods include Annealing Adaptive Search (ASS) ([57]), the Cross-Entropy (CE) method ([59]), Model Reference Adaptive Search (MRAS) ([34]), and Gradient-based Adaptive Stochastic Search (GASS) ([69]), etc.

The main idea of model-based methods is to introduce a sampling distribution, which
often belongs to a parameterized family of densities, over the solution space, and iteratively update the parameters of the sampling distribution by generating and evaluating candidate solutions. Specifically, the methods iteratively carry out the following two steps:

1. Generate candidate solutions according to the sampling distribution.
2. Based on the evaluation of the candidate solutions, update the parameter of the sampling distribution.

The hope is to have the sampling distribution more and more concentrated on the promising region of the solution space where the optimal solutions are located, and eventually become a degenerate distribution on one of the global optima. Therefore, finding an optimal solution in the solution space is transformed to finding an optimal sampling distribution parameter in the parameter space. A key difference among the aforementioned model-based methods lies in how to update the sampling distribution parameter. For example, in CE and MRAS the updating rule is derived by minimizing the Kullback-Leibler (KL) divergences between a converging sequence of reference distributions and a chosen exponential family of densities. For another example, in GASS the updating rule is derived by converting the original (possibly non-differentiable) deterministic optimization problem into a differentiable stochastic optimization problem on the sampling distribution parameter, and then applying a Newton-like scheme.

Compared with gradient-based methods, model-based methods are more robust in the sense that at every iteration they exploit the promising region of the solution space that has already been identified, while maintaining exploration of the entire solution space. The updating rule on the sampling distribution parameter controls the balance between exploration and exploitation.

In principle, we could extend all the aforementioned model-based methods to our problem setting in a direct manner. However, there are two main issues with implementing existing model-based methods: 1) all these methods are designed for producing a single
global optimal solution which corresponds to a degenerate parameterized distribution, but multiple evenly spread global optimal solutions are needed to represent the Pareto optimal set; 2) the methods that are convergent require the uniqueness of the global optimal solution, which in general is not satisfied for problem (4.2.2).

To address the issues mentioned above, we propose a model-based method with a mixed sampling distribution that consists of a number of distributions from the same parameterized family of densities, and iteratively update the parameters of the mixed sampling distribution. The hope is that each component of the mixed sampling distribution will concentrate on a promising region of the solution space and explore that region exclusively. Eventually, all the components of the mixed sampling distribution will become degenerate distributions concentrated on distinct global optimal solutions.

The choice of the number of components in the mixed sampling distribution and the method for updating each component are important. Since the promising region of the solution space is unknown and can only be explored via sample evaluations, the number of components needs to be determined adaptively so that the all the areas containing the global optima are eventually explored. The updating scheme on the components needs to achieve convergence so that degenerate sampling distributions on individual global optimal solutions are obtained.

In essence, our updating rule on the sampling distributions is similar to the one in the CE or MRAS, in which the sampling distribution parameter at each iteration is derived by minimizing the KL divergence between a specific reference distribution and a parameterized family of densities. However, our updating rule keeps track of an increasing population of reference distributions instead of a single one at each iteration. A common choice of the parameterized family of densities is the exponential family defined as follows:

**Definition 3.3.1. Exponential Family.** A parameterized family \( \{g(x; \theta) : \theta \in \Theta \} \) is an
exponential family of densities if it satisfies

\[ g(x; \theta) = \exp \{ \theta^T \Gamma(x) - \eta(\theta) \}, \]  

(3.3.1)

where \( \Gamma(x) = [\Gamma_1(x), \ldots, \Gamma_{d_\theta}(x)]^T \) is the vector of sufficient statistics, \( \eta(\theta) = \ln \{ \int \exp(\theta^T \Gamma(x))dx \} \) is the normalization factor to ensure \( g(x; \theta) \) is a probability density function, and \( \Theta = \{ \theta : |\eta(\theta)| < \infty \} \) is the natural parameter space with a nonempty interior. We assume that \( \Gamma(\cdot) \) is a continuous mapping.

We point out that many common probability distributions belong to the exponential family, including Gaussian, Poisson, Binomial, Geometric, etc. Within the exponential family of densities, the updating of the sampling parameter using a reference sampling distribution is carried out as follows: Suppose \( h(x) \) is a reference sampling distribution of interest, then the corresponding sampling distribution \( g(x; \theta_*) \) within the exponential family of densities could be found via

\[
\theta_* \triangleq \arg\min_{\theta \in \Theta} KL(h(\cdot) , g(\cdot; \theta)) = \arg\min_{\theta \in \Theta} \mathbb{E}_h \left[ \ln \frac{h(x)}{g(x; \theta)} \right] = \arg\max_{\theta \in \Theta} \mathbb{E}_h [\ln g(x; \theta)] \quad (3.3.2)
\]

where \( \mathbb{E}_h [\cdot] \) denotes the expectation w.r.t. \( h(\cdot) \). It is important to note that the problem (3.3.2), i.e., the minimization of KL divergence, can be carried out in analytical form since \( g(\cdot; \theta) \) belongs to the exponential family. Specifically, by Definition 3.3.1, problem (3.3.2) is equivalent to

\[
\arg\max_{\theta \in \Theta} \int_{x \in \mathcal{X}} (\theta^T \Gamma(x) - \eta(\theta)) h(x)dx. 
\]

Note that \( (\theta^T \Gamma(x) - \eta(\theta)) \) is strictly concave in \( \theta \) (see, e.g., [47]). It follows that \( \int_{x \in \mathcal{X}} (\theta^T \Gamma(x) - \eta(\theta)) h(x)dx \) is also strictly concave in \( \theta \). Therefore, (3.3.2) admits a unique optimal solution \( \theta_* \) that satisfies the first-order condition as follows:

\[
\int \left( \Gamma_j(x) - \frac{\int \Gamma_j(x) \exp(\theta_*^T \Gamma(x)) \, dx}{\int \exp(\theta_*^T \Gamma(x)) \, dx} \right) h(x)dx = 0, \quad j = 1, \ldots, d_\theta, 
\]
or equivalently,

\[ \mathbb{E}_h[\Gamma(x)] = \mathbb{E}_{\theta^*}[\Gamma(x)] \tag{3.3.3} \]

where \( \forall \theta \in \Theta, \mathbb{E}_\theta [\cdot] \) denotes the expectation w.r.t. \( g(x; \theta) \).

In practice, finding the exact value of \( \theta^* \) can be difficult since \( \mathbb{E}_h[\Gamma(x)] \) usually does not admit a closed-form expression; however, an good estimate of \( \theta^* \) could be obtained via the principle of importance sampling, noting that

\[ \mathbb{E}_{\theta^*}[\Gamma(x)] = \mathbb{E}_h[\Gamma(x)] = \mathbb{E}_\theta' \left[ \frac{\Gamma(x)h(x)}{g(x; \theta')} \right], \]

and i.i.d. samples can be drawn according to \( g(\cdot; \theta') \) to estimate the right hand side of above equation.

For example, if \( \{g(\cdot; x)\} \) is the family of multivariate Gaussian distributions \( \mathcal{N}(\mu, \Sigma) \), where \( \mu \) is the mean parameter, \( \Sigma \) is the covariance matrix, and \( \theta = (\mu, \Sigma) \). Then \( \theta^* = (\mu^*, \Sigma^*) \) can be solved as

\[
\mu^* = \frac{\mathbb{E}_{\theta'} [h(x)x/g(x; \theta')]}{\mathbb{E}_{\theta'} [h(x)/g(x; \theta')]} \quad \text{and} \quad \Sigma^* = \frac{\mathbb{E}_{\theta'} [h(x)(x - \mu^*)(x - \mu^*)^T/g(x; \theta')]}{\mathbb{E}_{\theta'} [h(x)/g(x; \theta')]},
\]

and estimated via sampling according to \( g(\cdot; \theta') \).

3.3.1 Algorithm—An Ideal Version

We first present an ideal version algorithm of the proposed approach. Although it is not implementable in practice, its merit lies in revealing the mathematical intuition of an implementable version algorithm, which will be introduced later.

Denote the population of reference sampling distribution at the \( k^{th} \) iteration by \( \{h_{i,k}(x) : i = 1, \ldots, I_k\} \), where \( I_k \) is the number of sampling distributions in the population. Let \( \{\gamma_k : k = 1, \ldots\} \) be a decreasing sequence of reference values that satisfies \( \gamma_k \in (0, 1] \) and \( \lim_{k \to \infty} \gamma_k = 0 \). We will use \( \{\gamma_k\} \) as reference values for characterizing elite solutions and
promising regions of the solution space in terms of the domination measure. Specifically, let \( A_k := \{ x \in \mathcal{X} : D(x) \leq \gamma_k \} \) be the set of solutions with domination measure value below \( \gamma_k \). Loosely speaking, \( A_k \) will approach \( A^* \) as \( k \to \infty \), \( A^* \) is the set of solutions with domination measure 0.

Let us further introduce a partition on the set \( A_k \), denoted by \( \pi_k := \{ A_{1,k}, \ldots, A_{I_k,k} \} \), such that each \( A_{i,k} \) is \( U \)-measurable (recall that \( U \) is the uniform measure on \( \mathcal{X} \)), and

\[
A_k = \bigcup_{i=1}^{I_k} A_{i,k} \quad \text{and} \quad A_{i,k} \cap A_{j,k} = \emptyset, \forall i \neq j.
\]

Note that the cardinality of \( \pi_k \) is equal to \( I_k \), which is the number of the sampling distributions at the \( k^{th} \) iteration. Define the magnitude \(|\pi_k|\) of the partition \( \pi_k \) by

\[
|\pi_k| := \max_i \text{diam}(A_{i,k}),
\]

where \( \text{diam}(A) := \sup_{x,y} \| x - y \| \) is the “diameter” of set \( A \) and \( \| \cdot \| \) is the vector Euclidean norm. We impose a requirement on \( \{ \pi_k : k = 1, \ldots \} \) as follows:

\[
\lim_{k \to \infty} |\pi_k| = 0.
\]  

(3.3.4)

Requirement 3.3.4 forces the partition to become arbitrarily fine for sufficiently large \( k \)'s. Equivalently, each partitioning subset \( A_{i,k} \) is shrinking to a degenerate point in \( A^* \) or an empty set as \( k \to \infty \). Such a partition always exists, since \( \mathcal{X} \) is bounded.

Let the reference distribution \( h_{i,k}(x) \propto 1 \{ x \in A_{i,k} \} \), where \( h_{i,k}(x) \) is the uniform distribution supported on \( A_{i,k} \). Denote the corresponding sampling distribution by \( g(x; \theta_{i,k}) \), where

\[
\theta_{i,k} = \text{argmin}_{\theta \in \Theta} KL(h_{i,k}(\cdot), g(\cdot; \theta)).
\]

Note that the way to construct the reference sampling distribution is similar to the one in the CE method (see [59]). Of course, one could also use more sophisticated reference sampling distributions by an introduction of a shape function to put non-equal weights for \( x \in A_{i,k} \) (see [34]). The mixed sampling distribution at the \( k^{th} \) iteration, denoted by \( g_k(x) \), consists
of \( g(x; \theta_{i,k}) \) with equal weights. That is,

\[
g_k(x) = \frac{1}{l_k} \sum_{i=1}^{l_k} g(x; \theta_{i,k}). \quad (3.3.5)
\]

The complete algorithm is summarized in the following Algorithm 2, which is also referred to as Algorithm “SASMO_0”.

---

**Algorithm 2** Stochastic Adaptive Search for Multi-objective Optimization—Ideal

1. **Initialization**: Choose a parameterized family of densities \( \{ g(x; \theta) : \theta \in \Theta \} \). Specify a sequence of reference values \( \{ \gamma_k : k = 1, \ldots \} \).

2. **Iteration**: For the \( k^{th} \) iteration, choose a partition \( \pi_k = \{ A_{1,k}, \ldots, A_{l_k,k} \} \) on \( A_k \), where \( A_k = \{ x \in \mathcal{X} : D(x) \leq \gamma_k \} \). Then determine the sampling distribution parameters \( \{ \theta_{i,k} \} \) by

\[
\theta_{i,k} = \arg\min_{\theta \in \Theta} KL(h_{i,k}() \cdot, g(\cdot; \theta)).
\]

3. **Termination**: Check if some stopping criterion is satisfied. If yes, stop and return the means of the currents sampling distributions; else, set \( k := k + 1 \) and go back to step 2.

---

Let us analyze the convergence properties of Algorithm “SASMO_0”, which provides an intuitive understanding towards the convergence of its implementable version. In particular, we will show that the parameterized sampling distributions \( \{ g(x; \theta_{i,k}) \} \) converge to degenerate distributions on the global optima of the reformulated problem (4.2.2) if \( g(x; \theta) \) belongs to an exponential family of densities, as summarized in the following Theorem 3.3.1.

**Theorem 3.3.1.** Suppose the parameterized family of densities \( \{ g(x; \theta) : \theta \in \Theta \} \) is an exponential family defined by Definition 3.3.1. Further suppose that the sequence of reference values \( \{ \gamma_k \in (0,1) : k = 1, \ldots \} \) and the sequence of partitions \( \{ \pi_k : k = 1, \ldots \} \) satisfy, respectively,

\[
\lim_{k \to \infty} \gamma_k = 0 \quad \text{and} \quad \lim_{k \to \infty} |\pi_k| = 0. \quad (3.3.6)
\]

Then \( \forall x^* \in A^* \), there exists a sequence of sampling distributions \( \{ g(x; \theta_{i,k}) : k = 1, \ldots \} \),
where \( i_k \in \{1, \ldots, I_k \} \), such that

\[
\lim_{k \to \infty} E_{\theta_{i_k,k}}[\Gamma(x)] = \Gamma(x^*). \tag{3.3.7}
\]

**Proof.** Proof of Theorem 3.3.1. Notice that \( \forall x^* \in A^* \), there exists a sequence of partitioning sets \( \{A_{i_k,k} : k = 1, \ldots \} \) s.t. \( x^* \in A_{i_k,k} \) and \( A_{i_k,k} \in \pi_k \), since the sets in each partition \( \pi_k \) completely cover \( A_k \) and hence \( A^* \). Furthermore, by the properties of the exponential family of densities (see (3.3.3)), we have that

\[
E_{h_{i_k,k}}[\Gamma(x)] = E_{\theta_{i_k,k}}[\Gamma(x)],
\]

where recall that \( h_{i_k,k} \propto 1 \{ x \in A_{i_k,k} \} \).

Therefore, to show (3.3.7), it remains to show

\[
\lim_{k \to \infty} E_{h_{i_k,k}}[\Gamma(x)] = \Gamma(x^*), \quad \text{or equivalently,} \quad \lim_{k \to \infty} E_{h_{i_k,k}}[\Gamma(x) - \Gamma(x^*)] = 0.
\]

That is, to show

\[
\lim_{k \to \infty} \int_{A_{i_k,k}} (\Gamma(x) - \Gamma(x^*)) h_{i_k,k}(x) dx = 0. \tag{3.3.8}
\]

Given that \( \Gamma(\cdot) \) is continuous on \( \mathcal{X} \), we have that \( \forall \epsilon > 0, \exists \delta > 0 \) s.t.

\[
|\Gamma(x) - \Gamma(x^*)| \leq \epsilon, \quad \forall x \in B_{\delta}(x^*),
\]

where \( B_{\delta}(x^*) := \{ x \in \mathcal{X} : \|x - x^*\| \leq \delta \} \) represents the neighborhood ball centered at \( x^* \) with radius \( \delta \). Further note that \( \lim_{k \to \infty} |\pi_k| = 0 \), we have

\[
\lim_{k \to \infty} \text{diam}(A_{i_k,k}) = 0.
\]

Therefore, there exists a large integer \( K_\epsilon \) depending on \( \epsilon \) such that for all \( k \geq K_\epsilon \), \( A_{i_k,k} \subseteq \mathcal{X} \).
\( B_\delta(x^*) \), we note that \( x^* \in A_{i_k,k} \). It follows that for all \( k \geq K_\varepsilon \),

\[
\int_{A_{i_k,k}} \left( \Gamma(x) - \Gamma(x^*) \right) h_{i_k,k}(x) \, dx \leq \varepsilon \int_{A_{i_k,k}} h_{i_k,k}(x) \, dx = \varepsilon.
\]

Therefore, (3.3.8) and hence Theorem 3.3.1 holds. \( \square \)

Theorem 3.3.1 implies that for any solution with domination measure zero, there exists a sequence of exponential sampling distributions that converges to a degenerate distribution on that solution.

In practice, Algorithm “SASMO\(_0\)” is not implementable for the following reasons: 1) the set \( A_k \), which is regarded as the promising region of the solution space, could not be constructed explicitly since the domination measure \( D(x) \) is unknown; 2) solving for the sampling parameters exactly through minimizing KL divergence is unlikely since the reference sampling distribution \( h_{i,k}(\cdot) \) do not have an explicit characterization.

### 3.3.2 Algorithm—An Implementable Version

To have an implementable version of Algorithm “SASMO\(_0\)”, we integrate a sampling step at each iteration, in which multiple i.i.d. candidate solutions are drawn according to a certain sampling distribution and the corresponding values of domination measure are evaluated or estimated.

There many reasons why the sampling step is integral in constructing an implementable version of Algorithm “SASMO\(_0\)”. First, the domination measure \( D(x) \) can be approximated for all the candidate solutions, which will then be used to determine the reference value \( \gamma_k \) and characterize the set of promising solutions \( A_k \). In particular, suppose \( g_k(\cdot) \) is the sampling distribution at the \( k^{th} \) iteration, and \( N_k \) i.i.d. candidate solutions \( \{x_{k1}^1, \ldots, x_{kN_k}^1\} \) are drawn according to \( g_k(\cdot) \). Then the domination measure for each candidate solution can be estimated by

\[
\tilde{D}(x_k^i) = \frac{1}{N_k \cdot V(\mathcal{X})} \sum_{j=1}^{N_k} \frac{1}{g_k(x_k^i)} \mathbb{1}_{\{x_k^j \prec_d x_k^i\}}
\]
via the principle of importance sampling. Second, the partition $\pi_k$ will be determined based on the evaluations of candidate solutions; that is, the partitioning sets $\{A_{i_k,k}\}$ will be characterized by clusters of the elite candidate solutions from a certain clustering algorithm. Thus, the reference sampling distributions $\{h_{i_k,k}(\cdot)\}$ will be characterized by empirical distributions consisting of the elite candidate solutions in those clusters. In this case the magnitude of $\pi_k$ will be determined by the parameters of the clustering algorithm. Third, the sampling parameters $\{\theta_{i_k,k}\}$ will be solved by minimizing the KL divergence between the constructed empirical sampling distributions and the parameterized sampling distributions. To this end, let us describe the following Algorithm 3, which is referred to as Algorithm “SASMO$_1$”, for simulation optimization of multi-objective problem (3.2.1).

In the initialization step (step 1) of Algorithm “SASMO$_1$”, a common choice of the parameterized family of densities is the exponential family. The initial sampling parameter $\theta_{1,0}$ should be chosen in such a way that the resulted sampling distribution is close to the uniform distribution on $X$, so that the entire solution space will be evenly explored in the early iterations. For example, if the parameterized family of densities is the family of multi-variate Gaussian distributions, then $\theta_{1,0}$ is characterized by the mean vector $\mu_{1,0}$ and covariance matrix $\Sigma_{1,0}$. To enforce global exploration of the entire solution space, $\Sigma_{1,0}$ needs to be relatively large. The mixed coefficient $\alpha$, the percent quantile $\rho$, as well as the sample size sequence $\{N_k\}$ will affect the robustness and convergence of the algorithm. We will discuss their selections in the Numerical Experiments Section.
**Algorithm 3** Stochastic Adaptive Search for Multi-objective Optimization—Implementable

1. **Initialization**: Choose a parameterized family of densities \( \{g(x; \theta) : \theta \in \Theta\} \) with initial parameter \( \theta_{1,0} \) with \( l_0 = 1 \). Specify a mixing coefficient \( \alpha \in (0, 1) \), a percent quantile \( \rho \), a sample size sequence \( \{N_k\} \). Set \( k = 0 \).

2. **Sampling**: Draw \( N_k \) i.i.d. candidate solutions \( \{x_k^i : i = 1, 2, ..., N_k\} \) according to \( g(\cdot; \theta_k) \), where

\[
g_k(\cdot) \triangleq (1 - \alpha) g(\cdot) + \alpha U_\mathcal{X}(\cdot)
\]  

is a mixed sampling distribution, \( g_k(x) = \frac{1}{l_k} \sum_{i=1}^{l_k} g(x; \theta_{i,k}) \), and \( U_\mathcal{X}(\cdot) \) is the uniform distribution on \( \mathcal{X} \).

3. **Estimation**: For \( i = 1, ..., N_k \), estimate the domination measure \( D(x_k^i) \) at \( x_k^i \) by

\[
\tilde{D}(x_k^i) = \frac{1}{N_k \cdot \nu(\mathcal{X})} \sum_{j=1}^{N_k} \frac{1}{g_k(x_k^j)} \mathbf{1}\{x_k^j \prec_d x_k^i\}. \tag{3.3.10}
\]

Sort \( \{\tilde{D}(x_k^i)\} \) in ascending order, denoted by \( \tilde{D}(x_k^{(1)}) \leq \tilde{D}(x_k^{(2)}) \leq \cdots \leq \tilde{D}(x_k^{(N_k)}) \). Set the reference value \( \tilde{\gamma}_k \) to be the sample \( \rho \)-percent quantile \( \tilde{D}(x_k^{(\lceil \rho N_k \rceil)}) \), i.e., \( \tilde{\gamma}_k = \tilde{D}(x_k^{(\lceil \rho N_k \rceil)}) \), where \( \lceil \rho N_k \rceil \) is the smallest integer that is greater than or equal to \( \rho N_k \).

4. **Updating**: Construct the set of elite candidate solutions by \( \tilde{A}_k := \{x_k^i : \tilde{D}(x_k^i) \leq \tilde{\gamma}_k\} \). Using a clustering algorithm (e.g., Algorithm 4) to cluster \( \tilde{A}_k \) into clusters \( \tilde{\pi}_k := \{\tilde{A}_{1,k}, ..., \tilde{A}_{I_k,k}\} \). Update the parameter \( \theta_{i,k} \) based on the set of elite candidate solutions \( \tilde{A}_{i,k} \) by solving

\[
\theta_{i,k} \triangleq \operatorname{argmax}_{\theta} \frac{1}{|A_{i,k}|} \sum_{x_k^j \in A_{i,k}} \ln g(x; \theta) g_k(x).
\]  

5. **Stopping**. Check if some stopping criterion is satisfied. If yes, stop and return the means of the current parameterized sampling distributions; else, set \( k := k + 1 \) and go back to step 2.
In the sampling step (step 2), note that in (6) the sampling distribution $g_k(\cdot)$ is derived by mixing the uniform distribution on $\mathcal{X}$ with the equal-weighted combination of the parameterized sampling distributions obtained from the previous iteration. The uniform distribution component in $g_k(\cdot)$ helps maintain a global exploration of the entire solution space. Furthermore, since the candidate solutions drawn from $g_k(\cdot)$ will be used to estimate the domination measure, the uniform distribution component controls the variance in the estimations. In particular, the variances will be bounded and the bounds only depend on the choice of $N_k$. Lastly, the choice of mixing coefficient $\alpha$ affects the robustness of the algorithm since it determines how much global exploration is achieved and the amount of variance reduction. A typical choice of $\alpha$ is $\alpha = 0.1$.

In the estimation step (step 3), for the sake of convergence, the sample size $N_k$ is either set to be a large constant or in a way such that $N_{k+1} = \tau N_k$ for certain $\tau > 1$. The domination measure of the sampled candidate solutions are estimated via the principle of importance sampling, where the importance sampling distribution is also the mixed distribution $g_k(\cdot)$. As mentioned earlier, due to the uniform distribution component in the sampling distribution, the variances of the resulted estimators are bounded. The quantile level $\rho$ controls the reference value $\tilde{\gamma}_k$, i.e., determines the number of elite candidate solutions that are used to update the sampling distribution in the next iteration, and the trade-offs between the exploitation of the neighborhood of current best solutions and the exploration of the entire solution space. For example, when a smaller $\rho$ is used, less elite candidate solutions are used in updating the sampling distribution, which results in less exploration in the solution space. Furthermore, note that the simple evolution of $\tilde{\gamma}_k$ does not guarantee that it converges to zero. However, it performs well in numerical tests and its performance is competitive to the more sophisticated methods of constructing $\tilde{\gamma}_k$ in other model-based optimization methods, e.g., the one in SMRAS from [35].

In the updating step (step 4), the promising region $A_k$ is characterized by the set of elite candidate solutions $\tilde{A}_k$, and the partition $\pi_k$ is characterized by the set of clusters $\tilde{\pi}_k$ yielded
from applying a clustering algorithm on \( \tilde{A}_k \). Note that \( \tilde{\pi}_k \) also needs to satisfy

\[
\lim_{k \to \infty} |\tilde{\pi}_k| = 0, \quad \text{where} \quad |\tilde{\pi}_k| = \max_{1 \leq i \leq I_k} \text{diam}(\tilde{A}_{i,k}).
\]

If a threshold-based clustering algorithm is used as the clustering algorithm, then the sequence of the threshold distances should decrease to zero. We defer the discussion of the details of this clustering algorithm (Algorithm 4). The updating rule (3.3.11) on \( \theta \) can be regarded as a sampled version of the updating rule in Algorithm (2), in which the reference sampling distribution \( h_{i,k}(\cdot) \) is replaced by the corresponding empirical distribution. In particular, if the parameterized family of densities is the family of multivariate Gaussian family with \( \theta = (\mu, \Sigma) \), then the mean \( \mu_{i,k} \) and the covariance matrix \( \Sigma_{i,k} \) computed from (3.3.11) is the sample mean and covariance matrix given by the candidate solutions in \( \tilde{A}_{i,k} \).

We point out the resulted sampling distribution parameter could be further projected onto a properly constructed subset of \( \Theta \) for numerical stability.

In the stopping step (step 5), a common stopping criterion is when the threshold distance in the clustering algorithm falls below a pre-specified threshold bound \( \bar{\Delta} \) or a maximum number of iterations \( t_{\max} \) is reached. The resulted means of the current parameterized sampling distributions will form a finite and approximate uniform representation of the solutions with domination measure of zero, with the hope that these solutions are close to the Pareto optimal set. Moreover, the pre-specified threshold bound or maximum number of iterations will largely determine the number of solutions in the resulted approximation of the Pareto optimal set.

In a broader sense, we note that Algorithm “SASMO\textsubscript{1}” can be used to generate a finite and an approximate uniform representation of the optimal solution set for a single-objective optimization problem with multiple (possible uncountable) global optima, with a deterministic or stochastic objective. Here the advantage of using Algorithm “SASMO\textsubscript{1}” for finding multiple minima of the stochastic minimization problem (4.2.2) lies in that only
a single-layer of simulation is needed instead of a nested one, since the sampling is used to search the solution space and estimate the domination measure. This is in contrast to using a model-based algorithm to solve a general stochastic optimization problem, because an outer-layer simulation is employed to sample on the solution space and an inner-layer simulation is needed for estimation of the function values.

The convergence analysis of Algorithm “SASMO1” is more complicated due to the involvement of sampling. Strong requirements on the sample size sequence, the reference value sequence, the choice of clustering algorithm, and even the updating rule might need to be imposed to guarantee the convergence of the algorithm. We leave the convergence analysis of Algorithm “SASMO1” for future research. Nevertheless, we will show that Algorithm “SASMO1” performs competitively to or outperforms some of the existing algorithms. Note that similar to Algorithm “SASMO1”, these methods do not have convergence results.

We conclude this section by introducing the clustering algorithm used in the updating step of Algorithm “SASMO1”, in which a threshold distance $\Delta_0$ and a threshold distance shrinking factor $C > 1$ are chosen. Of course, other clustering algorithms can be used as long as it satisfies the aforementioned guidelines.

In the iteration step of Algorithm 4, we randomized the order in which the distance from the selected solution and the centroids of the existing clusters is compared to prevent one cluster from becoming significantly larger than the other. In the termination step, the threshold distance at the next iteration $\Delta_{k+1}$ is decreasing adaptively, noting that $1/I_k \cdot \sum_{i=1}^{I_k} Tr(\Sigma_{i,k})$ is an empirical measure of how solutions within each cluster are close to each other. If this measure is still large, then the threshold distance is forced to decrease by at least a factor of $C$. Therefore, the shrinking factor $C$ determines how fast Algorithm “SASMO1” terminates and how many solutions are generated in the final finite representation approximation of the Pareto optimal set.
Algorithm 4 A Threshold-Based Clustering Algorithm

**Input:** Threshold distance $\Delta_k$ and elite solution set $\tilde{A}_k$.

**Output:** The set of clusters $\tilde{\pi}_k$ and threshold distance $\Delta_{k+1}$.

1. **Initialization:** Randomly select a solution from $\tilde{A}_k$. This solution is defined as the centroid of cluster $\tilde{A}_{1,k}$.

2. **Iteration:** Randomly select a solution from $\tilde{A}_k$ that has not been assigned to any cluster. Compute the Euclidean distances from the solution to the centroids of existing clusters in a randomized order. Assign the solution to first cluster found with distance less than $\Delta_k$ and update the centroid of the cluster as the average of the solutions in the cluster. If no such cluster is found, create a new cluster where the solution is the centroid of the new cluster.

3. **Termination:** Check if there is solution from $\tilde{A}_k$ that has not been clustered. If yes, go to step 2; otherwise return the set of clusters $\tilde{\pi}_k$ and the threshold distance at next iteration by

$$
\Delta_{k+1} = \min \left[ \frac{1}{CI_k} \sum_{i=1}^{I_k} Tr(\tilde{\Sigma}_{i,k}), \frac{\Delta_k}{C} \right],
$$

(3.3.12)

where recall that $I_k$ is the number of clusters, $\tilde{\Sigma}_{i,k}$ is the sample variance of cluster $\tilde{A}_{i,k}$, and $Tr(\cdot)$ is the trace of a matrix.

3.4 Numerical Experiments

The objective of our numerical results is to show that Algorithm “SASMO$_1$” is 1) not sensitive to the geometry of the Pareto optimal set or the Pareto front, 2) scalable in terms of decision variables and objective functions, and 3) competitive to existing methods in terms of how close the solutions are to the true Pareto optimal set and how evenly spread the solutions are in the solution space. To accomplish these goals, we evaluate the performance of Algorithm “SASMO$_1$” on test functions from the ZDT ([24]), DTLZ ([24]), and Van Veldhuizen’s ([19]) test suites and compare our results with the following existing methods:

- Elitist Non-Dominated Sorting Genetic Algorithm (NSGA-II) ([24])
- Strength Pareto Evolutionary Algorithm (SPEA-II) ([37])
- Pareto Envelope-based Selection Algorithm (PSEA-II) ([20])
Multi-objective Particle Swarm Optimization (MOPSO) ([19])

The above methods are all evolutionary algorithms and they differ in how the population of candidate solutions are selected and maintained. In NSGA-II the population of solutions is divided based on the following rule: the first group of solutions is all non-dominated and the second group of solutions is only dominated by the solutions in the first group. The grouping is continued in this manner until all solutions are classified. Once the solutions are divided, a crowding distance is calculated, which measures how close a solution is to its neighbors. Solutions are selected based on their group classification and crowding distance, and new solutions are generated from crossover and mutation operators. SPEA-II is an extended version of the original SPEA algorithm ([70]), which includes a specialized ranking system to order the solutions based on their fitness value, which is an objective function that summaries how close a given solution is to the Pareto front. SPEA-II keeps an archive of all solutions generated starting from the initialization of the algorithm and constructs a population of solutions that combines the archived solutions with the solutions generated at the current iteration. All non-dominated solutions in the population are assigned fitness values such that the search is directed towards the true Pareto front. PSEA-II introduces a new selection technique where the objective space is divided into hyperboxes and solutions are randomly selected from those hyperboxes. The fitness value of a non-dominated solution depends on the number of non-dominated solutions that occupy that same hyperbox. This method of selection is shown to result in a good spread of solutions in the objective space. MOPSO is a particle swarm method that includes a constraint-handling mechanism and a mutation operator that substantially improves the exploration ability of the original algorithm.

The problems in the ZDT test suite have a scalable number of parameters. Therefore, this test suite tests the ability of an algorithm to converge to the Pareto front and obtain diverse solutions in a high-dimensional solution space. The challenge in dealing with a high dimensional solution space is that it is more difficult to get an evenly spread of solutions in
the solution space. In practice the structure of the Pareto front is unknown; therefore, it is important to see how our method performs with different Pareto front geometries. Consequently, we consider test function from the Van Veldhuizen’s test suite since they present a variety of Pareto front geometries. The different structures of the Pareto front can be convex, concave, degenerate, mixed, continuous, discontinuous, or contain flat regions. In this context, flat regions are areas of the objective space where relative small perturbations of parameters in the decision space do not affect the objective values. Each geometric structure presents its own difficulty. For instance, problems with isolated points are difficult to solve because usually there is no information in the surrounding region that indicates a Pareto optimal solution is nearby. Furthermore, a function that has a many to one mapping between the decision space and the objective space are difficult to solve due to the flat regions in the objective space. The last set of problems that we consider is the DLTZ test suite, which has a scalable number of objectives while also having complicated Pareto front geometries. The increase in dimensionality of the objective space causes problems with selecting the best solutions. When the number of objectives are large it causes a majority of solutions to be non-dominated by each other, which may throttle an algorithm’s convergence to the true Pareto front. The problems chosen from the aforementioned test suites are listed below and more details on the problems properties and challenges can be found in [36].

- **ZDT2**

\[
\begin{align*}
\text{min } \mathbf{f}(x) &= (f_1(x), f_2(x)) \\
\quad f_1(x) &= x_1 \\
\quad f_2(x) &= g(x)[1 - (x_1/g(x))^2], \text{ where} \\
\quad g(x) &= 1 + 9\left(\sum_{i=2}^{30} x_i\right)/(30 - 1)] \\
\quad x_i &\in [0, 1], \ i = 1, \ldots, 30.
\end{align*}
\]
• ZDT3

\[
\begin{align*}
\min f(x) &= (f_1(x), f_2(x)) \\
f_1(x) &= x_1 \\
f_2(x) &= g(x)[1 - (x_1/g(x))^2 - \frac{x_1}{g(x)}\sin(10\pi x_1)], \text{ where} \\
g(x) &= 1 + 9(\sum_{i=2}^{30} x_i)/(30 - 1) \\
x_i &\in [0, 1], \ i = 1, \ldots, 30.
\end{align*}
\]

• ZDT4

\[
\begin{align*}
\min f(x) &= (f_1(x), f_2(x)) \\
f_1(x) &= x_1 \\
f_2(x) &= g(x)(1 - \sqrt{x_1/g(x)}), \text{ where} \\
g(x) &= 1 + 10(10 - 1) + \sum_{i=2}^{10} (x_i^2 - 10\cos(4\pi x_i)) \\
x_i &\in [-5, 5], \ i = 1, \ldots, 10.
\end{align*}
\]

• MOP3

\[
\begin{align*}
\max f(x) &= (f_1(x), f_2(x)) \\
f_1(x) &= -[1 + (A_1 - B_1)^2 + (A_2 - B_2)^2] \\
f_2(x) &= -[(x_1 + 3)^2 + (x_2 + 1)^2], \text{ where} \\
A_1 &= 0.5 \sin 1 - \cos 1 + 2 \sin 2 - 1.5 \cos 2 \\
A_2 &= 1.5 \sin 1 - \cos 1 + 2 \sin 2 - 0.5 \cos 2 \\
B_1 &= 0.5 \sin x_1 - 2 \cos x_1 + \sin x_2 - 1.5 \cos x_2 \\
B_2 &= 1.5 \sin x_1 - \cos x_1 + 2 \sin x_2 - 0.5 \cos x_2
\end{align*}
\]
\(x_i \in [-\pi, \pi], \ i = 1 \ldots 2.\)

- **MOP4**

\[
\begin{align*}
\min f(x) &= (f_1(x), f_2(x)) \\
f_1(x) &= \sum_{i=1}^{2} (-10\exp(-0.2\sqrt{x_i^2 + x_{i+1}^2})) \\
f_2(x) &= \sum_{i=1}^{3} (|x_i|^{0.8} + 5\sin(x_i)^3) \\
x_i &\in [-5,5], \ i = 1, \ldots, 3.
\end{align*}
\]

- **MOP5**

\[
\begin{align*}
\min f(x) &= (f_1(x), f_2(x), f_3(x)) \\
f_1(x) &= 0.5(x_1^2 + x_2^2) + \sin(x_1^2 + x_2^2) \\
f_2(x) &= \frac{(3x_1 - 2x_2 + 4)^2}{8} + \frac{(x_1 - x_2 + 1)^2}{27} + 15 \\
f_3(x) &= \frac{1}{x_1^2 + x_2^2 + 1} - 1.1\exp(-x_1^2 - x_2^2) \\
x_1, x_2 &\in [-30,30].
\end{align*}
\]

- **MOP6**

\[
\begin{align*}
\min f(x) &= (f_1(x), f_2(x)) \\
f_1(x) &= x_1 \\
f_2(x) &= (1 + 10x_2)[1 - (\frac{x_1}{1+10x_2})^2 - \frac{x_1}{1+10x_2} \sin(8\pi x_1)] \\
x_1, x_2 &\in [0, 1].
\end{align*}
\]
• DTLZ1

\[
\min f(x) = (f_1(x), f_2(x), f_3(x)) \\
\begin{align*}
f_1(x) &= 1/2x_1x_2(1 + g(x)) \\
f_2(x) &= 1/2x_1(1 - x_2)(1 + g(x)) \\
f_3(x) &= 1/2(1 - x_1)(1 + g(x)), \text{ where} \\
g(x) &= 100(\|x\| - 2 + \sum_{i=3}^{7} ((x_i - 0.5)^2 - \cos(20\pi(x_i - 0.5)))) \\
x_i &\in [0, 1], \ i = 1, \ldots, 7.
\end{align*}
\]

• DTLZ2

\[
\min f(x) = (f_1(x), f_2(x), f_3(x)) \\
\begin{align*}
f_1(x) &= \cos(x_1\pi/2)\cos(x_2\pi/2)(1 + g(x)) \\
f_2(x) &= \cos(x_1\pi/2)\sin(x_2\pi/2)(1 + g(x)) \\
f_3(x) &= \sin(x_1\pi/2)(1 + g(x)), \text{ where} \\
g(x) &= \sum_{i=3}^{12} (x_i - 0.5)^2 \\
x_i &\in [0, 1], \ i = 1, \ldots, 12.
\end{align*}
\]

We solve all problems with Algorithm “SASMO\textsubscript{1}”, which terminates when the threshold distance falls below the threshold bound $\bar{\Delta}$ or when the maximum number of iterations $t_{\text{max}}$ is reached. We choose the following parameters: an initial sample size $N_0 = 1000$ and $N_k = k^{1.01}N_0$, a percent quantile $\rho = 0.10$, a mixed coefficient $\alpha = 0.1$, a threshold bound $\bar{\Delta} = 0.001$, a threshold distance shrinking factor $C = 1.1$, an initial mean $\mu_0 = \mathbf{0}$, a maximum number of iterations $t_{\text{max}} = 100$, and an initial covariance matrix $\Sigma_0 = 1000I_d$. The resulted approximations of the Pareto fronts for the tested problems are illustrated in Figure 3.4.1. Note that for each subfigure of Figure 3.4.1, the cyan thick curve represents
the true Pareto front and the black thin curve represents the approximated Pareto front produced by Algorithm “SASMO$_1$” in the objective space $(f_1, f_2)$. For the tested cases, we observe that Algorithm “SASMO$_1$” is capable of obtaining isolated Pareto optimal points and capturing the entire Pareto front for problems that have multiple discontinuous Pareto curves. These results also demonstrate that relaxing the concept of Pareto dominance to domination measure does not affect the solution quality of our algorithm.

In order to qualitatively quantify the performance of Algorithm “SASMO$_1$” and compare it with the performances of the aforementioned existing algorithms, we use the convergence metric $\Lambda$ and diversity metric $\Upsilon$ defined in [24].

The convergence metric $\Lambda$ in the objective space is defined by

$$
\Lambda \triangleq \frac{1}{|R|} \sum_{y: \mathbf{f}(y) \in R} \left\{ \min_{x \in Z} \| \mathbf{f}(x) - \mathbf{f}(y) \| \right\},
$$

where $R$ is a pre-specified reference set consisting of $|R|$ uniformly spread points from the true Pareto front and we choose $R = 500$, $\mathbf{f}(\cdot) = (f_1(\cdot), \ldots, f_n(\cdot))$ is the vector of objective functions, and $Z$ is the set of approximate Pareto front generated by the algorithm of interest. In other words, the convergence metric $\Lambda$ can be regarded as the average distance from all points in the reference set to the approximate Pareto front, which measures the closeness of the approximate Pareto front to the true Pareto front. Therefore, the smaller the value is for $\Lambda$, the closer the approximate Pareto front is to the true Pareto front.

Before introducing the diversity metric $\Upsilon$ in the solution space, let us first order the obtained $|Z|$ approximate Pareto optimal solutions $\{x^1, \ldots, x^{|Z|}\}$ generated from an algorithm of interest by $\{x^{(1)}, \ldots, x^{(|Z|)}\}$ such that $x_1^{(1)} \leq \cdots \leq x_1^{(|Z|)}$. That is, they are ordered by the values of their first components. We also let $x^{(1)}$ and $x^{(|Z|)}$ be the left and right boundary points of the approximate Pareto optimal set, and let $x^L$ and $x^R$ be the left and right boundary of the true Pareto optimal set also in terms of the value of a solution’s first component. The
Figure 3.4.1: Approximate Pareto Front V.S. True Pareto Front.
diversity metric $\Upsilon$ is defined by

$$\Upsilon = \frac{d_l + d_r + \sum_{i=1}^{k-1} |d_i - \bar{d}|}{d_l + d_r + (k-1)\bar{d}},$$

where $d_l := \|x_l - x^{(1)}\|$ ($d_r := \|x^{(i+1)} - x^{(i)}\|$) is the distance between the left (right) boundary point of the true Pareto optimal set and the left (right) boundary point of the approximate Pareto optimal set, $d_i := \|x^{(i+1)} - x^{(i)}\|$ is the distance between an approximate Pareto optimal solution and its closest neighbor, and $\bar{d} := 1/(k-1)\sum_{i=1}^{k-1} d_i$ is the average of these distances. Essentially, $\Upsilon$ measures how well the solutions are evenly spaced in the solution space. The smaller the value is for this metric, the closer the approximate Pareto optimal set is from being uniformly distributed.

For each problem instance, we perform 30 independent replications of each method implemented in MATLAB. The codes for the existing methods can be found at http://yarpiz.com/category/multiobjective-optimization. We report the best values for the convergence metric $\Lambda$ and the diversity metric $\Upsilon$ obtained out of the 30 trials for each method. For the existing methods, we choose the following parameters:

- Number of generations: 100
- Population size: 1000
- Archive size: 1000.

The results are summarized in Table 4.4.1 and Table 4.4.3.

We can see that Algorithm “SASMO1” outperforms the existing methods on over half of the problems in respect to both the convergence and diversity metrics. The favorable results w.r.t. the diversity metric is likely due to the fact that the center of each cluster represents an estimated Pareto optimal solution and it is at least the threshold distance away from the closest cluster. As a result, the distance between each estimated Pareto optimal solution is close to the threshold bound for most of the problems. We point out
Table 3.4.1: Comparisons of Convergence Metric $\Lambda$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>SASMO$_1$</th>
<th>NSGA-II</th>
<th>SPEA-II</th>
<th>MOPSO</th>
<th>PSEA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Lambda$</td>
<td>$\Lambda$</td>
<td>$\Lambda$</td>
<td>$\Lambda$</td>
<td>$\Lambda$</td>
</tr>
<tr>
<td>ZDT2</td>
<td>0.023</td>
<td>0.1064</td>
<td>0.0765</td>
<td>0.2134</td>
<td>0.1863</td>
</tr>
<tr>
<td>ZDT3</td>
<td>0.1145</td>
<td>0.5657</td>
<td>0.3312</td>
<td>0.1821</td>
<td>0.2765</td>
</tr>
<tr>
<td>MOP3</td>
<td>0.0221</td>
<td>0.0265</td>
<td>0.0456</td>
<td>0.8973</td>
<td>0.0821</td>
</tr>
<tr>
<td>MOP4</td>
<td>0.0987</td>
<td>0.0345</td>
<td>0.0673</td>
<td>1.268</td>
<td>0.0531</td>
</tr>
<tr>
<td>MOP5</td>
<td>0.0299</td>
<td>0.0321</td>
<td>0.0312</td>
<td>0.0589</td>
<td>0.0439</td>
</tr>
<tr>
<td>MOP6</td>
<td>0.0532</td>
<td>0.0582</td>
<td>0.0439</td>
<td>1.2956</td>
<td>0.9882</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>2.9831</td>
<td>2.4531</td>
<td>2.8742</td>
<td>3.9814</td>
<td>3.7124</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>2.4389</td>
<td>2.9875</td>
<td>2.6192</td>
<td>4.8621</td>
<td>4.0921</td>
</tr>
</tbody>
</table>

Table 3.4.2: Comparisons of Diversity Metric $\Upsilon$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>SASMO$_1$</th>
<th>NSGA-II</th>
<th>SPEA-II</th>
<th>MOPSO</th>
<th>PSEA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Upsilon$</td>
<td>$\Upsilon$</td>
<td>$\Upsilon$</td>
<td>$\Upsilon$</td>
<td>$\Upsilon$</td>
</tr>
<tr>
<td>ZDT2</td>
<td>0.5641</td>
<td>0.9987</td>
<td>1.2534</td>
<td>1.9874</td>
<td>1.8761</td>
</tr>
<tr>
<td>ZDT3</td>
<td>0.6015</td>
<td>0.5654</td>
<td>1.7543</td>
<td>0.9479</td>
<td>1.0113</td>
</tr>
<tr>
<td>ZDT4</td>
<td>0.3490</td>
<td>0.3986</td>
<td>0.9014</td>
<td>0.9851</td>
<td>1.1421</td>
</tr>
<tr>
<td>MOP3</td>
<td>0.0289</td>
<td>0.5467</td>
<td>1.4543</td>
<td>1.2156</td>
<td>2.1949</td>
</tr>
<tr>
<td>MOP4</td>
<td>0.0354</td>
<td>0.3916</td>
<td>0.6989</td>
<td>0.7126</td>
<td>0.9511</td>
</tr>
<tr>
<td>MOP5</td>
<td>0.0211</td>
<td>0.4040</td>
<td>0.9431</td>
<td>1.1164</td>
<td>0.9346</td>
</tr>
<tr>
<td>MOP6</td>
<td>0.0216</td>
<td>0.4510</td>
<td>0.6961</td>
<td>0.5174</td>
<td>0.6920</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>0.8721</td>
<td>0.8142</td>
<td>1.6380</td>
<td>1.9722</td>
<td>0.9974</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>0.9955</td>
<td>0.9013</td>
<td>1.6724</td>
<td>1.9882</td>
<td>2.0521</td>
</tr>
</tbody>
</table>

that as the dimension of the solution space increases so does the diversity metric for all the algorithms. Another takeaway from the numerical results is how well our algorithm performed on problems that had discontinuous Pareto fronts. This is likely due to the fact that an adaptive number of components is used in the mixed sampling distribution so that each promising region of the solution space is thoroughly explored. In conclusion, we show that Algorithm “SASMO$_1$” gives satisfactory results regardless of the geometry of the Pareto front, and is competitive to several existing algorithms.
3.5 Conclusion and Future Research

In this chapter, we introduce a novel performance metric called domination measure to measure the quality of a solution in a multi-objective problem. Instead of solving the original problem, we propose a model-based approach to find a finite and approximately uniformly spread representation of the solutions with domination measure of zero, which is close to a finite and approximately uniformly spread representation of the Pareto optimal set. We present an ideal version algorithm that has nice convergence properties, and an implementable version of the algorithm that has competitive numerical performances compared to many existing approaches. More sophisticated approaches and algorithms based on domination measure can be incorporated to further improve the results on theoretically convergence and numerical performance. Another future direction of research is to extend Algorithm “SASMO1” to the setting of stochastic multi-objective optimization, where the sample size allocations across the candidate solutions could to be studied.
CHAPTER 4
SOLVING STOCHASTIC MULTI-OBJECTIVE OPTIMIZATION WITH AN
ALLOCATION SCHEME USING DOMINATION PROBABILITY

4.1 Background and Motivation

Stochastic multi-objective optimization (SMO) applies to a wide range of fields, such as inventory management [46], scheduling [53], transportation logistics [31], and medicine allocation [16]. Although the methods of stochastic optimization and multi-objective optimization are well established, the intersection of the two is less developed. Nevertheless, for many real-life problems, it is desirable to have an algorithm that can optimize multiple objectives in the presence of uncertainty. For example, consider the classic \((s, S)\) inventory policy with stochastic demand where \(s\) and \(S\) denote the reorder point and order up to point, respectively. In this example, the goal may be to maximize the service level while minimizing the inventory cost where both performance measures depend on customer demand that can only be realized through simulation. Developing an efficient SMO method is important due to the increasing necessity for solving problems that seek to optimize multiple objectives that can only be evaluated through noisy simulation outputs or real world observations.

The added difficulty of stochastic multi-objective problems when compared to their deterministic version presented in Chapter 3 lies in the fact that the true performance of any solution is unknown. In other words, these problems assume that obtaining an exact evaluation of the objective functions is infeasible or too computationally expensive. As a result, the performance of a solution has to be approximated by independent simulation runs, where the outputs from the simulation are not deterministic but follow some unknown distribution. The error in computing a solution’s true performance is unavoidable and re-
sults in uncertainty in determining superiority among the solutions. Therefore, it becomes more difficult to differentiate between dominated solutions and non-dominated solutions due to the stochastic noise in the objective functions.

We consider multi-objective problems where the decision space is continuous and the objective values can only be estimated from some noisy observation. This setting requires expending computational budget on both searching in the solution space for Pareto optimal solutions and obtaining good estimates of the objective functions at promising solutions. Essentially, the primary question for this problem is how to distribute the simulation budget between searching the solution space for better solutions and getting a more precise estimate of a solution’s performance. Due to the empirical success of the model-based approach in obtaining Pareto optimal solutions in the deterministic setting shown in chapter 3, we adapt this model-based approach for the stochastic variant of multi-objective optimization.

Although model-based approaches for stochastic single-objective optimization problems are not studied as much as their deterministic counterparts, there do exist a few methods that have been extended to handle the stochastic case [33]. The Stochastic Model Reference Adaptive Search (SMRAS) [35] is a generalization of the MRAS method that was designed for single-objective deterministic optimization. Recall that in the MRAS method a sequence of reference distributions that depend solely on the performance of candidate solutions is constructed to update parameters of the sampling distribution. Since, in the stochastic case, the exact performance of a solution is unknown, the SMRAS method uses sample averages of the objective function evaluations to approximate the true sequence of reference distributions. The SMRAS method is shown to perform well numerically and has convergence results that illustrate that iteratively constructed sampling distributions converge to a degenerate distribution that is concentrated on the global optimal solution. Although this method performs well with respect to single-objective optimization, the extension of this approach to multi-objective optimization is difficult. That is, most of the
results depend on the uniqueness of an optimal solution, which is clearly not the case in SMO. Furthermore, SMRAS uses a simple allocation rule that requires each solution to get an equal number of simulation replications that increases as the algorithm progresses. If one simulation run is expensive in terms of computational time, the implementation of this algorithm could be impractical. To improve the efficiency of model-based approaches applied to stochastic single-objective optimization, He et al. [32] combines the idea of optimal computing budget allocation within each step of the CE method to develop the CEOCBA method. The efficiency of the CE method is enhanced by allocating replications to solutions such that the mean squared error of the estimate used to update the sampling distribution is minimized. Alternatively, Chen et al. [14] developed a procedure that determines the best subset of a population of solutions. This procedure could be useful for modifying existing deterministic model-based approaches to handle a stochastic objective. The aforementioned methods work quite well for stochastic single-objective optimization, but their extensions to SMO seem to be problematic due to the dependency of their mathematical analyses and algorithmic development on the assumption of a single objective.

Despite that we consider a continuous solution space, the number of candidate solutions generated at every iteration of a model-based method is finite. As a result, the problem reduces to how to allocate replications to candidate solutions to maximize the performance of the model-based approach when applied to SMO. Within an iteration, the performance of the model-based approach can directly link to how efficiently and accurately the elite set can be identified, since typically the solutions in the elite set are used to update the parameters of the sampling distribution. The problem of optimizing the number of allocations within an iteration of a model-based method applied to SMO can be thought of as a multi-objective ranking and selection problem.

There are numerous ranking and selection procedures for multi-objective problems [10, 25, 45, 43]. The most popular method MOCBA [43] seeks to determine the Pareto optimal solutions out of a set of solutions by minimizing two types of errors dealing with misclas-
That is, either misidentifying a Pareto optimal solution as non-Pareto optimal or misidentifying a non-Pareto optimal solution as Pareto optimal. The MOCBA method is shown to be significantly more efficient than the use of equal allocation. Similar to the MOCBA method, other methods in the multi-objective ranking and selection literature focus on correctly identifying the Pareto optimal set. As a consequence, implementing these types of ranking and selection methods within the model-based approach may not result in an effective algorithm. Although we are considering discrete sets of solutions, the original solution space is continuous. Therefore, there may not exist any Pareto optimal solutions in the set of candidate solutions at the current iteration. Instead of trying to find the Pareto optimal solutions, we develop an allocation heuristic that aims to correctly select the solutions that are used to guide the search process.

4.1.1 Research Results and Contribution

In this chapter we propose a method that is an extension of the SASMO algorithm for SMO denoted as SASMO-II. SASMO-II adapts the model-based approach presented in SASMO by incorporating an allocation heuristic that improves the efficiency of the original model-based approach. Specifically, the allocation heuristic assigns a larger portion of the computing budget to solutions that are used to identify the solutions that play a critical role in the search process of the algorithm. Since the best solutions, denoted as the “elite set,” are used to update the parameters of the distribution, the goal of the allocation heuristic is to minimize the number of simulation replications required to correctly choose the elite set. Due to the uncertainty in computing the objective functions, establishing superiority among solutions is more difficult than in the deterministic setting.

We employ a performance metric to approximate the domination measure, termed domination probability, that calculates the probability that a solution dominates another solution given the current number of simulation replications allocated to both solutions. The idea is to allocate additional replications to solutions that cause a change in our belief re-
garding which solutions belong to the elite set. If additional replications of a solution have no impact on the landscape of the elite set, then we assumed that employing more replications to that solution is not helpful in guiding the search, and thus, is not necessary. The idea is to allocate replications to solutions that either cause a solution to leave the elite set or to join the elite set. Furthermore, similar to SMRAS, SASMO-II approximates the reference distributions used to influence the search process. The advantage of our algorithm is that instead of focusing on determining the Pareto optimal solution at every iteration, we design the allocation heuristic to improve the performance of the search process in the case where the objective functions cannot be computed exactly. Apart from the aforementioned multi-objective ranking and selection methods, the proposed allocation heuristic is specifically tailored to improve the efficiency of the model-based approach in solving stochastic multi-objective problems. In spite of this allocation heuristic being designed for implementation within the SASMO algorithm framework, the ideas associated with this heuristic can also be used to extend other model-based approaches to SMO.

The contributions of this proposed algorithm are twofold: 1) We develop an allocation heuristic that is designed to select a top subset of solutions, where the quality of a solution depends on multiple stochastic objectives, and 2) We propose a model-based algorithm that is designed specifically to stochastic multi-objective problems and performs well numerically in terms of efficiency and approximating the true Pareto optimal set. We measure the performance of our algorithm by adding artificial noise to popular deterministic multi-objective problems. We compare our results with other approaches based on convergence and diversity metrics.
4.2 Problem Formulation

A general stochastic multi-objective problem consists of minimizing multiple objectives over a defined solution space, which can be formulated as follows:

\[
\min \left\{ \mathbb{E}_{\tau_1 \mid x}[f_1(x, \tau_{1,x})], \ldots, \mathbb{E}_{\tau_n \mid x}[f_n(x, \tau_{n,x})] \right\}
\]

(4.2.1)

s.t. \( x \in \mathcal{X} \),

where \( \mathcal{X} \subset \mathbb{R}^d \) denotes the deterministic feasible region, \( \{ f_z(\cdot) : \mathcal{X} \to \mathbb{R}, z = 1,\ldots,n \} \) are scalar functions, and \( \tau_{x,z} \) is the stochastic noise in the system for objective \( z \) that may or may not depend on \( x \). We assume that \( \mathcal{X} \) is a bounded subset of \( \mathbb{R}^d \) and \( f_z(x, \tau_{x,z}) \) is measurable and integrable with respect to the distribution of \( \tau_{x,z} \) for \( x \in \mathcal{X} \) and for \( z = 1,\ldots,n \).

Since there rarely exists one solution that solves (4.2.1), we seek to find a set of non-dominated solutions, namely Pareto optimal solutions. Analogous to the deterministic setting, a solution \( x \) is characterized as a non-dominated solution if there does not exist a solution \( y \in \mathcal{X} \) such that \( f_z(y) \leq f_z(x) \) for all \( z = 1,\ldots,n \), and there exists one \( j \in \{1,\ldots,n\} \) such that \( f_j(y) < f_j(x) \), where \( f_z(x) := \mathbb{E}_{\tau_{x,z}}[f_z(x, \tau_{x,z})] \) for \( z = 1,\ldots,n \). In other words, non-dominated solutions are optimal in the sense that there does not exist another feasible solution whose true mean is preferred over them while taking into account all of the objectives.

To alleviate the complexity of solving (4.2.1) directly we use the concept of domination measure introduced in Chapter 3 to reformulate (4.2.1) into a stochastic single-objective problem. Recall that the domination measure of a solution can be intuitively interpreted as the size of the portion of the solution space that dominates that solution. Domination measure is advantageous for performance assessment of a solution since the performance of this metric does not depend on any fine tuning of parameters, and if a solution is Pareto optimal, it has a domination measure of zero. As pointed out in Chapter 3, reducing the dimensionality of the multi-objective problem via domination measure inevitably causes a
loss of information. However, this performance metric has shown to perform well empirically with respect to deterministic objectives. Therefore, we seek to minimize the domination measure instead of solving the original stochastic multi-objective problem. The goal is to find multiple solutions to the minimization problem

\[
\min_{x \in X} D(x) = \mathbb{E}_U \left[ \mathbb{1} \{ y \prec_d x \} \right]
\]

in order to construct an approximate finite representation of the Pareto optimal set.

Since calculating the true domination measure is usually computationally expensive or computationally infeasible in the case of a continuous decision space, we can estimate the domination measure by the use of Monte Carlo simulation. This is accomplished by generating random samples where every sample in the decision space is equally likely to be selected. Thus, given \( N \) independent and identically distributed (i.i.d.) samples \( \{ x_1, \ldots, x_N \} \) according to \( U(x) \) on the solution space, the domination measure of \( x \) can be approximated by

\[
\tilde{D}(x) = \frac{1}{N} \sum_{j=1}^{N} \mathbb{1} \{ x^j \prec_d x \},
\]

which is an unbiased estimator of \( D(x) \). Similar to the domination measure, the indicator function \( \mathbb{1} \{ x^j \prec_d x \} \) cannot be computed exactly since we cannot obtain the mean \( f_z(x) \) directly. We will discuss how to estimate the indicator functions in the subsequent section.

### 4.3 Model Based Approach for Stochastic Multi-objective Problems

The SASMO algorithm presented in Chapter 3 was originally designed for finding Pareto optimal solutions of deterministic objectives. SASMO is a model-based method that generates candidate solutions from a mixed sampling distribution from the same parameterized family of densities. It iteratively updates the parameters of the probabilistic model so that it is biased toward solutions with a low domination measure. The hope is that each component of the mixed sampling distribution will converge to degenerated sampling distributions.
that are concentrated on Pareto optimal solutions.

SASMO-II is designed to integrate a modified version of SASMO with the proposed allocation heuristic. First, we explain some shortcomings of SASMO when applied to the stochastic setting and why a new algorithm is needed to tackle stochastic noise in the objectives. Then we give a full description of SASMO-II.

4.3.1 SASMO Algorithm

In every iteration of SASMO, a population of solutions is generated from a mixed sampling distribution. The set of elite solutions are selected based on their domination measure estimate and are used to update the probabilistic model. The main steps of the SASMO Algorithm are as follows:

1. Select a set of parameterized family of densities \(\{g(x; \theta) : \theta \in \Theta\}\).

2. Generate candidate solutions from a mixed sampling distribution.

3. Update the parameters of the distribution by minimizing the KL divergence between the empirical distribution of the elite set of solutions and the parameterized family of densities.

The elite set at iteration \(k\) is determined by \(A_k := \{x_k^i : \hat{D}(x_k^i) \leq \gamma_k\}\), where \(\gamma_k\) is some threshold. Consequently, only candidate solutions that have a domination measure that is no worse than \(\gamma_k\) will be used in updating the parameters of the sampling distribution. Clearly, the updating step plays an integral role in the performance of the algorithm, since the updated parameters are in charge of guiding the search into promising regions of the solution space. An accurate characterization of the elite set in the deterministic setting is straightforward since the true objective values are known.

For problems in which the performance of a solution can only be observed via a noisy simulation output, one simulation is not enough. Instead, multiple simulation replications
are required to obtain a good estimate of a solution’s true performance. Although the presence of stochastic noise in the system will impact the search process, the simulation error can be reduced if the elite set is correctly identified. More accurate objective evaluations can be obtained by increasing the number of replications, but increasing replications in an inefficient manner may lead to a computationally expensive algorithm.

A straightforward extension of the SASMO algorithm that solves stochastic multiple objective problems can be developed by using equal allocation in estimating the objective values of a solution (i.e., an identical number of replications are used to evaluate every solution’s performance). The uncertainty in the objectives can be nearly eliminated by performing many simulations at every candidate solution to diminish the effects of the stochastic noise. The main disadvantage with implementing this strategy within the SASMO algorithm is that it could potentially be highly inefficient. For example, if the sample means of a solution have very low variance, then only a few replications would be needed to provide a good estimate. Furthermore, running several simulations equally for all candidate solutions at every iteration would require a large computational budget. Thus, it is of interest to design an allocation scheme that will allocate a larger portion of the computing budget to candidate solutions that play a bigger role in the updating process. Essentially, the allocation scheme needs to identify a subset of candidate solutions that correspond to the top solutions based on their domination measure. If the top solutions are not determined correctly, it may result in an updated parameter that directs the search in an unfavorable direction. In the next section, we describe an efficient approach for finding the top solutions based on some threshold value among a finite set of solutions.

### 4.3.2 Allocation Heuristic

Throughout this section we use the following notations:

- $S \subset X$: A finite set of solutions where $|S| = N$.
- $M_i$: The number of replications allocated to solution $i$. 
• $M^{\text{max}}$: The total number of simulation replications available.

• $A$: The set of elite solutions.

• $f_z(x^i, \tau_{i,z}^s)$: The $s$th simulation sample for the $z$th objective of solution $i$.

• $f_z(x^i) := E[f_z(x^i, \tau_{i,z}^s)]$: The mean for the $z$th objective of solution $i$.

• $\bar{f}_z(x^i) = \frac{1}{M_i} \sum_{s=1}^{M_i} f_z(x^i, \tau_{i,z}^s)$: The sample mean of solution $i$ for the $z$th objective.

• $\sigma_{iz}^2$: The variance for the random variable $\tau_{i,z}$ that represents the noise for the $z$th objective for solution $i$.

• $\tilde{f}_z(x^i) = N(\bar{f}_z(x^i), \frac{\sigma_{iz}^2}{M_i})$: A random variable whose probability distribution represents the posterior distribution of the mean for the $z$th objective for solution $i$.

• $\hat{f}_z(x^i) \approx N(\bar{f}_z(x^i), \frac{\sigma_{iz}^2}{M_i + \bar{m}^i})$: A random variable whose probability distribution represents the posterior distribution of the mean for the $z$th objective for solution $i$ after $\bar{m}^i$ additional replications have been allocated to solution $i$. For more details of this approximation refer to equation (4.3.8).

• $\tilde{D}(x)$: An unbiased estimator of the domination measure $D(x)$.

• $\hat{D}(x)$: The domination count of solution $x$.

• $\tilde{D}(x)$: The domination probability of solution $x$.

• $\gamma$: The elite threshold value based on domination measure.

• $\tilde{\gamma}$: The elite threshold value based on domination count.

The objective is to find an efficient allocation of the total computing budget of simulation replications such that the set of elite solutions $A$ is selected. Specifically, the elite set is define as all solutions whose estimated domination measure is less than or equal to some threshold. Since we are only concerned with determining the solutions that belong to
the elite set, the rank among those solutions is irrelevant. Considering that the domination measure is estimated by a finite set of solutions and the value of the true domination measure is not important for determining the elite set, we can instead calculate the domination count of the solutions. The domination count $\bar{D}(x)$ of a solution $x$ is defined as

$$\bar{D}(x) = \sum_{y \in S} 1\{y \prec_d x\}, \quad (4.3.1)$$

where $S \subset \mathcal{X}$ such that $|S| = N$. We point out that given a finite set $S$ the domination count of a solution is equal to $N$ times the domination measure estimate of $x$; thus, $\bar{D}(x) = N \times \tilde{D}(x)$. As a result, the elite set based on the domination count is equivalent to the elite set corresponding to the domination measure estimate. That is, $A = \{x|\bar{D}(x) \leq \gamma\} = \{x|\tilde{D}(x) \leq \tilde{\gamma}\}$, where $\tilde{\gamma} = N \times \tilde{\gamma}$.

Under the concept of domination count, the performance of one solution is measured in terms of its dominance relationship with respect to all other solutions in $S$. Since we cannot obtain $f_z(x^i)$ for $i = 1,...,N$ and $z = 1,...,n$, the true dominance relationship is unknown. However, we can observe random variables $f_z(x^i, \tau_{i,z}^s)$ via simulation. Therefore, given that we generate $M^i$ i.i.d random samples $\{f_z(x^i, \tau_{i,z}^1), \ldots, f_z(x^i, \tau_{i,z}^{M^i})\}$ we can approximate the expectation $f_z(x^i) := \mathbb{E}[f_z(x^i, \tau_{i,z})]$ by the sample mean $\bar{f}_z(x^i)$. We assume that the random variable $\tau_{i,z}$ has a normal distribution with mean zero and variance $\sigma_{i,z}^2$. Typically, this normality assumption is satisfied in practice since the simulation output is usually determined from batch means or average performance; therefore, the Central Limit Theorem usually holds. If the variance $\sigma_{i,z}^2$ is known then the posterior distribution of $f_z(x^i)$ after $M^i$ simulation replications is represented by the random variable $\bar{f}_z(x^i) \sim N(\bar{f}_z(x^i), \frac{\sigma_{i,z}^2}{M^i})$. As $M^i$ increases, the confidence interval of the true mean becomes more narrow. In other words, as the number of simulation replications increase we are more confident that the sample mean estimator $\bar{f}_z(x^i)$ is close to the true mean $f_z(x^i)$.
Using the sample mean, we want to estimate the domination count for all solutions in \( S \). For simplicity in representing the dominance relation, we assume that there do not exist two distinct solutions in \( S \) that have the same mean for all objectives. Specifically, for any solutions \( x, y \in S \), there exists at least one objective \( q \) such that \( f_q(x) \neq f_q(y) \). Following this assumption, it is true that

\[
1\{y <_d x\} = \prod_{z=1}^{n} 1\{f_z(y) \leq f_z(x)\}.
\]

Then, the dominance count of solution \( x \) can be expressed as

\[
\tilde{D}(x) = \sum_{j \in S} 1\{y <_d x\} = \sum_{j \in S \setminus x} \prod_{z=1}^{n} 1\{f_z(y) \leq f_z(x)\}.
\]  

(4.3.2)

As mentioned previously, the computation of the indicator function \( 1\{f_z(y) \leq f_z(x)\} \) requires knowledge of the unknown mean \( f_z(x) \) for all objectives \( z = 1, \ldots, n \). To approximate this indicator function, we can replace the true mean \( f_z(x) \) by the sample mean \( \tilde{f}_z(x) \) or the random variable \( \tilde{f}_z(x) \). Substituting the sample mean in (4.3.2) may give partial information. That is, unless the sample means of two solutions’ objectives are relatively far from each other, we cannot say for certain if a solution dominates another solution or not. For example, if the sample means of all of solution \( x \) objectives are less than the corresponding sample means of solution \( y \) objectives, there could exist one objective such that the true mean of \( y \) is less than the true mean of \( x \). Therefore, we would misclassify \( x \) as dominating \( y \). The sole use of sample means does not provide any information about how close the estimated domination count is to the true domination count. In contrast, if \( f_z(x) \) is replaced by \( \tilde{f}_z(x) \), then we can take the expectation of the indicator function

\[
\mathbb{E}[1\{\tilde{f}_z(x^j) \leq \tilde{f}_z(x^i)\}] = P(\tilde{f}_z(x^j) \leq \tilde{f}_z(x^i)) = P(\tilde{f}_z(x^j) - \tilde{f}_z(x^i) \leq 0),
\]  

(4.3.3)

which gives the probability that a solution dominates another solution based on the simulations performed so far. The equation (4.3.3) assumes that the random variable \( \tau_{i,z} \) associated with each solution and objective are mutually independent. Therefore, we can estimate the
domination probability for solution \( x \) by

\[
\hat{D}(x) = \sum_{j \in S \setminus x} \prod_{z=1}^{n} P(\tilde{f}_z(y) - \tilde{f}_z(x) \leq 0).
\]  

(4.3.4)

Basically, the domination probability can be interpreted as a continuous approximation of the domination count. In particular, the closer \( P(\tilde{f}_z(y) - \tilde{f}_z(x) \leq 0) \) is to one, the higher the probability that \( y \) dominates \( x \). Moreover, as the number of simulation replications goes to infinity, the domination probability converges to the true domination count.

**Lemma 4.3.1.** \( \lim_{M \to \infty} \hat{D}(x) = D(x) \), where \( M = M^1 = M^2 = \ldots = M^N \)

**Proof.** It is sufficient to show that

\[
\lim_{M \to \infty} P(\tilde{f}_z(y) - \tilde{f}_z(x) \leq 0) = P(f_z(y) - f_z(x) \leq 0)
\]

(4.3.5)

for any objective \( z \) and solution \( x, y \in S \). Notice that (4.3.5) is the definition of convergence in distribution. Therefore, we need to show that \( \tilde{f}_z(y) - \tilde{f}_z(x) \) converges in distribution to \( f_z(y) - f_z(x) \).

By the strong law of large numbers \( \lim_{M \to \infty} \frac{1}{M} \sum_{s=1}^{M} f_z(y, \tau_{y,z}^s) \xrightarrow{a.s.} f_z(y) \) and \( \lim_{M \to \infty} \frac{1}{M} \sum_{s=1}^{M} f_z(x, \tau_{x,z}^s) \xrightarrow{a.s.} f_z(x) \). Since almost sure convergence implies convergence in distribution, it is true that \( \lim_{M \to \infty} \frac{1}{M} \sum_{s=1}^{M} f_z(y, \tau_{y,z}^s) - \frac{1}{M} \sum_{s=1}^{M} f_z(x, \tau_{x,z}^s) \xrightarrow{d} f_z(y) - f_z(x) \). As a result,

\[
\lim_{M \to \infty} P(\tilde{f}_z(y) - \tilde{f}_z(x) \leq 0) = P(f_z(y) - f_z(x) \leq 0)
\]

\[\square\]

Following the above lemma, we conclude that although the domination probability is not an unbiased estimator of the domination count, it is a consistent estimator. Therefore, it is rational to use the domination probability to approximate the domination count. The probabilities necessary to compute the domination probability can be easily calculated,
since the difference between two Normal distributions

$$\tilde{f}_z(y) - \tilde{f}_z(x) \sim N\left(\tilde{f}_z(y) - \tilde{f}_z(x), \frac{\sigma_{j,z}^2}{M^y} + \frac{\sigma_{i,z}^2}{M^x}\right) \quad (4.3.6)$$

is also a Normal distribution. To improve the accuracy of the domination probability in describing the domination count, we have to increase the number of simulation replications. The key question is how to determine the number of replications for each solution in an efficient manner. The path to answer this question starts with determining how additional replications impact the domination probability of solutions. The impact of additional replications before those replications are actually performed can be estimated by constructing a predictive posterior distribution [15]. A predictive posterior distribution is used to examine how sensitive the domination probability of a solution is to additional replications of a particular solution. Before $\tilde{m}^j$ simulation replications are allocated to solution $j$, the predictive posterior distribution can be represented by a random variable

$$\hat{f}_z(x^j) \sim N\left(\frac{1}{M^j + \tilde{m}^j} \sum_{s=1}^{M^j + \tilde{m}^j} f_z(x, \tau^s_{j,z}), \frac{\sigma_{j,z}^2}{M^j + \tilde{m}^j}\right). \quad (4.3.7)$$

If $\tilde{m}^j$ is relatively small when compared to $M^j$, we can expect that the change in the sample mean is insignificant, and thus, we can approximate the predictive posterior distribution for solution $j$ and objective $z$ by

$$\hat{f}_z(x^j) \approx N\left(\frac{1}{M^j} \sum_{s=1}^{M^j} f_z(x, \tau^s_{j,z}), \frac{\sigma_{j,z}^2}{M^j + \tilde{m}^j}\right). \quad (4.3.8)$$

Then, the probability that $x^j$ dominates $x^i$ given $\tilde{m}^j$ additional replications of solution $j$ can be expressed as $P(x^j \prec_d x^i) = \prod_{z=1}^{n} P(\hat{f}_z(x^j) - \tilde{f}_z(x^i) \leq 0)$, where the distribution of $\hat{f}_z(x^j) - \tilde{f}_z(x^i)$ can be approximated by

$$\hat{f}_z(x^j) - \tilde{f}_z(x^i) \approx N\left(\tilde{f}_z(x^i) - \tilde{f}_z(x^j), \frac{\sigma_{j,z}^2}{M^j + \tilde{m}^j} + \frac{\sigma_{i,z}^2}{M^i}\right) \quad (4.3.9)$$
As a result, we can calculate the change in the probability that \( x^j \) dominates \( x^i \) given \( \tilde{m}^j \) additional replications are allocated to solution \( j \) as

\[
\Delta P(x^j \prec_d x^i)_{x_j} = \prod_{z=1}^{n} P(\tilde{f}_z(x^j) \leq \tilde{f}_z(x^i)) - \prod_{z=1}^{n} P(\tilde{f}_z(x^j) \leq \tilde{f}_z(x^i)),
\]

(4.3.10)

where \( i \neq j \). The above equation for \( \Delta P(x^j \prec_d x^i)_{x_j} \) can be interpreted as how the probability that \( j \) dominates \( i \) will be affected if the variance of \( \tilde{f}_z(x^j) \) decreases for all \( z \). The magnitude of the change in probability is comparable to the signal noise ratio in the OCBA literature. That is, if the magnitude of the change is small, then that indicates that either the sample means of one solution is much worse than the other solution or the sum of their variances are low. In either case, we are confident in whether \( x^j \) dominates \( x^i \). This implies that additional replications of \( x^j \) are not needed to get a more accurate estimate of the domination count for solution \( x^i \). On the other hand, if the difference of the sample means is close to zero, then the domination probability will change if the variance decreases. The magnitude of this change will depend on which solution is assigned additional replications. In particular, if \( \sigma_{j,z}^2 > \sigma_{i,z}^2 \), then additional replications of solution \( j \) will result in a bigger change of probability than additional replications of solution \( i \). Essentially, if we are more certain about the true mean of a particular solution, then additional replications of that solution will not affect the domination probability as much as a solution that we are less confident about.

Additional replications allocated to a solution may impact its own domination probability as well as the domination probability of other solutions. Therefore, we can examine how more replications of a solution influence the domination probability of every solution in \( S \). Unlike in single objective problems where more replications of a certain solution only affects the function evaluation of that solution, in this case, the domination probability of a solution could be affected by more replications of all the solutions in \( S \). Thus, we want to consider how the change in domination probability for each solution would affect the pro-
file of the elite set. We employ an allocation scheme that allocates replications to samples that cause the most elite solutions to leave the elite set and the most non-elite solutions to enter the elite set.

First, we determine how the domination probability of a solution changes with additional replications of all the solutions in $S$. Let's consider the case where $j \neq i$, then the change in domination probability of solution $i$ is calculated by

$$
\Delta \hat{D}(x_i) = \prod_{z=1}^{n} P(\hat{f}_z(x_i) \leq \tilde{f}_z(x_j)) - \prod_{z=1}^{n} P(\tilde{f}_z(x_i) \leq \tilde{f}_z(x_j)).
$$

(4.3.11)

From the above equation, recognize that more replications of solution $j$ can only change the domination probability of $i$ at most by one. In contrast, when $j = i$, the change in domination probability is given by

$$
\Delta \hat{D}(x_i) = \sum_{j \in S \setminus i} \prod_{z=1}^{n} P(\hat{f}_z(x_i) \leq \tilde{f}_z(x_j)) - \sum_{j \in S \setminus i} \prod_{z=1}^{n} P(\tilde{f}_z(x_i) \leq \tilde{f}_z(x_j)).
$$

(4.3.12)

In this case, the domination probability of $i$ can change with respect to all $j \in S \setminus i$.

From equations (4.3.11) and (4.3.12), we can calculate how additional replications of solutions in $S$ will change any solution’s domination probability. Following the logic of OCBA approaches, we aim to allocate the majority of the computational budget to solutions that are critical to the process of identifying the best solutions. In this context, critical solutions are defined as solutions that are close to the elite threshold $\gamma$. We classify solutions as being critical if there are likely to change from being an elite solution to a non-elite solution or vice versa. That is, if additional replications cause current elite solutions’ domination probabilities to be close to or greater than the threshold, then those solutions are considered critical. Similarly, a non-elite solution is considered critical if additional replications cause its domination probability to be close to or less than the threshold. As result, we construct the indicator function $\delta_i = 1$ if solution $i$ is a critical solution and $\delta_i = 0$
otherwise as follows

\[ \delta^i_e = \mathbb{1} \left\{ \hat{D}(x^i) + \sum_{j=1}^{N} |\Delta \hat{D}(x^i)_x| \geq \bar{\gamma} - \varepsilon \right\} \forall i \in A. \]  

(4.3.13)

\[ \delta^i_e = \mathbb{1} \left\{ \hat{D}(x^i) + \sum_{j=1}^{N} |\Delta \hat{D}(x^i)_x| \leq \bar{\gamma} + \varepsilon \right\} \forall i \notin A. \]  

(4.3.14)

The value \( \bar{\gamma} \) can be thought as a barrier dividing the elite solutions from the non-elite solutions. The further away a solution in the elite set is from this barrier, the more we are confident that that solution actually belongs to the elite set. We measure how close solutions are to \( \bar{\gamma} \) by adding their change in domination probability given additional replications to their current domination probability. If the change in domination probability causes a solution performance to become at least \( \varepsilon \) away from \( \gamma \), then we classify that solution as a critical solution.

Now that critical solutions have been identified, the idea is to allocate more replications to solutions that change the critical solutions’ domination probabilities the most. The number of replications we allocate to solution \( j \) is proportional to the magnitude of the change in domination probability of the critical solutions given additional replications of solution \( j \). Additional replications \( M^j \) of solution \( j \) are calculated by

\[ M^j = \frac{W^j}{\sum_i W^i M^{\text{max}}}, \quad W^j = \sum_{i=1}^{N} \delta^i_e \Delta \hat{D}(x^i)_x. \]  

(4.3.15)

The above allocation equation gives the majority of the computational effort to solutions that have the biggest effect on the domination probability of the critical solutions. The idea is that we do not want to waste our computational resources on solutions that will have no impact on changing the elite set.

We present an effective sequential allocation algorithm denoted as the Domination Probability Allocation (DPA) heuristic that seeks to characterize the elite set \( A = \{x|\bar{D}(x) \leq \bar{\gamma}\} \) by utilizing the change in domination probability. The sequential aspect of the algorithm
allows the use of updated sample means and variances to play a role in deciding the allocation of additional replications. At each iteration of the algorithm we update the sample means and variances of every solution and construct the observed elite set \( A \) accordingly.

The propose heuristic given initial replications \( m \), maximum number of replications \( M^{max} \), threshold \( \bar{\gamma} \), constant \( \Delta \), and a sequence \( \{ \epsilon_t : t = 1, \ldots \} \) is outlined as follows:

**Algorithm 5 Dominaiton Probability Allocation Heuristic**

**Step 1:** Perform \( m \) simulation replications for all candidate solutions \( M^1 = M^2 = \ldots = M^N = m \). Set \( t = 0 \).

**Step 2:** Calculate the domination probability \( \hat{D}(x^i) \) for \( i = 1, 2, \ldots, N \) and construct the observed elite set \( A = \{ x^i | \hat{D}(x^i) \leq \bar{\gamma} \} \) and determine \( \delta^i \).

**Step 3:** If \( \sum_{i=1}^{N} M^i < M^{max} \) and \( \sum_{i=1}^{N} \delta^i > 0 \), set \( t \rightarrow t + 1 \) and go to step 4, otherwise terminate algorithm and output the final observed elite set \( A \).

**Step 4:** Increase the total computing budget by \( \Delta t \) (s.t. \( \Delta t \leq M^{max} - \sum_{i=1}^{N} M^i \)) and determine the new allocation \( M^1_t, \ldots, M^N_t \), where \( M^i_t = \lfloor \frac{w^i}{\sum_j w^j} \Delta t \rfloor \).

**Step 5:** Perform \( M^i_t \) additional replications of solution \( i \) update the total number of replications \( M^i = M^i + M^i_t \) for all \( i \) and go to Step 2.

First, \( m \) initial simulation replications are conducted for all \( N \) solutions and the domination probabilities are calculated from those preliminary simulations. At every iteration of the heuristic the observed elite set is constructed and the number of additional replications for every solution is calculated. The sequence \( \epsilon_t \) is required to go to zero as \( t \) goes to infinity. This requirement ensures that, at the beginning of the algorithm, we are more conservative in identifying solutions as critical, but as the algorithm progresses, we are more aggressive in classifying solutions as critical. The algorithm terminates when the number of simulation replications reaches the maximum computing budget or when no critical solutions have been identified.

To provide some insight into the effectiveness of this allocation scheme, we compare the DPA heuristic with the Uniform Computing Budget Allocation (UCBA) algorithm, which allocates the same number of replications to all solutions. We consider the multi-objective
problem

\[ [f_1(x), f_2(x)] = [1 - \exp(-\sum_{i=1}^{3}(x_i - \frac{1}{\sqrt{3}})^2) + \tau_1, 1 - \exp(-\sum_{i=1}^{3}(x_i + \frac{1}{\sqrt{3}})^2) + \tau_2], \quad (4.3.16) \]

where \( \tau_1, \tau_2 \sim N(0, 1) \), \( \mathcal{X} := [-4, 4]^3 \) and \( N = 10 \). The elite set \( A \) is characterized by \( \bar{\gamma} = 1.5 \). The true domination count of the solutions considered is illustrated in Table 4.3.1, in which the elite solutions are bolded.

Table 4.3.1: Solution’s True Domination Count

<table>
<thead>
<tr>
<th>Solution</th>
<th>( f(x) )</th>
<th>( \bar{D}(x) )</th>
<th>Solution</th>
<th>( f(x) )</th>
<th>( \bar{D}(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. (.45,.15,-.23)</td>
<td>[.5729,.8183]</td>
<td>0.0000</td>
<td>6. (.11,.03,-.44)</td>
<td>[.8359,.4546]</td>
<td>0.0000</td>
</tr>
<tr>
<td>2. (.26,.30,.0)</td>
<td>[.4001,.8354]</td>
<td>0.0000</td>
<td>7. (-.83,.73,1)</td>
<td>[.8872,.9859]</td>
<td>4.0000</td>
</tr>
<tr>
<td>3. (-.58,-.51,-.98)</td>
<td>[.9929,.1535]</td>
<td>0.0000</td>
<td>8. (3,.97,-.41)</td>
<td>[.9991,1.000]</td>
<td>9.0000</td>
</tr>
<tr>
<td>4. (.31,.26,.02)</td>
<td>[.7120,.6615]</td>
<td>0.0000</td>
<td>9. (.61,.98,.46)</td>
<td>[.9926,.1622]</td>
<td>0.0000</td>
</tr>
<tr>
<td>5. (-.68,-.93,.91)</td>
<td>[.9977,.2177]</td>
<td>2.0000</td>
<td>10. (2,-.49,.18)</td>
<td>[.9639,.9993]</td>
<td>5.0000</td>
</tr>
</tbody>
</table>

To determine an approximate number of replications for the UCBA algorithm, we apply a brute force search. Given that we must allocate \( \frac{M_{max}}{10} \) replications for every solution, we determine the maximum computing budget that results in the UCBA algorithm identifying all solutions that have a true domination count less than 1.5. We initialize the brute force search such that \( M_{max} = 10,000 \) and increment \( M_{max} \) by 1000 replications until the algorithm correctly selects the elite set.

We generate 20 replications of the DPA heuristic and the brute force search applied to the UCBA algorithm. The parameters selected for the DPA heuristic are \( M_{max} = 20,000 \), \( m = 20 \), \( \epsilon_j = .9^j \), \( \tilde{m}^j = 10 \) for \( j = 1, \ldots, 10 \), and \( \Delta_t = 500 \). We point out that the proposed allocation algorithm correctly chose the elite set in every experiment. Table 4.3.2 and Figure 4.3.1 displays the average number of the replications that are allocated to each solution for both the DPA heuristic \( \bar{M}_{DPA} \) and UCBA \( \bar{M}_{UCBA} \) from 20 independent numerical exper-
The DPA heuristic took a total of 2,000 simulation replications compared to 4,250 simulation replications required by the UCBA algorithm to obtain the elite set. The results indicate that the DPA heuristic is more efficient in correctly identifying the true set of elite solutions than the UCBA algorithm. Intuitively, this is due to the fact that the DPA heuristic only allocates replications to solutions that are sensitive to calculating the elite set.

### Table 4.3.2: UCBA vs Allocation Algorithm Results

<table>
<thead>
<tr>
<th>Solution</th>
<th>( \bar{M}_{DPA} )</th>
<th>( \bar{M}_{UCBA} )</th>
<th>Solution</th>
<th>( \bar{M}_{DPA} )</th>
<th>( \bar{M}_{UCBA} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. (.45, 15, -23)</td>
<td>712</td>
<td>425</td>
<td>6. (-.11, .03, .44)</td>
<td>85</td>
<td>425</td>
</tr>
<tr>
<td>2. (.26, 30, 0)</td>
<td>249</td>
<td>425</td>
<td>7. (-.83, .73, 1)</td>
<td>20</td>
<td>425</td>
</tr>
<tr>
<td>3. (-.58, -51, -98)</td>
<td>294</td>
<td>425</td>
<td>8. (3, .97, -.41)</td>
<td>20</td>
<td>425</td>
</tr>
<tr>
<td>4. (-.31, 26, -.02)</td>
<td>224</td>
<td>425</td>
<td>9. (-.61, -.98, -.46)</td>
<td>54</td>
<td>425</td>
</tr>
<tr>
<td>5. (-.68, -.93, -.91)</td>
<td>320</td>
<td>425</td>
<td>10. (2, -.49, .18)</td>
<td>22</td>
<td>425</td>
</tr>
</tbody>
</table>

Since the DPA heuristic is designed for selecting a subset of the top solutions, its use would be beneficial for model-based algorithms that require a characterization of an elite set. When model-based methods are applied to a stochastic setting, the efficiency of these methods is strongly linked with how efficient the elite set can be determined. We combine
this heuristic with a modified version of the SASMO method introduced in chapter 3 to develop SASMO-II. Along with some modification to the SASMO method for the stochastic setting, the DPA heuristic is employed to minimize the total computing budget necessary to evaluate the performance of candidate solutions and correctly identify the elite set at every iteration of the algorithm. Although this heuristic is implemented in the framework of the SAMSO algorithm, it could also be applied to any model-based algorithm for stochastic multi-objective optimization problems.

4.3.3 SASMO-II Algorithm

As mentioned before, extending the SASMO algorithm to simulation multi-objective problems requires handling the simulation error in an efficient manner. A naive approach would be to allocate simulation replications uniformly to each candidate solution. In the previous subsection, we show how inefficient an equal allocation procedure can be for determining the elite set of solutions. Instead of using equal allocation for estimating the performance of the candidate solutions, we apply the DPA heuristic to enhance the computational efficiency of a model-based approach in the multi-objective stochastic domain. Other key modifications of the SASMO algorithm are required to adapt the SASMO framework to stochastic multi-objective problems. SASMO-II extends the SASMO algorithm by using approximations for the reference distribution and integrating the DPA heuristic. A detailed description of SASMO-II is discussed below.

The algorithm is initialized by choosing a parameterized family of densities \( \{g(\cdot, \theta) : \theta \in \Theta \} \), where the initial parameters of the sampling distribution are chosen arbitrarily if no knowledge about where good solutions are located in the decision space is available. For example, if the family of multi-variate Gaussian distributions is chosen, then the mean vector can arbitrarily be chosen and the trace of the covariance matrix should be large relative to the size of the feasible region so that all solutions have a significant probability of being sampled. Since we must maintain a tradeoff between searching in the solution space (exploration)
Algorithm 6 SASMO-II

1. Initialization: Choose a parameterized family of densities \( \{g(x; \theta) : \theta \in \Theta\} \) with initial parameter. Determine values for the sample size \( N_0 \), maximum computing budget \( M_0^{\text{max}} \) percent quantile \( \rho \), initial sampling parameters \( \theta_{1,0} \), maximum number of iterations \( t_{\text{max}} > 1 \), mixing coefficient \( \alpha \in (0,1) \), and constants \( \omega_1 > 1, \omega_2 > 1, \eta > 0 \). Specify sequence of initial simulation replications \( \{m_k : 1, \ldots\} \) and the sequence required for the DPA heuristic \( \{\varepsilon_t : 1, \ldots\} \). Set \( k = 0 \) and \( I_0 = 1 \).

2. Sampling: Draw \( N_k \) i.i.d. candidate solutions \( \{x_i^k : i = 1, 2, \ldots, N_k\} \) according to \( g_k(\cdot) \), where

\[
g_k(\cdot) = (1 - \alpha)g_k(\cdot) + \alpha U_{\mathcal{X}}(\cdot)
\]

where, \( g_k(x) = \frac{1}{K} \sum_{i=1}^K g(x; \theta_{i,k}) \), and \( U_{\mathcal{X}}(\cdot) \) is the uniform distribution on \( \mathcal{X} \).

3. Simulating: Calculate the threshold value \( \bar{\gamma}_k \) and determine the sample size \( N_{k+1} \). Determine the number of replications \( M_{k}^i \) of solution \( x_i^k \) and the elite set \( \tilde{A}_k \) from the DPA heuristic with input parameters \( M_{k}^{\text{max}} \), \( \{\varepsilon_t : 1, \ldots\} \), and \( \bar{\gamma}_k \). Set \( M_{k+1}^{m} ax = \omega_2 \ast M_{k}^{m} ax \).

4. Updating: Update the parameter of the sampling distribution by \( \theta_{k+1} \) according to the SASMO algorithm.

5. Terminating: Check if some terminating criterion is satisfied. If yes, stop and return the means of the current parameterized sampling distributions; else, set \( k := k + 1 \) and go back to step 2.

and obtaining an accurate estimate of a good solution (exploitation), the algorithm has two allocation rules. The first allocation rule denoted by \( N_k \) deals with the exploration part of the algorithm, where the number of candidate solutions generated for the sampling distribution in iteration \( k \) is \( N_k \). The second allocation rule \( \{M_i^k : i = 1, \ldots, N_k\} \) is associated with the exploration aspect of the algorithm which is determined by the DPA heuristic where \( M_k^{\text{max}} \) determines the total computing budget for iteration \( k \). To be clear, without stochastic noise, increasing \( N_k \) ensures that our domination measure estimate is close to the true domination measure. Whereas increasing \( M_k^{\text{max}} \) improves our certainty that our comparison of any two solutions is accurate. Therefore, as both \( N_k \) and \( M_k^{\text{max}} \) increase our domination measure, estimates get closer to the true domination measure. Essentially, the stochastic noise in the objectives requires another level of simulation when compared to the deterministic setting. That is, the outer-layer simulation corresponds to sampling on the solution space, whereas
the inner-layer simulation corresponds to improving the certainty of determining the best solutions. The constants $\omega_1$ and $\omega_2$ control the rate of increase in $N_k$ and $M_{max}$, respectively. The percent quantile $\rho_k$ is used to calculate the threshold $\tilde{\gamma}_k$. Lastly, $\alpha$ facilitates the proportion of samples that are generated from a uniform distribution.

In the sampling step of our algorithm, we generate candidate solutions according to a mixture distribution, where solutions are generated from $g(\cdot)$ with probability $(1 - \alpha)$ and a uniform distribution with probability $\alpha$. Generating candidate solutions from a mixture distribution allows the probabilistic model to have the ability to concentrate on specific regions of the decision space. The former component is updated at every iteration based on the solutions that are in the set of elite solutions. The latter component is used to ensure that solutions from the entire solution space are used to calculate the domination probability. Given enough simulation replications, this produces an accurate estimate of the domination measure, regardless of how biased the first component is to a specific region of the decision space. Furthermore, the latter component is especially necessary in the later stages of the algorithm, since the first component will be concentrated on particular regions of the decision space.

In the simulation step, the DPA heuristic is used to select the elite set of solutions with parameter $M_{max}^k$. The threshold value $\tilde{\gamma}_k$ is calculated by the quantile estimate of the domination probability from the initial simulation replications $m_k$ in iteration $k$. The quantile estimate $\gamma_k = \hat{D}_{\lfloor \rho_k \times N_k \rfloor}$ depends on both the sample size $N_k$ and percent quantile $\rho_k$. Therefore, the choice of $N_k$ and $\rho_k$ are both important issues for empirical performance. We construct the threshold value such that it is strictly decreasing with respect to $k$ as follows:

- **If** the algorithm is in the first iteration; i.e $k = 0$, then use the current quantile estimate $\hat{D}_{\lfloor \rho_k \times N_k \rfloor}$ as the threshold value, i.e $\tilde{\gamma}_k = \gamma_k$, set $\rho_{k+1} = \rho_k$ and increase the sample size by $\omega_1, N_{k+1} = \omega_1 N_k$.

- **Elseif** use the current quantile estimate $\gamma_k$ as the threshold value only if there was some decrease in the current quantile estimate with respect to the previous threshold...
value, $\gamma_k \leq \max \{0, \bar{\gamma}_{k-1} - \eta\}$ then set $\bar{\gamma}_k = \gamma_k$, $\rho_{k+1} = \rho_k$, and $N_{k+1} = \omega_1 N_t$.

- **Else** find the largest $\hat{\rho} \in (0, \rho_k)$ such that the quantile estimate $\hat{D}_{\lceil \rho_k N_k \rceil}$ is less than the previous threshold value, $\hat{D}_{\lceil \rho N_k \rceil} \leq \max \{0, \bar{\gamma}_{k-1} - \eta\}$ then set $\bar{\gamma}_k = \hat{D}_{\lceil \rho N_k \rceil}$, $\rho_{k+1} = \hat{\rho}$, and $N_{k+1} = \omega_1 N_k$. If such a $\hat{\rho}$ cannot be found, increase the initial number of simulation replications until a $\hat{\rho}$ can be found. Since there always exists a solution that has a true domination count of zero, we can always find such a $\hat{\rho}$ with enough simulation replications.

At every iteration, the sample size strictly increases and the threshold value decreases until it reaches its lower bound of zero. These conditions are needed to ensure that the quality of the elite solutions improves at every iteration. Furthermore, the improving threshold value allows the sampling distribution to quickly direct the search to promising areas of the decision space.

In the final step of our algorithm, we update the parameters of the sampling distribution according to SASMO, where the reference sampling distribution is approximated by the empirical distributions of the elite solutions based on their domination probability. Due to both allocation rules increasing, the domination probability will become closer to $N$ times the domination measure as the number of iterations increases. The hope is that the updating process causes each component of the sampling distribution to converge to a degenerate distribution concentrated only on Pareto optimal solutions.

### 4.4 Numerical Results

In this section, we test SASMO-II with some modified deterministic multi-objective optimization problems, where the objectives are altered to mimic stochastic ones. In particular, we develop test problems by incorporating Gaussian noise to the deterministic objectives. This Gaussian noise is denoted by a random variable $\tau$ which is normally distributed with mean 0 and variance 10. The objectives are altered to minimize the expectation of the
multiple functions with respect to $\tau$. The constructed test functions are listed below:

- **Modified MOP1**

  $$
  \min f(x) = (E_\tau[f_1(x, \tau)], E_\tau[f_2(x, \tau)])
  $$

  $$
  f_1(x) = (\tau x)^2
  $$

  $$
  f_2(x) = (x + \tau - 2)^2
  $$

  $$
  x \in [-10^3, 10^3]
  $$

- **Modified MOP2**

  $$
  \min f(x) = (E_\tau[f_1(x, \tau)], E_\tau[f_2(x, \tau)])
  $$

  $$
  f_1(x) = 1 - \exp\left(-\sum_{i=1}^{3}(x_i - \frac{1}{\sqrt{3}})^2\right) + \tau
  $$

  $$
  f_2(x) = 1 - \exp\left(-\sum_{i=1}^{3}(x_i + \frac{1}{\sqrt{3}})^2\right) + \tau
  $$

  $$
  x_i \in [-4, 4], \quad i = 1, 2, 3
  $$

- **Modified ZDT3**

  $$
  \min f(x) = (E_\tau[f_1(x, \tau)], E_\tau[f_2(x, \tau)])
  $$

  $$
  f_1(x) = x_1 + \tau
  $$

  $$
  f_2(x) = g(x)[1 - (x_1/g(x))^2] - \frac{x_1}{g(x)} \sin(10\pi x_1)] + \tau, \text{ where}
  $$

  $$
  g(x) = 1 + 9\left(\sum_{i=2}^{30} x_i\right)/(30 - 1)
  $$

  $$
  x_i \in [0, 1], \quad i = 1, \ldots, 30.
  $$

- **Modified ZDT4**

  $$
  \min f(x) = (E_\tau[f_1(x, \tau)], E_\tau[f_2(x, \tau)])
  $$
\[ f_1(x) = x_1 + \tau \]
\[ f_2(x) = g(x)(1 - \sqrt{x_1/g(x)}) + \tau, \quad \text{where} \]
\[ g(x) = 1 + 10(10 - 1) + \sum_{i=2}^{10} (x_i^2 - 10\cos(4\pi x_i)) \]
\[ x_i \in [-5, 5], \quad i = 1, \ldots, 10. \]

The above test problems combine the complexity of the original multi-objective problems with the additional challenge of dealing with uncertainty in the objective functions. These problems are developed to imitate a stochastic multi-objective problem in the sense that the expectations must be approximated via simulation.

In order to quantify the performance of our algorithm, we use the convergence metric \( \Lambda \) and diversity metric \( \Upsilon \) as seen in Chapter 3 and the total number of objective evaluations \( T \). As a reminder, the convergence metric measures the distance between the estimated Pareto optimal solutions and the true set of Pareto optimal solutions, and the diversity metric measures how well spread the solutions are in the decision space.

We compared the performance of SASMO-II with NSGA-II, MOPSO, and SPEA-II implemented with an equal allocation rule. For the aforementioned methods, we choose the following parameters:

- Number of generations: 250
- Population size: 100
- Archive size: 100
- Simulation Allocations: 10.

For each problem instance, we performed 30 independent replications of each method implemented in MATLAB. We reported the best value for the convergence metric (\( \Lambda \)) and the average number of total objective evaluations (\( T \)) obtained out of the 30 trials for each method.
SASMO-II terminates when the current iteration number equals the maximum number of iterations $k_{\text{max}}$ or when the threshold distance of the clustering algorithm is less than the threshold bound. We choose the following parameters for SASMO-II: initial sample size $N_0 = 500$, initial simulation replications $m_0 = 5$ maximum computing budget $M_0^{\text{max}} = 500$, percent quantile $\rho_0 = .10$, initial mean $\mu_0 = 0$, initial covariance matrix $\Sigma_0 = 1000I_d$, $t_{\text{max}} = 25$, mixing coefficient $\alpha = 0.1$, $\tilde{m}^j = 10$ for $j = 1, \ldots, N$, constants $\omega_1 = 1.01$, $\omega_2 = 1.10$, $\eta = .01$, $\Delta = 300$ and sequences $m_k = m_{k-1} + 2$ and $\epsilon_t = .9^t$.

The results are summarized in Table 4.4.1 - 4.4.3, and the resulted approximations for the Pareto fronts produced by SASMO-II are illustrated in Figures 4.4.1 - 4.4.4. We can see that SASMO-II outperforms the existing methods for all the problems with respect to the convergence metric and total number of objective evaluations. Although the SASMO-II performed the least amount of objective evaluations with respect to all test problems, the approximated Pareto front produced by SASMO-II was the best compared to the other methods. We contribute this to the integration of the DPA heuristic within SASMO-II. The DPA heuristic causes our proposed method to be less sensitive to simulation error caused by stochastic noise in the objective functions. We point out that the diversity metric results are similar to those yielded by the original SASMO algorithm, since the distance between
the estimated solutions in the decision space is not directly affected by the stochastic nature of the problem.

In summary, the numerical results indicate that SASMO-II has the ability to obtain approximate Pareto solutions for problems with complex Pareto front structures with the addition of stochastic noise. The results also demonstrate that approximating the reference distributions by the domination probability has little effect on the capability of the proposed method to find Pareto optimal solutions. Additionally, the DPA heuristic outperforms equal allocation in terms of the number of simulation replications required to successfully identify the elite set of solutions.

![Modified MOP2](image)

Figure 4.4.2: Modified MOP2 Results.

<table>
<thead>
<tr>
<th>Problem</th>
<th>SASMO-II</th>
<th>NSGA-II</th>
<th>SPEA-II</th>
<th>MOPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Λ</td>
<td></td>
<td>Λ</td>
<td>Λ</td>
</tr>
<tr>
<td>MOP1</td>
<td>.8276</td>
<td>3.942</td>
<td>4.011</td>
<td>4.284</td>
</tr>
<tr>
<td>MOP2</td>
<td>1.962</td>
<td>5.287</td>
<td>6.422</td>
<td>7.023</td>
</tr>
<tr>
<td>ZDT4</td>
<td>1.434</td>
<td>11.2173</td>
<td>12.763</td>
<td>13.301</td>
</tr>
</tbody>
</table>

Table 4.4.1: Comparisons of Convergence Metric Λ.
4.5 Conclusions and Future Research

We have proposed SASMO-II for solving stochastic optimization problems in the multi-objective domain. This method extends the SMASO algorithm presented in Chapter 3 and incorporates an allocation heuristic within every iteration. Instead of finding the Pareto optimal solutions, the DPA heuristic is designed to determine how the simulation replications should be allocated in order to successfully identify the elite solutions. As a result,
Table 4.4.2: Comparisons of Diversity Metric $\Upsilon$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>SASMO-II</th>
<th>NSGA-II</th>
<th>SPEA-II</th>
<th>MOPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Upsilon$</td>
<td>.02143</td>
<td>.0031</td>
<td>.0289</td>
<td>.4415</td>
</tr>
<tr>
<td>MOP1</td>
<td>.0781</td>
<td>.0632</td>
<td>.1621</td>
<td>.9136</td>
</tr>
<tr>
<td>MOP2</td>
<td>.7699</td>
<td>.6214</td>
<td>.9822</td>
<td>1.003</td>
</tr>
<tr>
<td>ZDT3</td>
<td>.4967</td>
<td>.5812</td>
<td>1.275</td>
<td>1.344</td>
</tr>
</tbody>
</table>

Table 4.4.3: Total Number of Objective Evaluations $T$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>SASMO-II</th>
<th>NSGA-II</th>
<th>SPEA-II</th>
<th>MOPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>90,842</td>
<td>250,000</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td>MOP1</td>
<td>101,779</td>
<td>250,000</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td>MOP2</td>
<td>153,913</td>
<td>250,000</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td>ZDT3</td>
<td>149,868</td>
<td>250,000</td>
<td>250,000</td>
<td>250,000</td>
</tr>
</tbody>
</table>

The SASMO-II algorithm is effective at searching for good solutions in the solution space while at the same time allocating the number of simulation replications to every solution in order to enhance the computational efficiency of the algorithm.

The numerical results indicate that implementing an allocation methodology specifically to improve the performance of the model-based framework results in an efficient algorithm designed for SMO. It should be straightforward to extend other model-based algorithms designed for deterministic multi-objective optimization by implementing the DPA heuristic in the evaluation step of the algorithms. It is important to recognize that the DPA heuristic does not improve the search process but attempts to minimize the computational budget required to alleviate the simulation error in the search process due to the stochastic nature of the problem.

To enhance the performance of SASMO-II, one future research direction is to consider the effects the parameters have on the performance of the algorithm and to investigate the theoretical convergence of SASMO-II. Furthermore, determining the optimal number of samples required for both the inner-layer and outer-layer simulation is still an open area of
research. Another future research topic is extending this method to solve multi-objective problems with constraints under uncertainty.
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