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SUMMARY

Consumers continue to pressure electronic device manufactures to produce smaller, higher performance, and higher reliability products. Moreover, by decreasing size and increasing computational power, electronic devices get hotter and fail faster and thermal management is a growing challenge. Thermal interface materials (TIMs) are used to maximize heat transport across the interface connecting heat generating components (such as processors, batteries, or any other heat generating piece of hardware) to the heat sinking components (such as heat sinks, heat pipes, cold plates, etc.). The focus of this work is to explore the thermal transport properties of three new poly(3-hexylthiophene-2,5-diyl) (P3HT) based nanostructured material systems that show potential for use as TIMs; vertically aligned P3HT nanotubes and nanofibers, vertically aligned P3HT/multi-walled carbon nanotube (MWCNT) composite nanofibers, and P3HT infiltrated laser-induced graphene (LIG) foam composite thin films.

Solution processed P3HT nanotubes are fabricated using a simple template technique where polymer solution is cast onto nanoporous anodic aluminum oxide (AAO) templates. The solution wets the template and fills the nanopores, forming P3HT nanotubes along the length of the pore upon solvent evaporation. The thermal conductivity of the P3HT nanotubes is measured using the photoacoustic (PA) technique and is approximately 1 W/m-K, or ~5x that of bulk P3HT film, indicating preferential chain alignment along the long axis of the tube. In addition, a novel template etching process to control the nanotube array surface morphology is proposed and the relationship between the degree of nanotube clustering (due to capillary forces) and the thermal contact
resistance is established. The solution processed nanotube arrays proved to have poor mechanical stability and a melt processing technique is introduced to produce P3HT nanofibers. The nanofiber thermal conductivity is measured as a function of P3HT molecular weight and nanofiber diameter, where the highest known P3HT thermal conductivity (~7 W/m-K) is observed in 100 nm diameter fibers. In addition, polarized Raman spectroscopy is used to demonstrated preferential polymer chain alignment along the nanofiber’s long axis.

To further improve thermal transport in the melt processed nanofibers, a novel method to fabricate P3HT/MWCNT composite fibers is introduced. AAO templates are first infiltrated with MWCNT through sonication in MWCNT dispersion and then subsequently filled with polymer melt. TEM imaging reveals strong preferential alignment of MWCNT along the fibers long axis and the processing conditions are manipulated to achieve P3HT/MWCNT composite fibers with MWCNT wt% of up to 55%. Composite fiber thermal conductivity peaks at a value of 4.7 ±1.1 W/m-K for the 200 nm diameter 24 wt% MWCNT fibers, or roughly twice the value of pure P3HT 200 nm melt processed fiber. Higher MWCNT weight percentages results in pore blocking and the inability of the P3HT to fully infiltrate the MWCNT filled nanopores, which significantly reduces fiber thermal transport.

Lastly, a new material system is introduced where P3HT solution is infiltrated into a three-dimensional graphene foam network. The P3HT/LIG composites exhibit an unexpected increase in LIG foam thermal conductivity, from 0.68 W/m-K for bare LIG to 1.72 W/m-K for LIG foam that is fully infiltrated with P3HT. It is hypothesized that the dramatic increase in thermal conductivity arises from the P3HT’s ability to serve as a
bonding agent between broken graphene ligaments, which significantly reduces thermal contact resistances within the graphene foam skeleton.
CHAPTER 1. INTRODUCTION

1.1 Motivation

Thermal management is a growing challenge as manufactures continue to push the limits of power consumption and electronic component packing densities. Power electronic modules are now approaching power densities of 200 W/cm$^2$ and even relatively low power consumer electronic devices such as smartphones and tablets are experiencing significant thermal management challenges.\textsuperscript{1} Moreover, cell phone manufactures are being forced to adopt sophisticated thermal management strategies, as demonstrated by the recent implementation of heat pipes in popular phone brands such as the Samsung Galaxy and the Sony Xperia.

Thermal interface materials (TIMs) are used to mate heat generating and sinking components and often serve as a bottle neck to heat transport away from electronic components. TIMs fill in surface roughness induced microscopic air gaps that occur between mating substrates (even polished hard surfaces have less than 1% contact),\textsuperscript{2} and they are used to fill larger gaps that occur due to substrate bending and warpage (resulting in noncollinearity) or mismatched design tolerances.\textsuperscript{2} Air has a particularly low thermal conductivity (0.026 W/m-K),\textsuperscript{3} and any air gaps between adjacent surfaces will significantly increase thermal resistance. As illustrated in Figure 1, the increase in thermal resistance results in the higher device temperature at $T_1$. By inserting a thermal interface material, air gaps are removed and the thermal resistance decreases, lowering the device temperature to $T_2$. 

\textsuperscript{1} Thermal conductivity is a measure of how well a material conducts heat.
\textsuperscript{2} Surface roughness can lead to microscopic air gaps even in well-polished surfaces.
\textsuperscript{3} Even polished surfaces have less than 1% contact, which can lead to thermal resistance.

1
Figure 1. Reduction in chip temperature from $T_1$ to $T_2$ upon insertion of thermal interface material.

Although TIMs can significantly reduce the thermal resistance in comparison to a dry bond with no TIM, they still often serve as the bottle neck to thermal transport due to either high contact resistance or low intrinsic thermal conductivity. Moreover, as illustrated in Figure 2, the four contributing factors to the total thermal resistance are the TIM’s intrinsic thermal conductivity ($K_{TIM}$), the bond line thickness (BLT), and the contact resistances between the TIM and the substrates ($R_{c1}$ and $R_{c2}$). The TIM’s total thermal resistance is then equal to the sum of $R_{\text{Bulk}}$, $R_{c1}$, and $R_{c2}$. 
Figure 2. Illustration of the four components that comprise the total thermal resistance of a thermal interface material; the top and bottom contact resistances, $R_{c1}$ and $R_{c2}$, respectively, and the intrinsic resistance of the bulk TIM, $R_{Bulk}$.

The minimum achievable BLT is generally governed by engineering tolerances and cannot be manipulated to reduce the total thermal interface resistance. Hence, the primary routes used to reduce resistance are to mitigate the contact resistances or to improve the TIM’s intrinsic thermal conductivity. However, achieving high effective thermal conductivity is especially challenging because TIM materials need to be mechanically compliant (shore hardness typically in the A 20-70 range) to account for coefficient of thermal expansion (CTE) mismatches and to fill the microscopic surface roughness voids at moderate bonding pressures. Unfortunately, most naturally occurring high thermal conductivity materials are extremely rigid (non-compliant) and their bonds can only be formed at high temperatures, such as is the case with metal solder.

These dilemmas have resulted in the formation of a projected multi-billion-dollar market (per the 2017 Research and Markets report, “Global Thermal Interface Materials Market Analysis & Trends - Industry Forecast to 2025) for polymer composite based thermal interface materials, which offer both mechanical compliance and high intrinsic
thermal conductivity. Moreover, high temperature (100°C – 200°C) and high performance TIMs can cost up to $1-$10 per square inch, whereas commonly employed materials, such as thermal greases and thermally conducting adhesives, can cost approximately $0.20-$2.00 per square inch (these ranges were determined from the author’s experience purchasing and benchmarking TIMs and reflect the current market). Figure 3 depicts the global market for the most widely used thermal interface materials, as reported by BCC Research.

Figure 3. TIM market analysis adapted from a 2011 BCC Research report “Thermal Interface Materials: Technologies, Applications and Global Markets”.

Each material exhibits specific properties that can be advantageous for a given application. Greases and phase change materials are commonly used in applications where BLT is below 100 µm, the bond is quasi permanent, and long-term materials degradation
and pump-out is less of a concern.\textsuperscript{7} Thermal pads are often thicker (> 100 µm and up to a few mm), can be reworked (non-permanent bonding), and can provide highly reliable long-term performance.\textsuperscript{4} Commercially available thermal greases, pads, epoxies, thermal compounds, and phase-change materials primarily consist of a polymer composite material in the form factor of a viscous fluid or thin film ranging from 20 µm to a few mm in thickness. As previously stated, these materials often serve as the bottle neck to heat removal and intense materials research efforts are currently underway to continue to improve the materials effective thermal conductivity.

1.2 Thermally Conductive Polymers

1.2.1 Polymer Composites

Due to extremely low inherent thermal conductivity in bulk polymer films (typically between 0.1-0.5 W/m-K),\textsuperscript{8} nearly all polymer based TIMs are comprised of a polymer species with a secondary high thermal conductivity filler dispersed throughout. The polymer is typically a thermoset silicone elastomer, epoxy, silicone oil, paraffin wax phase change material (PCM), or thermoplastic polyurethane (TPU) elastomer.\textsuperscript{9-12} The high thermal conductivity filler provides high thermal transport and the polymer matrix provides mechanical compliance. Filler concentration typically ranges from anywhere between 20-70 wt\%, where mechanical properties and processability are generally reduced and thermal properties improved with increases in filler wt\%.\textsuperscript{7, 13, 14} The distribution, size/shape, and orientation of fillers, as well as the surface interaction between the fillers and the polymer matrix, are all factors that contribute to the composite materials thermal
and mechanical properties. Fillers often found in state of the art polymer composites can be broken down into two categories, electrically conducting and electrically insulating.

Electrically conducting filler materials include metal particles and wires, graphene, carbon fibers, and carbon nanotubes, to name a few. Electrically conducting composites manufactured using high thermal conductivity carbon fibers typically result in the highest achievable composite thermal conductivities due to the high intrinsic thermal conductivity and dispersibility of chopped carbon fibers (500-900 W/m-K for carbon fibers, depending on processing). For randomly dispersed filler particles, thermal percolation normally occurs around 40 wt% particle filling and high performance materials require filler concentrations greater than 50 wt%. Alternatively, composites can achieve significantly enhanced thermal conduction at reduced filler concentrations when the particles are aligned in the direction of heat flow. For example, Polymatech manufactures high performance TIMs using a process developed by Uetani et al., in which electrostatic force is used to align carbon fibers in a polymer matrix, resulting in directional effective thermal conductivities greater than 20 W/m-K at less than 20 vol% fiber filling. Other state of the art TIM technologies include vertically aligned carbon nanotube forests infiltrated with polymer, which have demonstrated thermal resistances less than 10 mm²-K/W.

However, certain applications limit the use of carbon based fillers as it is often necessary for TIMs to be electrically insulating and high quality carbon fibers, graphene, and carbon nanotubes can be expensive to manufacture. Some of the most commonly used electrically insulating fillers are aluminum oxide and silicon carbide, as well as boron, aluminum, and silicon nitride. Commercially available (excluding diamond based
composites because of extremely high cost) electrically insulating composites with high thermal conductivity typically have peak thermal conductivities below their electrically conducting counterparts because of lower thermal conductivity of filler particles (30-300 W/m-K for boron nitride flakes and 150-220 W/m-K for aluminum nitride).\textsuperscript{27} Boron nitride nanotubes (BNNTs) have potential to serve as the graphene/carbon nanotube equivalent for electrically insulating materials, but BNNT research is in its infancy and manufacturing costs are currently prohibitive.\textsuperscript{32}

Three-dimensional foams with a thermally conductive skeletal network can overcome the challenge of particle dispersibility and contact resistance between particles in nanocomposite materials, resulting in high thermal conductivity at relatively low vol\% conductive species.\textsuperscript{33-37} Graphitic and other carbon based foams have demonstrated the highest potential due to high intrinsic ligament thermal conductivity ($>1000$ W/m-K). For example, carbon based foams have demonstrated extremely high effective thermal conductivity of 40-150 W/m-K for mesophase-pitch derived skeletal carbon structures\textsuperscript{38} and up to 182 W/m-K for graphitic structures.\textsuperscript{33} Foams are often grown as thin film films through CVD methods and have an ideal form-factor for use as thermal interface materials. Recent works on polymer infiltrated graphene foams have demonstrated extremely low thermal interface resistances of 4 mm\textsuperscript{2}-K/W\textsuperscript{39} for PCM infiltrated composites and 14 mm\textsuperscript{2}-K/W for GF/PDMS composites.\textsuperscript{40} Unfortunately, carbon based foams are often fabricated through high temperature CVD methods where a metal foam is used as a sacrificial growth scaffold, which result in excessive costs for thermal interface applications.
1.2.2 Aligning Polymer Chains

As previously mentioned, bulk polymer films have notoriously low thermal conductivity. However, it is well known that individual polymer chains are capable of extremely high levels of thermal transport, which is lost in the bulk due to system disorder.\textsuperscript{39, 41, 42} In general, phonon vibrational modes can easily propagate along the covalently bonded polymer backbone, whereas the weaker interchain van der Waals bonding between chains results in phonon scattering. Hence, improved polymer chain alignment can result in drastically improved thermal transport, without the need for conducting fillers that increase material cost and reduce processability.

Mechanical drawing methods to improve polymer chain alignment and thermal conductivity in polymers were explored as early as the 1970’s.\textsuperscript{43, 44} Drawing and fiber spinning techniques have continually improved, mostly driven by the market for high strength polymer fibers and films, and a wide variety of materials with greater than 100x the thermal conductivity of their bulk counterparts (15-40 W/m-K range) are commercially available.\textsuperscript{45-47} These materials are fabricated from gel- or solution-spinning methods and often require costly processing steps including solvent extraction and multi-stage fiber drawing.\textsuperscript{48, 49} In addition, commercial spinning methods result in the formation of microfibers or microfilms, which are still large enough to allow for voids, defects and imperfect crystal and chain alignment, as evidence by their inability to reach theoretical maximum yield stresses which would be expected for ideal crystals with perfect alignment.\textsuperscript{50}
Hence, recent efforts have been focused on the fabrication of polymer based nanofibers and in 2010 the remarkable thermal conductivity of ~104 W/m-K was achieved for ultra-draw polyethylene (PE) nanofibers. This drastic increase in thermal conductivity, more than 2x the thermal conductivity of commercial high strength PE microfibers, is attributed to reduced defects inherent to decreasing fiber diameter. This work paved the way for a plethora of publications exploring enhanced thermal transport in melt and solution drawn, electrospun, and template fabricated nanofibers with enhanced chain alignment and thermal conductivity. Of the proposed methods, template fabrication using nanoporous aluminium oxide (AAO) templates is the only method where chain alignment is achieved “passively” with no external forces required. Preferential polymer chain alignment is attributed to nanoscale confinement effects and shear induced chain alignment that occurs during nanopore infiltration. In addition, templating methods are ideal for the application of thermal interface materials, where the resulting fibers take the form of a vertically aligned forest of nanofibers.

1.3 Objectives and Overview

P3HT is one of the most widely studied polymers in the realm of organic electronics due to its ease of processing, promising electrical properties, relatively good stability at high temperatures, and potential for scalability due to straightforward synthesis techniques. In addition, P3HT has the potential to demonstrate high chain thermal conductivity because of its relatively stiff conjugated backbone and may provide improved composite thermal transport due to strong interaction with graphene and CNTs through π-π bonding. Despite these promising properties, there are very few reports of
thermal conduction in P3HT and P3HT/carbon composites and the relationship between processing and thermal transport properties in these systems is relatively unknown.

The goal of this work is to further elucidate the processing, structure, and fundamental thermal transport mechanisms of P3HT nanostructures and carbon based composites for the potential application of thermal interface material. Chapter 2 and Chapter 3 investigates thermal transport in both solution and melt processed P3HT nanostructures, respectively. Chapter 4 explores a novel technique developed to fabricate composite P3HT/CNT fibers in AAO templates and their resulting thermal transport properties are reported. Finally, a recently invented laser induced graphene (LIG) foam is incrementally infiltrated with P3HT and significantly enhanced thermal transport is demonstrated, paving the way for a new class of foam based thermal interface materials. Table 1 below outlines the materials fabricated, significant findings, and status of public dissemination for each chapter in this work.
Table 1. Outline of the materials investigated, significant findings, and status of public dissemination for each chapter.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Material System Explored</th>
<th>Significant Findings</th>
<th>Dissemination</th>
</tr>
</thead>
</table>
| 2       | Vertically aligned solution processed P3HT nanotube arrays | • Super hydrophobic P3HT nanotubes surfaces created  
          • Nanotube thermal conductivity of ~1 W/m-K achieved (5x improvement)  
          • Surface thermal contact resistance quantified | Published in *ACS Nano* |
| 3       | Vertically aligned melt processed P3HT and PE nanofiber arrays | • Highest P3HT nanofiber thermal conductivity achieved (~7 W/m-K)  
          • First demonstration of P3HT nanofiber chain alignment using Raman  
          • Method to make NF TIM introduced | Published in *Proceeding of Itherm* and in preparation for *Macromolecules* |
| 4       | Vertically aligned composite P3HT/CNT nanofiber arrays | • First demonstration of P3HT/CNT composite nanofibers  
          • Highest known filler wt% for templated nanofibers (>20 wt%)  
          • 2x increase to nanofiber conductivity | Published in *ACS Applied Materials and Interfaces* |
| 5       | Composite P3HT/laser induced graphene (LIG) foam thin films | • First thermal measurements of LIG and P3HT/LIG composite foams  
          • Interesting foam “healing” observed which reduces skeletal thermal contact resistances | Published in *Applied Physics Letters* |
| 6       | Doubled sided P3HT nanofiber arrays and commercial thermal interface materials | • Successful benchmarking of leading commercial TIMs  
          • Doubled sided P3HT nanofiber array TIMs measured using 1D reference bar | Publication in preparation |
CHAPTER 2. POLY (3-HEXYLTHIOPHENE) NANOTUBE ARRAY SURFACES WITH TUNABLE WETTING AND CONTACT THERMAL ENERGY TRANSPORT

2.1 Introduction

High aspect ratio, polymer nanotubes (PNTs) and nanowires exhibit remarkable electrical,\textsuperscript{60, 67-69} thermal,\textsuperscript{45, 46, 51, 70, 71} and mechanical\textsuperscript{48, 72, 73} properties that are attributed to preferential chain alignment and high surface area to volume ratios. Moreover, polymers can be processed quickly at low temperatures, offering the potential of inexpensive, high-throughput manufacturing.\textsuperscript{74} These traits make solution-processed polymer nanotubes interesting for many potential commercial applications. For example, polythiophene nanotube array thermal interface materials\textsuperscript{71} (TIMs) and polyethylene nanowire arrays\textsuperscript{57, 75} that exhibit dramatically improved anisotropic thermal conductivity were recently reported, and there have been multiple reports on the use of vertically aligned, high-aspect-ratio polymer nanotubes to create surfaces with superhydrophobic and tunable wetting properties.\textsuperscript{75-79} This study investigates the thermal transport and wetting properties of the polythiophene derivative regioregular poly(3-hexylthiophene) (rr-P3HT) PNT arrays. We choose this polymer because rr-P3HT is stable at high temperatures and can undergo solvation in organic solvents (solution processing) at room temperature, but is stable in aqueous environments.\textsuperscript{71} These qualities make rr-P3HT ideal for harsh, high-temperature environments of which TIMs are commonly exposed and the stability in aqueous solutions
is also important for microfluidic applications. In addition, rr-P3HT is commercially available and is commonly used in organic electronic devices, but much less work has been done to investigate thermal transport properties.

For both wetting and thermal interface applications, nanotube arrays are often grown on a substrate where the bottom of the array is anchored and the other end consists of free tips. Due to wet processing conditions and because the densely packed tubes have high aspect ratios, the vertical arrays have the tendency to bundle and aggregate during processing through elastocapillary coalescence.\textsuperscript{75, 76, 79-84} Elastocapillary coalescence occurs when capillary forces cause objects to elastically bend into contact with each other upon which the objects stick together through cohesion. Nanotube aggregation can dramatically alter the surface morphology and the corresponding interactions between the PNT array and a contacting liquid or substrate. For example, capillary effects can result in a surface with microstructures comprised of smaller nanostructures, achieving a hierarchical arrangement similar to surfaces often found in nature and that are known to display special wettability.\textsuperscript{75, 85, 86} Although nanotube array surface morphology has been proven to influence surface wetting properties,\textsuperscript{78, 79, 84, 87-89} no prior reports are found that correlate the degree of aggregation to the contact thermal energy transport of PNT array interfaces. Understanding this relationship is critical, because despite their high intrinsic thermal conductivities, thermal contact resistance (TCR) has been a major limitation of high aspect ratio structures such as carbon nanotube (CNT) array TIMs.\textsuperscript{90-92} In addition, the favorable mechanical properties and strong adhesion of soft materials,\textsuperscript{73} as compared to CNTs, further supports the hypothesis that PNTs could potentially reduce the high contact resistance associated with traditional nanotube interfaces. However, prior methods
to fabricate high aspect ratio nanostructures with tunable surface morphology and, thus, surface properties, are still relatively complex, often relying on lithographic processes, special drying conditions, or varying structure dimensions, so there is a need to develop simple approaches.

Here, a simple solution-based nanoporous template wetting technique is replicated to fabricate rr-P3HT nanotube arrays, but the template etching process is modified to easily alter the array surface morphology as a function of released nanotube length. Distinct surface morphologies are then characterized by measuring their surface fractions and the surface fractions are correlated to the wetting and thermal transport properties. Additionally, the water contact angle (WCA) and contact angle hysteresis (CAH) are measured and array surface fractions are used to compare the measured surface wetting behavior to the theoretical Cassie-Baxter relationship. In order to elucidate the relationship between array morphology and TCR, the photoacoustic method (PA) is used to measure the change in the TCR as a function of the surface fraction. The PA technique is also used to measure array thermal conductivity as a function of morphology and to measure the improvement in thermal conductivity due to nanoscale confinement.

2.2 Fabrication and Structure of P3HT Nanotube Arrays

2.2.1 Nanotube Array Processing

A solution consisting of 2 mg/ml rr-P3HT dissolved in chlorobenzene was cast onto 60 μm thick nanoporous anodic aluminum oxide (AAO) templates with an estimated porosity of 40-50% and rated nominal pore diameter of 200 nm. The polymer solution infiltrated the nanopores spontaneously driven by wetting phenomena and the solvent
was removed in ambient conditions through evaporation (Figure 4a step 1). After solvent evaporation, the infiltrated AAO-polymer composite structures were exposed to a 1 M KOH solution to remove the alumina and partially free the nanotubes (Figure 4a step 2). Partial template etching was achieved by placing a small drop on the surface of the AAO and therefore only exposing one side of the template to etchant. The longer the etch time, the greater the length of exposed nanotube and degree of nanotube clustering (Figure 4a step 3a-c).

**Figure 4.** Solution process to fabricate arrays of vertically aligned polymer nanotubes and nanotube bundles. In step 1 of Figure 4a, the AAO nanoporous template is wetted with rr-P3HT solution. After drying, KOH is pipetted on top of the template to begin the top-down template etching process (step 3). For steps 3a, 3b and 3c, the increase in bundle size as the etch time increases from t1 to t3 is illustrated. Figure 4b highlights the formation of ridges for large surface area, densely packed nanopolymer arrays where S is the spacing between ridges, L is the nanotube length, H is the array height, and W is the ridge width.
A JEOL 100CX II transmission electron microscope (TEM) operating at 100kV was used to perform nanotube structural characterization on individual polymer nanotubes. As illustrated in Figure 5a-b, the resulting nanotubes had 150-300 nm diameters with wall thicknesses ranging from 20-40 nm. It was determined that their exact geometries vary due to template inconsistencies including variations in pore diameter, as illustrated in the scanning electron image of the AAO template pictured in Figure 5d.

**Figure 5.** Images a and b are transmission electron micrographs of poly(3-hexylthiophene) nanotubes showing the variation in tube diameter and wall thickness. Image c displays a transmission electron diffraction pattern obtained for the nanotube pictured in image a and the scanning electron micrograph (image d) depicts the surface and pore diameter non-uniformity of the AAO templates as purchased from Whatman (200 nm nominal pore diameter). These templates are nominally rated to have 200 nm pore diameters; however, it is widely known that Whatman templates have a bell-shaped pore distribution with a measured mean pore diameter of ~230 nm.\(^9\)

When the process in Figure 4 is applied to large area, high-density arrays of PNTs, interconnected ridges form that exhibit a constant width (W) (width becomes constant after
6 minutes of etching). However, the characteristic spacing between ridges (S) increases dramatically as the exposed nanotube length increases as illustrated in Figure 6. The ridge spacing parameter (S) and the ridge width parameter (W) are illustrated in Figure 4.

![Figure 6](image.png)

**Figure 6.** Ridge width (W) and ridge spacing (S) plotted as a function of etch time.
2.2.2 *Nanotube Array Surface Morphology*

In contrast to prior studies that focus on the nanostructure bundle size,\(^87,88\) it was found here that the ridge spacing directly relates to the surface fraction, which can be used to estimate wettability, assuming Cassie-Baxter behavior.\(^94\) To fabricate several surfaces with unique and reproducible surface fractions, the etch time was varied from 2 to 12 minutes at 2 minute intervals. By placing the etchant drop so that it only contacted the top surface of the template, the length of freed nanotubes and the corresponding surface morphology of the PNT array was precisely controlled as illustrated in Figure 7a-f.

**Figure 7.** Scanning electron micrographs a-f represent the change in the surface morphology as the AAO etch time increases from 2 to 12 minutes at 2 minute intervals, respectively. The insets show the corresponding surfaces at an increased magnification. Scale bar 20 µm (inset 10 µm).

As the etch time is increased, the length of the exposed nanotubes and the degree of capillary driven bundling increases, resulting in distinct ridge formation. The ridging effect occurs when the elastocapillary forces pull the nanotubes together, and once capillary
forces are not present (i.e. after evaporation of the wetting agent), the nanotube clusters are
preserved through inter-tube cohesion.\(^{89}\) The initial clustering (of individual PNTs) and
then subsequent bundling of clusters into ridges is driven by an imbalance between the
bending stiffness of the PNTs and the capillary force that arises between PNTs, where the
capillary force is greater than the nanotube bending stiffness. The capillary force is driven
by the intramolecular forces between the liquid and the PNT surface (due to the interfacial
surface energy) and the surface tension of the liquid. As etch time increases, the relative
stiffness of the PNTs and PNT clusters is reduced allowing for increased deformation. For
vertically aligned nanotube arrays, the relationship between nanotube length \(L\) and the
number of nanotubes per bundle \(N\) has been approximated using a force balance equation
(Equation 1) where the number of nanotubes in a discrete cluster is a function of the cube
of the nanotube length and is inversely related to the Young’s modulus.\(^{87,89}\)

\[
N \approx \frac{E_C}{E_E} \approx \frac{\gamma_{la} L^3 \cos^3 \theta_0}{D (p - D)^2 E}
\]

In Equation 1, \(E_C\) is the capillary interaction energy, \(E_E\) is the elastic energy of the tube, \(\gamma_{la}\)
is the surface tension between the liquid and air, \(D\) is the diameter of the tube, \(p\) is the
distance between the tubes, \(\theta_0\) is the equilibrium contact angle of a liquid on the surface of
the tubes, \(E\) is the tube’s Young’s Modulus, and \(L\) is the nanotube length. In the present
experiment, the nanotube length changes significantly as etch time increases, and
consequently, tube clustering is predicted to increase dramatically due to the corresponding
reduction in stiffness. However, instead of the discrete clusters predicted in Equation 1 and
observed in previous studies,\(^{87,89}\) percolating ridges of PNTs form, and a close examination
of Figure 7 reveals that these ridges are present even at the shorter etch times (inset of Figure 7b). As illustrated in Figure 8, Equation 1 predicts extremely large cluster sizes and is not valid for this type of material system. For example, Equation 1 and a range of nanotube elastic moduli values (as illustrated in Table 2) were used to predict the degree of clustering for the 8 minute etched sample and found that the predicted bundle size is nearly 15,000 nanotubes for an assumed moduli of 1 GPa (Figure 8). Although the percolating ridges could contain this large number of tubes, the surface clearly has much finer features as illustrated in the inset of Figure 8.

**Table 2.** Parameters used to predict nanotube clustering for the 8 minute etch time.

<table>
<thead>
<tr>
<th>$\gamma_1$ (mN/M)</th>
<th>$D$ (nm)</th>
<th>$p$ (nm)</th>
<th>$\theta_0$ (degrees)</th>
<th>$E$ (GPa)</th>
<th>$L$ (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>73.87</td>
<td>200</td>
<td>30</td>
<td>$102^\circ \pm 2^\circ$</td>
<td>0.5 - 100</td>
<td>17.6</td>
</tr>
</tbody>
</table>

Additionally, the inset image in Figure 8 allows for an approximation of the maximum number of nanopores on a 30 µm by 30 µm surface of approximately 720 200 nm diameter nanopores. On the contrary, the model predicts that cluster sizes of over 500 nanotubes are expected even for tubes with elastic modulus above 10 GPa, which indicates that if the model fit this system the nanotube surface shown in the inset would be one large nanotube cluster and would provide a poor representation of the actual surface structure. The deviation from predicted clustering behavior at increased aspect ratios is attributed to the
relatively low elastic modulus of polymer nanotubes as similar behavior has been observed in other high aspect ratio systems.\textsuperscript{97}

\textbf{Figure 8.} The predicted clustering behavior as a function of nanotube modulus calculated using Equation 1 and the parameters in Table 2. Each line represents the calculations assuming a Young’s contact angle of 102° for the blue triangles, 104° for the green circles, and 100° for the grey circles. The inset SEM image represents a 30 µm by 30 µm section of rr-P3HT surface after an etching period of 8 minutes. Assuming a porosity of 50% and pore diameter of 200 nm the maximum number of nanopores over the inset surface area is estimated to be approximately 720.

It was found that the surface fraction of the PNT array decreases as etch time and ridge formation increases, in contrast to earlier studies that have found an increase in surface fraction with increasing Cu and Si nanowire bundling.\textsuperscript{78, 87, 88} For etch times of 6 minutes and longer, there is no measurable change in the width of the PNT ridges while the spacing between the ridges increases considerably (Figure 7). Here, a SEM contrasting
method\textsuperscript{87} is used to determine the surface fraction, $f$, as a function of etch time where heavily contrasted images were used to attain pixel counts for the ridged regions only. In Figure 9a-d, the ridges were traced to clearly illustrate ridge widening as the etch time increases from 6 to 12 minutes, respectively, and Figure 9e-h show the corresponding percolation ridge traces. The surface fraction, $f$, is reduced from $0.20 \pm 0.02$ for the 6 minute etch time to a minimum of $0.06 \pm 0.01$ for the 12 minute etch time.
Figure 9. Scanning electron micrographs (a-d) illustrate the ridge tracing method as the etch time increased from 6-12 minutes at 2 minute intervals, respectively. Images (e-h) demonstrate the corresponding ridge trace areas and their calculated surface fractions, $f$. 
The relationship between etch time and surface fraction appears to be non-linear since the magnitude of change in surface fraction decreases with etch time. Figure 10 presents the measured surface fraction as a function of etch time. The change in surface fraction from the 2 to 4 minute etch times is approximately 0.08 whereas the change in surface fraction from the 10 to 12 minute etching is approximately 0.03. The uncertainty varies from ± 0.02 for the 2 and 4 minute etch times, to ± 0.015 for the 6 and 8 minute etch times, to ± 0.01 for the 10 and 12 minute etch times and was determined by calculating the standard deviation of 10 measurements taken at 5 different spots on 2 similarly etched samples.

**Figure 10.** Poly(3-hexylthiophene) nanotube array surface fraction as a function of etch time.

A modified force balance equation was introduced to present a simple relationship between Equation 1 and a more useful parameter for this study, the surface fraction, $f$. Equation 2 is a semi-empirical expression that combines the theoretical force balance
equation (Equation 1), and the trend in the experimental data, to predict the surface fraction, $f$, where

$$f \approx \sqrt{500/N}$$

(2)

Here, $N$ is the number of nanotubes per cluster as predicted using Equation 2 and 500 is a fitting constant. It is worth noting here that $N$ is infinite in the real system, this is simply an empirical relationship to estimate surface fraction using Equation 1. This simple relationship agreed well with measured surface fraction values for etch times of 8 minutes and greater as demonstrated in Figure 11. In addition, Figure 11 illustrates the relationship between measured and theoretical surface fraction for the 6, 8, 10, and 12 minute etched samples over the bounding uncertainties associated with the contact angle measurement.
Figure 11. Predicted surface fraction calculated using Equation 2 assuming a nanotube elastic modulus of 0.5 GPa and a contact angle of 100°, 102°, and 104° to account for bounding uncertainties in the rr-P3HT film contact angle measurement. The measured surface fraction is represented by the triangle markers and black line.

Figure 12 illustrates a simple model to explain the morphological changes the surfaces undergo due to alterations to the partially released nanotube length. As the etch time increases, the length of exposed nanotube increases, and the elastic force required to bend the nanotubes is reduced. At the early stages of the etching process, the nanotube tips bend together, and wide ridges form where the tip clusters are joined (Figure 12b). As the etch time increases further, the ridges continue to add additional nanotubes and they become more densely packed forming sharp ridge peaks (Figure 12c). The sharp ridges grow further apart and eventually begin to flatten and collapse into each other as they become more isolated (Figure 12e).
Figure 12. Illustrations a-d represent a simple model used to explain the formation of ridges and the increase in spacing between ridges with increasing etch times. Graph e illustrates the relationship between the length of exposed nanotube and the array height as the etch time increases. The blue circles represent H and correspond to the array height axis whereas the red triangles represent L and correspond to the nanotube length axis. The top inset depicts a cross-sectional measurement of the template thickness after 8 minutes of etching and the lower inset is a cross-sectional measurement of the nanotube array height after 6 minutes of etching. H and L were measured at 10 different locations along the sample cross-section and the uncertainty is a measure of the standard deviation of those measurements.

Throughout the etching process the relationship between array height (H) and the nanotube length (L) is also changing and as shown in Figure 12e. As the etch time increases at discrete 2 minute increments, the exposed nanotube length increases nearly linearly and the thickness of the etched alumina template decreases with time (at a rate of approximately 6 µm per 2 minute interval). Conversely, the array height first increases significantly and then begins to plateau and further etching past the 12 minute mark will eventually produce a collapsed mat of PNTs. Cross-sectional SEMs of the etched AAO templates (}
Figure 12e insets) were used to measure the change in nanotube array height and nanotube length. The height of exposed PNTs was also measured with tapping mode atomic force microscopy (AFM) (Figure 13) to confirm estimates from SEMs.

Figure 13. SEM and Atomic Force Microscopy (AFM) measurements depicting the array heights as a function of etch time for an etch time of 4 minutes (SEM Image a) and 10 minutes (SEM Image b). The AFM measurements were used to verify the array height and nanotube length measurements collected using the cross-sectional SEM images.

2.3 Surface Wetting Behavior of P3HT Nanotube Arrays

In general, surface wetting properties depend on the surface texturing and the intrinsic wetting properties of the material. If a smooth surface exhibits a contact angle (CA) greater than 90°, then the Cassie-Baxter (CB) model may predict the apparent CA of the textured version of this surface using the resulting surface fraction, $f$.\textsuperscript{94} The apparent CA of the textured surface can be substantially larger than the smooth surface CA because
the wetting fluid may rest upon the surface peaks with air pockets trapped between the peaks and below the fluid. For example, after etching of 4 minutes or longer, we observed contact angles greater than 150° and posit that the wetting fluid rests on top of a composite surface consisting of rr-P3HT ridges and air. However, this wetting behavior was only observed after thermal treatment of the nanotube arrays (templates were placed on a hot plate at 250°C with the exposed nanotubes facing up for 10 seconds (the actually temperature reached by the nanotubes is unknown, but likely lower than 250 °C) and then rapidly cooled under ambient conditions), otherwise the surface contact angle is ~0°.

The thermally induced transition from wetting to non-wetting is likely due to thermal reconstruction effects where the polymer chains at the nanotube surface undergo accelerated compositional or conformational changes. The nanotube surface will accumulate polar species as the n-hexyl side chains and sulfur species undergo radical oxidation in air upon drying. However, thermodynamically driven diffusion and chain conformational changes may redistribute the polar species away from the surface during heating, rendering the surface more hydrophobic. Therefore, the observed improvement in hydrophobicity suggests that the heating conditions used lead to molecular reorganization at the surface (including other segregation effects that may result in changes to surface energy) without reintroducing a significant level of surface oxidation. To support this, we measured the contact angle of 20 µm thick P3HT films processed under nitrogen atmosphere (102° ± 2°) and films fabricated under ambient conditions (94° ± 2°) where partial oxidation is expected. The contact angle of the partially oxidized films is near the 90° boundary between being hydrophobic and hydrophilic and this may explain the dramatic shift in nanotube wettability after heating. Future work should incorporate
EPS or other analytical methods to elucidate chemical changes. In addition, a change in the mechanical properties of the surface structures that prevents the release of capillary driven ridging upon rewetting may also contribute to the improved hydrophobicity (i.e. the water releases cohesive forces).\textsuperscript{89} This change in surface mechanics may be attributed to a change in polymer crystallinity (due to rapid annealing on hot plate), which could enhance the tubes elastic modulus,\textsuperscript{101} or lead to a nanotube welding phenomena where interdiffusion occurs at temperatures above $T_g$. The surfaces were imaged before and after thermal treatment and there was no detectable change in morphology, so the wetting transition is likely a direct result of either the thermal reconstruction, the thermal sintering effect (interdiffusion), or a combination of both.

The CA of a DI water drop on a smooth rr-P3HT film processed under nitrogen atmosphere measured $\sim 102^\circ$, whereas the CA for 8 to 12 minute etched rr-P3HT nanotube arrays measured greater than $150^\circ$. The CA variations of a CB wetting system are dependent upon the surface fraction and can be described by\textsuperscript{94} Equation 3 per follows;

$$\cos(\theta^*) = -1 + f(\cos(\theta_0) + 1)$$ (3)

where $\theta^*$ is the apparent CA that results from structuring, $\theta_0$ is the contact angle on a smooth surface, and $f$ is the surface fraction. However, it is important to note that this model is rather simplistic and other explanations for surface wetting are introduced below. Another important wetting property is the contact angle hysteresis (CAH), which is a measurement of the difference between the advancing contact angle (ACA) and receding contact angle (RCA) ($\text{CAH} = \text{ACA} - \text{RCA}$). The static contact angle was measured by
dispersing a 2 µl drop of water on the poly(3-hexylthiophene) nanotube array surface. The advancing and receding angles were measured by placing the dispensing needle near the sample surface and dispensing excess water or retracting the water, respectively. All three CA measurements are illustrated in Figure 14.

**Figure 14.** Measurement of the advancing (image a), receding (image b), and static (image c) water contact angles on the 10 minute etched surface.

The CAH quantifies the adhesiveness of a surface to a wetting fluid – the larger the CAH the more adhesive the surface is to that fluid. The CA and the CAH as a function of template etch time as well as the CA values predicted using the CB model (using the experimentally determined surface fractions and the measured rr-P3HT film CA of 102°) are shown in Figure 15. The CA for the 2 minute etched surface is not included in Figure 5 because it was the only surface to demonstrate a contact angle well below the bulk P3HT film CA of ~102°. This finding suggests that the CA of the 2 minute etched surface is biased by wetting fluid interactions with the hydrophilic AAO surface.
A surface is superhydrophobic when its CA is greater than 150° and CAH is less than or equal to 10°. As shown in Figure 15, the surfaces associated with 8, 10, and 12 minute etch times can be classified as superhydrophobic, where the maximum contact angle achieved is nearly 170° for the 12 minute etch time and the lowest hysteresis is less than
5° for the 10 minute etch time. The CA results correlate well to the Cassie-Baxter relation; a small surface fraction produces a large CA and a large surface fraction produces a smaller CA. The largest deviations from the model occur at the lowest surface fractions (i.e., longest etch times), but even at these values the experimental results are within 10° of the calculated values. The deviation from the CB model is likely due to the hypothesized partial oxidation of the nanotube surfaces, uncertainty in measuring the true surface fraction and intrinsic CA, and shortcomings of the CB model. The validity of the CB model is a current point of debate in the literature and works by Gao and McCarthy\textsuperscript{103},\textsuperscript{104} and Extrand\textsuperscript{105} suggest that the model fails to accurately predict the apparent contact angle on a textured surface. In particular, the CB model fails to accurately predict CA and CAH when applied to surfaces with spatially heterogeneous asperities and recent works have attempted to modify the CB model for improved robustness.\textsuperscript{106} However, an elementary CB comparison is useful here because it validates the predicted interaction between the surface and droplet and demonstrates the impact of inhomogeneous surfaces.

2.4 Thermal Contact Resistance and Conductivity of P3HT Nanotubes

2.4.1 Photoacoustic Characterization

We used the photoacoustic (PA) method to determine the array thermal conductivity, and the thermal contact resistance (TCR) between the tips of the rr-P3HT nanotubes and a surface as a function of the etch time. In brief, the PA method works by heating a sample with a modulated laser and as the sample surface temperature rises, heat is conducted into the surrounding gas and down into the sample. The thermal expansion
and contraction of heated gas results in the propagation of acoustic waves throughout the chamber. The amplitude and phase shift of the acoustic waves (as a function of laser modulation frequency) can be compared to that of a known reference sample in a 1D heat flow model and the multiple unknown material properties can be fitted to a theoretically generated curve using a non-linear fitting algorithm. The chamber is often pressurized with helium to increase the signal strength (helium has higher thermal conductivity than air) and to control contact pressure at an interface.  

Moreover, the photoacoustic (PA) technique has been used previously to measure nanostructure sample layer resistance and polymer nanotube array thermal conductivity and both measurement techniques are described in detail in the cited works. The laser used in this study is an 1100 nm continuous-wave fiber laser and the modulation frequency range was held at 300 – 4000 Hz to adequately measure the desired properties without penetrating through to the quartz layer. The acoustic fitting was carried out using the Levenberg-Marquardt method within a 1D heat flow model developed by Hu et al. Only the acoustic phase data was used in the heat flow model because it has been demonstrated previously that the phase data, as opposed to wave amplitude data, provides more reliable measurements. The sample configuration used to probe the nanotube array thermal conductivity is demonstrated in Figure 16a and the configuration used to probe the layer resistance is depicted in Figure 16b. The top Ti-Ag foil was used to measure thermal contact resistance between the nanotube tips and the contacting Ag surface and was removed when measuring the nanotube thermal conductivity.
Figure 16. Sample configuration used to measure array thermal conductivity (a) and the total thermal resistance (b). The total thermal resistance measure in b is comprised of the contact resistance between the nanotube array and the contacting Ag foil ($R_{\text{PNT-Ag}}$) and the resistance of the composite layer, $R_{\text{Composite}}$. The composite layer consists of the array resistance ($R_{\text{PNT}}$), the contact resistance between the array and AAO/rr-P3HT composite layer ($R_{\text{PNT-AAO/PNT}}$), and the resistance of AAO/rr-P3HT composite layer ($R_{\text{AAO/PNT}}$).

Figure 17 illustrates the sensitivity of the thermal conductivity measurement for the bare rr-P3HT layer with and without the top metal foil. The sensitivity ($S_i$) is calculated by perturbing a property ($P$) of value $i$ by ±1% and then determining the corresponding phase shift (Equation 4).

$$S_i = p_i \frac{\partial \phi}{\partial p_i}$$  \hspace{1cm} (4)

In Figure 17, it is clear that the system is at least three times more sensitive to the nanotube thermal conductivity measurements when the measurements are made without the top foil.
Figure 17. Sensitivity of the PA thermal conductivity measurement with (red line) and without (black line) the top foil.

The model fitting parameters used to determine the thermal conductivity of the 12 minute etched array are outlined in Table 3. For the thermal conductivity measurement, the unknown fitting parameters are the nanotube array (rr-P3HT 200 nm) thermal conductivity, the nanotube array density, the contact resistance between the quartz and AAO/rr-P3HT layer and the contact resistance between the nanotube array and AAO/rr-P3HT layer.

Table 3. Photoacoustic fitting parameters to determine the thermal conductivity of the 12 minute etched array. The fitted unknown values are in bold.

<table>
<thead>
<tr>
<th></th>
<th>Density</th>
<th>Thermal Conductivity</th>
<th>Specific Heat</th>
<th>Thickness</th>
<th>Optical Absorption Length</th>
<th>Contact Resistance</th>
<th>Layer Resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz</td>
<td>2200</td>
<td>1.38</td>
<td>753</td>
<td>5000</td>
<td>0.001</td>
<td>4.30 ± 0.8</td>
<td>3623</td>
</tr>
<tr>
<td>AAO/rr-P3HT</td>
<td>800</td>
<td>1.30</td>
<td>900</td>
<td>25</td>
<td>0.001</td>
<td>0.10 ± 1.1</td>
<td>19.23</td>
</tr>
<tr>
<td>rr-P3HT 200 nm</td>
<td>405 ± 23</td>
<td>0.91 ± 0.2</td>
<td>1100</td>
<td>8</td>
<td>1.6</td>
<td>0.01</td>
<td>8.84</td>
</tr>
</tbody>
</table>
The calculated uncertainty of the thermal conductivity measurements considers both the measurement and data fitting uncertainties. The measurement uncertainty for the unknown parameters was found by altering their properties by 5, 20, 1/5, and 1/20 the estimated values and the thermal conductivity uncertainty was found by calculating the standard deviation of data fits with similarly low residuals. The fitting uncertainty was found by shifting the phase data ±1° and the resulting bounding uncertainties and data fits are illustrated below in Figure 18.

![Figure 18](image)

**Figure 18.** Representative PA data for thermal conductivity measurement on samples etched for 12 minutes, fitting data is included in Table 3. The plot shows the bounding uncertainty associated with a phase shift of plus or minus one degree.
The total uncertainty was then calculated using Equation 5 where \( \Delta_{\text{meas}} \) is the measurement uncertainty and \( \Delta_{\text{fit}} \) is the data fitting uncertainty.

\[
\text{total} = \sqrt{\frac{2}{\text{meas}} + \frac{2}{\text{fit}}}
\]  

(5)

The uncertainty analysis indicates that the confidence intervals for the contact resistance values are too large to accurately resolve these properties individually. This result motivated the sample configuration used to measure the total thermal resistance where the total layer resistance was measured and then we took the difference in these measurements to measure the impact of nanotube array morphology. Figure 19 below illustrates the model sensitivity to the unknown fitting parameters from Table 3.
Figure 19. Representative sensitivity plot of unknown fit parameters when measuring array thermal conductivity. The measurement is most sensitive to the rr-P3HT density, quartz composite contact resistance, and thermal conductivity.

2.4.2 Nanotube Thermal Conductivity

Our recent modification to the PA method and the methods described above were used to measure the rr-P3HT array thermal conductivities as a function of etch time (Figure 20). The sample configuration for measuring the array thermal conductivity is shown in Figure 20b, where the nanotube array is exposed directly to the PA laser to increase the sensitivity of the measurement to array thermal conductivity.
**Figure 20.** Graph a shows that as the etch time increases from 6 to 12 min the array thermal conductivity (indicated by the purple square markers) remains nearly constant within the range of uncertainty and is similar to values reported previously by Singh et al.\textsuperscript{56} Illustrations b and c show the photoacoustic array thermal conductivity and interface resistance measurement assemblies, respectively.

The measured thermal conductivity of the rr-P3HT nanotube arrays is approximately 1 W/m·K, independent of etch time. These results are similar to the thermal conductivities reported for polythiophene nanotube arrays made through electropolymerization using the same nanoporous alumina templates.\textsuperscript{71} Using the template porosity of ~50\% reported by the manufacturer (and confirmed through SEM imaging), we estimate the thermal conductivity of individual rr-P3HT nanotubes to be ~2 W/m·K, which is about an order of magnitude higher than the reported bulk film value\textsuperscript{109} and agrees well with the reported thermal conductivity of melt processed semi-crystalline P3HT nanowires with similar diameters.\textsuperscript{110} Directional chain alignment has been shown to enhance thermal conductivity in amorphous polymer nanostructures\textsuperscript{71} and crystallinity may also improve thermal transport.\textsuperscript{110} Therefore, the results of the present work suggest that anisotropic
chain alignment (confirmed through Polarized Raman Spectroscopy in Chapter 3) is promoted in this system as well, because the rr-P3HT nanotubes appear to be amorphous from electron diffraction analysis on several samples (Figure 5).

To isolate the impact of the surface fraction on thermal transport, the total thermal resistance of the rr-P3HT nanotube array-AAO template composites in contact with silver foil was measured as a function of etch time. Since the array thermal conductivity does not change with etch time, and thermal transport through the composite AAO/rr-P3HT layer is limited by contact resistance between the template walls and the part of the nanotubes that is still in the template (i.e., the path of least thermal resistances is from the tip to the base of the PNTs), the change in total thermal resistance is likely dominated by the change in the PNT-Ag contact resistance. The reported total resistance value corresponds to the sum of the resistance between the PNT tips and the silver foil ($R_{\text{PNT-AG}}$), the layer resistance of the nanotube array, the PNT-AAO composite layer resistance, and the interface resistance between the nanotubes and the composite structure.

2.4.3 Nanotube Array Thermal Contact Resistance

The total thermal resistance was measured after 6 minutes of etching and Figure 21 shows the relationship between etch time and the change in $R_{\text{PNT-Ag}}$, determined by subtracting the total resistance for the surfaces with 8, 10, and 12 minute etch times from the total resistance of the surface after 6 minutes of etching. One potential artifact of this type of measurement is that the surface fraction may be changing during photoacoustic testing due to compression forces (the silver foil placed onto the PNT surfaces is under 138 kPa). However, the sample surface undergoes no noticeable change in morphology when
imaged after testing, and any surface fraction change due to normal compression is expected to be similar for all samples. If bending of the ridges occurs, we do not expect the degree of bending to be significant because the ridge formation distributes the load over the entire array resulting in a high effective resistance to bending, and any increase in surface fraction is expected to scale based on the initial fraction, similar to the scaling expected for normal compression.

![Diagram](image)

**Figure 21.** The total thermal interface resistance, which is the measured sum of the resistance between the PNT tips and the silver foil ($R_{\text{PNT-Ag}}$), the layer resistance of the nanotube array, the PNT-AAO composite layer resistance, and the interface resistance between the nanotubes and the composite structure, for the surfaces with 6, 8, 10, and 12 minute etch times is indicated by the green line with triangular markers. Each data point represents the average of three measurements taken at different spots on the surface.
As the etch time increases the total thermal resistance increases from the initial minimum of $21 \pm 2 \text{mm}^2\text{K/W}$ measured after an etch time of 6 minutes to a final value of $38 \pm 3 \text{mm}^2\text{K/W}$ measured for the 12 minute etch time at a rate of approximately $6 \text{mm}^2\text{K/W}$ per 2 minute interval. The increase in thermal resistance is due to a decrease in the number of nanotube tips in contact with the surface and possibly due to a slight decrease in the array thermal conductivity as nanotubes collapse and lose their vertical alignment. We note that the collapse of nanotubes decreases the thickness of the sample (i.e., the exposed array plus the remaining template), which likely reduces the combined layer resistances with increased etch times. Thus, the increase in contact resistance with etch time is likely even larger than what can be concluded directly from the measurements of total thermal resistance. The resistance values for the 2 and 4 minute etched samples were not measured due to template and etching inconsistencies including height variations that could lead to artificially high contact resistance values.

### 2.5 Conclusions

We developed a two-step solution processing technique to fabricate vertically aligned arrays of regioregular poly(3-hexylthiophene) nanotubes with tunable surface morphologies and thus tunable properties, including wetting (contact angle and contact angle hysteresis) and thermal contact resistance as two important candidate applications. The surface morphologies are dictated by the length of nanotubes freed in a template etching process, with longer etch times resulting in larger exposed lengths, larger spacing between the nanotube surface ridges, and smaller surface fractions, in contrast to prior
reports of increased surface fractions with capillary bundling of vertical nanowires.\textsuperscript{78, 87, 88} The self-assembled poly(3-hexylthiophene) nanotube array surfaces roughly follow Cassie-Baxter wetting trends and are superhydrophobic with static contact angles greater than 150° and contact angle hysteresis less than or equal to 10° when the surface fraction is below 0.15. The total thermal resistance of an interface assembled with the poly(3-hexylthiophene) nanotube arrays increases from a minimum of $21 \pm 2 \text{ mm}^2 \text{K/W}$ to a maximum of $38 \pm 3 \text{ mm}^2 \text{K/W}$ as the etch time increased from 6 to 12 minutes, which is likely caused by the reduction in surface fraction and contact area at the interface. The thermal conductivity of the poly(3-hexylthiophene) nanotube arrays is 5-fold larger than the bulk film value because of molecular chain alignment in the direction of heat transfer, which enables the material to produce very low thermal transport resistances for a pure polymer. Our results demonstrate the achievement of tunable superhydrophobic surfaces through a novel solution processing method and illustrate the impact of array morphology on the thermal contact resistance of vertically aligned, high aspect ratio polymer nanostructures, which could emerge as tunable materials to meet the needs of a variety of important applications.
CHAPTER 3. DIAMETER AND MOLECULAR WEIGHT DEPENDANCE OF MELT-PROCESSED POLYMER NANOFIBER THERMAL CONDUCTIVITY

3.1 Introduction

Nearly all commercially available polymer based thermal interface materials (TIMs) rely on the use of conductive fillers including nitride, oxide, carbon and metal particles. Polymer composite materials can achieve high thermal conductivity, but filler particles tend to be expensive and result in large processing and material costs. Improved chain alignment through mechanical drawing of polyethylene (PE) has been established as a method to enhance polymer thermal conductivity since the late 1970’s. More recent efforts have achieved thermal conductivity values as high as ~40 W/m-K in a drawn film, and ~100 W/m-K in a drawn nanofiber. Simulations have shown that while the highest thermal conductivity is realized in a 1D polymer chain, even bulk 3D crystals of PE will have thermal conductivity of ~50 W/m-K in the direction of the polymer backbone (c crystal direction). In contrast, Choy et al. demonstrated experimentally that the thermal conductivity perpendicular to the polymer chain in a PE crystal is even lower than bulk semi-crystalline PE. Nanoconfinement within nanoporous templates is known to promote polymer chain elongation and alignment in polymer nanofibers, passively enhancing thermal transport anisotropically without the need for mechanical drawing. We find only one nanoporous template based effort to create high thermal conductivity PE
where Cao et al. infiltrated 100 nm and 200 nm AAO templates with high-density polyethylene (HDPE) using a vibration assisted nanoporous template melt technique and estimated the resulting single fiber thermal conductivity to be a remarkable 26.5 W/m-K and 20.5 W/m-K, respectively. Cao et al. extended their work by measuring low-density polyethylene (LDPE) nanofibers and found the thermal conductivity to be ~5 W/m-K at 200 nm diameter. Polyethylene is interesting from a commercial perspective due to low cost and ease of processing, however, it’s low temperature stability (relatively low melt temperature) may limit the use of PE in high temperature applications.

Polythiophene derivative poly(3-hexylthiophene-2,5-diyl) (P3HT) is one of the most thoroughly investigated conjugated polymers due to ease of processing and favorable properties for organic electronics (and it was relatively cheap to synthesize). Moreover, P3HT is also promising for thermal management applications because of its relatively high temperature stability and predicted high thermal energy transport in the direction of polymer chain backbone. In bulk form, P3HT exhibits isotropic thermal conductivity of 0.19 W/m-K, but electrochemically processed polythiophene nanotubes and nanofibers, solution processed P3HT nanotubes, and melt processed then annealed P3HT nanofibers have all demonstrated at least an order of magnitude improvement in thermal conductivity. Specifically, the electrochemically processed nanofibers exhibited increased thermal conductivity with decreasing diameter, with values peaking at 4.4 W/m-K for the 70 nm diameter fibers. In contrast, Rojo et al. found that melt processed (and annealed) P3HT nanofiber’s thermal conductivity increased with fiber diameter with a maximum value of 2.3 W/m-K for the 350 nm fibers and a relatively low value of 0.5 W/m-K for the 120 nm fibers. In addition, they suggested that the enhanced thermal conductivity was a
result of pi-pi stacking perpendicular to the long axis of the fiber (heat transport direction). Whereas a more recent report of thermal transport in spontaneously formed P3HT nanofibers with similar chain orientation (P3HT chain backbone is normal to the fibers long axis and fiber is formed through \( \pi-\pi \) stacking between chains) show exceptionally low thermal conductivity of 0.055 W/m-K.\textsuperscript{118} These contradictory results demonstrate the need for further investigation into P3HT nanofiber thermal transport and processing trends.

Here we demonstrate a simple AAO template melt infiltration process to produce high density P3HT and PE nanofiber arrays. The photoacoustic method is used to measure their thermal conductivity as a function of both polymer molecular weight and nanofiber fiber. Polarized Raman Spectroscopy is employed to demonstrate preferential chain alignment in the direction of the long-axis of the fiber as a result of the template filing procedure. These nanofiber arrays exhibit high thermal conductivity and may be useful for thermal management applications including us as thermal interface materials in a broad range of technical applications.

3.2 Nanofiber Melt Fabrication

Nanoporous anodic aluminum oxide (AAO) templates with \(~200\) nm nominal pore diameter were purchased from SigmaAldrich (Whatman Anodisc) and templates with \(100\) nm and \(55\) nm were purchased from Synkera. The templates were infiltrated with PE and P3HT of various molecular weights and properties as outlined in Table 4. The high and low density polyethylene (HDPE and LDPE, respectively) and high and low molecular weight P3HT (H-P3HT and L-P3HT, respectively) samples were purchased from SigmaAldrich and used as received.
Table 4. List of polymers tested for melt infiltration and their properties in bulk form. Density, molecular weight, and melting point values were provided from manufacture (Sigma).

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Molecular Weight (Mw)</th>
<th>Melting Point (°C)</th>
<th>Density (kg/m³)</th>
<th>Thermal Conductivity (W/m-K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Density Polyethylene (HDPE)</td>
<td>~120,000</td>
<td>125</td>
<td>950</td>
<td>0.44</td>
</tr>
<tr>
<td>High Mw P3HT (H-P3HT)</td>
<td>~65,000</td>
<td>~260</td>
<td>1060</td>
<td>0.19</td>
</tr>
<tr>
<td>Low Density Polyethylene (LDPE)</td>
<td>~30,000</td>
<td>110</td>
<td>920</td>
<td>0.30</td>
</tr>
<tr>
<td>Low Mw P3HT (L-P3HT)</td>
<td>~25,000</td>
<td>~230</td>
<td>920</td>
<td>0.19</td>
</tr>
</tbody>
</table>

The viscosity of the polymers at some elevated temperature is important to understanding the ability of a polymer to infiltrate the template pores at a given temperature, pressure (applied pressure between infiltrating polymer film and template), and pore diameter, but these data were not readily available. For the PE and L-P3HT samples we use only the 200 nm nominal pore diameter templates and for the H-P3HT sample we used the 55 nm, 100 nm, and 200 nm diameter templates. The fabrication process for a melt-processed NF array is shown Figure 22. The PE polymer film (made by melting down PE pellets from Sigma between two glass slides, typical film thickness was at least double the template thickness of 60 µm) is placed on the AAO template and then sandwiched between two glass slides. 25 kPa of pressure is applied and the stack is heated
for 4 h to 150 °C in a vacuum oven before cooling back down to room temperature passively for ~1 h. The template area is approximately 4.3 cm² with a porosity of ~50%.

Figure 22. Steps to fabricate polymer nanofibers within the pores of nanoporous alumina templates. In step 1, empty AAO templates are placed on top of polymer film under 25 kPa of pressure and in step 2 the stack is placed in a vacuum oven for melt infiltration. Step 3 illustrates the free-standing nanofiber array after template removal in 1M KOH. A Cross-sectional SEM image of a free-standing PE nanofiber array is included at the end of the sequence.
The LDPE and HDPE samples were placed in vacuum oven at ~155°C, which is sufficient to melt the LDPE and HDPE. The P3HT samples need higher temperature to flow well and are prone to oxidation, thus were heated in a Heraeus vacuum oven with Nitrogen atmosphere set to 270°C. The P3HT samples were only placed in the oven for ~1.5 hours where the first hour the oven heats to 270°C at a rate of approximately 5°C/min and for the remaining 30 minutes, the polymer fully infiltrates the AAO template at 270°C. The samples were then removed from the oven and quenched in water to prevent oxidation and degradation of the nanofibers, as well as to preserve chain alignment. Once the sample is cooled back to room temperature it is immersed in a bath of KOH (1M) for a full template etch. After soaking in KOH for at least 3 h, the template is placed in DI water to wash away the residual KOH and AAO. For some applications, it may be desirable to fabricate nanofiber arrays with increased thickness and with nanofibers exposed on both sides of the polymer support film. Thickness is especially important to TIM applications because bond line tolerances in electronic packages are often at least 50 µm in thickness. Figure 23 illustrates a process that was developed to create two-sided nanofiber array with middle support film. We hypothesize that that the ridge formation observed in Chapter 2 was suppressed due to increased nanofiber stiffness as compared to less stiff nanotubes.
Figure 23. Steps to fabricate two-sided polymer nanofiber arrays using nanoporous alumina templates. In step 1, empty AAO templates are used to “sandwich” a polymer film under 25 kPa of pressure and in step 2 the stack is placed in a vacuum oven for melt infiltration. Step 3 illustrates the free-standing, two-sided nanofiber array after template removal in 1M KOH. A Cross-sectional SEM image of a P3HT two-sided nanofiber array is included at the end of the sequence. The middle film in the illustration is not draw to scale and should have reduced thickness after infiltration.
3.3 Nanofiber Photoacoustic Thermal Characterization

The photoacoustic method is a photo-thermal technique to measure the thermal conductivity of thin films and nanostructures and has been explained in detail elsewhere.\textsuperscript{119} In short, a sample is placed in a sealed chamber of helium atmosphere and a modulated laser of chosen modulation frequency strikes the sample surface. As the sample temperature rises heat is conducted into the helium gas near the sample surface and the gas expands sending acoustic pressure waves through the chamber. The acoustic signal’s phase shift as a function of laser modulation frequency is compared to a reference sample of known properties through a one dimensional heat transfer model to determine the unknown thermal conductivity and interface resistances in a multi-layer material.\textsuperscript{120} and a theoretically generated non-linear fitting algorithm is used to fit for multiple unknown material properties. Here we measure the thermal conductivity of polymer and template together with a top Ti layer and extract the polymer thermal conductivity based upon a separate measurement of the AAO thermal conductivity. Because PE does not absorb strongly at 1100 nm, it was not possible to make bare array measurements as has been done in previous studies\textsuperscript{116} and metallizing the tips of the etched NF arrays caused them to soften and deform somewhat due to the high temperature during metal evaporation. Instead the top of the AAO template is coated with 150 nm Ti, which formed a continuous layer and absorbed the laser energy.

Because the template is thick (60 μm) and the effective conductivity is relatively low (~1-5 W/m-K), we employ extremely low modulation frequencies to fully penetrate
the AAO-polymer composite. Measurements are performed over a range of 5-300 Hz, which is much lower than typically used. To verify the operation over this low range, we measure a 25-μm thick LDPE film to be 0.3 W/m-K over the same frequency range, in good agreement with the expected value. In addition, we calibrate the testing configuration by measuring the thermal conductivity of metal films with known conductivity. The sensitivity of the model to each fitting parameter is determined by perturbing the property value by ± 1% and then recalculating the phase. The thermal conductivity of the PE-AAO and P3HT-AAO composites is the most sensitive parameter in the PA thermal model over the 5-300 Hz frequency range (Figure 24a), and the only other highly sensitive parameter is the density of the composite. We fit for these two parameters along with the contact resistance on either side of the AAO. The density is not set as a fixed parameter because the AAO templates can have closed pores filled with air, and other areas could have incomplete polymer infiltration, so we allow this to be an unknown and monitor the result to make sure it falls between the value for just AAO and air and AAO and polymer. Local template filling variability is accounted for by measuring multiple spots across a sample for each reported value. The phase shift of the PA measurement for the PE samples clearly shows the difference in thermal conductivity between the AAO-LDPE and AAO-HDPE (Figure 24b). For the 200 nm diameter PE nanofibers, a total of 12 samples are measured, six of each type of polymer. Four measurements are recorded for each of the P3HT samples with 200 nm diameter fibers and then four each for the H-P3HT samples with both 100 nm and 55 nm diameters.
Figure 24. Photoacoustic measurements of PE in AAO. a) Sensitivity to sample properties (shaded area was test frequency range) where $K_{NF}$ is nanofiber thermal conductivity, $K_{film}$ is PE film thermal conductivity, $\rho_{NF}$ is nanofiber density, and $R_{NF-Ti}$ is the contact resistance between the Ti film and NF tips. b) Phase shift for LDPE and HDPE in AAO data (markers) fitted to thermal model (lines).
3.4 Nanofiber Polarized Raman Spectroscopy

Polarized Raman has been used extensively to characterize orientation of PE chains,\textsuperscript{121-124} usually in drawn films, but also in microfibers.\textsuperscript{124} More recently, polarized Raman has also been used to characterize polymer chain alignment in thin P3HT films.\textsuperscript{125} We find no previous reports of polarized Raman or polarized IR used to determine chain orientation in PE or P3HT nanofibers. In general, the ratio of the scattering intensity of light polarized parallel and perpendicular to the fiber’s long axis can serve as an indication of relative orientation of chemical bonds. Moreover, scattering intensity is greater in symmetrically vibrating bonds when the excitation light is polarized parallel to the bond direction. Hence, in an aligned polymer fiber, the scattering intensities for the symmetric vibrational modes along the chain backbone are larger when the excitation light is polarized parallel to the fibers long axis. In contrast, when chain orientation is isotropic, the scattering intensity of symmetric backbone bonds should not be significantly different for horizontally and vertically polarized excitations. A Renishaw inVia confocal Raman microscope featuring a 1200 or 3000 gr/mm grating selection with a linearly polarized 532 nm laser line was used in backscattering mode with a 20x objective. The laser was focused on the cross section of a template filled with polymer fibers in a position with the fiber’s long axis either parallel or perpendicular to the polarization of the incoming laser beam (Figure 25A) (this was achieved by rotating the sample 90°). The intensity of the parallel scattering after parallel excitation $I_{zz}$ and orthogonal scattering after orthogonal excitation $I_{xx}$ were recorded to demonstrate polymer chain orientation, where parallel and orthogonal are directions relative to the fiber’s long axis.
Figure 25. A) Experimental sample configuration for Polarized Raman measurements of exposed polymer nanofibers. Porto’s notation is used to illustrated the excitation and scattering beam propagation directions as well as the excitation and scattering polarization directions for the $I_{zz}$ (parallel to fiber’s long axis) and $I_{xx}$ (perpendicular to fiber’s long axis). B) Vibration band assignments for the P3HT C=C symmetric stretch vibration of the thiophene ring at 1449 cm$^{-1}$ and the backbone C-C intra-ring stretch at 1375 cm$^{-1}$. C) Vibrational band assignment for the C-C symmetric stretch vibration along the PE chain backbone at 1130 cm$^{-1}$.

The investigated vibrational band assignments are illustrated for P3HT in Figure 25B.

Numerous studies have demonstrated the use of polarized Raman spectroscopy to investigate anisotropic P3HT chain alignment. The primary bands of interest are the thiophene ring’s C=C symmetric stretch vibration at 1449 cm$^{-1}$ and the backbone C-C intra-ring stretch at 1375 cm$^{-1}$, both of which produce increased Raman intensity when the polarization of the excitation laser is parallel to the stretching direction. Likewise, the C-C symmetric stretch vibration at 1130 cm$^{-1}$ can be used to determine chain orientation in aligned PE and are illustrated in Figure 25C.
3.5 Results and Discussion

3.5.1 Nanofiber Thermal Conductivity and Molecular Weight

The values of NF thermal conductivity measured for LDPE peaked at 3.8 W/m-K with an average uncertainty of 33%. The HDPE NF thermal conductivity varied from 2.9 W/m-K to 9.1 W/m-K with an average uncertainty of 27%. It should be noted that besides a single sample with a value of 2.9 W/m-K all of the other HDPE samples had a thermal conductivity of above 4 W/m-K. The range of thermal conductivity values observed here are plotted along with the P3HT results for solid 200 nm fibers in Figure 26. The mean thermal conductivity for the 200 nm P3HT nanofibers was approximately 2.5 W/m-K for the L-P3HT samples and 2.3 W/m-K for the H-P3HT samples with no significant statistical difference between the two considering measurement uncertainties. The high variability in the thermal conductivity of HDPE NF compared to other polymers was not clear, although it could be due to small differences in thermal treatment or difficulties in achieving uniform template infiltration. Because the HDPE molecular weight (and chain length) is significantly larger than the other polymers (higher viscosity) this makes melt infiltration in the nanopores more difficult. It is expected that locally there may be more voids in the pores with HDPE although this was difficult to assess.
Figure 26. Thermal conductivity as a function of polymer molecular weight for the 200 nm PE and P3HT nanofibers with high and low molecular weight samples for each.

The average HDPE NF thermal conductivity is approximately 6.0 W/m-K in comparison to the report of Cao et al. of 20.5 W/m-K. Both nanofibers are created using melt infiltration of an AAO template of 200 nm in diameter, although the molecular weight of the polymers used by Cao is not known which could have a dramatic effect on the thermal conductivity. However, the major difference in the previous work is they used kHz oscillations while infiltrating the template to create shear within the melt. It is possible that this process could lead to additional chain alignment along the pore axis, although no structural characterization of the fibers was reported. Lastly, there may be issues with the measurement since the sample includes a polymer film that is more than twice the thickness of the NF array being tested. The high single nanofiber thermal conductivity was estimated
from a measured total thermal conductivity on the order of 0.7 W/m-K assuming series
resistance of the two segments of the sample. Here, our back film is on the order of 3-5
μm meaning most the thermal resistance in the sample is due to the NF array composite,
although the backside film does contribute to the relatively high uncertainty (~30%) of our
measurements. Ma et al. used electrospinning to create HDPE nanofibers ranging in
thermal conductivity from 0.5 to 9.3 W/m-K with diameters between 150 and 50 nm 54,
although it is difficult to directly compare the chain orientation resulting from the two
different fabrication methods without further structural characterization.

The thermal conductivity of HDPE is significantly higher than P3HT and LDPE for the
same dimensions (i.e. 200 nm solid fiber). The explanation for the higher thermal
conductivity in HDPE compared with LDPE and P3HT could be the improved alignment
due to strong confinement effects. However, a previous study reported that for 200 nm
pores the crystallites tended to orient with the high conductivity perpendicular to the pore
axis 129. DSC measurements show that for both LDPE and HDPE fibers the crystallinity
is low (i.e. 50% or less) and the intercrystalline amorphous regions will play an important
role in heat transfer. Recent simulations have also shown that the thermal conductivity of
polymer chains can increase with length130 implying that HDPE could benefit not only
from reduced van der Waals contacts (high M_w results in longer heat conduction pathways
along the chain backbone and less interchain conduction), but from high conductivity
chains as well (reduced intrachain scattering). The insignificant difference between
thermal conductivity of the P3HT samples is difficult to explain and further structural
analysis is being pursued. However, the higher H-P3HT molecular weight only equates to
a transition from a contour chain length of ~60 nm for L-P3HT to ~140 nm for H-P3HT
(and their length in the fiber will always be closer to $R_g$ even if partially aligned). Because the 140 nm chain length is still significantly less than the 200 nm nominal pore diameter, confinement effects may not be significant enough to alter thermal transport between these diameters. It should be noted that the different melt infiltration temperature and time for P3HT compared with PE may be playing a role in differences in conductivity observed here, although this was not quantified.

3.5.2 Nanofiber Thermal Conductivity and Diameter

H-P3HT nanofibers with diameters of 100 nm and 55 nm were fabricated to determine the impact of confinement on thermal conductivity. Figure 27 illustrates H-P3HT thermal conductivity as a function of nanofiber diameter with the 200 nm diameter L-P3HT, HDPE, and LDPE included for reference. In addition, a previous study measuring the thermal conductivity of electropolymerized polythiophene fibers is included.\textsuperscript{116}
Figure 27. Thermal conductivity as a function of polymer nanofiber diameter: red square is LDPE, green square is HDPE, black triangles are high MW P3HT, and electrochemically fabricated (PT) are blue circles. Data from this work represent at least three repeat measurements for each sample type with error bars including uncertainty and variability.

The thermal conductivity of the H-P3HT for the 100 nm and 55 nm diameter nanofibers is high with average measured values of ~7 W/m-K and ~4.5 W/m-K, respectively. The thermal conductivity reported here for the 100 nm diameter H-P3HT nanofibers are nearly three times greater than the previously reported high for any P3HT material. These results exhibit a trend that is different compared to the report of Rojo et al. and suggest that polymer fiber thermal conductivity does increase with decreasing nanopore diameter under these processing conditions. The reason for this significant differentiation is still unknown, but is likely due to the difference in processing where Rojo
annealed their nanofibers and due to the molecular weight difference in the polymers used. Beside annealing, Regioregularity will also significantly impact crystallinity with higher regioregularity resulting in higher crystallinity. It is surprising that the thermal conductivity decreases to approximately 4.5 W/m-K for the 55 nm fibers, where polarized Raman studies show that chain alignment increases with decreasing diameter and thermal conductivity is expected to also increase. An explanation for the decreased thermal conductivity for the smallest pore diameter could be that the template is not completely filled with polymer due to increased viscous effects, as will be discussed further in the proceeding sections.

3.5.3 Polarized Raman Measurements

Moreover, polarized Raman Spectroscopy is a proven method to measure polymer chain orientation (for both crystalline and amorphous regions) within polymer micro- and nanofibers. We measured the polarized Raman response of the PE fibers compared with PE films to examine polymer chain alignment and the resulting intensity vs. wavenumber plots are included below in Figure 28. The LPDE film was used to confirm that the intensity of the symmetric C-C stretching signal along the PE backbone at 1130 cm\(^{-1}\) is similar for both polarization directions for an unoriented sample. The average of three measurements were taken for the Spectra fiber samples in each polarization direction. The large ratio (I\(_{zz}\)/I\(_{xx}\)) of the symmetric C-C stretching signal along the PE backbone at 1130 cm\(^{-1}\) indicates a high degree of molecular alignment in the direction of the Spectra fiber’s long axis, which further supports the extremely high measured thermal conductivity.
Figure 28. Comparison of intensity of $I_{zz}$ and $I_{xx}$ for isotropic PE film and highly aligned Spectra HDPE microfiber. The large intensity ratio ($I_{zz}/I_{xx}$) of the symmetric C-C stretching signal along the PE backbone at 1130 cm$^{-1}$ indicates a high degree of molecular alignment in the direction of the fibers long axis.

Previously, the thermal conductivity of PE nanofibers fabricated through a simple solution drawing technique reached values as high as 8.8 W/m-K and Raman spectroscopy with a peak $I_{1130}/I_{1060}$ ratio of $\sim$5 was used to support the strong correlation between chain alignment and fiber thermal conductivity. The highly drawn commercial PE fiber measured here demonstrates a significantly increased $I_{1130}/I_{1060}$ ratio of over 40, suggesting much higher chain alignment and thermal conductivity.

As previously mentioned, the 1440-1450 cm$^{-1}$ peak in the P3HT spectrum is associated with the symmetric C=C stretch vibration along the thiophene ring.
Raman Spectra for the 55 nm, 100 nm, and 200 nm P3HT nanofibers is included in Figure 29 below. General trends show an increase in polymer chain alignment with a decrease in nanofiber diameter. These results suggest that the $I_{zz}/I_{xx}$ ratio increase from approximately 1.4 to 2.5 for the 200 nm to 55 nm fibers, respectively. This result further supports the trend that fiber thermal conductivity improves with decreasing diameter and the notion that the measured 55 nm fiber thermal conductivity is lower because of inadequate template filling, not because the fibers are lower thermal conductivity.

![Figure 29](image_url)

**Figure 29.** Polarized Raman Spectra for light polarized parallel ($I_{zz}$) and perpendicular ($I_{xx}$) to the long axis of the polymer nanofibers as a function of fiber diameter. An increase in the $I_{zz}$ peak relative to the $I_{xx}$ peak is an indication of increasing polymer chain alignment.
3.6 Conclusions

Here we demonstrate a straightforward method to achieve high thermal conductivity polymer nanofibers using melt infiltration of AAO templates. The upper end of the thermal conductivity of HDPE NF, ~9 W/m-K, is more than twenty times higher than bulk HDPE. The value of ~7 W/m-K is the highest known reported thermal conductivity for a conjugated polymer, which are promising for use in high temperature thermal management applications. LDPE provides a useful test material, although it should be noted that the poor thermal stability of LDPE makes it impractical for many real applications. It was observed that temperatures as low at 80°C will cause enough softening to deform the NFs. HDPE may provide sufficient thermal stability for certain low temperature applications and infiltrating the array with a second higher temperature polymer may extend the operating range even higher. Future studies will focus on the continued parameterizations to maximize thermal conductivity and structural studies to explain these interesting properties.
CHAPTER 4. HIGH THERMAL AND ELECTRICAL CONDUCTIVITY OF TEMPLATE FABRICATED P3HT/MWCNT COMPOSITE NANOFIBERS

4.1 Introduction

The trend of increasing power density in microelectronic components has accelerated the need for advanced thermal management materials. With heat fluxes ranging from 0.1-3 kW·cm⁻² being expected in next generation silicon and wide band gap semiconductor electronics, the reduction of thermal resistances between interface joints is necessary to maintain lower device operational temperatures and to ensure system reliability.¹³¹ This challenge is further escalated by the growing use of electronics in high temperature environments where the associated thermal stresses are extreme (automobiles, defense equipment, oil excavation, etc.). The ideal property combination for reducing interfacial resistance and maintaining system reliability is a mechanically compliant material with high thermal conductivity and chemical stability. In general, polymers, despite their favorable mechanical properties, suffer from drastically reduced thermal transport and isotropic bulk film polymers typically exhibit thermal conductivities in the range of 0.1-0.3 Wm⁻¹·K⁻¹.¹¹² However, it is well known that polymer chain orientation impacts bulk properties and many techniques have been developed to improve chain alignment. Mechanical drawing, one of the earliest of these methods, was used to induce anisotropic thermal conductivity in bulk polymer systems as early as the 1960’s.¹³² More
recently, researchers have been investigating the use of nanoscale confinement to improve chain alignment through spatial restrictions and polymer-template surface interactions. For example, nanoporous anodic alumina oxide (AAO) templates, consisting of a nanoporous thin film of alumina filled with through-pores ranging from ~15-300 nm in diameter, can serve as a mold to create vertically aligned arrays of confined nanostructures. Polymer nanotubes (PNTs) and nanofibers fabricated using nanoporous templates may display special microstructure orientation and enhanced electrical and thermal properties. Recently, highly conductive thermal interface materials (TIMs) were fabricated using electrochemically grown polythiophene nanotube arrays and nanoconfined high density polyethylene nanofibers with high thermal conductivity were fabricated using a unique melt technique assisted by mechanical vibration. The polythiophene derivative poly(3-hexylthiophene-2,5-diyl) (P3HT) is one of the most commonly studied conducting polymers due to its ease of processing and potential use in organic electronics. P3HT also exhibits a melting temperature above 200°C and is commercially available, enhancing suitability for commercial thermal management applications. Moreover, solution cast P3HT nanotubes and melt processed nanofibers have both demonstrated enhanced thermal conductivity.

Carbon nanotubes (CNTs) are one of the most widely studied materials of the past 20 years due to their phenomenal electrical, thermal, and mechanical properties. The thermal conductivity of a carbon nanotube can be several orders of magnitude greater than polymers, in the range of 3000 Wm\(^{-1}\)K\(^{-1}\). Consequently, researchers have fabricated composite polymer/CNT materials with the goal of improving matrix transport and conjugated polymer/multiwall carbon nanotube (MWCNT) composites are actively being
developed for use in thermoelectrics,\textsuperscript{137} organic photovoltaics,\textsuperscript{138} and biomedical applications.\textsuperscript{139} Similarly to the macromolecular chains confined in nanoporous templates, confined composite systems demonstrate anisotropic alignment of the MWCNTs that contributes to property enhancement in the direction of alignment.\textsuperscript{140-142} The thermal conductivity of template confined composite nanofibers has not been reported, despite evidence that electrospun composite nanofibers may have thermal conductivities up to or greater than 20 Wm\textsuperscript{-1}K\textsuperscript{-1}.\textsuperscript{143, 144} The primary advantage of template fabricated nanofibers as opposed to electro- and gel-spinning methods is that template methods produce large area, vertically aligned nanofiber arrays, whereas spinning methods generally result in disordered mats that need post-processing to achieve vertical alignment.\textsuperscript{145}

Here we demonstrate a new method to fabricate composite nanofiber arrays with large concentration of high aspect ratio fillers, which has remained a significant challenge due to pore blocking of filler material and the difficulty in completely penetrating templates with small pore diameters. Our approach enables substantial enhancement to the thermal conductivity of nanoconfined polymer nanofibers. Using a simple sonication process, nanoporous alumina membranes are infiltrated with MWCNTs followed by polymer melt. The processing parameters can be altered to control the MWCNT wt\% in the composite nanofiber and the array thermal conductivity and electrical transport properties are evaluated as a function of MWCNT content. An electrical two-point probe method is used to determine the current voltage behavior of the nanofiber array as a function of MWCNT content and thermal conductivity is measured using the photoacoustic (PA) technique.\textsuperscript{107, 119, 146} Carbon nanotube \% content and composite fiber thermal stability is determined using thermogravimetric analysis (TGA) and transmission electron microscopy (TEM) is
used to visualize the MWCNTs within the nanofibers. A range of approximately 3 wt% to 55 wt% MWCNT content is achieved with a peak nanofiber thermal conductivity of approximately $4.7 \pm 1.1 \text{ Wm}^{-1}\text{K}^{-1}$ at 24 wt% MWCNT, which is more than double the thermal conductivity of pure polymer nanofiber\textsuperscript{6,7} and is nearly a 25-fold improvement over bulk film P3HT.\textsuperscript{109} Although there is a growing body of literature exploring thermal conductivity in template fabricated polymer nanostructures, this is the first known report on the enhanced thermal conductivity of template fabricated composite nanofibers with carbon nanotube filler.

### 4.2 MWCNT/P3HT Composite Nanofiber Fabrication

A novel bath sonication process was developed to fabricate composite nanofibers with high filler loading dispersed throughout the length of the fiber. Empty Whatman 200 nm nominal pore diameter and 60 µm thick AAO templates are placed directly into a MWCNT/chlorobenzene dispersion under bath sonication (Figure 30a). The purchased Whatman AAO templates have a nominal pore diameter of 200nm and a rated porosity of 35-50%. However, it has previously been determined that the porosity and nominal pore diameter can be as large as 60% and 220 nm, respectively.\textsuperscript{56} The templates were dipped in 1M KOH solution for 20 seconds before sonication to remove any residual surface films that may block pore openings. SEM images revealed insignificant pore widening after the 20 second etching process. The templates were then rinsed in DI water and allowed to dry in vacuum oven. The 1.5 wt% MWCNT/chlorobenzene dispersion was sonicated for 1 hour and then the dried AAO template was placed in the dispersion to undergo sonication for the prescribed time intervals. The MWCNTs were purchased from US Research
Nanomaterials, Inc. and used as purchased. Their specified diameter and length is less than 7 nm and 0.5-2 μm, respectively.

The sonication energy forces MWCNTs into the template nanopores and the sonication time and dispersion concentration are altered to control pore filling. Sonication is likely to break the MWCNTs into even smaller lengths and forces both the short and long aspect ratio nanotubes into the small pore openings and disperses the nanotubes along the length of the nanopore (Figure 30c). Several other reports have explored the use of AAO templates to fabricate composite nanostructures, but this is the first study that presents a method to achieve a seemingly high weight percent filling (TGA results discussed later) and high MWCNT loading along the length of the nanofiber.

Figure 30. a)-c) displays the AAO sonication process and cross section after a 0.5 hour sonication in 1.5 wt% MWCNT dispersion. Steps d)-f) show the process used to melt infiltrate polymer into the MWCNT filled AAO template, illustrations b and d are the same.

Magnified SEM images along the entire length of the AAO cross section demonstrate the presence of MWCNTs throughout as illustrated in Figure 31. Although Figure 31c clearly illustrate the presence of MWCNTs on the AAO walls, a variation in
SEM contrast along the length of the cross section suggests a non-uniform MWCNT distribution. The contrast variation is due to arrangement of MWCNTs within the confining pores, where the MWCNTs have the tendency to bundle into clusters toward the middle of the template, as illustrated in Figure 31c. However, near the top and bottom of the template (about 15 µm into each side), the MWCNTs appear to demonstrate less clumping behavior.

**Figure 31.** Image A displays the AAO cross section after a 3 hour sonication in 2.5 wt% MWCNT dispersion and images B, C, and D show the high magnification images on the top, middle, and bottom of the AAO template, respectively. MWCNTs can be seen throughout the length of the template.
The mechanism behind this unusual distribution is still not fully understood, but it may be due to the dynamics of the sonication method, where MWCNTs that penetrate deeper into the template are likely to bundle as sonication energy becomes less pronounced or upon drying where a liquid meniscus might pull MWCNTs into the middle of the AAO. TEM of the composite nanostructures could not resolve the same bundling effect and it is possible that the MWCNTs become better dispersed during polymer infiltration.

Figure 30d-f demonstrates the subsequent filling of the MWCNT infiltrated AAO templates with P3HT melt and SEM and TEM images of the released nanostructures before and after polymer filling are included in Figure 32. An SEM image of the released MWCNT bundle is included in Figure 32a and the corresponding TEM image is illustrated in Figure 32b. Likewise, SEM and TEM images are included in Figure 32c-d for the composite nanofibers after P3HT melt infiltration.
Figure 32. Nanostructure SEM and TEM images after removing the AAO template before melt infiltration (a-b) and after the AAO is melt infiltrated with P3HT in a vacuum oven (c-d).

The polymer melt process is performed by placing the MWCNT filled AAO template on top of bulk P3HT flakes in a vacuum oven at 260 °C (N₂ atmosphere). After 45 minutes the template is removed and quenched in deionized water to minimize thermal degradation and to preserve molecular alignment. The 45 minute infiltration time is the minimum required time for sufficient infiltration. It was selected through initial experimentation where it was found that impartial nanopore filling could occur at lower infiltration times, especially in the composite samples where MWCNTs partially block the pores. During the quenching process, the bulk of nanofibers are protected from water exposure by the AAO template and back polymer film, which is later removed. The samples were not annealed after melt infiltration in contrast to methods previously
Annealing is avoided purposely under the anticipation that recrystallization may undo confinement induced alignment, which has been reported to significantly reduce thermal transport in electrospun nanofibers. Figure 32 illustrates the resulting nanostructures when the AAO template is removed before and after P3HT melt infiltration. Interestingly, pure MWCNT bundles can be released from the template and they maintain their structure without the need for a reinforcing polymer matrix (only for longer sonication times with significant MWCNT infiltration). This observation suggests potential for high composite thermal conductivity because values as high as 150 W·m⁻¹K⁻¹ in MWCNT bundles have been reported.

### 4.3 Thermal Gravimetric Analysis of Composite Fibers

A two-step thermogravimetric analysis (TGA) process is described to determine MWCNT content in wt% using a TA Instruments SDT Q600 thermogravimetric analysis system. The AAO/nanofiber composite samples were crushed and placed directly into the TGA pan for analysis. The composite nanofibers are cycled from 150°C to 700°C at a heat rate of 10°Cmin⁻¹ first under nitrogen atmosphere and subsequently under air without removing the sample. P3HT flakes and MWCNT powder samples are measured individually to verify the percent weight loss of each under nitrogen and air atmosphere. P3HT lost approximately 73% mass in nitrogen (33), which agrees well with past reports of inert P3HT thermal decomposition. The P3HT in air undergoes a decomposition process that involves an initial mass loss peak due to the degradation of the alkyl side chain.
and the second mass loss peak is a result of the thermos-oxidative decomposition of the chain backbone.

Figure 33. TGA plot of the P3HT flakes in both air (dashed) and nitrogen (solid) atmospheres. The weight loss percent and the derivative of the weight loss with respect to temperature is illustrated for both scans.

The MWCNTs are stable in inert conditions and only lose a small percentage (~5 wt%) of impurities (Figure 34) under nitrogen. Hence, the composite sample weight loss in nitrogen is primarily due to a single step polymer decomposition process where only ~30% residual mass (RM) of the polymer species is left when heated past 600°C. Upon reheating the polymer RM and MWCNTs in air, approximately 95% of the remaining
weight is lost indicating full decomposition of both constituents. The residual mass of as received P3HT flakes and MWCNT powder after decomposition in each atmosphere was used to formulate Equation 6 and Equation 7.

**Figure 34.** TGA plot of the MWCNT powder in both air (dashed) and nitrogen (solid) atmospheres. The weight loss percent and the derivative of the weight loss with respect to temperature is illustrated for both scans.

Figure 35 outlines the results of TGA analysis for P3HT nanofibers (Figure 35a) and for composite nanofibers (Figure 35b) fabricated using MWCNT infiltrated AAO template (AAO was placed in MWCNT dispersion for 50 minutes). As the wt% of MWCNTs is increased, more total mass is lost during the heating cycle in air atmosphere.
relative to the mass lost during the initial heating cycle in nitrogen. For both samples, the large residual mass after TGA in air is the remaining weight of the AAO template. The derivative of weight with respect to temperature varies significantly between samples in air atmosphere (Figure 35a and Figure 35b) and Figure 35c illustrates this trend across all sonication times. In air atmosphere, the peak mass loss temperature shifts from approximately 525°C to 575°C as the sonication time increases. This shift occurs because a larger percentage of MWCNTs are present at the longer sonication times and hence the peak associated with maximum MWCNT mass loss rate becomes more pronounced.
Figure 35. TGA weight loss and derivative of weight with respect to temperature for a) P3HT nanofibers and b) MWCNT/P3HT composite nanofibers fabricated after sonication for 50 minutes. c) The derivative of weight with respect to temperature for the 10 – 60 minute sonicated samples heated in air atmosphere. d) Weight loss ratio for mass loss in nitrogen to mass loss in air for the 10 – 60 minute sonicated samples and their calculated MWCNT wt%. Error bars represent the standard deviation of three trials.

Equation 6 and Equation 7 are derived experimentally through a series of TGA measurements and are used to determine the mass of P3HT ($M_{P3HT}$) and the mass of MWCNT ($M_{MWCNT}$) as a function of the composite mass loss under nitrogen atmosphere ($\Delta W_{N2}$) and the corresponding mass loss in air atmosphere ($\Delta W_{Air}$). The coefficients for the system of two linear equations are derived using the aforementioned TGA results for
mass loss of MWCNT powder in nitrogen (~5%) and air (~95%), as well as mass loss of P3HT flakes in nitrogen (~73%) and air (~27%). However, because only ~95% of total mass is lost in air for both samples (~5% residual mass remained), each coefficient is multiplied by 0.95 in Equation 7 to account for residual mass.

\[
\Delta W_{N_2} = 0.73(M_{P3HT}) + 0.05(M_{MWCNT})
\]  

\[
\Delta W_{Air} = 0.95(1 - 0.73)(M_{P3HT}) + 0.95(1 - 0.05)(M_{MWCNT})
\]  

Figure 35d displays the resulting calculations for each sonication time where the samples sonicated for 10 to 60 minutes demonstrate a MWCNT wt% of approximately 3 wt% to 55 wt%, respectively. The ratio of total weight lost in N\textsubscript{2} as compared to air is an indication of the presence of MWCNTs where a ratio of approximately 3 to 1 corresponds to polymer material with no MWCNTs and a ratio of ~ 0.5 corresponds to ~55 wt%. Assuming MWCNT density of 1.5 g/cm\textsuperscript{3} and P3HT density of 1.1 g/cm\textsuperscript{3},\textsuperscript{151, 152} the estimated MWCNT to P3HT volume fraction ranges from approximately 2 vol% to 40 vol%. As the sonication time increases the MWCNT wt% increases significantly and begins to exhibit exponential growth behavior after a sonication time of 40 minutes. SEM images (Figure 36) indicate that the exponential growth occurs at longer sonication times because the MWCNTs begin to block the nanopores and prevent filling of polymer. Hence,
additional MWCNTs further block entry of the polymer species and the system of linear equations breaks down, resulting in artificially high wt% estimations.

Figure 36. a) simple illustration to demonstrate partial P3HT filling into the MWCNT filled AAO template. b) SEM image demonstrating the presence of composite structures (green box) and MWCNT bundled structures (black box) along the material cross section.

It is worth noting that larger MWCNTs (5-15 µm long) resulted in insignificant pore penetration under identical processing conditions, although we do anticipate that higher aspect ratio fillers would further enhance the transport properties. In addition, a sonication time of greater than 2 hours resulted in the gradual destruction of the AAO template and small deviations from the prescribed processing conditions can result in little to no MWCNT filling of AAO template. For example, lower dispersion concentrations resulted in poor template filling.
4.4 Thermal and Electrical Transport Measurements

The photoacoustic (PA) method and a two-probe electrical method are utilized to measure the thermal conductivity and current-voltage characteristics of the composite nanofibers, respectively. The PA method is well established and has previously been used to measure the thermal conductivity of thin films and nanostructured materials.\textsuperscript{107, 146} A further explanation of the thermal measurements and uncertainty can be found in our prior work.\textsuperscript{117, 119, 146} Here, the thermal conductivity of the composite nanofibers embedded in the AAO is measured and a simple rule of mixtures (ROM) calculation is performed to estimate fiber conductivity assuming 100% template filling and a template porosity of 50%, following methods reported previously.\textsuperscript{110, 116} The assumption of 50% porosity is at the upper end of the manufacture specifications, but is similar to what has been verified using SEM image analysis software. Under the assumption of 100% template filling, the resulting volume fraction ($V_f$) of the nanofibers is 50%. The ROM calculation is provided below as Equation 8,

$$k_{com} = k_{fiber}(V_f) + k_{AlO2}(1 - V_f)$$

(8)

where $k_{com}$ is the measured composite thermal conductivity, $k_{fiber}$ is the nanofiber thermal conductivity, and $V_f$ is the nanofiber fill fraction. To determine the alumina thermal conductivity ($k_{AlO2}$) an empty AAO template was measured (~0.65 ± 0.1W/m-K, Figure 37) using the PA technique resulting in a calculated alumina conductivity of 1.3 Wm\textsuperscript{-1}K\textsuperscript{-1}, which agrees well with the previously reported value of 1.38Wm\textsuperscript{-1}K\textsuperscript{-1}.\textsuperscript{110}
Figure 37. Cross section of empty AAO template with sputtered Ti coating used to measure the thermal conductivity of alumina template.

Figure 38 illustrates the acoustic phase shift of the 40 minute sonicated composite nanofiber/AAO sample as a function of modulation frequency. The experimental data is plotted in addition to the error bars corresponding to ± 0.5 degree phase shift to account for experimental error. The uncertainty for each thermal measurement in this manuscript ($\Delta_{\text{total}}$) is derived from the data fitting uncertainty ($\Delta_{\text{fit}}$) and the measurement uncertainty ($\Delta_{\text{meas}}$) as described in section 2.4.
Figure 38. Theoretical and experimental phase shift of the 40 minute sonicated AAO/nanofiber composite sample with a ± 0.5 degree phase shift.

Table 5 provides the material properties and fitting parameters used in the photoacoustic measurements. In Table 5 $k$ is thermal conductivity, $c$ is the specific heat capacity, Thick is the layer thickness, OAL is the optical absorbance length, Con Res is the contact resistance between interfaces, and TD is thermal diffusivity. The four unknown values that were fit for in the model were the thermal conductivity of the nanofiber/AAO composite ($k_{NW-AAO}$), the specific heat of the nanofiber/AAO composite ($c_{NW-AAO}$), the contact resistance between the silicon and nanofiber/AAO composite ($R_{Si,NW-AAO}$), and the contact resistance between nanofiber/AAO composite and the top layer of titanium that was sputtered onto the sample to help laser absorption ($R_{NW-AAO,Ti}$).
Table 5. Fitting parameters and material properties used for photoacoustic data fitting. The green highlighted boxes represent the unknown values that were fit for in the model.

<table>
<thead>
<tr>
<th></th>
<th>Density</th>
<th>$k$</th>
<th>$c$</th>
<th>Thick</th>
<th>OAL</th>
<th>Con Res</th>
<th>Layer Res</th>
<th>TD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kg/m$^3$</td>
<td>W/m-K</td>
<td>J/kg-K</td>
<td>µm</td>
<td>µm</td>
<td>mm$^2$-K/W</td>
<td>mm$^2$-K/W</td>
<td>mm$^2$/s</td>
</tr>
<tr>
<td>Si</td>
<td>2320</td>
<td>148</td>
<td>710</td>
<td>550</td>
<td>1.0E-03</td>
<td>37</td>
<td>3.72</td>
<td>89.85</td>
</tr>
<tr>
<td>Nanofiber /AAO</td>
<td>2450</td>
<td>2.97</td>
<td>950</td>
<td>60</td>
<td>1.0E-02</td>
<td>3.1E-02</td>
<td>20.21</td>
<td>1.28</td>
</tr>
<tr>
<td>Ti</td>
<td>4500</td>
<td>4.50</td>
<td>522</td>
<td>0.20</td>
<td>2.6E-02</td>
<td>1.0E-06</td>
<td>0.04</td>
<td>1.92</td>
</tr>
<tr>
<td>He</td>
<td>0.38</td>
<td>0.15</td>
<td>5190</td>
<td>0.00</td>
<td>1.0E-03</td>
<td>0.0E+00</td>
<td>0.00</td>
<td>76.27</td>
</tr>
</tbody>
</table>

The model sensitivity to perturbations in each of these parameters over the measurement frequency range is illustrated below in Figure 39. The sensitivity analysis was performed by changing a property value by ± 1% and then recalculating the phase. The larger the sensitivity, the larger the change in the phase in response to a change in a property value. As illustrated, our measurements have high sensitivity to the measured property values over the experimental frequency range.
Figure 39. Sensitivity analysis to determine the model sensitivity to the unknown fitting parameters.

The DC current-voltage relations were measured at room temperature using a Keithley 2450 source meter connected to a DC electrical probing station. The infiltrated templates were patterned with 200nm thick gold contacts on both sides (top and bottom) and voltage of 0-2 volts was applied across the nanofibers. The resulting current response was measured and the current density was calculated using the contact surface area. The individual nanofiber electrical conductivity was then estimated assuming a fill fraction of 50%. The current density as a function of applied voltage was calculated using the gold contact diameter and the AAO nanopore fill fraction (~50%).
4.5 Results and Discussion

Figure 40 demonstrates the relationship between sonication time, dispersion concentration, thermal conductivity (Figure 40a) and the current density (Figure 40C) of the MWCNT/P3HT composite nanofibers. The AAO/nanofiber composite thermal conductivity increases with increasing MWCNT wt% and peaks at approximately 3 ± 0.5 Wm$^{-1}$K$^{-1}$ after a sonication time of 40 minutes and at 24 wt% MWCNT composite nanofibers. Without MWCNT the AAO/nanofiber composite thermal conductivity is approximately 1.8 ± 0.4 Wm$^{-1}$K$^{-1}$. The calculated nanofiber thermal conductivity ranges from 2.3 ± 0.5 Wm$^{-1}$K$^{-1}$ to 4.7±1.1 Wm$^{-1}$K$^{-1}$ for the 0 wt% and 24 wt% MWCNT samples, respectively. With a thermal conductivity of over 2 Wm$^{-1}$K$^{-1}$, our melt processed nanofibers are significantly more conductive than previously reported for similar P3HT nanofiber diameter. As mentioned, this is likely because our process avoids thermal annealing, which has been shown to decrease chain alignment parallel to the tubes vertical axis and may greatly reduce nanofiber thermal conductivity. In addition, the P3HT used in the current study has an estimated number average molecular weight of 88,000 g mol$^{-1}$ whereas the authors in the aforementioned study report a Mn of 33, 405 g mol$^{-1}$, hence the increased chain length may result in more significant confinement effects and may have significantly different levels of crystallinity. Past 40 minutes of sonication the thermal conductivity drops significantly due to the previously discussed phenomenon of MWCNT pore blocking and partial polymer infiltration.

Previous studies indicate that phonon scattering at the interface between MWCNTs and polymer matrix limits thermal transport, which results in less significant improvements in thermal conductivity than would be expected through simple effective medium theory.
analysis. The P3HT matrix and MWCNTs are coupled strongly through π–π interactions, resulting in polymer chain wrapping around MWCNT in solution and enhanced crystallinity and conjugation length in solid films. However, the relationship between these effects and thermal conductivity in conjugated systems is not yet fully understood. On the other hand, polymer chain and MWCNT alignment parallel to the nanofibers long axis is expected to improve thermal conductivity and reduce the degree of interfacial phonon scattering in the composite system. Our results and previously reported orientation investigations in similar systems suggest that confinement induces polymer chain/MWCNT co-alignment along the backbone of the nanofiber, drastically improving thermal conductivity.
Figure 40.  a) AAO/nanofiber composite and calculated nanofiber thermal conductivity as function of MWCNT wt%.  b) Comparison of the thermal conductivity of published polythiophene (electrochemically processed) and derivative P3HT nanostructures (melt and solution processed) fabricated using template methods.  c) Current density as a function of applied voltage for samples that were sonicated for 10-60 minutes at 10 minute intervals.  d) Estimated electrical conductivity of composite nanofibers as a function of MWCNT wt% (based on approximated area density of nanofibers).

Figure 40b displays the reported thermal conductivity of bulk (isotropic) P3HT, 109 ~220 nm diameter rr-P3HT nanotube, 117 ~220 nm diameter polythiophene nanotube, 56 ~350 nm diameter annealed P3HT nanofiber array, 110 and the thermal conductivity of the ~220 nm diameter composite nanofibers made in this study. The calculated thermal conductivity of the 24 wt% composite nanofiber is greater than 2x the thermal conductivity
reported for polythiophene nanofibers. This result strongly contrasts a previously described trend of decreasing thermal conductivity of CNT/P3HT composite films with increasing CNT wt%.\textsuperscript{137} This is most likely due to poor CNT dispersion in the referenced work. Here, the observed increase in thermal conductivity of composite fibers relative to pure polymer nanofiber is moderate considering the high MWCNT wt%. For example, it is common to observe a 3x improvement in composite conductivity at MWCNT fill fraction less than 10 vol\%.\textsuperscript{20} Our relatively moderate improvement is likely a result of the small aspect ratio of our fillers and sonication mediated defect formation. Also, the contribution of the highly conductive MWCNT species becomes less significant as the polymer matrix thermal conductivity improves.

The current and voltage relations of the composite nanofibers are measured using a simple two-probe method.\textsuperscript{156} The current density increases with MWCNT content (Figure 40c), resulting in a current density range that spans over six orders of magnitude and agrees well with what has been reported for MWCNT/P3HT composites.\textsuperscript{137, 157} The presence of MWCNTs significantly improves the electrical transport of the nanofibers as compared to pure P3HT nanofibers. The P3HT nanofibers demonstrated a current density of approximately 2 nA·cm\textsuperscript{-2} at 1 volt which is nearly 7 orders of magnitude lower than the most conductive composite samples. The composite nanofiber current density measurements suggest electrical percolation behavior occurs after approximately 40 minutes of sonication. The onset of percolation behavior coincides with the highest measured thermal conductivity values, however, the estimated fiber electrical conductivity continues to increase even as thermal conductivity begins to drop. The continued increase in electrical conductivity suggests that the polymer matrix plays an insignificant role in
charge transport at larger MWCNT content. In addition, the onset of electrical percolation behavior, observed above 20 wt% of MWCNTs, occurs at relatively high wt% compared to past studies. The delayed occurrence of percolation indicates that at shorter sonication times the MWCNTs may infiltrate the AAO only near the top and bottom surfaces, as supported by SEM observations.

4.6 Conclusions

P3HT/MWCNT composite nanofibers are fabricated using the dispersive energy of a sonication bath and sonication time is manipulated to control MWCNT wt%. Nanofibers with approximately 24 wt% MWCNT exhibit a thermal conductivity of 4.7 ±1.1 Wm$^{-1}$k$^{-1}$, which is the highest measured thermal conductivity for P3HT/MWCNT composite material. Although CNT/polymer composite thermal conductivity is typically hindered by interfacial phonon scattering, the results of this study suggest interfacial scattering has been greatly reduced due to nanoconfinement induced alignment of both the MWCNT and the polymer chains. In addition, electrical percolation and high electrical conductivity are observed in nanofibers with greater than 20 wt% MWCNT, which serves as an indication that MWCNTs are present throughout the nanofiber length. The simple methods described here can be replicated to fabricate a wide variety of polymer composite nanostructures that may exhibit special mechanical and thermal properties as compared to their bulk or nanostructured counterparts. The observed enhancement in thermal conductivity may lead to the development of next generation thermal interface materials that exhibit “soft” mechanical properties and enhanced thermal transport, while the significantly improved electrical properties may be interesting for thermoelectric applications.
CHAPTER 5. THERMAL CONDUCTIVITY ENHANCEMENT OF LASER INDUCED GRAPHENE FOAM UPON P3HT INFILTRATION

5.1 Introduction

The trend of Thermal management of electronic devices is a burgeoning challenge due to their increased power consumption and reduced weight and size requirements, which ultimately result in high power density. In most electronic packages, there exists interfaces where heat generating components must be connected to heat sinking materials using thermal interface materials (TIMs). TIMs enhance the thermal conductance from one component to the other by filling in air gaps (caused by microscopic surface roughness and tolerance mismatch) that would otherwise form thermally insulating air pockets and most commercial TIMs are composed of polymer matrix infiltrated with high conductivity filler. While the specific application greatly influences the desired material properties, it is generally ideal for thermal interface materials to be mechanically compliant (soft) and have high thermal conductivity.\(^2\) “Softness” (or the ability to deform under pressure) allows TIMs to fill in surface roughness crevices and improve the effective heat transfer between substrates; however, soft materials with high thermal conductivity are difficult to manufacture due to the low intrinsic thermal conductivity of polymers, typically between 0.1 - 0.5 W/m-K\(^{112}\) (with the exception of recent efforts to increase the thermal conductivity of pure polymer, where up to 1.5 W/m-K has been achieved using engineered interchain, heat conducting bonds\(^{158}\)). To overcome this challenge, commercial TIM manufacturers and academic researchers generally fill the polymer matrix with thermally conductive...
particles such as boron nitride or aluminum oxide particles (for electrically insulating applications)\textsuperscript{159,160} or various forms of carbon such as carbon fibers,\textsuperscript{18} carbon nanotubes,\textsuperscript{161} and graphene flakes\textsuperscript{162} and metals including Ag\textsuperscript{163} (for applications where electrical isolation is less critical). Although the aforementioned filler particles exhibit large thermal conductivities, the effective increase in composite thermal conductivity can be low because of poor particle dispersion and contact resistance, which includes both phonon scattering at the polymer matrix and filler particle interface and voiding or incomplete wetting of the particle surface.\textsuperscript{164} To achieve significantly enhanced through plane ($z$-axis) thermal conductivity, the resultant composite material requires high filler particle concentration, to the point where filling begins to compromise mechanical properties, processability, and greatly increases material cost. For example, even at filler particle volume fractions above 50 vol\% the effective through plane thermal conductivity is still often an order of magnitude or more below the thermal conductivity of the filler particles.\textsuperscript{165,166}

Porous graphite and graphene foams (GF) with a three-dimensionally connected network of graphene (or graphite) ligaments have been investigated to provide high through plane thermal conduction as free standing foams or when combined with secondary polymer to form a composite.\textsuperscript{34,167} The percolated skeletal carbon ligaments (the 3D carbon network that comprises the graphene foam structure) provide heat transport pathways with no interfacial contact points and hence reduced interfacial phonon scattering, and graphene foam composite systems have demonstrated ligament thermal conductivities greater than 1600 W/m$\cdot$K.\textsuperscript{33} In addition, free standing graphene foams, with ligament thermal conductivity estimated to be 500 W/m$\cdot$K, have demonstrated high effective thermal conductivity under compression and exceptional performance in thermal
interface applications. However, expensive, high temperature and time consuming CVD or pyrolytic methods are often used to fabricated graphene foams, pricing graphene foam based TIMs out of the commercial market (high performance TIMs typically sell for between $0.5-$5.00/in$^2$ whereas graphene foams are currently sold for greater than $50/in^2$ (Graphene Supermarket)).

Here we investigate thermal transport in low cost laser induced graphene (LIG) foam and LIG/poly(3-hexylthiophene-2,5-diyl) (P3HT) composites fabricated through laser ablation and drop casting methods. The polymer P3HT has high temperature stability (melting point above 200 °C) and strong pi-pi interactions with graphene structures, which allows for good foam wetting and infiltration. The thermal conductivity of bare LIG foam is measured as a function of laser power and then thin coatings of P3HT are incrementally added to the LIG foam network and an unusually high increase in thermal transport is observed. These interesting results serve to further the conversation of graphene foams and composites for thermal management applications.

5.2 LIG Foam Structural and Thermal Characterization

LIG foams are produced using a simple laser fabrication technique described previously. In short, the foams are manufactured from commercially available 130 µm thick Kapton polyimide (PI) sheets using a CO$_2$ infrared laser where laser irradiation results in the photothermal conversion of sp$^3$-carbon atoms to sp$^2$-carbon atoms, and the formation of a 3-dimensional graphene network on the surface of the PI film. The CO$_2$ laser power is altered to control the degree of graphitization and resultant graphene foam thickness and
porosity. The entire process is performed under ambient conditions for the conversion of PI films into porous graphene foam where the porosity originates from the outgassing during the high temperature laser process. The LIG process is unique to a small class of polymers, particularly those that bear the aromatic and imide repeat units due to an overlap of the 10.6 µm CO$_2$ laser line with an absorbance shoulder in the PI.

For this study, the laser duty cycle is adjusted from 4% to 10% in 2% increments using a 60 W peak laser, operating in pulse width modulation (PMW) at 6 kHz and laser spot size of 100 µm. As laser power density increases, the LIG thickness on the surface of PI film increases and the porosity increases. Figure 41 below illustrates the LIG foam surface as a function of laser power.
Figure 41. SEM images of the LIG surface as a function of laser duty cycle. These images illustrate that the PA thermal measurement is suitable for these samples as surface voids are significantly smaller than the PA laser spot size (1mm in diameter). Scale bar applies to all images.

The resultant LIG thermal conductivity is measured as a function of laser power using the photoacoustic (PA) method. The PA method (described in detail in Chapter 2) is a photothermal measurement procedure where a modulated laser strikes the surface of a material housed in a pressurized chamber and as the sample surface heats, it conducts heat into the gas near its surface and the gas expands sending acoustic waves throughout the chamber. The phase and amplitude of the acoustic signal is then compared to a reference material and a one-dimensional heat conduction model is used to determine the materials
thermal properties. Further information regarding the PA measurement technique, model fitting parameters, and sample preparation can be found in our previous publications. For the PA measurement, the LIG and PI film thickness (LIG is formed on the surface of a PI film) were recorded as a function of laser power using cross-sectional SEM imaging, as demonstrated below in Figure 42.

**Figure 42.** LIG and PI support film thickness as a function of laser power where 2.4, 3.6, 4.8, and 6 watts correspond to a duty cycle of 4, 6, 8, and 10 percent, respectively. Inset SEM image corresponds to the cross-section of the 3.6 W sample.
An illustration demonstrating the sample configuration for the LIG foam PA measurements is included in Figure 43. In addition, representative photoacoustic phase shift and model sensitivity to unknown parameters for the 6% duty cycle LIG are provided in Figure 44 and Figure 45, respectively.

**Figure 43.** Illustration of the sample configuration and testing unit for the photoacoustic measurements on LIG foams.
Figure 44. Theoretical and experimental photoacoustic phase shift as a function of laser modulation frequency including ± 1 degree phase shift minimum and maximum fits for uncertainty analysis. These data represent the 6% duty cycle LIG.
Figure 45. Photoacoustic model sensitivity as a function laser modulation frequency for the four unknown parameters that were fit for. Pi-res is the model sensitivity to the interface thermal resistance between the LIG and PI film, LIG-dens is the sensitivity to the LIG density, LIG-th cond is the sensitivity to the LIG/P3HT thermal conductivity, and LIG-oal is the sensitivity to the LIG/P3HT optical absorbance length. These data represent the 6% duty cycle LIG.

The thermal conductivity does not significantly change as a function of laser irradiation and a peak value of approximately 0.7 W/m-K is observed for foams fabricated at 4% duty cycle, as illustrated in Figure 46. Regardless, the LIG foam thermal conductivity is significantly larger than the PI thermal conductivity of 0.15 W/m-K reported by DuPont. The foam thickness increases gradually from a minimum of approximately 27 µm to a maximum of approximately 50 µm as laser duty cycle increases from 4% to 10%. Scanning electron micrographs of the LIG surface as a function of laser power (Figure 41) demonstrate that the characteristic surface porosity dimensions (the size
of surface voids) is well below the PA laser spot size of 1 mm in diameter (>97% of surface area of 6% sample exhibits pore size <9nm), which is important for determining the applicability of this thermal testing method.

**Figure 46.** Graphene foam thickness (black squares) and thermal conductivity (blue triangles) as a function of laser power. The thickness error bars represent the standard deviation of three cross-sectional SEM images and the thermal conductivity errors bars represent the combined measurement and fitting uncertainty (see reference\textsuperscript{62} and Chapter’s 2-4 for more details on the PA method).

Although all thermal measurements fall within the same uncertainty bounds, the trend suggests that maximum foam thermal conductivity is achieved at a laser duty cycle of 6%, most probably due to competing material property modifications that occur as the
laser power is increased. It is expected (and has been confirmed by (Lin, J. et al.)) that at low laser power the foam will have the highest density and lowest porosity, but lower relative levels of graphitization; whereas at high laser power (8-10% duty cycle) the opposite is expected (high levels of graphitization, but lower graphene ligament density and high porosity). This expectation is illustrated when comparing points for the 4% and 8% duty cycles Figure 46, where nearly identical thermal conductivity is achieved despite expected variance in density. The results of the PA measurements suggest that the 6% laser power provides an ideal medium where both graphitization and density are relatively high, resulting in peak LIG thermal conductivity. Hence, the 6% LIG is expected to produce the highest thermal conductivity when combined with polymer and was chosen as the base material to fabricate LIG/P3HT composites for thermal testing.

5.3 LIG/P3HT Composite Thermal Characterization

Regioregular P3HT (purchased from Sigma, product number 445703) is stirred into chlorobenzene (using a hot plate set at 60°C and for 1 hour of stirring) to form a 15 mg/mL P3HT solution. An adjustable volume micropipette is used to apply P3HT to the surface of 6% duty cycle GF in 75 μL increments and dried for 2 hours in ambient environment. The resulting P3HT vol% is calculated using the measured volume of the graphene foam and the known amount of P3HT added. The LIG becomes saturated with polymer and a P3HT film begins to develop on the sample surface at the highest P3HT vol% filling, as illustrated in the inset images in Figure 47. However, cross-sectional SEM images reveal the presence of voids that exist even after full sample saturation, resulting in a lower than expected peak P3HT filling of approximately 55 vol% of the total. Hence, the authors
believe the proposed method results in maximum achievable infiltration, as SEM imaging indicates the presence of P3HT films at the top, bottom, and through the entire sample thickness and the addition of more polymer will only result in further surface accumulation. The remaining voids are likely due to sections of the graphene foam that are impenetrable to polymer infiltration due to fully enclosed wall structures or substantially smaller feature sizes. Figure 47 shows that the GF thermal conductivity improves from approximately 0.7 W/m-K at no P3HT filling to an unexpectedly high value of approximately 1.7 W/m-K with maximum achievable infiltration.
Figure 47. Thermal conductivity of graphene foam/P3HT composite as a function of P3HT vol.% is illustrated by the black squares corresponding to the left vertical axis. The errors bars represent the uncertainty associated with the measurement and data fitting uncertainty. The blue shaded region corresponds to the right vertical axis and represents the theoretically calculated ligament thermal conductivity with upper and lower bounds represented by the uncertainty in LIG foam density measurements. The inset images display the LIG surface before and after maximum P3HT infiltration.

The dramatic increase in thermal conductivity is surprising considering the thermal conductivity of P3HT is approximately 0.28 W/m-K (measured by PA on dropcast films) and the thermal conductivity of the helium gas in the PA testing chamber is 0.15 W/m-K. Hence, replacing the helium gas within the GF matrix with P3HT should not result in a significant increase in composite thermal conductivity above the ~ 0.7 W/m-K value.
observed at no P3HT infiltration. A high precision scale is used to measure the weight of
1 cm² sections of LIG on PI and a scanning electron microscope is used to measure the
thickness of each respective layer. These measured values and the manufacturer specified
density of PI film (1.42 g/cm³) are then used to calculate the LIG density. Using the
measured 6% duty cycle LIG density and the measured bulk thermal conductivity as a
function of polymer filling (λ_{Bulk}), the estimated ligament thermal conductivity (λ_{Solid}) is
calculated and plotted in Figure 2 utilizing a simple analytical model to predict the thermal
conductivity of connected graphite networks (Equation 9).

\[
\lambda_{Bulk} = \alpha \left( \frac{\rho_{Bulk}}{\rho_{Solid}} \right)^M \lambda_{Solid}
\]  

(9)

In Equation 9, \( \alpha \) (the cellular structure coefficient, equal to 0.734) and \( M \) (equal
to 1.427) are constants to account for the impact of both the pore shape and the volume
ratio of ligaments to junctions on the path length of heat flow in GF, respectively. These
constants were derived for CVD grown graphitic foam networks and may not exactly
correlate to our material system; however, because our material has a relatively high
density and low bulk thermal conductivity, simpler models (Equations 1 and 2 in
reference) with constants that are universally applied to all foam systems produce results
within the uncertainty bounds associated with our density measurements. The bulk density
(GF density) and the solid density (graphene ligament density) are both denoted by \( \rho \) where
the bulk is measured to be 385 ± 70 mg/cm³ and the ligament value (the backbone density,
not the foam density) is taken from literature as 2.2 g/cm³. The blue shaded region represents the upper and lower bounds of the estimated ligament conductivity as a function of GF density, where the bounds are determined by the uncertainty in the density measurements.

5.4 LIG/P3HT Theoretical Analysis and Results Discussion

The relatively low values of GF ligament thermal conductivity are likely due to the polycrystalline nature of the LIG foams and poor structural integrity (fractured ligaments), which will both contribute to enhanced interfacial phonon scattering and contact resistance. The dramatic increase in thermal conductivity with addition of P3HT is likely due to a significant enhancement of the graphene foam ligament network thermal conductivity, where effective ligament thermal conductivity increases from approximately 12 W/m-K to 28 W/m-K. We hypothesize that the addition of polymer solution results in capillary driven healing of broken ligament networks through elastocapillary coalescence allowing for an increase in the total number of thermal transport pathways and better adhesion between contact points of pathways in physical contact. Electrocapillary coalescence occurs when solvent induced capillary forces overcome LIG network elastic forces and draw LIG ligaments into contact (or coalescence) and then the surfaces remain in contact after removal of solvent due to adhesion or polymer binding forces. Multiple wetting events were recorded with solvent only and the resulting GF thermal conductivity did not change significantly, which suggest the polymer is essential due to its strong interaction with the graphene and is ability to serve as a binding material upon solvent evaporation.
The theoretically calculated ligament thermal conductivity values \( (\lambda_{\text{Solid}}) \), as well as the polymer thermal conductivity \( (\lambda_{\text{Polymer}}) \), are used in a normalized unit cube model developed by Yu et al.\textsuperscript{170} (Equation 10) to calculate the bulk composite thermal conductivity \( (\lambda_{\text{Bulk}}) \).

\[
\lambda_{\text{Bulk}} = \left(1 - 2n + 2n^2\right)\left(\frac{(1/n - 1)^2 + \sigma}{(1/n - 1)^2 + 1}\right)\lambda_{\text{Polymer}} + \frac{2n(1-n)}{(1-n)\sigma + n}\lambda_{\text{Solid}} \tag{10}
\]

where \( \sigma \) is the ratio of solid ligament thermal conductivity to the polymer thermal conductivity (or fluid thermal conductivity (helium gas) is the case of no polymer infiltration) and \( n = 2c/H \) where \( c \) and \( H \) are the structural parameters determined by the foam porosity and pore diameter (further details are included in the original LIG fabrication publication’s (Lin, J. et al.) supplemental material\textsuperscript{66}). The theoretically calculated composite thermal conductivities are illustrated by the green shaded region in Figure 48 and the measured LIG/P3HT composite thermal conductivities are indicated by the black squares and are plotted again (these are the same values from Figure 47) for comparison.
Figure 48. Experimental (black squares) and theoretical (green shaded region) LIG thermal conductivity as a function of P3HT filling vol\%.

In general, good agreement is observed between the theoretically predicted values (calculated using the estimated LIG ligament thermal conductivities) and experimental photoacoustic measured values. However, at low filling volumes the model over-predicts the measured thermal conductivity whereas at the higher filling volumes the best agreement between theoretical and measured values is achieved. Less consistent agreement between the experimental and model results at low conductivities likely arises because the theoretically models were originally derived for foams with high ligament thermal
conductivity (>500 W/m-K). Regardless, these results support the previous finding that the effective ligament network thermal conductivity is improved at high P3HT vol% filling, resulting in improved composite thermal conductivity. Similar results were recently reported for graphene foam thermal conductivity as a function of temperature, where it was found that the GF thermal conductivity significantly increased with temperature due to a thermal expansion induced “tightening” of the foam network, which reduced contact resistance between ligaments. Here we argue that elastocapillary coalescence during solution drying draws LIG ligaments into contact and the P3HT acts as a binding material to secure these contacts after full solvent evaporation, which results in a reduction in the effective skeletal thermal resistance, or an increase in the effective thermal conductivity.

Three-dimensional graphene foam fabricated through CVD methods on sacrificial nickel support have demonstrated ligament thermal conductivity as high as 995 W/m-K and foam conductivity of 1.70 W/m-K at very low vol% of 0.45 (or more than an order of magnitude lower density (11.6 mg/cm³) as compared to LIG). Although CVD methods are expected to be more costly, they demonstrate the high potential for graphene foams in thermal conduction applications and the potential room for improvement in cheaper LIG foams, assuming LIG quality can be improved. In another study, graphene nanoplatelets with high quality and low defect density (manufacturer specified thermal conductivity of 3000 W/m-K) were mixed into polymer matrix under high compression, resulting in composites with record high 12.4 W/m-K thermal conductivity at 25 vol%. The observed 12.4 W/m-K value is impressive, but it is clear that the CVD graphene foam sample would achieve higher conductivity at an equivalent vol%, likely due to high thermal contact resistances in the randomly dispersed system. Hence, the LIG fabrication offers
the potential to fabricate graphene foam with high vol% and may also avoid the interfacial contact resistance problem associated with randomly dispersed systems.

5.5 Conclusions

The results presented here demonstrate a simple method to drastically improve thermal transport in LIG foam composites. Moreover, the remarkable thermal conductivity enhancement from approximately 0.7 W/m-K to greater than 1.7 W/m-K suggests this process could be interesting for commercial thermal interface applications, as well as electrical applications not discussed in this report. If the LIG manufacturing process can be optimized to attain higher quality graphene ligaments, the effective thermal conductivity of LIG/polymer composites may achieve significantly enhanced thermal conductivities to the point of viability in certain commercial thermal applications.
CHAPTER 6. 1D REFERENCE BAR MEASUREMENTS OF NANOSTRUCTURED TIMS AND LEADING INDUSTRY MATERIALS

6.1 Introduction to the 1D Reference Bar

The 1D reference bar method (ASTM D5470) is the industry standard for measuring and benchmarking thermal interface materials. The primary advantages of this method in comparison to the photoacoustic and laser flash methods in that the TIM material can be tested under application specific compression forces and the contact resistance is accounted for, resulting in an effective thermal conductivity similar to what would be expected in application.\textsuperscript{174} The reference bar method can also be used to test a materials long-term performance under cyclic loading. In this Chapter, we investigate the thermal performance of double-sided melt-processed P3HT nanofiber films (describe in Chapter 3) using a modified 1D reference bar testing method described previously.\textsuperscript{26,175} In addition, we benchmark several high performing commercial thermal interface materials in the categories of phase change materials (PCMs), pads, and metal TIMs.

In short, a TIM material is placed between two thermally conductive bars (typically steel or aluminum) and a controlled power source maintains the upper reference bar (URB) at a set high temperature and a cooling bath is used to keep the lower reference bar (LRB) at a set low temperature. Thermocouples are place along the length of the bars at a known spacing and a least squares regression is used to determine the heat flux (Q) and reference
bar surface temperatures. The change in bar temperature as a function of distance ($dT/dz$), the bar cross-section area ($A$), and the bar thermal conductivity ($K$) are used to calculate $Q$ in Equation 11.

$$Q = -KA \left( \frac{dT}{dz} \right)$$

The calculated heat flux, the measured temperature drop across the TIM interface, and the TIM cross-sectional area are then used to determine thermal resistance in units of mm²-K/W. The image in Figure 49 illustrated the custom 1D reference bar measurement system located in the Georgia Tech Heat Lab. This system has been modified to include a top bar with a larger surface area to prevent errors associated with top and bottom bar alignment mismatch, and a second order curve fitting method is employed to account for heat constriction at the interface.175
Figure 49. Image of the custom 1D reference bar measurement system located in the Georgia Tech Heat lab. A diagram for the equivalent thermal circuit for TIM measurement is also included.

6.2 Summary of Commercial TIMs Tested

Figure 50 below illustrates SEM cross-sectional images for two industry leading materials, Fujipoly Sacron XR-m filler pad and the Polymatech Japan Co., Ltd Manion50 pad (both materials are re-sold under various trade names). The XR-m pad is rated at 17 W/m-K (advertised resistance of ~40 mm²-K/W at 40 psi), is electrically insulating and is filled with a high weight percent of alumina and other unknown filler particles, within a silicone polymer matrix. The Manion50 product boasts an extremely high thermal conductivity of 50 W/m-K (advertised resistance of 48 mm²-K/W at 30 psi) and uses proprietary technology to achieve vertical alignment of high conductivity carbon fibers, embedded in a silicone matrix that appears to be filled with a secondary conductive filler. These materials are representative of the highest performing TIMs in both the electrically...
insulating and conducting pad applications. In this work their thermal resistance as a function of thickness and applied pressure was determined using the reference bar method.

![Figure 50. SEM cross-sectional images of high performance commercial thermal interface materials.](image)

Additionally, the thermal resistance of high performance Indium metal foil Heat-Spring materials with thicknesses of 170 µm and 70 µm (advertised resistance below 10 mm²-K/W at 40 psi), Graftech HT-2505 graphite pads with thickness of 125 µm (advertised resistance of ~40 mm²-K/W at 30 psi), and Laird TCPM 580 series phase change material with a thickness of 127 µm (advertised resistance below 10 mm²-K/W at 50 psi) were measured to fully evaluate the performance of several commercial TIM options. As will be discussed, the commercial materials performance was often significantly reduced in comparison to the advertised specifications.

### 6.3 1D Reference Bar Results and Discussion

Figure 51 includes the thermal resistance as a function of material thickness and applied pressure for the Fujipoly and Polymatic materials. For comparison, a lower performance Fujipolymer material rated at 13 W/m-K and 500 µm in thickness is included.
At similar thickness of 500 µm, the Polymatic material shows enhanced performance across all pressure ranges. It is worth noting even under the unlikely assumption of zero compression, the higher performing Polymatic material is only able to achieve an effective thermal conductivity of ~ 10 W/m-K. This surprising result (manufacture specified 50 W/m-K) is likely due to high contact resistance associated with the vertically aligned carbon fiber structure and the advertise thermal resistance at 30 psi (48 mm²-K/W) is in good agreement with the measured value of 57 mm²-K/W. For all the materials tested, the thermal resistance becomes less sensitive to applied pressure as the sample thickness decreases, which is likely due to a reduction in compression.

Figure 51. Thermal resistance as a function of pressure for high performance Polymatic and Fujipoly TIMs.
Figure 52 includes the plot of the thermal resistance as a function of pressure for two additional materials, Indium metal foil and Graftech graphite pad (the results for the thin Polymatic and Fujipoly materials are included for comparison). The Graftech pad exhibits a linear decrease in resistance with applied pressure and its thermal resistance at 30 psi (52 mm²-K/W) is significantly higher (~20%) than the advertised value of 40 mm²-K/W. The indium foil demonstrates exceptional performance above 20 psi, but still does not reach its advertised thermal performance rating of less than 20 mm²-K/W even at the highest pressures.

![Thermal resistance vs. pressure graph]

**Figure 52.** Thermal resistance as a function of pressure for thin Polymathic and Fujipoly samples as well as Graftech graphite TIMs and Indium metal TIMs.

Lastly, the thermal resistance as a function of pressure for a second Indium foil sample of 70 µm in thickness and the Laird PCM material are measured and the results are included below in Figure 53. Interestingly, the resistance of the 170 µm and 70 µm Indium samples is the same, indicating that their measured thermal resistance is dominated by
contact resistances. The Laird PCM demonstrates the highest performance and is able to reach thermal resistances approaching 10 mm²-K/W at pressures as low as 20 psi.

![Figure 53](image)

**Figure 53.** Thermal resistance as a function of pressure for two types of Indium foil and for a Laird phase change materials TIM with approximate bond line thickness of 50-100 µm.

The thermal resistance as a function of pressure for a double sided P3HT nanofiber array fabricated using techniques described in Chapter 3 is plotted in Figure 54. For this sample, the material stack was comprised of ~25 µm of nanofiber forest on both sides of a 75 µm thick P3HT film (characterized using SEM imaging in Section 3.2). With a known P3HT film thermal conductivity of ~0.2 W/m-K, the estimated film resistance is equal to 350 mm²-K/W. The red open circle triangles represent the fiber film thermal resistance,
which is equal to ~ 50 mm²-K/W at 100 psi. Assuming, insignificant compression of the nanofibers, the total fiber thickness is ~50 µm and the effective thermal conductivity is ~1 W/m-K. Assuming a ~50% fill fraction and no contact resistance, this equates to a thermal conductivity of ~ 2 W/m-K for individual polymer nanofibers. These results agree well with the measured thermal conductivity of 200 nm diameter P3HT nanofiber arrays in Chapter 2.

![Figure 54](image)

**Figure 54.** Thermal resistance as a function of pressure for double sided P3HT nanofiber arrays with middle P3HT film thickness of approximately 75 µm and fiber forest thickness of approximately 25 µm on each side. The closed blue triangle is the total TIM resistance and the open red triangles are the calculated fiber array resistance after subtracting the estimated film resistance of 350 mm²-K/W.

However, it is clear from Figure 55 that the surface of the nanofiber array does compress significantly and that the effective thermal conductivity is likely less than 1 W/m-K and that thermal contact resistances can be significant for vertically aligned polymer fiber structures, further validating similar observations from Chapter 2. Regardless, it is
promising that the nanofiber array could maintain improved performance up to 80 psi and future work will focus of reducing the middle P3HT film thickness.

Figure 55. Visual indication of surface compression for vertically aligned arrays of 200 nm P3HT nanofibers after reference bar measurements up to 80 psi. This sample was only tested under compression to determine surface restructuring as a function of force. The sample that was measured for thermal testing was cut to fit the bar dimension of 1 cm².

6.4 Conclusions
This chapter reports on the thermal resistance as a function of pressure for several industry leading thermal interface materials. These materials demonstrate extremely high effective thermal conductivities (peaking around 10 W/m-K) and thermal resistances that are typically 10-20 % larger than advertised. In addition, a double sided P3HT nanofiber array was measured to determine the sample performance as a function of pressure. It was determined that the nanofiber array had an effective thermal conductivity of ~ 1 W/m-K and was able to maintain improved performance up to 80 psi.
CHAPTER 7. CONCLUSIONS AND RECOMMENDATIONS

7.1 Summary of Key Findings

7.1.1 Chapter 2

In Chapter 2 we exploit the clustering of regioregular poly(3-hexylthiophene) (rr-P3HT) nanotubes in a unique template etching process to create surfaces that exhibit tunable wetting and contact thermal energy transport. Vertical arrays of rr-P3HT nanotubes are cast from solution in nanoscale alumina templates, and a solution etching process is used to partially release the nanotubes from the template. The clustering of rr-P3HT nanotube tips upon template etching produces hierarchical surface structuring with a distinct pattern of interconnected ridges, and the spacing between the ridges increases with increased template etch times. These changes in morphology cause the water contact angle to increase from 141° to 168° as the etch time is increased from 4 to 12 minutes. When assembled into an interface, the morphological changes cause the thermal contact resistance of the vertical rr-P3HT nanotube arrays to increase linearly at a rate of approximately 6 mm²K/W per 2 minute etch interval (after 6 minutes of etching is surpassed). The effective thermal conductivity of the rr-P3HT nanotube arrays is 1 ± 0.2 W/m-K independent of the etch time, which is approximately 5 times higher than the bulk rr-P3HT film value. A summary of the important findings is included in Figure 56.
Figure 56. Chapter 2 summary image of water droplet on hydrophobic P3HT nanotube surface with inset SEM image illustrating nanotube clustering. The plot on the right illustrates thermal contact resistance and thermal conductivity as a function of nanotube surface morphology.

7.1.2 Chapter 3

In Chapter 3 we impregnate nanoporous anodic aluminum oxide (AAO) templates with molten polymer to fabricate large area arrays of vertically aligned polymer nanofibers. Nanoscale confinement effects and flow induced chain elongation improve polymer chain alignment (measured using polarized Raman spectroscopy) and thermal conductivity (measured using the photoacoustic method) along the fiber’s long axis. Conjugated poly(3-hexylthiophene-2,5-diyl) (P3HT) and non-conjugated polyethylene (PE) of various molecular weights are explored to establish a relationship between polymer structure, nanofiber diameter, and the resulting thermal conductivity. In general, thermal conductivity improves with decreasing fiber diameter and increasing polymer molecular
weight. Thermal conductivity of approximately 7 W/m-K was achieved for both the ~200 nm diameter HDPE fibers and the 100 nm diameter P3HT fibers. These results pave the way for optimization of the processing conditions to produce high thermal conductivity fiber arrays using different polymers, which could potentially be used in thermal interface applications.

**Figure 57.** Chapter 3 summary slide illustrating A) Nanofiber thermal conductivity as a function of fiber diameter and polymer. B) Polarized Raman measurements of 55, 100, and 200 nm diameter P3HT nanofibers with intensities in the ZZ and XX directions shown. Inset image illustrates the P3HT backbone bonds associated with the Raman peaks.

### 7.1.3 Chapter 4

In Chapter 4 nanoporous alumina membranes are filled with multi-walled carbon nanotubes (MWCNTs) and then poly(3-hexylthiophene-2,5-diyl) (P3HT) melt, resulting in nanofibers with nanoconfinement induced co-alignment of both MWCNT and polymer chains. The simple sonication process proposed here can achieve vertically aligned arrays of P3HT/MWCNT composite nanofibers with 3 wt% to 55 wt% MWCNT content, measured using thermogravimetric methods. Electrical and thermal transport in the
composite nanofibers improves drastically with increasing carbon nanotube content where nanofiber thermal conductivity peaks at $4.7 \pm 1.1 \text{ Wm}^{-1}\text{K}^{-1}$ for 24 wt% MWCNT and electrical percolation occurs once 20 wt% MWCNT content is surpassed. This is the first report of the thermal conductivity of template fabricated composite nanofibers and the first proposed processing technique to enable template fabrication of composite nanofibers with high filler content and long aspect ratio fillers, where enhanced properties can also be realized on the macroscale due to vertical alignment of the nanofibers. These materials are interesting for thermal management applications due to their high thermal conductivity and temperature stability. Summary Figure 58 includes SEM and optical images of the fabricated materials, as well as the resultant thermal and electrical properties as a function of MWCNT wt%.

**Figure 58.** Chapter 4 summary slide illustrating thermal and electrical conductivity as a function of MCNT wt% in template fabricated P3HT/MWCNT nanofibers. Inset image illustrates SEM and optical images of the fabricated materials.
In Chapter 5, laser induced graphene (LIG) foams, fabricated through a simple and cost effective laser ablation method, are infiltrated with poly(3-hexylthiophene) (P3HT) in a step-wise fashion to demonstrate the impact of polymer on the thermal conductivity of the composite system. Surprisingly, the addition of polymer results in a drastic (250%) improvement in material thermal conductivity, enhancing the graphene foam’s thermal conductivity from 0.68 W/m-K to 1.72 W/m-K for the fully infiltrated composite material. Graphene foam density measurements and theoretical models are utilized to estimate the effective ribbon thermal conductivity as a function of polymer filling. Here it is proposed that the polymer solution acts as binding material which draws graphene ligaments together through elastocapillary coalescence and bonds these ligaments upon drying, resulting in greatly reduced contact resistance within the foam and an effective thermal conductivity improvement greater than what would be expected from the addition of polymer alone. These materials demonstrated promising thermal conductance and may pave the way for future low-cost foam based thermal interface materials.
Figure 59. Chapter 5 summary slide illustrating LIG thermal conductivity and thickness as a function of laser duty cycle (inset figure) and LIG/P3HT composite thermal conductivity as a function of P3HT vol.%. Inset images demonstrate the change in LIG color upon P3HT infiltration and the blue shaded region corresponds to the theoretically calculated LIG ligament thermal conductivity.

7.1.5 Chapter 6

Chapter 6 introduces the 1D reference bar technique for industry standard thermal resistance measurements of thermal interface materials. Several high performance TIMs are benchmarked, including Indium Heat Spring foils, Laird phase change materials, Graftech graphite films, and Fujipoly and Polymatech pads. Overall, their thermal resistances are like manufacture specifications, but typically measure med 5-20% higher resistance than advertised. In addition, a doubled sided P3HT nanofiber array was
measured to determine applicability as a thermal interface material. The nanofiber TIM measured a very high resistance of over 400 mm$^2$-K/W even at moderate pressures. This high resistance was due to the presence of a low thermal conductivity inner film layer of ~75 µm bulk P3HT and the effective TIM thermal conductivity was improved to 1 W/m-K when the resistance due to bulk P3HT film was removed.

### 7.2 Recommendations for Future Work

A large portion of this work focused on examining the difference in resulting structure and properties of P3HT nanofibers as a function of processing conditions, molecular weight, and fiber diameter. Considering recent developments, it would be interesting to perform a follow-up study to determine the impact of thermal annealing on the resultant thermal properties of template fabricated nanofibers. It is likely that thermal annealing will result in significant structural and thermal property changes, as has been recently reported for similar sized polyethylene nanofibers.$^{176}$ However, it would be interesting to investigate the role of the hard template in suppressing structural changes during annealing in-template.

A second focus of this work was on the development of the first template fabricated polymer based composite nanofibers with high filler concentration. For both the composite system and for the pure polymer systems, the relatively low template porosity (~50%) will always limit the fiber number density to less than 50% fill fraction. Hence, higher porosity templates should be used to fabricate double sided nanofiber areas and the middle film
thickness needs to be minimized. The double-sided samples of both pure polymer or various diameters and MWCNT fiber composites could then be tested in the 1D reference bar. These developments would pave the way for materials with much lower thermal resistance in application and could be commercially attractive for use as TIM.

The unexpected increase in thermal conductivity of the LIG foam upon P3HT infiltration is still not fully understood and further structural analysis could help to determine the ability of the P3HT solution to repair broken ligament connections. In addition, polymer solutions of non-conjugated polymers could be applied in a similar manner to determine the impact of π-π bonding, or lack thereof, on the thermal transport. Finally, the LIG processing steps could be further optimized to further improve the crystal domain sizes in the graphene ligaments, which should drastically increase ligament thermal conductance.
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