RELAXATIONS AND APPROXIMATIONS OF CHANCE CONSTRAINED STOCHASTIC PROGRAMS

A Thesis
Presented to
The Academic Faculty

by

Weijun Xie

In Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy in the
School of Industrial and Systems Engineering

Georgia Institute of Technology
August, 2017

Copyright © 2017 by Weijun Xie
RELAXATIONS AND APPROXIMATIONS OF CHANCE CONSTRAINED STOCHASTIC PROGRAMS

Approved by:

Professor Shabbir Ahmed, Advisor
School of Industrial and Systems Engineering
Georgia Institute of Technology

Professor Santanu S. Dey
School of Industrial and Systems Engineering
Georgia Institute of Technology

Professor James R. Luedtke
Department of Industrial and Systems Engineering
University of Wisconsin-Madison

Professor Arkadi Nemirovski
School of Industrial and Systems Engineering
Georgia Institute of Technology

Professor Alexander Shapiro
School of Industrial and Systems Engineering
Georgia Institute of Technology

Date Approved: 16 May 2017
To my wife,

Rong,

and to our daughter,

Charlotte.
ACKNOWLEDGEMENTS

First and foremost, I would like to express my deepest thanks to my advisor Prof. Shabbir Ahmed. He has done everything he could to help me throughout my years at Georgia Tech. I really appreciate him allowing me to exploring research ideas and pursuing them freely. In addition, he was also extremely helpful in my successful job search.

I also want to thank a number of other faculty who helped me a lot during my PhD study. Thanks Prof. Santanu Dey, Prof. Jim Luedtke (from UW Madison), Prof. Arkadi Nemirovsk, Prof. Yanfeng Ouyang (from UIUC) and Dr. Dawn Strickland for their great help with my job search. Thanks Prof. Mohit Singh, Prof. Yongjia Song (from VCU), Prof. Ruiwei Jiang (from UMich) (and also already mentioned Prof. Luedtke) for our collaborative researches. I also would like to thank Prof. Alex Shapiro for serving as my thesis committee member and his great help with my research. Besides, I enjoyed the courses taught by Prof. Robert Foley, Prof. Richard Peng, Prof. Sebastian Pokutta, Prof. Alejandro Toriello, Prof. Craig Tovey, Prof. Santosh Vempala, and would like to thank them all.

Thanks to my fellow students, their support during my PhD study enriches my life and the conversations and discussions with them inspire my research ideas a lot. I want to thank (in alphabetical order): Fang Cao, Yufeng Cao, Fabien Caspani, Qiushi Chen, Xiaolei Fang, Rui Gao, Joshua Hale, Satya Malladi, Xinyu Min, Kevin Ryan, Qianyi Wang, Fan Ye, Xiaowei Yue, Can Zhang, Helin Zhu, Jikai Zou and so many more. If you are reading this still looking for your name, I am terribly sorry for my carelessness.

Finally, I thank my parents for always being supportive. I want to thank my wife Rong for standing with me over the years and half of the thesis is owing to her.
# TABLE OF CONTENTS

**DEDICATION** ................................................................. iii

**ACKNOWLEDGEMENTS** ....................................................... iv

**LIST OF TABLES** ............................................................ ix

**LIST OF FIGURES** .......................................................... x

**SUMMARY** ........................................................................ xi

**I  INTRODUCTION** ............................................................ 1

1.1 Chance Constrained Stochastic Programming .......................... 1

1.2 CCSP with finite support .................................................. 2

1.3 Distributionally Robust CCSP .......................................... 4

1.4 Organization .................................................................... 6

**II  NONANTICIPATIVE DUALITY, RELAXATIONS, AND FORMULATIONS FOR CHANCE-CONSTRAINED STOCHASTIC PROGRAMS** 7

2.1 Introduction ...................................................................... 7

2.2 Basic lower bounds ........................................................ 9

2.2.1 Continuous relaxation .................................................. 9

2.2.2 Quantile bound .......................................................... 10

2.2.3 Scenario grouping based lower bound ............................ 10

2.3 Lagrangian dual bounds ................................................... 11

2.3.1 Basic nonanticipative dual .......................................... 12

2.3.2 Quantile based Lagrangian dual ................................. 14

2.4 A Sufficient Condition for $v_{LD}^1 = v^*$ .......................... 16

2.5 Strength of Lagrangian dual bounds .................................. 19

2.5.1 Comparing $v_{LD}^1$ and $v^C(M)$ ............................... 20

2.5.2 Comparing $v_{LD}^1$ and $v_{LD}^2$ ................................. 21

2.5.3 Comparisons with $v^Q$ ............................................... 22

2.5.4 Bound comparison summary ....................................... 23

2.6 Primal formulations for chance-constrained mixed-integer linear programs .............................................. 24

2.6.1 Primal formulation corresponding to $v_{LD}^1$ .................. 25
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6.2</td>
<td>Primal formulation corresponding to $v_2^{LD}$</td>
<td>28</td>
</tr>
<tr>
<td>2.7</td>
<td>Decomposition algorithms</td>
<td>32</td>
</tr>
<tr>
<td>2.7.1</td>
<td>A heuristic scheme</td>
<td>33</td>
</tr>
<tr>
<td>2.7.2</td>
<td>A scenario decomposition algorithm for chance-constrained 0-1 programs</td>
<td>34</td>
</tr>
<tr>
<td>2.7.3</td>
<td>Branch-and-cut algorithms based on primal MILP formulations</td>
<td>35</td>
</tr>
<tr>
<td>2.8</td>
<td>Numerical illustration</td>
<td>39</td>
</tr>
<tr>
<td>2.8.1</td>
<td>Illustration of bound quality on instances with continuous $x$</td>
<td>40</td>
</tr>
<tr>
<td>2.8.2</td>
<td>Illustration of the branch-and-cut algorithm on instances with continuous $x$</td>
<td>42</td>
</tr>
<tr>
<td>2.8.3</td>
<td>Performance on instances with binary $x$</td>
<td>43</td>
</tr>
<tr>
<td>III</td>
<td>ON QUANTILE CUTS AND THEIR CLOSURE FOR CHANCE CONSTRAINED OPTIMIZATION PROBLEMS</td>
<td>47</td>
</tr>
<tr>
<td>3.1</td>
<td>Introduction</td>
<td>47</td>
</tr>
<tr>
<td>3.2</td>
<td>Quantile cuts and Mixing inequalities</td>
<td>50</td>
</tr>
<tr>
<td>3.3</td>
<td>Quantile closure</td>
<td>52</td>
</tr>
<tr>
<td>3.4</td>
<td>Convergence of quantile closures</td>
<td>55</td>
</tr>
<tr>
<td>3.5</td>
<td>Approximate quantile closure in the polyhedral setting</td>
<td>60</td>
</tr>
<tr>
<td>3.5.1</td>
<td>The approximate scheme</td>
<td>60</td>
</tr>
<tr>
<td>3.5.2</td>
<td>Approximation error estimation for covering CCPs</td>
<td>62</td>
</tr>
<tr>
<td>3.6</td>
<td>Generalized quantile closure</td>
<td>64</td>
</tr>
<tr>
<td>3.7</td>
<td>Separation over the first quantile closure</td>
<td>68</td>
</tr>
<tr>
<td>3.7.1</td>
<td>Complexity</td>
<td>68</td>
</tr>
<tr>
<td>3.7.2</td>
<td>A heuristic separation algorithm</td>
<td>69</td>
</tr>
<tr>
<td>3.8</td>
<td>Numerical illustration</td>
<td>71</td>
</tr>
<tr>
<td>IV</td>
<td>ON BICRITERIA APPROXIMATION OF CHANCE-CONSTRAINED COVERING PROBLEMS</td>
<td>74</td>
</tr>
<tr>
<td>4.1</td>
<td>Introduction</td>
<td>74</td>
</tr>
<tr>
<td>4.1.1</td>
<td>Problem setting</td>
<td>74</td>
</tr>
<tr>
<td>4.1.2</td>
<td>Contributions</td>
<td>75</td>
</tr>
<tr>
<td>4.1.3</td>
<td>Related Literature</td>
<td>76</td>
</tr>
<tr>
<td>4.2</td>
<td>Inapproximability</td>
<td>77</td>
</tr>
</tbody>
</table>
4.2.1 CVaR approximation ........................................... 77
4.2.2 Scenario approximation ...................................... 78
4.2.3 Heuristic algorithm in [4] ..................................... 79
4.2.4 Single-criterion inapproximability .............................. 80
4.3 Bicriteria approximation ........................................... 82
4.3.1 The scaling algorithm ......................................... 83
4.3.2 Analysis .......................................................... 83
4.3.3 Effect of tighter relaxation .................................... 85
4.3.4 Numerical illustration ......................................... 87
4.4 Extension: approximation algorithm for a CCSP with general probability mass functions ........................................... 89

V ON DETERMINISTIC REFORMULATIONS OF DISTRIBUTIONALLY ROBUST JOINT CHANCE CONSTRAINED OPTIMIZATION PROBLEMS ................................................................. 92
5.1 Introduction .......................................................... 92
5.1.1 Problem Setting .................................................. 92
5.1.2 Contributions .................................................... 93
5.1.3 Connection to existing works ................................... 94
5.2 Preliminaries .......................................................... 96
5.2.1 Notations .......................................................... 96
5.2.2 Some standard results .......................................... 96
5.2.3 \( \phi \)-conjugate functions ...................................... 98
5.3 Deterministic formulations ......................................... 101
5.3.1 Direct reformulation ............................................ 101
5.3.2 Biconvex approximation ....................................... 104
5.4 Convexity conditions for \( Z \) ....................................... 110
5.4.1 Single uncertain constraint .................................... 110
5.4.2 Single moment constraint ..................................... 111
5.4.3 Linear moment constraints .................................... 117
5.4.4 Nonlinear positively homogeneous moment constraints ........................................... 119
5.5 Binary DRCCP ....................................................... 123
5.5.1 Mixed integer convex formulation ............................. 124
5.5.2 Numerical illustration ......................................................... 130

VI DISTRIBUTIONALLY ROBUST CHANCE CONSTRAINED OPTIMAL POWER FLOW WITH RENEWABLES: A CONIC REFORMULATION ........................................ 134

6.1 Introduction ................................................................. 134

6.2 Nomenclature .............................................................. 136

6.2.1 Sets ................................................................. 136

6.2.2 Parameters .......................................................... 136

6.2.3 Decision Variables .................................................... 137

6.3 Model Formulation ......................................................... 137

6.4 Convex Reformulation of Chance Constraints (6.1e) and (6.1f) ....... 139

6.4.1 Approximation by Two Single-sided Chance Constraints .......... 140

6.4.2 Exact Reformulation .................................................. 141

6.4.3 Quality of approximation of $Z$ by $Z_A(\epsilon/2), Z_A(\epsilon)$ .......... 146

6.5 Numerical Illustration ..................................................... 146

VII OPTIMIZED BONFERRONI APPROXIMATIONS OF DISTRIBUTIONALLY ROBUST JOINT CHANCE CONSTRAINTS ................................................. 150

7.1 Introduction ................................................................. 150

7.1.1 Setting .............................................................. 150

7.1.2 Related Literature .................................................... 151

7.1.3 Contributions ........................................................ 153

7.2 Optimized Bonferroni Approximation .................................... 154

7.2.1 Single chance constraint approximations ......................... 154

7.2.2 Comparison of Approximation Schemes ............................. 156

7.2.3 Exactness of Optimized Bonferroni Approximation ................. 157

7.3 Ambiguity Set Based on the First Two Moments ....................... 160

7.4 Ambiguity Set Based on Marginal Distributions ....................... 166

7.5 Binary Decision Variables and Moment-based Ambiguity Sets .......... 171

7.6 Extension: Ambiguity Set with One Linking Constraint ............... 175

REFERENCES ................................................................. 181
<table>
<thead>
<tr>
<th>Table</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bound comparison for multi-dimensional continuous knapsack instances.</td>
<td>41</td>
</tr>
<tr>
<td>2</td>
<td>Computational times for computing bounds for multi-dimensional continuous knapsack instances.</td>
<td>41</td>
</tr>
<tr>
<td>3</td>
<td>Computational results for MIP formulation (2.4) and branch-and-cut algorithm on multi-dimensional continuous knapsack instances.</td>
<td>43</td>
</tr>
<tr>
<td>4</td>
<td>Bound comparison for multi-dimensional binary knapsack instances.</td>
<td>44</td>
</tr>
<tr>
<td>5</td>
<td>Computational times for computing bounds for multi-dimensional binary knapsack instances.</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>Performance of scenario decomposition and MIP on the multi-dimensional binary knapsack instances.</td>
<td>46</td>
</tr>
<tr>
<td>7</td>
<td>Performance of CPLEX with and without quantile cuts.</td>
<td>73</td>
</tr>
<tr>
<td>8</td>
<td>Performance comparison of exact and the heuristic methods.</td>
<td>133</td>
</tr>
<tr>
<td>9</td>
<td>Maximum probability of violations and total costs among model (6.18), risk neutral model and BCH model.</td>
<td>147</td>
</tr>
<tr>
<td>10</td>
<td>Computational time comparison among model (6.18), risk neutral model and BCH model.</td>
<td>149</td>
</tr>
<tr>
<td>11</td>
<td>Examples of Probability Distribution, cdf, and Concave Points.</td>
<td>169</td>
</tr>
</tbody>
</table>
LIST OF FIGURES

1. Bound comparison summary ................................................. 25
2. Illustration of Example 2 ...................................................... 59
3. Illustration of Example 3 ...................................................... 60
4. Illustration of the approximation error in Example 3 .................. 64
5. Illustration of approximation ratios for a CCSP with discrete support. . . . 88
6. Comparison between model (6.18) and BCH model ...................... 149
7. Illustration of Example 12 ..................................................... 157
8. Illustration of Example 14 ..................................................... 165
9. Illustration of Example 15 ..................................................... 171
10. Illustration of Example 16 with $\frac{2k}{\Delta} = 2$ and $I = 2$ ................. 180
A chance constrained stochastic programming (CCSP) problem involves constraints with random parameters that are required to be satisfied with a prespecified probability threshold. Such constraints are used to model reliability requirements in a variety of application areas such as finance, energy, service and manufacturing. Except under very special conditions, chance constraints impart severe nonconvexities making the optimization problem extremely difficult. Moreover, in many cases, the probability distribution of the random parameters is not fully specified giving rise to additional difficulties. This thesis makes several contributions towards alleviating these two difficulties in CCSP.

In the first part of this thesis we consider CCSP problems with finitely supported probability distributions. Such problems can be reformulated as mixed integer programming (MIP) problems. We propose two new efficiently solvable Lagrangian dual problems for these problems, and show that their corresponding primal formulations lead to MIP formulations that can be stronger than traditional formulations. We next study a well-known family of cuts for these problems known as quantile cuts. We show that the closure of the infinite family of all quantile cuts has a finite description, and a recursive application of quantile closure operations recovers the convex hull of the nonconvex chance constrained set in the limit. Furthermore, we show that in the pure integer setting, the convergence is finite. Our final result in this part concerns with approximation algorithms for CCSP. We first prove that CCSP is constant factor inapproximable in general. On the other hand, for CCSP problems involving covering type constraints, we prove a bicriteria approximation result where, by relaxing the required probability threshold by a constant factor, we can provide a constant factor approximation algorithm.

In the second part of the thesis we consider distributionally robust chance constrained
problems (DRCCPs) where the chance constraint is required to hold for all probability distributions of the random constraint parameters from a given ambiguity set. First, we study DRCCPs involving convex nonlinear uncertain constraints and ambiguity sets specified by convex moment constraints. We develop deterministic reformulations of such DRCCPs and identify conditions under which such reformulations are convex. Our results generalize and extend several existing results on convex reformulations of DRCCPs. Next, we apply the proposed reformulation scheme to an optimal power flow problem involving uncertainty stemming from renewable power generation. In particular, we develop a convex programming approach for a distributionally robust chance constrained optimal power flow model that ensures low probability of violating upper and lower limits of a line/bus capacity under a wide family of distributions of uncertain renewable generation. Finally, we study a conservative approximation - referred to as a Bonferroni approximation - of a joint chance constraint, i.e. a chance constraint involving a system of multiple uncertain constraints. The Bonferroni approximation scheme uses the union bound to approximate the joint chance constraint by a system of single chance constraints, one for each original uncertain constraint and each of whose probability thresholds needs to be appropriately set. We show that such a Bonferroni approximation is exact when the uncertainties are separable across the individual constraints, i.e., each uncertain constraint involves a different set of uncertain parameters and corresponding distribution families. We show that, while in general the optimization over the Bonferroni approximation is NP-hard, there are various sufficient conditions under which it is convex and tractable.
CHAPTER I

INTRODUCTION

1.1 Chance Constrained Stochastic Programming

A chance constrained stochastic programming (CCSP) problem involves constraints with random parameters that are required to be satisfied with a prespecified probability threshold. A general formulation is as follows

\[ v^* = \min \{ f(x) : x \in S, \ P \{ \xi \in \Xi : x \in X(\xi) \} \geq 1 - \epsilon \} , \]  

(1.1)

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is an objective function, \( S \) is a nonempty set defined by deterministic constraints, \( \xi \) is a random vector with probability distribution \( P \) and support \( \Xi \), \( X(\xi) := \{ x : G(x, \xi) \leq 0 \} \) is a set defined by uncertain constraints \( G(x, \xi) \leq 0 \) with a mapping \( G : \mathbb{R}^n \times \Xi \rightarrow \mathbb{R}^m \), and \( \epsilon \in (0, 1) \) is a given risk parameter. The CCSP (1.1) seeks an optimal decision vector \( x \) which minimizes the objective function \( f(x) \) subject to the deterministic constraints \( S \) and satisfies the uncertain constraints with probability at least \( (1 - \epsilon) \). CCSPs date back to [29], and some early studies can be found in [81]. CCSPs have been used to model reliability requirements in many application areas; for example, finance [77], production [14, 127], management [105], supply chain design [99, 106], telecommunication [35], and power system [19, 97].

In general, CCSPs involve several challenges. First, for a given \( x \in S \), computing \( P \{ \xi \in \Xi : x \in X(\xi) \} \) (i.e., checking the feasibility of (1.1)) involves a multivariate integration, which can be hard [54, 74]. Even when feasibility can be checked easily, e.g. when the underlying distribution is finite, the resulting optimization problem is highly nonconvex leading to an NP-hard optimization problem [68, 82]. Finally, in many cases, the probability distribution of the random parameters is not fully specified giving rise to additional difficulties.

This thesis makes several contributions in alleviating some of the difficulties mentioned above. In the first part of this thesis, we consider CCSP with finite distributions and present
new duality based reformulations, develop a theory of a cut, and propose approximation algorithms. The second part of this thesis is concerned with CCSPs where the underlying probability distribution is not fully specified. In particular, we consider distributionally robust chance constrained problems (DRCCPs) where the chance constraint is required to hold for all probability distributions of the random constraint parameters from a given ambiguity set. We provide results on convex reformulations of these problems when the ambiguity set is defined by moment constraints, present an application of such models in power systems, and analyze an approximation approach. The following two sections provide a summary of our main results.

1.2 CCSP with finite support

We first consider CCSPs with finite support, i.e., we assume that the random vector $\xi$ has a finite support with $\Xi = \{\xi_1, \ldots, \xi_N\} \subseteq \mathbb{R}^m$, where each $i \in \mathcal{N} := \{1, \ldots, N\}$ is referred to as a scenario and $p_i$ denotes its probability mass. We can then rewrite (1.1) as

$$v^* = \min \left\{ f(x) : x \in S, \sum_{i \in [N]} p_i I(G(x, \xi_i) \leq 0) \geq 1 - \epsilon \right\}, \quad (1.2)$$

where indicator function $I(A)$ is 1 if event $A$ is true; 0, otherwise.

By introducing a binary variable for each individual scenario and adding big-M inequalities to model the indicator function, the CCSP (1.2) has a natural mixed integer programming (MIP) formulation (cf. [15, 67, 76]). However, it has been reported in [82] that the MIP formulation has a weak relaxation bound and is difficult to solve. There has been significant recent progress improving the MIP formulation. For example, [82] and [101] developed efficient procedures to tighten the big-M coefficients. Many researchers have also attempted to investigate the valid inequalities for CCSPs. In particular, they derived a relaxation of (1.2) in the form of the well-studied mixing set [45] and added the corresponding mixing inequalities [1, 56, 66, 68, 133]. Besides exact solution approaches, approximation algorithms of CCSPs (1.2) have also been extensively studied. In [73], the authors developed convex restrictions of the CCSP feasible region, optimizing over which provides a feasible solution. A similar approach in [3] is used to construct convex relaxations of the CCSP.
The papers [8] and [112] proposed Lagrangian relaxation based heuristics to solve CCSPs. However, none of these general methods has a provable performance guarantee. To the best of our knowledge, all existing approximation algorithms with provable guarantees have been proposed for chance constrained combinatorial optimization problem. For instance, [41] proposed constant factor approximation algorithms for chance constrained set covering problems. Subsequently, in [42], the authors developed a fully polynomial time approximation scheme for a chance constrained knapsack problem where the item sizes are drawn from independent normal distributions.

We first propose two new Lagrangian dual problems for (1.2) and develop their associated primal formulations which can be used to exactly compute these dual bounds for chance-constrained linear programs, or a lower bound on them for chance-constrained mixed integer programs. We also propose a new heuristic method and two new exact algorithms that make use of these new bounds to solve these problems to optimality. In our numerical study, we find that for all of our instances, the dual bounds can be quickly computed and demonstrate that heuristic solutions are within 4% of optimal. Our exact algorithms are able to solve more than half of the instances to optimality, although there remain some challenging unsolved instances.

Next, we investigate a type of valid inequalities, called “quantile cuts”, for the MIP formulations of (1.2) [119, 120]. The main contributions are summarized below: (i) the closure of all quantile cuts can be described in a finite conjunctive normal form; (ii) successive application of quantile closure operation achieves the convex hull of the chance constrained problem in the limit; and (iii) in the pure integer setting this convergence is finite, and (iv) separation of quantile cuts is in general NP-hard. For chance constrained mixed integer linear program, we also propose an approximate quantile closure by restricting attention to original problem constraints. We generalize the quantile closure by grouping a number of scenarios together. We propose a heuristic separation algorithm to generate quantile cuts from the first closure, and present numerical studies to demonstrate that these cuts can strengthen the root gaps significantly and help with overall performance.

Our final result in this part concerns with approximation algorithms for (1.2). We first
prove that CCSP is constant factor inapproximable in general. On the other hand, for CCSP problems involving covering type constraints, we prove a bicriteria approximation result where, by relaxing the risk level \( \epsilon \) by a constant factor, we can provide a constant factor approximation algorithm.

### 1.3 Distributionally Robust CCSP

In practice, the decision makers often have limited distributional information on \( \xi \), making it challenging to commit to a single \( P \). As a consequence, the optimal solution to CCSP (1.1) can actually perform poorly if the (true) probability distribution of \( \xi \) is different from \( P \). Hence, a natural alternative to (1.1) is a distributionally robust chance constrained program (DRCCP) of the form

\[
v^* = \min \left\{ f(x) : x \in S, \inf_{P \in P} \mathbb{P}\{\xi \in \Xi : G(x, \xi) \leq 0\} \geq 1 - \epsilon \right\}, \tag{1.3}
\]

where \( P \) denotes an ambiguity set of probability measures \( \mathbb{P} \) on the space \( \Xi \) with a sigma algebra \( \mathcal{F} \). In (1.3), we seek a decision vector \( x \) to minimize an objective function \( f(x) \) subject to a set of deterministic constraints defined by \( S \), and a chance constraint that is required to hold for any probability distribution from the ambiguity set \( P \) with a probability of \( 1 - \epsilon \). Recall that (1.3) involves a system of uncertain constraints defined by the mapping \( G : \mathbb{R}^n \times \Xi \rightarrow \mathbb{R}^m \). When there is a single uncertain constraint, i.e. \( m = 1 \), we refer to (1.3) by single DRCCP, and when \( m > 1 \) we refer to (1.3) by joint DRCCP. We let \( Z \) denote the set of decision vectors \( x \) induced by distributionally robust chance constraint, i.e.,

\[
Z = \left\{ x : \inf_{P \in P} \mathbb{P}\{\xi \in \Xi : G(x, \xi) \leq 0\} \geq 1 - \epsilon \right\}. \tag{1.4}
\]

There has been very significant activities in studying convexity of the set \( Z \) under different ambiguity sets (see \([24, 46, 47, 51, 123]\)). For example, for single linear DRCCP (i.e., \( m = 1 \) and \( G(\cdot, \cdot) \) is bilinear in \( (x, \xi) \)), the authors in \([24, 37]\), showed that if \( P \) consists of all probability distributions with known first and second moments, then the set \( Z \) is second-order cone representable. Various similar convexity results hold for single DRCCP when \( P \) also incorporates other distributional information such as the support of \( \xi \) \([32]\), or the unimodality of \( \mathbb{P} \) \([46, 59]\). For distributionally robust joint chance constraints, conditions
for convexity of $Z$ are scarce. To the best of our knowledge, [47] provides the first convex reformulation of $Z$ for bilinear mapping $G(\cdot, \cdot)$ and the absence of coefficient uncertainty, i.e. $G(x, \xi) = Ax + B\xi$ for some matrices $A, B$, when $\mathcal{P}$ is characterized by the mean, a positively homogeneous dispersion measure, and a conic support $\Xi$ of $\xi$. We are not aware of convexity result of joint DRCCP with general mapping $G(\cdot, \cdot)$ (for example, $G(\cdot, \cdot)$ is a bilinear mapping with coefficient uncertainty).

We first study distributionally robust chance constrained problems (DRCCP) with joint nonlinear uncertain constraints under convex moment ambiguity sets. We show that a DRCCP can be reformulated as a convex program if one the following conditions hold: (i) there is a single uncertain constraint, (ii) the ambiguity set is defined by a single moment constraint, (iii) the ambiguity set is defined by linear moment constraints, and (iv) the moment constraints are positively homogeneous with respect to uncertain parameters. We further show that if the decision variables are binary then a DRCCP can be reformulated as a deterministic mixed integer convex program.

Next, we study a distributionally robust chance constrained optimal power flow problem with known first and second moments. We propose an exact second order cone program reformulation of this problem. Our numerical study shows the proposed model can be solved efficiently and the results are quite robust even with larger risk parameters.

Finally, we study a conservative approximation - referred to as a Bonferroni approximation - of a joint DRCCP. The Bonferroni approximation scheme uses the union bound to approximate the joint chance constraint by a system of single chance constraints, one for each original uncertain constraint and each of whose probability thresholds needs to be appropriately set. We show that such a Bonferroni approximation is exact when the uncertainties are separable across the individual constraints, i.e., each uncertain constraint involves a different set of uncertain parameters and corresponding distribution families. We show that, while in general the Bonferroni approximation is NP-hard, there are various sufficient conditions under which it is convex and tractable.
1.4 Organization

The remainder of this thesis is organized in six chapters. The first three chapters are related to CCSP with finite support. Chapter 2 presents our results on duality based formulations of CCSP. This chapter is based on the paper [4]. Chapter ?? presents the results on quantile cuts for CCSP. This chapter is based on the papers [119] and [120]. Chapter 4 presents approximation results for CCSP. The next three chapters are related to distributional robustness. Chapter 5 presents our results on convex reformulations of joint DRCCP with moment based ambiguity sets and is based on the paper [118]. Chapter 6 presents an application of DRCCP to optimal power flow. It is based on the paper [117]. Finally, Chapter 7 studies Bonferroni approximations of DRCCP and is based on the paper [121]. For ease of readability, each chapter is self-contained.
CHAPTER II

NONANTICIPATIVE DUALITY, RELAXATIONS, AND FORMULATIONS FOR CHANCE-CONSTRAINED STOCHASTIC PROGRAMS

2.1 Introduction

We consider chance-constrained stochastic programs (CCSPs) of the form

$$\nu^* = \min \{ f(x) : x \in S, \ P[x \in X(\xi)] \geq 1 - \epsilon \}. \quad (2.1)$$

with the following assumptions: (i) the random vector $\xi$ has a finite support, i.e., $\Xi = \{\xi^1, \ldots, \xi^N\}$, where each $i \in \mathcal{N} := \{1, \ldots, N\}$ is referred to as a scenario; (ii) $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is a linear function; i.e., $f(x) = c^\top x$ (if $f(x)$ is nonlinear, we can introduce a new variable $y$, add a new constraint $f(x) \leq y$ into $S$ and change the objective to minimize $y$); (iii) $X(\xi^i) \subseteq S$ for each $i \in \mathcal{N}$; otherwise, we can replace $X(\xi^i)$ by $X(\xi^i) \cap S$ which yields an equivalent problem; (iv) the feasible region is nonempty. We can then rewrite (2.1) as

$$\nu^* = \min \{ c^\top x : x \in S, \sum_{i \in \mathcal{N}} p_i I(x \in X^i) \geq 1 - \epsilon \}, \quad (2.2)$$

where $S$ is a mixed-integer set (i.e., $S \subseteq \mathbb{R}^{n-r} \times \mathbb{Z}^r$ with $0 \leq r \leq n$), $X^i := X(\xi^i)$, $I(\cdot)$ is the indicator function and $p_i$ is the probability mass associated with scenario $i$. Using a binary variable $z_i$ to model the indicator function for each scenario $i$, we reformulate (2.1) as

$$\nu^* = \min \left\{ c^\top x : x \in S, \ z_i = I(x \in X^i), i \in \mathcal{N}, \ z \in Z \right\}, \quad (2.3)$$

where

$$Z := \left\{ z \in \{0,1\}^N : \sum_{i \in \mathcal{N}} p_i z_i \geq 1 - \epsilon \right\}.$$  

We assume throughout that $S$, and therefore $X^i$, are compact sets for all $i \in \mathcal{N}$. Our results can be directly generalized to the unbounded case when the sets $S$ and $X^i$ for all $i \in \mathcal{N}$ share the same recession cone.
CCSPs were first studied in [28, 29]. In [67], the authors analyzed the use of sample average approximation (SAA) for obtaining statistical bounds for CCSPs. Related results are presented in [22, 23, 76]. Under this framework, the resulting sampled problem with a finite number of scenarios can be formulated as a large-scale mixed-integer program (MIP), by introducing a binary variable for each individual scenario and adding big-M inequalities into the formulation. However, the natural MIP formulation based on big-M inequalities often has a weak linear programming relaxation [25]. Motivated by this drawback, there has been significant recent works investigating the use of MIP techniques for solving CCSPs having a finite number of scenarios. In particular, the mixing structure of CCSPs has been studied in [56, 66, 68, 133]. For CCSPs with special combinatorial structures, [100, 101] introduced problem formulations without the binary scenario variables. Chance-constrained formulations have also been proposed for two-stage [61] and multi-stage settings [126].

In this chapter we introduce two new Lagrangian relaxation techniques for obtaining lower bounds for the CCSPs (2.3). Inspired by the associated Lagrangian dual problems, we also introduce new MIP formulations of (2.3) that yield stronger relaxations than existing formulations. The Lagrangian relaxations we construct are obtained by variable splitting: creating multiple copies of the variables \(x\), which are constrained to be equal to each other, and then constructing a relaxation in which these “nonanticipativity constraints” are relaxed. In stochastic programming this technique is known as dual decomposition, and was firstly introduced by [87], and used in [26] for obtaining strong relaxations of two-stage stochastic integer programs. See also [34, 94] for more results on dual decomposition in the two-stage stochastic programming. To the best of our knowledge, only [112] and [8] have applied Lagrangian relaxation for CCSPs. In [112], both the nonanticipativity constraints and the knapsack constraint \(\sum_{i \in \mathcal{N}} p_i z_i \geq 1 - \epsilon\) are relaxed; and in [8], the original problem constraints defining \(X^i\) are relaxed within an augmented Lagrangian relaxation framework. In contrast, we do not relax the knapsack constraint and directly work on the original formulation (2.3), leading to relaxation bounds that are better than existing alternatives. Somewhat surprisingly, even though the knapsack constraint – which links scenarios together – is not relaxed, the majority of the work required to solve our proposed Lagrangian
relaxation problems can be still decomposed by scenarios.

The remainder of this chapter is organized as follows. In Section 2.2, we discuss three valid lower bounds, which can be obtained by continuous relaxation, quantile bounding and scenario grouping. We then provide two new Lagrangian dual formulations based on relaxing the nonanticipativity constraints in Section 2.3. We also provide a sufficient condition that the duality gap will vanish for chance constrained binary program in Section 2.4. In Section 2.5, we compare these bounds with the basic lower bounds introduced in Section 2.2. We derive new primal formulations in Section 2.6 that are related to the dual formulations from Section 2.3. In Section 2.7 we present a heuristic and two new exact algorithms to solve CCSPs. Finally, we devote Section 2.8 to computational illustration of the lower bounds and performances of the proposed algorithms.

## 2.2 Basic lower bounds

We first present three different lower bounds for the CCSPs (2.3). The first two are known results while the third bound presented in Section 2.2.3 is new.

### 2.2.1 Continuous relaxation

Assume that for each scenario $i$, $X^i$ is described by an inequality system $G_i(x) \leq 0$ with a mapping $G_i : S \mapsto \mathbb{R}^{m_i}$. Problem (2.3) can then be modeled as the following MIP:

$$v^* = \min_{x,z} \left\{ c^\top x : x \in S, \ G_i(x) \leq M_i(1 - z_i), \ \forall i \in \mathcal{N}, \ z \in \mathbb{Z} \right\}, \quad (2.4)$$

where $M_i$ is a vector of big-$M$ parameters such that $M_{ij}$ gives a valid upper bound of $G_{ij}(x)$ for all feasible $x$ in (2.2), that is, $M_{ij} \geq \max\{G_{ij}(x) : x \in S, \ \sum_{i \in \mathcal{N}} p_i \mathbb{I}(x \in X^i) \geq 1 - \epsilon\}$ for each $j = 1, 2, \ldots, m_i$. It is impractical to compute the tightest possible upper bound, since it involves solving another CCSP. Therefore, computationally tractable techniques for deriving upper bounds have been investigated. For example, one may begin by choosing $M_{ij} \geq \sup\{G_{ij}(x) : x \in S \cap X^i\}$ for all $j = 1, 2, \ldots, m_i$. This simple bound could then be strengthened using a coefficient strengthening that considers more of the feasible region of (2.4) as in [82, 101] (see Section 2.8). We assume that whenever a strengthened big-$M$ parameter $M'_{ij} < M_{ij}$ is obtained, we include the valid inequality $G_{ij}(x) \leq M'_{ij}$ in $S$, so
that $S \subseteq \{ x \in \mathbb{R}^n : G_i(x) \leq M'_i, \forall i \in N \}$. We define $v^C(M)$ to be the optimal objective value of the relaxation of (2.4) in which the integrality constraints on the $z$ variables are relaxed (but the integrality constraints on $x$, if any, are not relaxed). We denote by $v^C(M)$ the relaxation obtained by also relaxing integrality constraints on $x$. Clearly, we have

$$v^C(M) \leq v^C(M) \leq v^*.$$

### 2.2.2 Quantile bound

Another lower bound for problem (2.3) is the so-called quantile bound [101]. We first calculate for each $i \in N$,

$$\eta_i = \min_{x} \{ c^\top x : x \in X_i \}.$$

We then sort these values to obtain a permutation $\sigma$ of $N$ such that $\eta_{\sigma_1} \geq \cdots \geq \eta_{\sigma_N}$. The quantile bound is then defined as $v^Q = \eta_{\sigma_q}$, where $q = \min\{ k \in N : \sum_{i=1}^{k} p_{\sigma_i} > \epsilon \}$. Then clearly

$$v^Q \leq v^*$$

because at least one scenario in the scenario set $\{\sigma_1, \ldots, \sigma_q\}$ must be satisfied in a feasible solution.

### 2.2.3 Scenario grouping based lower bound

We partition the scenarios $N$ into $K < N$ disjoint subsets $N_j, j \in K = \{1, \ldots, K\}$ where $\sum_{j=1}^{K} |N_j| = N$. For each $j \in K$, we define $\tilde{z}_j = 1$ if $z_i = 1$ for all the scenarios $i \in N_j$ and 0 otherwise (i.e., $\tilde{z}_j = \min\{z_i : i \in N_j\}$). For each $j \in K$, we define $q_j = \min_{i \in N_j} p_i$. We then define the following scenario grouping model:

$$v^G = \min \left\{ c^\top x : x \in S, \tilde{z}_j = \mathbb{I} \left( x \in \bigcap_{i \in N_j} X_i \right), j \in K, \sum_{j \in K} q_j \tilde{z}_j \geq \sum_{j \in K} q_j - \epsilon \right\}. \quad (2.5)$$

The following proposition shows that (2.5) is indeed a valid relaxation for (2.3).

**Proposition 1.** $v^G \leq v^*$.

**Proof.** Let $(x, z)$ be any feasible solution to (2.3) and let $\tilde{z}_j = \min\{z_i : i \in N_j\}$ for each $j \in K$. We show that $(\tilde{z}, x)$ is feasible to (2.5). By construction it holds that $\tilde{z}_j = \mathbb{I}(x \in$
\[ \bigcap_{i \in N_j} X^i \) for each \( j \in K. \] We first establish the following inequality for each \( j \in K: \]

\[
q_j \hat{z}_j \geq \sum_{i \in N_j} p_i z_i - \left( \sum_{i \in N_j} p_i - q_j \right) .
\]

(2.6)

Indeed, if \( \hat{z}_j = 0 \) this implies that \( z_i = 0 \) for some \( i \in N_j \), and thus \( \sum_{i \in N_j} p_i z_i \leq \sum_{i \in N_j} p_i - q_j \) as required. On the other hand, if \( \hat{z}_j = 1 \) this implies that \( z_i = 1 \) for all \( i \in N_j \), and (2.6) follows. Now, summing (2.6) over all \( j \in K \) yields

\[
\sum_{j \in K} q_j \hat{z}_j \geq \sum_{j \in K} \sum_{i \in N_j} p_i z_i - \sum_{j \in K} \sum_{i \in N_j} p_i + \sum_{j \in K} q_j \geq 1 - \epsilon - 1 + \sum_{j \in K} q_j ,
\]

which establishes the result.

If we scale the knapsack inequality in (2.5) by \( (\sum_{j \in K} q_j)^{-1} \), this problem is again a CCSP, but with \( K < N \) scenarios. Thus, any technique for obtaining a lower bound of a CCSP can also be applied to this relaxation. In particular, the quantile bound may be applied, and the resulting scenario grouping based quantile bound may be better than the original quantile bound (see Section 2.8 for an illustration). The dual bounds that we derive in the following sections may also be applied to a grouping-based relaxation.

2.3 Lagrangian dual bounds

We next introduce two Lagrangian dual problems associated with the CCSPs (2.3) obtained by relaxing nonanticipativity constraints. We use the following standard result (cf. [70]) on a primal characterization of the Lagrangian dual.

**Theorem 1.** Consider a mathematical program \( \min \{ f(x) : H(x) \leq h, x \in X \} \), where \( f, H \) are convex functions and \( X \) is compact, and let

\[
\mathcal{L}^* := \sup_{\lambda \geq 0} \{ f(x) + \lambda H(x) - \lambda h : x \in X \}
\]

be the Lagrangian dual value. Then

\[
\mathcal{L}^* = \inf \{ f(x) : x \in \text{conv}(X), H(x) \leq h \},
\]

where \( \text{conv}(S) \) denotes the convex hull of the set \( S \).
2.3.1 Basic nonanticipative dual

By making copies of the decision variables $x$, the problem (2.3) can be reformulated as

$$v^* = \min_{x,z} \sum_{i \in \mathcal{N}} p_i c^\top x^i, \quad (2.7a)$$

subject to

$$\sum_{i \in \mathcal{N}} p_i H_i x^i = h, \quad (2.7b)$$

$$z_i = I(x^i \in X^i), \quad i \in \mathcal{N}, \quad (2.7c)$$

$$z \in \mathcal{Z}, \quad (2.7d)$$

$$x^i \in S, \quad i \in \mathcal{N}; \quad (2.7e)$$

where (2.7b) enforce the nonanticipativity constraints $x^1 = \cdots = x^N$. The Lagrangian dual problem obtained by dualizing these nonanticipativity constraints with dual vector $\lambda$ can be written as:

$$v_1^{LD} = \max_\lambda \{ L_1(\lambda) - \lambda^\top h \}, \quad (2.8)$$

where

$$L_1(\lambda) := \min_{x,z} \left\{ \sum_{i \in \mathcal{N}} p_i (c^\top x^i + \lambda^\top H_i x^i) : (2.7c) - (2.7e) \right\}. \quad (2.9)$$

Next, observe that for a fixed $z \in \mathcal{Z}$, this problem reduces to:

$$\psi(z) := \min_x \left\{ \sum_{i \in \mathcal{N}} p_i (c^\top x^i + \lambda^\top H_i x^i) : (2.7c), (2.7e) \right\}. \quad (2.10)$$

This problem decomposes by scenario. Let

$$\theta_i(\lambda) = \min_x \left\{ c^\top x + \lambda^\top H_i x : x \in S \right\} \quad (2.10)$$

and

$$\zeta_i(\lambda) = \min_x \left\{ c^\top x + \lambda^\top H_i x : x \in X^i \right\}. \quad (2.11)$$

Note that the feasible region of $\zeta_i(\lambda)$ is included in that of $\theta_i(\lambda)$, so we have that $\zeta_i(\lambda) \geq \theta_i(\lambda)$ for all $i \in \mathcal{N}$. By compactness of $S$, both $\theta$ and $\zeta$ are finite valued for all $\lambda$. Then, we have

$$\psi(z) = \sum_{i \in \mathcal{N}} p_i (\theta_i(\lambda)(1 - z_i) + \zeta_i(\lambda) z_i) = \sum_{i \in \mathcal{N}} p_i \theta_i(\lambda) + \sum_{i \in \mathcal{N}} p_i (\zeta_i(\lambda) - \theta_i(\lambda)) z_i$$
and so
\[
\mathcal{L}_1(\lambda) = \sum_{i \in \mathcal{N}} p_i \theta_i(\lambda) + \min_z \left\{ \sum_{i \in \mathcal{N}} p_i (\zeta_i(\lambda) - \theta_i(\lambda)) z_i : z \in \mathbb{Z} \right\}. \tag{2.12}
\]
Thus, for a fixed \( \lambda \), the Lagrangian relaxation value \( \mathcal{L}_1(\lambda) - \lambda^\top h \) can be calculated by first calculating the values \( \theta_i(\lambda) \) and \( \zeta_i(\lambda) \) by solving (2.10) and (2.11) separately for each \( i \in \mathcal{N} \), and then solving a single-row knapsack problem.

We close this subsection by noting that the dual problem (2.8) can be interpreted as a stochastic program with a mean-risk objective function. Let \( \Delta_\lambda(\lambda) = \zeta_i(\lambda) - \theta_i(\lambda) \) for all \( i \in \mathcal{N} \) and let \( F_{\Delta(\lambda)}(\cdot) \) denote the cumulative distribution function of \( \{\Delta_i(\lambda)\}_{i \in \mathcal{N}} \) while the point mass function is \( \mathbb{P}(\Delta(\lambda) = \Delta_i(\lambda)) = p_i \) for all \( i \in \mathcal{N} \) and \( F^{-1}_{\Delta(\lambda)}(t) := \inf\{s \in \mathbb{R} : F_{\Delta(\lambda)}(s) \geq t\} \). Then \( \text{VaR}_{1-\epsilon}(\lambda) := F^{-1}_{\Delta(\lambda)}(1-\epsilon) \) is the \((1-\epsilon)\)-value at risk of \( \Delta(\lambda) \), and the \((1-\epsilon)\)-conditional value at risk of \( \Delta(\lambda) \) is defined as [86]:
\[
\text{CVaR}_{1-\epsilon}(\lambda) := \text{VaR}_{1-\epsilon}(\lambda) + \frac{1}{\epsilon} \mathbb{E}[\Delta(\lambda) - \text{VaR}_{1-\epsilon}(\lambda)],
\]
where \([\cdot]_+ = \max\{\cdot, 0\}\)

**Proposition 2.** If all of the scenarios are equally likely, i.e., \( p_i = \frac{1}{N} \) for all \( i \in \mathcal{N} \), and \( \epsilon N \) is an integer, then the dual problem (2.8) is equivalent to
\[
\nu^L_D = \max_{\lambda} \left\{ \mathbb{E}[\zeta(\lambda)] - \epsilon \text{CVaR}_{1-\epsilon}(\lambda) - \lambda^\top h \right\}
\]

**Proof.** When the scenarios are equally likely, the knapsack problem (2.12) can be solved by sorting the values \( \Delta_i(\lambda), i \in \mathcal{N} \) to find \( \text{VaR}_{1-\epsilon}(\lambda) \). That is, we claim that \( z^*_i(\lambda) = \text{I}(\Delta_i(\lambda) \leq \text{VaR}_{1-\epsilon}(\lambda)) \) for all \( i \in \mathcal{N} \) solves (2.12). Indeed, \( \Delta_i(\lambda) = \zeta_i(\lambda) - \theta_i(\lambda) \geq 0 \) for all \( i \in \mathcal{N} \). Thus, to solve (2.12) with \( p_i = \frac{1}{N} \) for all \( i \in \mathcal{N} \), we can simply choose the smallest values of \( \Delta_i(\lambda) \) until the cardinality constraint \( \sum_{i \in \mathcal{N}} z_i \geq (1-\epsilon)N \) is satisfied. Therefore, the optimal solution sets \( z^*_i(\lambda) = \text{I}(\Delta_i(\lambda) \leq \text{VaR}_{1-\epsilon}(\lambda)) \) for all \( i \in \mathcal{N} \). If \( N\epsilon \) is an integer, then simple calculations show that \( \mathcal{L}_1(\lambda) \) can be further simplified as
\[
\mathcal{L}_1(\lambda) = \frac{1}{N} \sum_{i \in \mathcal{N}} \zeta_i(\lambda) - \epsilon \left( \text{VaR}_{1-\epsilon}(\lambda) + \frac{1}{N\epsilon} \sum_{i \in \mathcal{N}} [\Delta_i(\lambda) - \text{VaR}_{1-\epsilon}(\lambda)]_+ \right)
\]
\[
= \mathbb{E}[\zeta(\lambda)] - \epsilon \text{CVaR}_{1-\epsilon}(\lambda).
\]
\( \square \)
Proposition 2 can be extended to more general distributions by appropriately adjusting the definitions of $\text{VaR}_{1-\epsilon}$ and $\text{CVaR}_{1-\epsilon}$ as in [85].

### 2.3.2 Quantile based Lagrangian dual

The quantile bound in Section 2.2.2 can be interpreted as a relaxation obtained by creating a copy $x^i$ of the variables $x$ for each $i \in \mathcal{N}$, as in the reformulation (2.7), but then instead of using the weighted average of the objective values of these copies, the maximum objective function value among the enforced scenarios is used. This motivates the following alternative reformulation of (2.3):

\[ v^* = \min_{x,y,z} y, \]  
\[ \text{s.t. } \quad c^\top x^i \leq y, \quad i \in \mathcal{N}, \]  
\[ \sum_{i \in \mathcal{N}} p_i H_i x^i = h, \]  
\[ z_i = \mathbb{I}(x^i \in X^i), i \in \mathcal{N}, \]  
\[ z \in Z, \]  
\[ x^i \in S, \quad i \in \mathcal{N}, \]  

where (2.13c) – (2.13f) are just a restatement of (2.7b) - (2.7e). For a fixed $y \in \mathbb{R}$, we further define the problem:

\[ g(y) := y + \min_{x,z} \{0 : (2.13b) - (2.13f)\}. \]  

Clearly, $g(y) = y$ if (2.13b) - (2.13f) is feasible for this fixed $y$ value, otherwise (2.14) is infeasible, and we use the convention $g(y) = +\infty$ in this case. Then (2.13) can be formulated as:

\[ v^* = \min_{y} \{g(y) : y \in \mathbb{R}\}. \]

Next, for a fixed $y \in \mathbb{R}$, let

\[ R(y) = \{\{x^i, z_i\}_{i \in \mathcal{N}} : (2.13b), (2.13d) - (2.13f)\}. \]
be the set of feasible solutions to (2.13) in which the nonanticipativity constraints (2.13c) are relaxed, and the variable $y$ is fixed. Also, define

$$L_2(\lambda, y) = \min_{x,z} \left\{ \sum_{i \in N} p_i \lambda^\top H_i x^i : \{x^i, z_i\}_{i \in N} \in R(y) \right\},$$

and finally

$$\omega_2(y) = y + \max_\lambda \{ L_2(\lambda, y) - \lambda^\top h \}. \quad (2.15)$$

We use the notation $\omega_2(y) = +\infty$ to indicate that the maximization problem in (2.15) is unbounded. In fact, as the following proposition shows, the maximization problem either has an optimal objective value that equals zero or is unbounded.

**Proposition 3.** There exists $\bar{y} \in \mathbb{R}$ such that

$$\omega_2(y) = \begin{cases} y, & \text{if } y \geq \bar{y}, \\ \infty, & \text{if } y < \bar{y}. \end{cases} \quad (2.16)$$

**Proof.** By Theorem 1, $\omega_2(y) = y + \min_\lambda \{0 : \{x^i, z_i\}_{i \in N} \in T(y)\}$ where $T(y) = \{\{x^i, z_i\}_{i \in N} : (2.13c), \{x^i, z_i\}_{i \in N} \in \text{conv}(R(y))\}$. Thus, $\omega_2(y) = y$ if $T(y) \neq \emptyset$ and $\omega_2(y) = \infty$, otherwise. Next, for $y$ large enough, any feasible solution to (2.3) can be used to construct a feasible point in $T(y)$ (just set all $x^i$ equal to $x$), and so for $y$ large enough $\omega_2(y) = y$. In addition, since the set $S$ is compact, it follows that for $y$ small enough the set $R(y)$ is empty, and hence $T(y)$ is empty. The result then follows because $T(y_1) \subseteq T(y_2)$ whenever $y_1 \leq y_2$. \hfill \Box

We now define our second Lagrangian dual problem as:

$$v^{LD}_2 = \min_y \{ \omega_2(y) : y \in \mathbb{R} \} = \min_y \{ y : \omega_2(y) = y \}. \quad (2.17)$$

**Theorem 2.** $v^{LD}_2 \leq v^*$. 

**Proof.** This follows because $\omega_2(y) \leq g(y)$ for all $y \in \mathbb{R}$. \hfill \Box

We next discuss the calculation of $v^{LD}_2$. First, for a given $\lambda$ and $y$, $L_2(\lambda, y)$ can be calculated by solving for each $i \in N$,

$$\bar{\theta}_i(\lambda, y) := \min_x \left\{ \lambda^\top H_i x : c^\top x \leq y, \ x \in S \right\}.$$
and
\[
\tilde{\zeta}_i(\lambda, y) := \min_x \left\{ \lambda^\top H_i x : \ c^\top x \leq y, \ x \in X^i \right\}.
\]

Then,
\[
L_2(\lambda, y) = \sum_{i \in \mathcal{N}} p_i \bar{\theta}_i(\lambda, y) + \min_z \left\{ \sum_{i \in \mathcal{N}} p_i (\tilde{\zeta}_i(\lambda, y) - \bar{\theta}_i(\lambda, y)) z_i : z \in Z \right\}.
\]

The above characterization leads to a bisection procedure to obtain a lower bound on \(v^{LD}_2\). It takes as input an upper bound, \(U\), on the optimal objective value \(v^*\), which can be obtained by any feasible solution to (2.3), and a lower bound \(L\) (we show in Section 2.5 that \(L = v^Q\) is valid). At each iteration, we consider the candidate value \(y = (U + L)/2\), and use a subgradient method with a specified finite termination condition (e.g., an iteration limit) to obtain a lower bound \(\omega_2(y)\) on \(\omega_2(y)\). If \(\omega_2(y) > y\), then we can update \(L = y\), otherwise we update \(U = y\). The bisection procedure terminates when the difference between the upper and lower bounds is less than a given tolerance. At any step of the algorithm, \(L\) is a valid lower bound on \(v^{LD}_2\).

### 2.4 A Sufficient Condition for \(v^{LD}_1 = v^*\)

In this section, we will study a sufficient condition which closes the duality gap. Let us define a set \(\chi = \{(x, z) \mid x^i \in S \ \forall \ i, \sum_{i=1}^N p_i A_i x^i = h, \ \sum_{i=1}^N p_i z_i \geq 1 - \epsilon, \ z_i \leq \mathbb{I}(x^i \in X^i), \ z_i \in \{0, 1\} \ \forall \ i \}\). For each \(i \in [N]\), let define set \(\bar{X}^i = \{(x^i, z_i) \mid x^i \in S, \ z_i \leq \mathbb{I}(x^i \in X^i), \ z_i \in \{0, 1\}\}\) and a bound \(\rho_i\) as
\[
\rho_i := \sup \left\{ c^\top x^i | (x^i, z_i) \in \text{conv} \left( \bar{X}^i \right) \right\} - \inf \left\{ c^\top x^i | (x^i, z_i) \in \text{conv} \left( \bar{X}^i \right) \right\}. \quad (2.18)
\]

We further make the following assumptions:

**Assumption 1.** (i) (2.3) is feasible and \(S, X_i \subseteq \{0, 1\}^n, \forall i;\)

(ii) Suppose \(h \in \mathbb{R}^m\), then for some set \(I \subseteq \{1, \ldots, N\}\) with \(|I| = m + 2\), given \((\tilde{x}^i, \tilde{z}_i) \in \text{conv}(\bar{X}^i), \forall i \in I,\) there exists \((x^i, z_i) \in \bar{X}^i\) for each \(i \in I\) such that \(\sum_{i \in I} p_i A_i x^i = \sum_{i \in I} p_i A_i \tilde{x}^i, \forall i \in I, \sum_{i \in I} p_i z_i \geq \sum_{i \in I} p_i \tilde{z}_i.\)

Note that under Assumption 1(i), the nonanticipativity constraint can be written as
\[
x^1 = \sum_{i=1}^N p_i x^i; \quad (2.19)
\]
i.e., if \( x_j^i = 1 \), then \( x_j^i = 1 \); otherwise, \( x_j^i = 0 \). Under this setting, the nonanticipativity constraints have \( n \) rows, thus \( m = n \).

**Proposition 4.** Under Assumption 1, the duality gap is bounded as

\[
\nu^* - \nu_{LD}^1 \leq (m + 2)\rho_{\text{max}}\rho_{\text{max}},
\]

where \( \rho_{\text{max}} = \sup_{i=1,...,N} \rho_i \), \( p_{\text{max}} = \sup_{i=1,...,N} p_i \).

**Proof.** Define set

\[
Y_i = \{ [p_i A_i x^i, p_i c^\top x^i, p_i z_i] \mid (x^i, z_i) \in \tilde{X}^i \}
\]

(2.21)

with the summation defined as \( Y = \sum_{i=1}^N Y_i \). By Assumption 1(ii), \( Y_i, \text{conv}(Y_i), i = 1, \ldots, N \) and \( Y, \text{conv}(Y) \) are compact.

Besides of relaxing the nonanticipativity constraint, we also relax \( \sum_{i=1}^N p_i z_i \geq 1 - \epsilon \) with dual variable \( \mu \); i.e.,

\[
\nu_{LD}^3 := \min_{x, z} \left\{ \sum_{i=1}^N p_i (c^\top x^i + \lambda^\top A_i x^i - \mu p_i z_i) - \lambda^\top h + \mu (1 - \epsilon) : (x^i, z_i) \in \tilde{X}^i \right\},
\]

(2.22)

and clearly, we have \( \nu_{LD}^3 \leq \nu_{LD}^1 \)

Now by definition, we have

\[
\nu^* = \min \{ w \mid \exists (u, v, w) \in Y, u = h, w \geq 1 - \epsilon \}
\]

(2.23)

while by the duality argument in Theorem 1, we have

\[
\nu_{LD}^3 = \min \{ v \mid \exists (u, v, w) \in \text{conv}(Y), u = h, w \geq 1 - \epsilon \} \leq \nu_{LD}^1
\]

(2.24)

Similar to [16], we refer to Shapley-Folkman theorem here.

**Theorem 3.**(Shapley-Folkman theorem) Let \( Y_i, i = 1, \ldots, N \) be a collection of subsets of \( \mathbb{R}^{m+2} (h \in \mathbb{R}^m) \), then for each \( y \in \text{conv}(Y) \), there exists a subset \( I(y) \subset \{1, \ldots, N\} \) with cordiality at most \( m + 2 \) such that

\[
y \in \left[ \sum_{i \in I(y)} Y_i + \sum_{i \in I(y)} \text{conv}(Y_i) \right].
\]
Let \((\bar{u}, \bar{v}, \bar{w}) \in \text{conv}(Y)\) such that

\[ v_3^{LD} = \bar{v}, \bar{u} = h, \bar{w} \geq 1 - \epsilon. \]

Then by Shapley-Folkman theorem, there exists a subset \(\hat{I} \subset \{1, \ldots, N\}\) with \(|\hat{I}| = m + 2\) and

\((\hat{u}_i, \hat{v}_i, \hat{w}_i) \in \text{conv}(Y_i), i \in \hat{I}, \quad \hat{z}_i \leq \hat{I}(\hat{x}^i \in X^i), \forall i \notin \hat{I},\)

such that

\[
\sum_{i \notin \hat{I}} p_i A_i \hat{x}^i + \sum_{i \in \hat{I}} \hat{u}_i = h \\
\sum_{i \notin \hat{I}} p_i f(\hat{x}^i, \hat{z}_i) + \sum_{i \in \hat{I}} \hat{v}_i = v_3^{LD} \\
\sum_{i \notin \hat{I}} p_i \hat{z}_i + \sum_{i \in \hat{I}} \hat{w}_i = \bar{w} \geq 1 - \epsilon.
\]

By Caratheodory theorem, for each \(i \in \hat{I},\) there exists \((x^i_1, z^i_1), \ldots, (x^i_{m+3}, z^i_{m+3}) \in \hat{X}^i = \{(x^i, z^i) \mid x^i \in S, \quad z^i \leq \hat{I}(x^i \in X^i), \quad z^i \in \{0, 1\}\} and \(\alpha^i_1, \ldots, \alpha^i_{m+3} \in [0, 1]\) such that

\[
\sum_{j=1}^{m+3} \alpha^i_j = 1, \quad \hat{u}_i = p_i A_i \sum_{j=1}^{m+3} \alpha^i_j x^i_j, \quad \hat{v}_i = p_i \sum_{j=1}^{m+3} \alpha^i_j f(x^i_j, z^i_j), \\
\hat{w}_i = p_i \sum_{j=1}^{m+3} \alpha^i_j z^i_j.
\]

Meanwhile, by the definition of \(\tilde{f}_i, \bar{f}_i, p_i, \forall i,\) we have

\[
\tilde{v}_i = p_i \sum_{j=1}^{m+3} \alpha^i_j f(x^i_j, z^i_j) \geq p_i \inf \left\{ c^\top x^i \mid (x^i, z^i) \in \text{conv}(\hat{X}^i) \right\}, \forall i.
\]

We now have

\[
\sum_{i \notin \hat{I}} p_i A_i \hat{x}^i + \sum_{i \in \hat{I}} p_i A_i \left( \sum_{j=1}^{m+3} \alpha^i_j x^i_j \right) = h \\
\sum_{i \notin \hat{I}} p_i f(\hat{x}^i, \hat{z}_i) + \sum_{i \in \hat{I}} p_i \sum_{j=1}^{m+3} \alpha^i_j f(x^i_j, z^i_j) = v_3^{LD} \geq \sum_{i \notin \hat{I}} p_i f(\hat{x}^i, \hat{z}_i) \\
+ \sum_{i \in \hat{I}} p_i \inf \left\{ c^\top x^i \mid (x^i, z^i) \in \text{conv}(\hat{X}^i) \right\}
\]
\[
\sum_{i \in \hat{I}} p_i \hat{z}_i + \sum_{i \in \hat{I}} p_i \left( \sum_{j=1}^{m+3} \alpha_{ij}^i z_i^j \right) = \bar{w} \geq 1 - \epsilon.
\]

By Assumption (ii), for a given \( \delta > 0 \) and there exists a \((\hat{x}^i, \hat{z}_i) \in \tilde{X}^i, \forall i \in \hat{I}\) with
\[
\sum_{i \in \hat{I}} p_i A_i \hat{x}_i = \sum_{i \in \hat{I}} p_i A_i \left( \sum_{j=1}^{m+3} \alpha_{ij}^i x_i^j \right), \sum_{i \in \hat{I}} p_i \hat{z}_i \geq \sum_{i \in \hat{I}} p_i \left( \sum_{j=1}^{m+3} \alpha_{ij}^i z_i^j \right) \quad \text{and}
\]
\[
\sum_{i \in \hat{I}} p_i f(\hat{x}^i, \hat{z}_i) \leq \sum_{i \in \hat{I}} p_i \sup \left\{ c^\top x_i^j \mid (x_i^j, z_i) \in \text{conv} \left( \tilde{X}^i \right) \right\}.
\]

Thus, we now have
\[
\sum_{i=1}^{N} p_i A_i \hat{x}_i = h
\]
\[
v^* \leq \sum_{i=1}^{N} p_i f(\hat{x}^i, \hat{z}_i) \leq v_3^{LD} + \sum_{i \in \hat{I}} p_i \rho_i
\]
\[
\sum_{i=1}^{N} p_i \hat{z}_i \geq 1 - \epsilon.
\]

Thus
\[
v^* - v_3^{LD} \leq \sum_{i \in \hat{I}} p_i \rho_i \leq (m + 2)p_{\max} \rho_{\max}.
\]

A direct application of Proposition 4 is that the duality gap vanishes as the number of scenarios grows to infinity.

**Corollary 1.** Suppose both Assumption 1 and the following regularity condition
\[
\sup_{i=1, \ldots, \infty} p_i < \infty, \lim_{N \to \infty} \sup_{i=1, \ldots, N} mp_i = 0,
\]
hold, then the duality gap will be vanished when \( N \) goes to infinity; i.e.,
\[
\lim_{N \to \infty} (v^* - v_1^{LD}) = 0. \tag{2.25}
\]

### 2.5 Strength of Lagrangian dual bounds

In this section, we compare the Lagrangian dual bounds developed in Section 2.3 and the basic lower bounds in Section 2.2.
2.5.1 Comparing $v^{LD}_1$ and $v^C(M)$

We first show that $v^{LD}_1$ is no smaller than $v^C(M)$. Let

$$C_M = \{ (x, z) : x \in S, \ G_i(x) \leq M_i(1 - z_i), \ z_i \in [0, 1], \ \forall i \in \mathcal{N}, \sum_{i \in \mathcal{N}} p_i z_i \geq 1 - \epsilon \}$$

be the feasible region of the continuous relaxation of (2.4) in which the variables $z$ are relaxed to be continuous.

**Theorem 4.** Assume the constraint qualification is satisfied, i.e., there exists $(\hat{x}, \hat{z}) \in \text{int} (\text{conv}(C_M))$, where $\text{int}(\cdot)$ denotes the interior of a set. Then,

$$v^{LD}_1 \geq v^C(M).$$

**Proof.** First observe that the continuous relaxation of (2.4) is a convex program with a linear objective function over the convex hull of the set $C_M$, which is assumed to satisfy Slater’s condition [98]. Therefore, by strong duality, the Lagrangian dual of this convex program in which the nonanticipativity constraints $\sum_{i \in \mathcal{N}} p_i H_i x^i = h$ are relaxed has the optimal value equal to $v^C(M)$. But the Lagrangian relaxation problem used in this Lagrangian dual is identical to that in (2.8) except that the $z$ variables are relaxed to be continuous. The conclusion follows. 

Next we establish a set of sufficient conditions under which $v^C(M)$ is equal to $v^{LD}_1$.

**Proposition 5.** Suppose that $S = \mathbb{R}^n_+$ and for each $i \in \mathcal{N}, \ p_i = \frac{1}{N}$ and $G_i(x) = G_i(x) + M_i$, where $G_i(tx) \leq tG_i(x)$ for all $t \geq 1$ and $G_i(0) \leq 0$. Then $v^C(M) = v^{LD}_1$.

**Proof.** We only need to show that $v^C(M) \geq v^{LD}_1$. Recall that

$$v^C(M) = \min_{x,z} \left\{ c^\top x : x \in S, G_i(x) \leq M_i(1 - z_i), z_i \in [0, 1], \forall i \in \mathcal{N}, \sum_{i \in \mathcal{N}} z_i \geq \lceil N(1 - \epsilon) \rceil \right\}$$

$$= \min_{x,z} \left\{ c^\top x : x \in S, G_i(x) \leq M_i(1 - z_i), \forall i \in \mathcal{N}, z \in \text{conv}(Z) \right\}.$$ 

From Theorem 1 and equation (2.8) we know that

$$v^{LD}_1 = \min_{x,z} \left\{ \sum_{i=1}^N p_i c^\top x^i : \{(x^i, z_i)\}_{i \in \mathcal{N}} \in \text{conv} \left( \{ (x^i, z_i) \}_{i \in \mathcal{N}} : x_i \in S, \right) \right\}.$$
\[ G_i(x^i) \leq M_i(1 - z_i), \forall i \in \mathcal{N}, z \in \mathbb{Z} \}, \sum_{i \in \mathcal{N}} p_i H_i x^i = h \}. \]

Let \((\tilde{x}, \tilde{z})\), where \(\tilde{z} := \{\tilde{z}_i\}_{i \in \mathcal{N}}\), be an optimal solution of the continuous relaxation of (2.4). Since \(\tilde{z} \in \text{conv}(Z)\), there exists a set of points \(\{z_k\} \in Z\) such that \(\tilde{z} = \sum_k \lambda_k z_k\) with \(\sum_k \lambda_k = 1\) and \(\lambda_k > 0\). Construct \(x^i_k = \frac{\tilde{x}}{\tilde{z}_i} z_{ik}\) for all \(k\) and for all \(i \in \mathcal{N}\). Note that the operations are well defined since, for each \(i\), \(\tilde{z}_i = 1\) (or 0) implies \(z_{ik} = 1\) (or 0) for all \(k\), and we assume that \(0 \cdot \infty = 0\). It follows that

\[ x^i_k \in S, z_k \in Z, \]

\[ G_i(x^i_k) = \bar{G}_i(x^i_k) + M_i \leq \frac{1}{\tilde{z}_i} \bar{G}_i(\tilde{x}) z_{ik} + M_i \leq M_i(1 - z_{ik}), \forall i \in \mathcal{N}, \]

where the first equality is the definition of \(G_i(\cdot)\), the second inequality follows because if \(z_{ik} = 0\), then \(x^i_k = 0\), and \(\bar{G}_i(0) \leq 0\); otherwise, \(x^i_k = \frac{\tilde{x}}{\tilde{z}_i} z_{ik}\) and \(\bar{G}_i(tx) \leq t\bar{G}_i(x)\) for all \(t \geq 1\); while the last inequality follows since \(\bar{G}_i(\tilde{x}) \leq M_i(1 - \tilde{z}_i)\) or equivalently, \(\frac{1}{\tilde{z}_i} \bar{G}_i(\tilde{x}) \leq - M_i\).

Now define \((x^i, \tilde{z}) = \sum_k \lambda_k (x^i_k, z_k)\) and we have \(x^i = \tilde{x}\) for all \(i \in \mathcal{N}\). Hence,

\[ \{(x^i, \tilde{z}_i)\}_{i \in \mathcal{N}} \in \text{conv} \left( \{ \{ (x^i, \tilde{z}_i) \}_{i \in \mathcal{N}} : x^i \in S, G_i(x^i) \leq M_i(1 - z_i), \forall i \in \mathcal{N}, \right. \]

\[ \left. z \in Z \} \}

and \(\{x^i\}_{i \in \mathcal{N}}\) also satisfies the nonanticipativity constraints. Thus \((\tilde{x}, \tilde{z})\) is also feasible to (2.8) implying \(v^C(M) \geq v_1^{LD}\). \[\square\]

A large class of problems that satisfy the conditions of Proposition 5 are chance-constrained covering linear programs with equiprobable scenarios [82]:

\[ \min_{x, z} \left\{ c^T x : A_i x \geq b_i z_i, \forall i \in \mathcal{N}, \sum_{i \in \mathcal{N}} z_i \geq (1 - \epsilon)N, x \geq 0, z_i \in (0, 1) \forall i \in \mathcal{N} \right\}. \]

where \(A_i \in \mathbb{R}^{m_i \times n}, b_i \in \mathbb{R}^{m_i}_+\) for all \(i \in \mathcal{N}\). Recasting the above problem in the form of (2.4) we note that \(S = \mathbb{R}^n_+, G_i(x) = -A_i x, M_i = b_i\). Indeed we have \(\bar{G}_i(tx) = -tA_i x = t\bar{G}_i(x), \forall t \geq 1\), and \(\bar{G}_i = 0\).

### 2.5.2 Comparing \(v_1^{LD}\) and \(v_2^{LD}\)

The following theorem compares the strengths of the two different Lagrangian dual bounds \(v_1^{LD}\) and \(v_2^{LD}\).
**Theorem 5.** $v_{1}^{LD} \leq v_{2}^{LD}$.

**Proof.** Let $Q_i := \{(x^i, z_i) : (2.7c), (2.7e)\} (= \{(x^i, z_i) : (2.13d), (2.13f)\})$ for all $i \in \mathcal{N}$. The claim follows since

$$v_{1}^{LD} = \max_{\lambda} \min_{x,y,z} \left\{ y + \sum_{i \in \mathcal{N}} p_i \lambda^\top H_i x^i - \lambda^\top h : (x^i, z_i) \in Q_i, \forall i \in \mathcal{N}, \right\}$$

$$z \in Z, y \geq \sum_{i \in \mathcal{N}} p_i c^\top x^i \right\}$$

$$\leq \max_{\lambda} \min_{x,y,z} \left\{ y + \sum_{i \in \mathcal{N}} p_i \lambda^\top H_i x^i - \lambda^\top h : (x^i, z_i) \in Q_i, \forall i \in \mathcal{N}, \right\}$$

$$z \in Z, y \geq c^\top x^i, \forall i \in \mathcal{N} \right\}$$

$$\leq \min_y \max_{\lambda} \min_{x,z} \left\{ y + \sum_{i \in \mathcal{N}} p_i \lambda^\top H_i x^i - \lambda^\top h : (x^i, z_i) \in Q_i, \forall i \in \mathcal{N}, \right\}$$

$$z \in Z, y \geq c^\top x^i, \forall i \in \mathcal{N} \right\}$$

$$= v_{2}^{LD},$$

where the first equality follows from the definition of $v_{1}^{LD}$; the second inequality follows since $y \geq \sum_{i \in \mathcal{N}} p_i c^\top x^i$ is an aggregation of the constraints $y \geq c^\top x^i$ for each $i \in \mathcal{N}$; the third inequality follows from the max-min inequality; and the final equality is from the definition of $v_{2}^{LD}$.

$$\square$$

2.5.3 Comparisons with $v^Q$

We now show that $v_{2}^{LD}$ is at least as strong as the quantile bound $v^Q$.

**Theorem 6.** $v^Q \leq v_{2}^{LD}$.

**Proof.** First define

$$v_{2}^{R}(y) = \begin{cases} y & R(y) \neq \emptyset, \\ +\infty & \text{otherwise.} \end{cases}$$

Observe that $v_{2}^{R}(y) = y + \mathcal{L}_2(0, y)$, and so $v_{2}^{R}(y) \leq \omega_2(y)$ for all $y \in \mathbb{R}$ because it is obtained by using $\lambda = 0$ in (2.15). Thus, it follows that $v^{R} := \min \{v_{2}^{R}(y) : y \in \mathbb{R}\} \leq v_{2}^{LD}$. We show that this first bound is identical to the quantile bound, i.e., $v^{R} = v^Q$.

22
Recall that
\[ R(y) = \{ (x^i, z_i) \in \mathcal{N} : (2.13b), (2.13d) - (2.13f) \}. \]

We first show \( R(v) \neq \emptyset \), which implies \( v^R(v^Q) = v^Q \) and thus \( v^R \leq v^Q \). Indeed, let \( I^Q = \{ \sigma_q, \ldots, \sigma_N \} \) be the set of scenarios \( i \) that \( \eta_i \leq \eta_{\sigma_q} = v^Q \) for all \( i \in I^Q \). By the definition of \( v^Q \), \( \sum_{i \in I^Q} p_i \geq 1 - \epsilon \). Also, for each \( i \in I^Q \), there exists \( \hat{x}^i \in X^i \) with \( c^\top \hat{x}^i = \eta_i \leq v^Q \). Next, let \( \hat{x} = \arg\min \{ c^\top x : x \in S \} \) and observe that \( c^\top \hat{x} \leq \eta_i \leq v^Q \) for all \( i \in I^Q \). Then, a feasible point of \( R(v) \) is obtained by setting \( x^i = \hat{x}^i \) for \( i \in I^Q \), \( x^i = \hat{x} \) for \( i \in N \setminus I^Q \) and setting \( z_i = 1 \) for \( i \in I^Q \) and \( z_i = 0 \) otherwise.

Now let \( y < v^Q \) and let \( I(y) := \{ i \in N : \eta_i \leq y \} \). For each scenario \( i \in N \setminus I(y) \) there is no \( x^i \in X^i \) with \( c^\top x^i \leq y \). By definition of \( v^Q \), it holds that \( \sum_{i \in I(y)} p_i < 1 - \epsilon \). Thus, \( R(y) = \emptyset \) and \( v^R(y) = +\infty \). Thus \( v^R > y \). As \( y < v^Q \) was arbitrary, we conclude that \( v^R \geq v^Q \).

Neither of \( v^{LD}_1, v^C(M) \) has a general bound relationship with \( v^Q \). The computational results in Section 2.8 provide examples where the quantile bound \( v^Q \) is stronger than \( v^{LD}_1 \) or \( v^C(M) \), while the following example shows that \( v^{LD}_1 \) or \( v^C(M) \) can be stronger than \( v^Q \).

**Example 1.** Consider a three-scenario instance as follows: \( X^1 = \{ x \in \mathbb{R}^2_+ : 0.5x_1 + 2x_2 \geq 1 \} \), \( X^2 = \{ x \in \mathbb{R}^2_+ : 2x_1 + 0.5x_2 \geq 1 \} \), \( X^3 = \{ x \in \mathbb{R}^2_+ : x_1 + x_2 \geq 1 \} \), and \( S = \mathbb{R}^2_+ \).

Each scenario happens with probability \( 1/3 \), and we let \( \epsilon = 1/3 \), \( M = 1 \). The objective is to minimize \( x_1 + x_2 \). For this instance, the quantile bound \( v^Q = 0.5 \), and \( v^{LD}_1 = v^C(M) = 4/7 \), therefore, \( v^{LD}_1, v^C(M) \) are stronger lower bounds.

### 2.5.4 Bound comparison summary

We close this section by noting a set of sufficient conditions under which there is no duality gap.

**Proposition 6.** Suppose \( G_i : S \to \mathbb{R}^{m_i} \cup \mathcal{R}_M^i \) for all \( i \in N \), where \( \mathcal{R}_M^i = \{ s \in \mathbb{R}^{m_i} : \|s\|_\infty = M \} \) for all \( i \in N \) and \( M \in \mathbb{R}_+ \). Then we have \( v^C(M) = v^{LD}_1 = v^{LD}_2 = v^* \).

**Proof.** From Theorem 2 and Theorems 4 and 5, it is sufficient to show that \( v^C(M) \geq v^* \).
Suppose that \((\hat{x}, \hat{z})\) is an optimal solution of the continuous relaxation of (2.4), where 
\[ \hat{z} := \{\hat{z}_i\}_{i \in \mathcal{N}}. \]
We show that \((\hat{x}, \lceil \hat{z} \rceil)\) is another optimal solution. Indeed, if \(\hat{z}\) is integral, 
then we are done. Otherwise, suppose that there is an \(i'\) such that \(\hat{z}_{i'} \in (0, 1)\), then by the definition of \(G_{i'}(\cdot)\), we must have \(G_{i'}(\hat{x}) \leq 0\). Thus, \((\hat{x}, \lceil \hat{z} \rceil)\) is feasible to the continuous relaxation of (2.4) with the optimal value \(v^C(M)\). Since \(\lceil \hat{z} \rceil \in \mathbb{Z}\), \((\hat{x}, \lceil \hat{z} \rceil)\) is also feasible to (2.4). Thus, \(v^C(M) \geq v^*\). 

A large class of problems that satisfy the conditions of Proposition 6 are chance-constrained set covering problems \([5, 15]\):

\[
\min_{x, z} \left\{ c^T x : A^i x \geq b^i z_i, \forall i \in \mathcal{N}, x \in \{0, 1\}^n, z \in \mathbb{Z} \right\}, \tag{2.26}
\]

where \(A^i \in \{0, 1\}^{m_i \times n}, b^i \in \{0, 1\}^{m_i}\) and \(\|b^i\|_\infty = 1\) for all \(i \in \mathcal{N}\). Here \(G_i(x) = -A^i x + b^i\) and so \(G_i(x) : \{0, 1\}^n \to \mathbb{Z}^{m_i} \cup \mathcal{R}^i_1\) with \(\mathcal{R}^i_1 = \{s \in \{0, 1\}^{m_i} : \|s\|_\infty = 1\}\), for all \(i \in \mathcal{N}\) and hence \(v^C(M) = v^L_1 = v^L_2 = v^*\).

The relationships between the basic lower bounds of Section 2.2 and the Lagrangian dual bounds of Section 2.3 are summarized in Figure 1.

### 2.6 Primal formulations for chance-constrained mixed-integer linear programs

In this section we consider chance-constrained mixed-integer linear programs (MILP), i.e., problem (2.3) where \(S = \{x \in \mathbb{R}^{n-r} \times \mathbb{Z}^r : Dx \leq d\}\) and \(X^i = \{x \in \mathbb{R}^{n-r} \times \mathbb{Z}^r : A^i x \leq b^i\}\) for each \(i \in \mathcal{N}\). Recall our assumption that, for all \(i \in \mathcal{N}\), \(X^i \subseteq S\) and so we may assume the constraints \(Dx \leq d\) are included in the constraints \(A^i x \leq b^i\). We derive two new formulations for such problems that are inspired by the two Lagrangian dual problems proposed in the previous section. In particular, under certain conditions, these relaxations are primal formulations of the Lagrangian duals. The constructions here can be extended to the case where \(S, X^i\) and \(f\) are defined by convex functions using the perspective function approach in \([27]\).
2.6.1 Primal formulation corresponding to $v^{LD}_1$

Note that replacing $z_i = \mathbb{1}(x^i \in X^i)$ in (2.8) by $z_i \leq \mathbb{1}(x^i \in X^i)$ for each $i \in \mathcal{N}$ yields an equivalent formulation. Recall that $Z = \{z \in \{0, 1\}^N : \sum_{i=1}^N p_i z_i \geq 1 - \epsilon \}$ and let

$$T_1 := \left\{ \{(x^i, z_i)\}_{i \in \mathcal{N}} : D x^i \leq d, z_i \leq \mathbb{I}(A^i x^i \leq b^i), \right\}$$

$$x^i \in \mathbb{R}^{n-r} \times \mathbb{Z}^r, \forall \ i \in \mathcal{N}, \ z \in Z \right\}.$$

From Theorem 1 and equation (2.8) we know that

$$v^{LD}_1 = \min_{x, z} \left\{ \sum_{i=1}^N p_i c^\top x^i : \{(x^i, z_i)\}_{i \in \mathcal{N}} \in \text{conv}(T_1), \sum_{i \in \mathcal{N}} p_i H_i x^i = h \right\}. \quad (2.27)$$

Next we use an extended formulation of conv($T_1$) to derive a linear programming relaxation of (2.27) in the following form

$$z_1^{LP} := \min_{x, z, u, w} \ c^\top x$$

$$\text{s.t. } u^i + w^i = x, \quad \forall i \in \mathcal{N}, \quad (2.28b)$$
\[
A^i u^i \leq b^i z_i, \quad \forall i \in \mathcal{N}, \quad (2.28c)
\]
\[
D w^i \leq d(1 - z_i), \quad \forall i \in \mathcal{N}, \quad (2.28d)
\]
\[
z \in \text{conv}(Z). \quad (2.28e)
\]

We let \(P_S := \{x \in \mathbb{R}^n : Dx \leq d\}\) and \(P^i := \{x \in \mathbb{R}^n : A^i x \leq b^i\}\), \(i \in \mathcal{N}\) be the continuous relaxations of \(S, X^i\) for each \(i \in \mathcal{N}\) respectively (the sets are identical in the case \(r = 0\)). The next theorem shows the relationship between \(v_1^{LD}\) and \(z_1^{LP}\).

**Theorem 7.** \(v_1^{LD} \geq z_1^{LP}\). If \(P_S = \text{conv}(S)\) and \(P^i = \text{conv}(X^i)\) for all \(i \in \mathcal{N}\) then \(v_1^{LD} = z_1^{LP}\).

**Proof.** We assume that \(P_S = \text{conv}(S)\) and \(P^i = \text{conv}(X^i)\) for all \(i \in \mathcal{N}\), and show that \(v_1^{LD} = z_1^{LP}\). This directly implies that \(v_1^{LD} \geq z_1^{LP}\) when \(P_S \supseteq \text{conv}(S)\) and \(P^i \supseteq \text{conv}(X^i)\).

In the following, for the sake of notational simplicity, we use \((x, z, u, w) = \{(x^i, z_i, u^i, w^i)\}_{i \in \mathcal{N}}\) and the operations on these vectors will be assumed to be scenario-wise, e.g., \(x \cdot z := \{x^i z_i\}_{i \in \mathcal{N}}\) and \(x/z := \{x^i/z_i\}_{i \in \mathcal{N}}\) (here, if \(z_i = 0\) the corresponding element is defined to be zero).

(i) Define

\[
T_1 := \{((x^i, z_i))_{i \in \mathcal{N}} : Dx^i \leq d, z_i \leq \mathbb{1}(A^i x^i \leq b^i), \forall i \in \mathcal{N}, \ z \in Z\}.
\]

We show that \(\text{conv}(T_1) = \text{conv}(T_1)\). Clearly, \(\text{conv}(T_1) \subseteq \text{conv}(T_1)\) as \(T_1 \subseteq T_1\). Hence, we only need to show that \(\text{conv}(T_1) \supseteq \text{conv}(T_1)\) or equivalently, \(\text{conv}(T_1) \supseteq T_1\).

Let \((x, z) \in T_1\). Then for each \(i \in \mathcal{N}\), we have \(x^i \in P^i\) if \(z_i = 1\); \(x^i \in P_S\), otherwise. Thus, there exists a finite set of vectors \(\{x^i_{k^i}\}_{k^i \in K^i}\) and nonnegative weights \(\{\lambda^i_k\}_{k^i \in K^i}\) such that \(\sum_{k^i \in K^i} \lambda^i_k = 1\), \(x^i = \sum_{k^i \in K^i} \lambda^i_k x^i_{k^i}\), and \(D x^i_{k^i} \leq d, z_i \leq \mathbb{1}(A^i x^i_{k^i} \leq b^i), x^i_{k^i} \in \mathbb{R}^{n-r} \times \mathbb{Z}^r\) for each \(k^i \in K^i\). Hence, for each \(\{k^i\}_{i \in \mathcal{N}} \in \prod_{i \in \mathcal{N}} K^i\), we have \(\{(x^i_{k^i}, z_i)\}_{i \in \mathcal{N}} \in T_1\), and \((x, z) \in \text{conv}(\{(x^i_{k^i}, z_i)\}_{i \in \mathcal{N}}, \forall \{k^i\}_{i \in \mathcal{N}} \in \prod_{i \in \mathcal{N}} K^i) \subseteq \text{conv}(T_1)\).
(ii) Next, we define the polyhedron:

$$W_1 := \{(x^i, z_i)_{i \in \mathcal{N}} : \exists (u^i, w^i), i \in \mathcal{N}, \text{ s.t. } (2.28c) - (2.28e), u^i + w^i = x^i, \forall i \in \mathcal{N}\}.$$  

Then, because the constraints $\sum_{i \in \mathcal{N}} p_i H_i x^i = h$ enforce that all vectors $x^i$ are equal to the same vector, say $x$, (2.28) can be reformulated as:

$$z_1^{LP} = \min_{x,z} \left\{ \sum_{i=1}^{N} p_i c^\top x^i : \{ (x^i, z_i) \}_{i \in \mathcal{N}} \in W_1, \sum_{i \in \mathcal{N}} p_i H_i x^i = h \right\}.$$  

Therefore, it is sufficient to show that $\text{conv}(T_1) = \text{conv}(\bar{T}_1) = W_1$. It is clear that $\bar{T}_1 \subseteq W_1$ and hence $\text{conv}(T_1) = \text{conv}(\bar{T}_1) \subseteq W_1$. Thus, we only need to show $W_1 \subseteq \text{conv}(\bar{T}_1)$.

Let $(x, z, u, w) \in W_1$. As $z \in \text{conv}(Z)$, there exists a finite set of vectors $\{\tilde{z}_k\}_{k \in K}$ and nonnegative weights $\{\lambda_k\}_{k \in K}$ such that $z = \sum_{k \in K} \lambda_k \tilde{z}_k$. Now, for each $k \in K$, define vector $\tilde{x}_k = \tilde{z}_k \cdot (u/z) + (1 - \tilde{z}_k) \cdot w / (1 - z)$. Then, a simple calculation would show that $\sum_{k \in K} \lambda_k \tilde{x}_k = x$.

The vector $(\tilde{x}_k, \tilde{z}_k)$ satisfies $\tilde{z}_k \in Z$, and for $i \in \mathcal{N}$, if $\tilde{z}_{ik} = 0$ then $\tilde{x}_{ik} = w^i / (1 - z_i) \in \text{conv}(S) = P_S$ from (2.28d) and if $\tilde{z}_{ik} = 1$, then $\tilde{x}_{ik} = u^i / z_i \in \text{conv}(X^i) = P^i$ from (2.28c). Thus, $(\tilde{x}_k, \tilde{z}_k) \in \bar{T}_1$ for each $k \in K$, which directly implies that $(x, z) \in \text{conv}(\bar{T}_1)$.

It follows from Theorem 7 that $v_1^{LD} = z_1^{LP}$ for chance-constrained linear programs (i.e., when $r = 0$).

When $p_i = 1/N$ for all $i \in \mathcal{N}$ then $\text{conv}(Z) = \{ z : \sum_{i \in \mathcal{N}} z_i \geq (1 - \epsilon) N, z_i \in [0, 1], i \in \mathcal{N} \}$. For general $p_i$ values a description of $\text{conv}(Z)$ in (2.28e) would require the convex hull of the corresponding knapsack set. Since this is in general intractable, we may replace constraint (2.28e) with a suitable polyhedral relaxation, at the expense of weakening the LP relaxation bound.

Inspired by the above primal formulation, we obtain the following “big-M” free formulation for chance-constrained mixed-integer linear programs.
Proposition 7.

$$v^* = \min_{x,z,u,w} \{ c^\top x : (2.28b) - (2.28d), z \in Z, x \in \mathbb{R}^{n-r} \times \mathbb{Z}^r \},$$  

(2.29)

is a valid MILP formulation of (2.3).

2.6.2 Primal formulation corresponding to $v_2^{LD}$

We next derive a primal formulation for $v_2^{LD}$ under certain conditions. From Theorem 1 and equation (2.17), we have

$$v_2^{LD} = \min_{x,y,z} \left\{ y : \exists \{(x^i, z^i)\}_{i \in N} \in \text{conv}(R(y)), \sum_{i \in N} p_i H_i x^i = h \right\},$$  

(2.30)

where $R(y) = \{(x^i, z^i)_{i \in N} : c^\top x^i \leq y, Dx^i \leq d, z^i \leq I(A^i x^i \leq b^i), x^i \in \mathbb{R}^{n-r} \times \mathbb{Z}^r, \forall i \in \mathcal{N}, z \in Z \}$. Next we use an extended formulation of $\text{conv}(R(y))$ to derive the following nonlinear programming formulation of (2.30):

$$z_2^{NLP} := \min_{x,y,z,u,w} y$$  

(2.31a)

s.t.

$$c^\top u^i \leq y z^i, \quad \forall i \in \mathcal{N},$$  

(2.31b)

$$c^\top w^i \leq y(1 - z^i), \quad \forall i \in \mathcal{N},$$  

(2.31c)

and $(2.28b) - (2.28c)$.

We define $P_S(y) := \{ x \in \mathbb{R}^n : c^\top x \leq y, Dx \leq d \}$ and $P_i(y) := \{ x \in \mathbb{R}^n : c^\top x \leq y, A^i x \leq b^i \}, i \in \mathcal{N}$. The next theorem shows the relationship between $v_2^{LD}$ and $z_2^{NLP}$.

Theorem 8. $v_2^{LD} \geq z_2^{NLP}$. If $P_S(y) = \text{conv}(S \cap \{ x : c^\top x \leq y \})$ and $P_i(y) = \text{conv}(X^i \cap \{ x : c^\top x \leq y \})$ for all $i \in \mathcal{N}$ and for all $y \in \mathbb{R}$, then $v_2^{LD} = z_2^{NLP}$.

Proof. We assume that $P_S(y) = \text{conv}(S \cap \{ x : c^\top x \leq y \})$ and $P_i(y) = \text{conv}(X^i \cap \{ x : c^\top x \leq y \})$ for all $i \in \mathcal{N}$ and $y$, and show that $v_2^{LD} = z_2^{NLP}$. This directly implies that $v_2^{LD} \geq z_2^{NLP}$ as $P_S(y) \supseteq \text{conv}(S \cap \{ x : c^\top x \leq y \})$ and $P_i(y) \supseteq \text{conv}(X^i \cap \{ x : c^\top x \leq y \})$.

The remainder of the proof is almost identical to that of Theorem 7, so we provide a sketch.
(i) Let us define $R(y) := \{(x^i, z^i)\}_{i \in \mathcal{N}} : c^\top x^i \leq y, Dx^i \leq d, z^i \leq I(A^i x^i \leq b^i), \forall i \in \mathcal{N}, z \in \mathbb{Z}\}$. Using an approach identical to that in part (i) of the proof of Theorem 7 it can be shown that $\text{conv}(R(y)) = \text{conv}(\overline{R}(y))$ for a given $y$.

(ii) Next, we define a set $W_2(y) = \{(x^i, z^i)\}_{i \in \mathcal{N}} : \exists (u^i, w^i), u^i + w^i = x^i, \forall i \in \mathcal{N}\}$ with a given $y$. Then, because the constraints $\sum_{i \in \mathcal{N}} p_i H_i x^i = h$ enforce that all vectors $x^i$ are equal to the same vector, say $x$, (2.31) can be reformulated as:

$$z_2^{NLP} = \min_{x,y,z} \left\{ y : \{(x^i, z^i)\}_{i \in \mathcal{N}} \in W_2(y), \sum_{i \in \mathcal{N}} p_i H_i x^i = h \right\}.$$ 

Therefore, it is sufficient to show that $\text{conv}(R(y)) = \text{conv}(\overline{R}(y)) = W_2(y)$. The proof of this is similar to part (ii) of the proof of Theorem 7.

It follows from Theorem 8 that $v_2^L = z_2^{NLP}$ for chance-constrained linear programs (i.e., when $r = 0$).

Although (2.31) is a nonconvex nonlinear program, it can be solved by bisection on the value of $y$ by observing that the feasible region of (2.31) is nonincreasing over $y$. Thus, $z_2^{NLP}$ can be calculated by finding the minimum value of $y$ for which the feasible regions of (2.31) is nonempty. For any fixed $y$, the feasibility problem of (2.31) is a linear program. The disadvantage of solving (2.31) by bisection is that it may be difficult to incorporate such a procedure within a standard linear programming based branch-and-cut algorithm. We therefore propose an iterative scheme that solves a sequence of linear programs that generate progressively better lower bounds for $z_2^{NLP}$, and eventually converges to $z_2^{NLP}$.

### 2.6.2.1 A linear programming based approach for $z_2^{NLP}$

Let $\ell$ be a lower bound for $z_2^{NLP}$ (e.g., one can use $\chi^C(M)$). Given such a lower bound $\ell$, the nonconvex constraints (2.31b) and (2.31c) can be reformulated with linear constraints, leading to the following formulation:

$$z_2^{LP}(\ell) = \min_{x,y,z,u,w} y, \quad (2.32a)$$
s.t. \( y \geq c^\top u^i + \ell (1 - z_i), \forall i \in \mathcal{N}, \) \hspace{1cm} (2.32b)

\[ y \geq c^\top w^i + \ell z_i, \forall i \in \mathcal{N}, \] \hspace{1cm} (2.32c)

and (2.28b) – (2.28e).

Observe that \( z_2^{LP}(\ell) \) is an increasing function of \( \ell \), and if \( \ell \leq z_2^{NLP} \) then \( z_2^{LP}(\ell) \leq z_2^{NLP} \). Therefore, if we solve (2.32) iteratively and update \( \ell \) using the optimal objective value, eventually we will converge to some \( z_2^{LP}(\tilde{\ell}) = \tilde{\ell} \leq z_2^{NLP} \). In fact, the value \( \tilde{\ell} \) will be the same as \( z_2^{NLP} \), since if we replace \( y \) and \( \ell \) in (2.32b) and (2.32c) by \( \tilde{\ell} \), we get the same structure as (2.31b) and (2.31c). We formalize these assertions in the next two results.

**Proposition 8.** Let \( z_2^{NLP} = \ell^* \), then \( z_2^{LP}(\ell^*) = \ell^* \).

**Proof.** First, \( y = \ell^* \) satisfies all the constraints in (2.32), so \( z_2^{LP}(\ell^*) \leq \ell^* \). Suppose \( z_2^{LP}(\ell^*) < \ell^* \), then there exists \( y^* < \ell^* \) and \( \{(u^i, w^i, z_i)\}_{i \in \mathcal{N}} \), which is feasible to (2.28b) – (2.28e) and (2.32b) and (2.32c) being:

\[ y^* \geq c^\top u^i + \ell^* (1 - z_i), \forall i \in \mathcal{N}, \]

\[ y^* \geq c^\top w^i + \ell^* z_i, \forall i \in \mathcal{N}. \]

Thus \( y^* \geq c^\top u^i + y^*(1 - z_i), y^* \geq c^\top w^i + y^* z_i \) since \( z_i \in [0, 1] \) for each \( i \in \mathcal{N} \). So this solution is feasible to (2.31), which is a contradiction. \( \square \)

**Proposition 9.** Suppose \( \ell_0 \leq z_2^{NLP} \), and let \( \ell_k = z_2^{LP}(\ell_{k-1}) \) for \( k \geq 1 \). Then \( \{\ell_k, k \geq 1\} \) converges to \( z_2^{NLP} \).

**Proof.** As \( \{\ell_k\} \) is bounded above by \( z_2^{NLP} \), the sequence converges to some \( \tilde{\ell} \leq z_2^{NLP} \) by the monotone convergence theorem. On the other hand, as \( z_2^{LP}(\tilde{\ell}) = \tilde{\ell} \), there exists \( \{(u^i, w^i, z_i)\}_{i \in \mathcal{N}} \) such that this solution with \( y = \tilde{\ell} \) is feasible to (2.32b) and (2.32c) with \( \ell = \tilde{\ell} \), and (2.28b) – (2.28e). But this implies that this solution is also feasible to (2.31), and hence \( z_2^{NLP} \leq \tilde{\ell} \). \( \square \)

Similar to the primal formulation (2.29), enforcing integrality constraints on \( z \) and any integer constrained \( x \) in (2.32) yields an alternative “big-\( M \)” free formulation for general chance-constrained mixed-integer linear programs.
Proposition 10.

\[ v^* = \min \{ y : x \in \mathbb{R}^{n-r} \times \mathbb{Z}^r, z \in \mathbb{Z}, (2.32b), (2.32c), \text{ and (2.28b) - (2.28d)} \}, \quad (2.33) \]

is a valid MILP formulation of (2.3).

Recall that the constraints (2.32b) and (2.32c) depend on a given lower bound \( \ell \). In our arguments above we required \( \ell \leq z_{NLP}^2 \) in order to argue that the iterative solution of the linear programming relaxation will converge to \( z_{NLP}^2 \). However, any \( \ell \leq v^* \) can be used for validity of the formulation (2.33). As examples, one may choose to use the quantile bound \( v_Q \), or \( z_{NLP}^2 \) obtained by iteratively solving (2.32). In Section 2.7, we develop branch-and-cut decomposition algorithms based on MIP formulations (2.29) and (2.33).

2.6.2.2 A second-order cone programming based approach for \( z_{NLP}^2 \)

Inspired by the nonlinear program (2.31), we consider the following second order cone programming (SOCP) problem

\[
\begin{align*}
z_{SOC}^2(\ell) &:= \min_{x,y,z,u,w} \ y, \\
\text{s.t. } (c^\top u^i - \ell z_i)^2 &\leq y z_i, \quad \forall i \in \mathcal{N}, \quad (2.34b) \\
(c^\top w^i - \ell (1 - z_i))^2 &\leq y (1 - z_i), \quad \forall i \in \mathcal{N}, \quad (2.34c) \\
\text{and (2.28b) - (2.28e)}. \tag{2.34d}
\end{align*}
\]

where \( \ell \) is a lower bound on \( z_{NLP}^2 \). To see that that (2.34) is indeed an SOCP problem note that \( y z_i = \frac{1}{4} (y + z_i)^2 - \frac{1}{4} (y - z_i)^2 \) and \( y (1 - z_i) = \frac{1}{4} (y + (1 - z_i))^2 - \frac{1}{4} (y - (1 - z_i))^2 \). We next relate the values \( z_{SOC}^2(\ell), z_{NLP}^2, \) and \( z_{LP}^2(\ell) \).

Proposition 11. \( z_{NLP}^2 \geq \sqrt{z_{SOC}^2(\ell)} + \ell \geq z_{LP}^2(\ell) \) for all \( \ell \leq z_{NLP}^2 \).

Proof. We first show that \( z_{NLP}^2 \geq \sqrt{z_{SOC}^2(\ell)} + \ell \). Let \( (x, y, z, u, w) \) be an optimal solution of (2.31). Consider \( y' = (y - \ell)^2 \). It is clear that \( (x, y', z, u, w) \) satisfies (2.28b) - (2.28e). From (2.31b), (2.31c) and the fact that \( \ell \) is a lower bound and \( z_i^2 \leq z_i \) for all \( i \in \mathcal{N} \), we have

\[
(c^\top u^i - \ell z_i)^2 \leq (y - \ell)^2 z_i^2 \leq y' z_i, \quad \forall i \in \mathcal{N},
\]
\[(c^\top w^i - \ell(1 - z_i))^2 \leq (y - \ell)^2(1 - z_i)^2 \leq y'(1 - z_i), \forall i \in N.\]

Thus, \((x, y', z, u, w)\) also satisfies (2.34b) and (2.34c). Hence \(z^2_{\text{NLP}} \geq \sqrt{z^2_{\text{SOC}}(\ell)} + \ell.\)

Now we show that \(\sqrt{z^2_{\text{SOC}}(\ell)} + \ell \geq z^2_{\text{LP}}(\ell).\) Let \((x, y, z, u, w)\) be an optimal solution of (2.34). Consider \(y' = \sqrt{y} + \ell.\) It is clear that \((x, y', z, u, w)\) satisfies (2.28b) - (2.28e). From (2.31b), (2.31c) and the fact that \(\ell\) is a lower bound and \(z_i \leq 1\) for all \(i \in N,\) we have

\[
(c^\top u^i - \ell z_i)^2 \leq (y' - \ell)^2 z_i \leq (y' - \ell)^2, \forall i \in N, \\
(c^\top w^i - \ell(1 - z_i))^2 \leq (y' - \ell)^2(1 - z_i) \leq (y' - \ell)^2, \forall i \in N.
\]

Taking square roots of the above inequalities we see that \((x, y', z, u, w)\) satisfies (2.32b) and (2.32c). Hence \(\sqrt{z^2_{\text{SOC}}(\ell)} + \ell \geq z^2_{\text{LP}}(\ell).\)

Based on the above result we can extend the successive linear programming based approach established in Propositions 8 and 9 to one involving solving successive solutions of the SOCP (2.34). Also similar to (2.33), the SOCP (2.34) after enforcing integrality constraints on \(z\) and any integer constrained \(x\) variables leads to a “big-M free” mixed-integer SOCP (MISOCP) formulation for the general chance-constrained mixed-integer linear programs.

**Proposition 12.**

\[(v^* - \ell)^2 = \min \{y : x \in \mathbb{R}^{n-r} \times \mathbb{Z}^r, z \in \mathbb{Z}, (2.34b), (2.34c), \text{and (2.28b) - (2.28d)}\}, \quad (2.35)\]

is a valid MISOCP formulation of (2.3).

**2.7 Decomposition algorithms**

In this section, we introduce a heuristic algorithm inspired by the bisection procedure for calculating the Lagrangian dual \(v^*_{\text{LD}}\) and also present two exact algorithms for solving CCSPs (2.3).
2.7.1 A heuristic scheme

The idea of our proposed heuristic algorithm is to use bisection to search for a value $\ell$ so that fixing $y = \ell$ in (2.13) may yield a feasible solution. Let $X^i = \{x \in \mathbb{R}^{n-r} \times \mathbb{Z}^r : G_i(x) \leq 0\}$ for all $i \in \mathcal{N}$ and let $L$ and $U$ be known initial lower and upper bounds on the optimal value of (2.13). For a fixed $y \in [L, U]$, say $y = (L + U)/2$, we consider the following optimization problem that minimizes the sum of infeasibilities for each scenario:

$$\min_{s, x} \sum_{i \in \mathcal{N}} p_i s_i \quad \text{(2.36a)}$$

subject to:

$$G_i(x) \leq s_i e, \ i \in \mathcal{N}, \quad \text{(2.36b)}$$

$$c^\top x \leq y, \ x \in S, \quad \text{(2.36c)}$$

$$x \in \mathbb{R}^{n-r} \times \mathbb{Z}^r, s \in \mathbb{R}_{+}^N, \quad \text{(2.36d)}$$

where $e$ is a vector of all 1’s. This problem is of the form of a two stage stochastic program with simple recourse and can benefit from specialized decomposition schemes for such problems. Given an optimal solution $(\hat{x}, \hat{s})$ of (2.36), we check if it is feasible to the original problem (2.13). We set $\hat{z}_i = \mathbb{I}(\hat{s}_i = 0)$ for all $i \in \mathcal{N}$. If $\sum_{i \in \mathcal{N}} p_i \hat{z}_i \geq 1 - \epsilon$, then $\hat{x}$ is feasible to (2.13), and therefore $y$ is a valid upper bound for (2.13). Then we can set $U = y$ and repeat the above steps to find a better feasible solution and hence a better upper bound.

On the other hand, if $\sum_{i \in \mathcal{N}} p_i \hat{z}_i < 1 - \epsilon$, we set $L = y$ and repeat the above steps to try to find a feasible solution. The detailed procedure is described in Algorithm 1.

**Algorithm 1** A bisection-based heuristic.

1. Let $L = -\infty$ and $U = \infty$ be known lower and upper bounds for (2.13), let $\delta > 0$ be the stopping tolerance parameter.
2. while $U - L > \delta$ do
3. \hspace{1em} $y \leftarrow (L + U)/2$.
4. \hspace{1em} Let $(\hat{x}, \hat{s})$ be an optimal solution of (2.36) and set $\hat{z}_i = \mathbb{I}(\hat{s}_i = 0)$ for all $i \in \mathcal{N}$.
5. \hspace{1em} if $\sum_{i=1}^{N} p_i \hat{z}_i \geq 1 - \epsilon$ then
6. \hspace{2em} $U \leftarrow y$.
7. \hspace{1em} else
8. \hspace{2em} $L \leftarrow y$.
9. \hspace{1em} end if
10. end while

Let $v^H$ denote the solution given by Algorithm 1. We next show that $0 \leq v^H - v^* \leq \delta$.
under certain conditions.

**Proposition 13.** Suppose \( G_i(x) : S \rightarrow \mathbb{R}^{m_i} \cup \mathcal{R}_M^i, \forall i \in \mathcal{N}, \) where \( \mathcal{R}_M^i = \{ s \in \mathbb{R}^{m_i} : \| s \|_\infty = M \} \) for all \( i \in \mathcal{N}, M \in \mathbb{R}_+ \). Then Algorithm 1 returns a feasible solution with \( v^H - v^* \leq \delta \).

**Proof.** First of all, we observe that for any optimal solution \((x^*, s^*)\) of (2.36) with a given \( y \), \( s^*_i \) is either 0 or \( M \) for each \( i \in \mathcal{N} \). Indeed, if \( G_i(x^*) \leq 0 \), then \( s^*_i = 0 \); otherwise, the smallest \( s^*_i \) that can be chosen is \( M \) since \( G_i(x^*) \in \mathcal{R}_M^i \).

Suppose that \((\hat{x}, \hat{z})\) is an optimal solution of (2.3). Let \( \hat{s} = Me - M\hat{z} \), and \((\hat{x}, \hat{s})\) is a feasible solution to (2.36) with any \( y \geq v^* \) and \( \sum_{i \in \mathcal{N}} p_i \hat{s}/M \leq \epsilon \). Thus, \( v^H \leq v^* + \delta \).

The conditions of Proposition 13 are identical to those in Proposition 6, and the chance-constrained set covering problems (2.26) satisfy these conditions. Note also that for this problem class with an integer cost vector we can choose \( \delta < 1 \) and recover an exact optimal solution.

### 2.7.2 A scenario decomposition algorithm for chance-constrained 0-1 programs

For two-stage stochastic programs in which the first-stage variables are all binary [2] presented a scenario decomposition algorithm that uses the nonanticipative Lagrangian dual of such problems. In this approach, feasible solutions from the scenario subproblems are used to update the upper bound. We describe a simple extension of this method to solve chance-constrained 0-1 programs, which can take advantage of the new Lagrangian dual problems proposed in Section 2.3. Exactly solving the Lagrangian dual problems (2.8) and (2.17) may be challenging in computation. However, the scenario decomposition algorithm remains valid even if the Lagrangian dual multipliers are not optimal. In a practical implementation, we may settle with a lower bound of \( v^{LD}_1 \) or \( v^{LD}_2 \). For example, we may simply use the quantile bound \( v^Q \), or even a valid lower bound from the scenario grouping based relaxation (2.5).

Algorithm 2 provides a description of the scenario decomposition approach. Finite convergence of Algorithm 2 is an immediate consequence of the following three facts: the lower
Algorithm 2 Scenario decomposition algorithm.

1: Let $UB$ be a known upper bound, let $LB \leftarrow -\infty$, $E = \emptyset$, and let $\delta > 0$ be the stopping tolerance parameter.
2: while $UB - LB > \delta$ do
3: Calculate a lower bound $v$ for the Lagrangian dual $v_1^{LD}$ or the quantile-based Lagrangian dual $v_2^{LD}$;
4: Collect the optimal solutions $\hat{x}^i, i \in \mathcal{N}$ that correspond to $v$, let $E = \bigcup_{i \in \mathcal{N}} \hat{x}^i$.
5: Update $LB \leftarrow \max\{LB, v\}$.
6: for $x \in E$ do
7: if $x$ is feasible and $c^\top x < UB$ then
8: $UB \leftarrow c^\top x$.
9: end if
10: end for
11: Let $X^i = X^i \setminus E, \forall i \in \mathcal{N}$.
12: end while

bound is nondecreasing; a feasible solution is never excluded if it has not been evaluated; and there are finitely many feasible solutions since for each scenario $i \in \mathcal{N}$, $X^i$ is a finite set. Implementation of the update of the set $X^i$ in line 11 can be accomplished with “no good” cut based on the assumption that all the $x$ variables are binary; see [2] for details.

2.7.3 Branch-and-cut algorithms based on primal MILP formulations

Section 2.6 provided two mixed-integer linear programming formulations (2.29) and (2.33) for (2.3) when the objective function and all constraints are linear. These formulations have a set of variables and constraints for each scenario $i \in \mathcal{N}$, so solving them directly may be time-consuming. We next propose branch-and-cut algorithms to solve these two mixed-integer programs.

We first propose a branch-and-cut algorithm for solving (2.29). Given a solution $(\bar{x}, \bar{z}) \in \mathbb{R}^m \times [0, 1]^N$, checking its feasibility to the LP relaxation of (2.29) is equivalent to checking the existence of $\{(u^i, w^i)\}_{i \in \mathcal{N}}$ that satisfies (2.28b) - (2.28d) with $(\bar{x}, \bar{z})$. This can be done by solving the following feasibility problem separately for each scenario $i \in \mathcal{N}$, where the dual variables associated with each set of constraints are denoted in parenthesis:

\begin{align}
    f^1(i) = \min_{u^i, w^i, \rho} & \quad \rho \\
    \text{s.t.} & \quad A^i u^i - \rho e \leq b^i \bar{z}_i, \\
\end{align}

\[(2.37a, 2.37b)\]
\[ Du^i - \rho e \leq d \bar{z}_i, \quad (\pi_1) \]  \hspace{1cm} (2.37c)

\[ Dw^i - \rho e \leq d(1 - \bar{z}_i), \quad (\pi_2) \]  \hspace{1cm} (2.37d)

\[ u^i + w^i = \bar{x}, \quad (\alpha) \]  \hspace{1cm} (2.37e)

\[ \rho \geq 0. \]  \hspace{1cm} (2.37f)

The form of the feasibility problem (2.37) is chosen to impose a particular normalization on the generated cut, inspired by work on cut-generating linear programs for split cuts in mixed-integer programming [10, 38].

If \( f^1(i) = 0 \), then no cut is generated for scenario \( i \). Otherwise, let \((\bar{\gamma}, \bar{\pi}_1, \bar{\pi}_2, \bar{\alpha})\) be an optimal dual solution of (2.37). Then \((\bar{x}, \bar{y}, \bar{z})\) is cut off by the following Benders feasibility cut:

\[
\bar{\alpha}^\top x + (\bar{\gamma}^\top b_i + \bar{\pi}_1^\top d) \bar{z}_i + \bar{\pi}_2^\top d(1 - \bar{z}_i) \leq 0.
\]  \hspace{1cm} (2.38)

This motivates a branch-and-cut algorithm for solving (2.29) based on Benders decomposition, by treating \( x \) and \( z \) variables as the first-stage variables, and \( \{(u^i, w^i)\}_{i \in N} \) as the second-stage auxiliary variables. The LP relaxation of the master program is given by:

\[
\min_{x, z} \quad c^\top x \tag{2.39a}
\]

\[
\text{s.t.} \quad \sum_{i=1}^{N} p_i z_i \geq 1 - \epsilon, \tag{2.39b}
\]

\[
\pi^k z + \alpha^k x \geq \beta^k, \quad k = 1, \ldots, K \tag{2.39c}
\]

\[
Dx \leq d, \tag{2.39d}
\]

\[
z \in [0, 1]^N, \tag{2.39e}
\]

where (2.39c) are Benders feasibility cuts that have been added in the process of solving the LP relaxation (or throughout the branch-and-cut tree). In each of the Benders cuts (2.39c), obtained from the projection from (2.37), only one scenario variable \( z_i \) has a nonzero coefficient. The constraints (2.39d) are actually redundant because the cuts (2.39c) will eventually enforce these. However, including them may help improve convergence of the
cutting plane algorithm for solving the relaxation, and also enables generating additional cuts in the case that \( x \) contain some integer restrictions.

Similarly, we develop a branch-and-cut algorithm for solving the mixed-integer program \((2.33)\). Recall that defining \((2.33)\) requires specifying a lower bound \( \ell \) on \( v^* \). We can, for example, use the quantile bound \( v^Q \), or \( z^N_{LP} \) obtained by iteratively solving \((2.32)\). A better lower bound \( \ell \) will yield a better LP relaxation bound. Given a solution \((\bar{x}, \bar{y}, \bar{z}) \in \mathbb{R}^m \times \mathbb{R} \times [0, 1]^N\), checking its feasibility to the LP relaxation of \((2.33)\) is decomposable for each scenario. Treating \( x, y, z \) as the first-stage variables, and \( \{ (u^i, w^i) \}_{i \in \mathcal{N}} \) as the second-stage auxiliary variables, the LP relaxation of the master program can be written as:

\[
\begin{align*}
\min_{x, y, z} & \quad y \\
\text{s.t.} & \quad \sum_{i=1}^{N} p_i z_i \geq 1 - \epsilon, \quad (2.40a) \\
& \quad \lambda^k y \geq \beta^k + \rho^k z + \alpha^k x, \ k = 1, \ldots, K \quad (2.40b) \\
& \quad Dx \leq d \quad (2.40c) \\
& \quad z \in [0, 1]^N. \quad (2.40d)
\end{align*}
\]

Let \((\bar{x}, \bar{y}, \bar{z})\) be an optimal solution of \((2.40)\), we check its feasibility to the LP relaxation of \((2.33)\) by solving the following feasibility problem for each scenario \( i \in \mathcal{N} \), where the dual variables associated with each set of constraints are denoted in parenthesis.

\[
\begin{align*}
f^2(i) = \min_{u, w, \rho} & \quad \rho \\
\text{s.t.} & \quad c^\top w^i - \rho \leq \bar{y} - \ell \bar{z}_i, \quad (\lambda_1) \\
& \quad c^\top u^i - \rho \leq \bar{y} - \ell (1 - \bar{z}_i), \quad (\lambda_2) \\
& \quad A^i u^i - \rho e \leq b^i \bar{z}_i, \quad (\gamma_1) \\
& \quad D u^i - \rho e \leq d \bar{z}_i, \quad (\pi_1) \\
& \quad D w^i - \rho e \leq d (1 - \bar{z}_i), \quad (\pi_2) \\
& \quad u^i + w^i = \bar{x}, \quad (\alpha)
\end{align*}
\]
\( \rho \geq 0. \) (2.41h)

If \( f^2(i) = 0 \), then no cut is generated for scenario \( i \). Otherwise, let \((\lambda_1, \bar{\lambda}_2, \bar{\gamma}_1, \bar{\pi}_1, \bar{\pi}_2, \bar{\alpha})\) be an optimal dual solution. Then, the following Benders feasibility cut will cut off \((\bar{x}, \bar{y}, \bar{z})\):

\[
(\lambda_1 + \lambda_2)y \leq -\alpha^T x + [\ell \lambda_1^T - \bar{\gamma}_1^T b^i - \bar{\pi}_1^T d]z_i + [\ell \lambda_2^T - \bar{\pi}_2^T d](1 - z_i). \tag{2.42}
\]

The lower bound \( \ell \) can be updated in the tree based on the best known global lower bound obtained from the branch-and-cut tree. Once \( \ell \) is updated we can also update the previously generated cuts of the form (2.42) with this new bound, provided the data required to calculate the coefficients in (2.42), \( \lambda_1, \lambda_2, \gamma_1^T b_i + \pi_1^T d, \) and \( \pi_2^T d \), is saved.

When implementing the branch-and-cut algorithm for solving (2.29) and (2.33), it is not necessary to attempt to generate a cut for every scenario in every round of cut generation. To the contrary, it is possible that a small subset of the scenarios may be most important for generating cuts, and so it makes sense to prioritize generating cuts for scenarios that have yielded cuts in previous rounds.

This decomposition scheme can be incorporated within a branch-and-cut algorithm in which some of the \( x \) variables are integer constrained. In this case, branching would be done on both integer constrained \( x \) variables and the \( z \) variables. Cuts of the form (2.39c) or (2.40c) must be separated if possible any time a solution that satisfies the integrality constraints for both \( x \) and \( z \) is found, via a lazy cut callback. These cuts can also optionally be added throughout the branch-and-cut tree as user cuts, using some rule for balancing the effort generating the cuts with the bound reduction benefit provided by the cuts.

2.7.3.1 Implementation details of branch-and-cut method

We set the number of threads to one and turn off the CPLEX presolve for the branch-and-cut algorithm. First, we solve (2.32) iteratively using Benders decomposition to get the quantile-based Lagrangian dual bound \( v_{2LD}^D \) as the lower bound \( \ell \) in (2.41). We use the quantile bound as the initial \( \ell \). We update this bound by the new optimal objective value of the master problem (2.40) at each iteration. We generate Benders cuts (2.42) iteratively by solving the dual of the feasibility LP (2.41) for each scenario \( i \), and we set the cut violation.
threshold to $10^{-3}$. At each iteration, we also update the Benders cut coefficients with the updated global lower bound value $\ell$. When the quantile-based Lagrangian dual bound $v^{LD}_2$ is obtained, we also obtain a set of Benders cuts. Among these, we include in the master problem (2.40) the cuts that are binding with respect to the relaxation solution in the last iteration.

At the root node, we check feasibility for all scenarios and we add Benders cuts whose cut violations are larger than $10^{-5}$. At non-root nodes, we maintain this cut generation effort for integer relaxation solutions to guarantee that integer infeasible solutions are excluded. For fractional relaxation solutions, we apply different efforts for generating Benders cuts according to the depth of the branch-and-bound node, and we limit the number of rounds for cut generation to be one at each node. For nodes whose depths are no more than four, we check feasibility for all scenarios, but we only add up to $n$ most violated Benders cuts, where $n$ is the number of $x$ variables in the model; for nodes whose depths are more than four, we only check feasibility for scenarios that have $\tilde{z}_i > 1 - 10^{-3}$, and we only add the most violated Benders cut; for nodes whose depths are more than 10, we only try to generate a Benders cut for a fractional relaxation solution if the depth of the node is divisible by 15.

We update the lower bound $\ell$ by the best relaxation bound obtained so far, and generate Benders cut using this $\ell$ by solving (2.41). However, we do not update the coefficients of Benders cuts that have been added to the master problem using this new bound $\ell$.

2.8 Numerical illustration

In this section we evaluate the proposed bounds and algorithms on a set of multi-dimensional knapsack instances (1-4-multi with 20 variables and 10 rows in each scenario and 1-6-multi with 39 variables and 5 rows in each scenario) from [101] with two different risk tolerance parameters $\epsilon = 0.1$ and $\epsilon = 0.2$. In both instances (1-4-multi and 1-6-multi), we consider four different scenario sizes: $N \in \{100, 500, 1000, 3000\}$. Under each scenario size (e.g., $N = 100$), we perform five different replications. Since the results among different replications are similar, we report averages over the five replications. We consider two sets of instances: continuous $x$ and binary $x$. The deterministic feasible set is $S = [0,1]^n$ for
the instances with continuous $x$ variables and $S = \{0, 1\}^n$ for those with binary $x$ variables. For each scenario $i \in \mathcal{N}$, the feasible set is $X^i := \{x \in S : A^i x \leq b^i\}$, where $A^i \in \mathbb{R}^{m \times n}$ and $b^i \in \mathbb{R}^m$, and the objective is to minimize $-c^T x$, where the coefficient vector $c \in \mathbb{R}^n$.

### 2.8.1 Illustration of bound quality on instances with continuous $x$

We first present a numerical illustration on the strength of the Lagrangian dual bounds on instances with continuous $x$, i.e., when $S = [0, 1]^n$. We compare the proposed Lagrangian bounds $v^{LD}_1$ and $v^{LD}_2$ with the LP relaxation bound $v^{C}(M)$ ($v^{C}(M)$ and $v^{C}(M)$ are identical in this case), quantile bound $v^{Q}$, and the optimal objective value $v^*$. For $v^{LD}_1$, $v^{LD}_2$ and $v^{C}(M)$, we report bounds that are obtained with and without strengthening the big-$M$ parameters, using the coefficient strengthening procedure introduced in [101]. Since $x$ is continuous, from Theorems 7 and 8, the Lagrangian dual bounds $v^{LD}_1$, $v^{LD}_2$ are equal to $z^{LP}_1$, $z^{NLP}_2$, respectively. Therefore, we compute $v^{LD}_1$ using (2.28), and when computing $v^{LD}_2$ ($z^{NLP}_2$), we start with the quantile bound $v^{Q}$, then solve the primal LP (2.32) iteratively using Benders decomposition.

In Table 1, we show the optimality gaps of $v^{C}(M)$, $v^{Q}$, $v^{LD}_1$ and $v^{LD}_2$ in the columns labeled accordingly, where optimality gap for a given lower bound LB is defined as $(v^* - LB)/|v^*|$. Under each lower bound, the columns under label ‘With big-$M$ Str.’ provides the bounds obtained if the big-$M$ coefficients have been strengthened, and the columns under label ‘No big-$M$ Str.’ provides the bounds obtained without strengthening big-$M$ coefficients. We also show the optimality gap of the heuristic algorithm described in Section 2.7.1 in column labeled $v^H$, where, if $UB$ is the objective value of the heuristic solution, this gap is calculated as $(UB - v^*)/|v^*|$. In Table 2, we present the average computation time, in seconds, for obtaining each of these bounds. In addition, the column ‘M-T’ displays the time spent on the big-$M$ strengthening procedure, which is a pre-processing step required for calculating the bounds under the ‘With big-$M$ Str.’ columns. (Thus, e.g., the total time for calculating such a bound is the sum of the ‘M-T’ and the bound time.)

We can see from Table 1 that strengthening big-$M$ parameters significantly improves the bounds given by $v^{LD}_1$ and $v^{C}(M)$. Without strengthening big-$M$ parameters, bounds given
Table 1: Bound comparison for multi-dimensional continuous knapsack instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>$\epsilon$</th>
<th>$N$</th>
<th>No big-$M$ Str.</th>
<th>With big-$M$ Str.</th>
<th>$v^Q$</th>
<th>$v^H$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v^C(M)$</td>
<td>$v_1^{LD}$</td>
<td>$v_2^{LD}$</td>
<td>$v^C(M)$</td>
</tr>
<tr>
<td>1-4-multi</td>
<td>0.1</td>
<td>100</td>
<td>10.1%</td>
<td>7.3%</td>
<td>1.3%</td>
<td>2.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>10.0%</td>
<td>7.0%</td>
<td>1.4%</td>
<td>2.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>10.0%</td>
<td>7.3%</td>
<td>1.6%</td>
<td>2.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>9.8%</td>
<td>7.2%</td>
<td>1.7%</td>
<td>2.6%</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>14.5%</td>
<td>10.5%</td>
<td>1.3%</td>
<td>3.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>14.7%</td>
<td>10.3%</td>
<td>1.4%</td>
<td>3.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>14.8%</td>
<td>10.7%</td>
<td>1.7%</td>
<td>3.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>14.4%</td>
<td>10.5%</td>
<td>1.8%</td>
<td>3.2%</td>
</tr>
<tr>
<td>1-6-multi</td>
<td>0.1</td>
<td>100</td>
<td>8.0%</td>
<td>7.4%</td>
<td>2.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>8.9%</td>
<td>8.3%</td>
<td>2.5%</td>
<td>2.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>8.8%</td>
<td>8.3%</td>
<td>2.6%</td>
<td>2.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>8.7%</td>
<td>8.3%</td>
<td>2.9%</td>
<td>2.8%</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>11.4%</td>
<td>10.7%</td>
<td>2.1%</td>
<td>2.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>12.4%</td>
<td>11.7%</td>
<td>2.6%</td>
<td>3.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>12.4%</td>
<td>11.7%</td>
<td>2.9%</td>
<td>3.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>12.1%</td>
<td>11.6%</td>
<td>3.0%</td>
<td>3.5%</td>
</tr>
</tbody>
</table>

Table 2: Computational times for computing bounds for multi-dimensional continuous knapsack instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>$\epsilon$</th>
<th>$N$</th>
<th>No big-$M$ Str.</th>
<th>With big-$M$ Str.</th>
<th>M-T</th>
<th>$v^H$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v^C(M)$</td>
<td>$v_1^{LD}$</td>
<td>$v_2^{LD}$</td>
<td>$v^C(M)$</td>
</tr>
<tr>
<td>1-4-multi</td>
<td>0.1</td>
<td>100</td>
<td>0.0</td>
<td>0.8</td>
<td>2.6</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.2</td>
<td>10.5</td>
<td>26.3</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.5</td>
<td>34.6</td>
<td>83.7</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>4.1</td>
<td>259.2</td>
<td>683.1</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>0.0</td>
<td>1.0</td>
<td>3.2</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.2</td>
<td>10.9</td>
<td>42.0</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.5</td>
<td>39.8</td>
<td>143.4</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>4.5</td>
<td>301.8</td>
<td>1338.4</td>
<td>2.3</td>
</tr>
<tr>
<td>1-6-multi</td>
<td>0.1</td>
<td>100</td>
<td>0.0</td>
<td>1.0</td>
<td>5.4</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.1</td>
<td>8.3</td>
<td>40.5</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.5</td>
<td>31.4</td>
<td>127.1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>5.4</td>
<td>222.6</td>
<td>961.2</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>0.0</td>
<td>1.1</td>
<td>8.5</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.1</td>
<td>8.7</td>
<td>62.1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.5</td>
<td>36.3</td>
<td>224.8</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>4.7</td>
<td>242.7</td>
<td>1636.0</td>
<td>2.4</td>
</tr>
</tbody>
</table>
by $v_1^{LD}$ and $v^C(M)$ are rather weak, especially when a higher risk tolerance parameter $\epsilon = 0.2$ is used. With strengthened big-$M$ parameters, the difference between $v_1^{LD}$ an $v^C(M)$ is very small. On the other hand, the bound improvement by strengthening big-$M$ parameters is modest for $v_2^{LD}$, and $v_2^{LD}$ already gives a tight bound even without strengthening big-$M$ parameters. Overall, the best bounds are obtained by using strengthened big-$M$ parameters and $v_2^{LD}$. We also find that the heuristic scheme yields a very small optimality gap. For large instances where the exact optimal solution may be challenging to find, one may accept the heuristic solution $v^H$, when the gap between the lower bound given by $v_2^{LD}$ and the upper bound given by $v^H$ is small enough. From Table 2 we see that we can obtain these strong bounds in a small amount of time. Interestingly, we see that formulations with naive big-$M$ parameters take longer to solve than the ones with strengthened big-$M$ parameters, even after including the time spent on strengthening the big-$M$ parameters. Thus, for these instances, big-$M$ strengthening yields improvements in both computation time and bound.

2.8.2 Illustration of the branch-and-cut algorithm on instances with continuous $x$

In this section we describe computational experiments using the branch-and-cut approach described in Section 2.7.3 for solving formulation (2.33) on instances with continuous $x$. For all experiments in our test, we use a time limit of 3600 seconds. We use the heuristic solution obtained by the heuristic algorithm in Section 2.7.1 as a MIP start solution. Further implementation details of the branch-and-cut algorithm are given in the Appendix.

In Table 3 we compare the performance of three computational options: the MIP (2.4) using strengthened big-$M$ parameters (MIP-(2.4)), the branch-and-cut algorithm with strengthened big-$M$ parameters (Benders With big-$M$), and the branch-and-cut algorithm without strengthened big-$M$ parameters (Benders without big-$M$). For instances that are not solved to optimality within the time limit, we show in parentheses the number of instances out of five replications that are solved to optimality, and report the average optimality gap. For these instances, we use the number of nodes that have been processed up to the time limit to calculate the average number of nodes, and we use the best lower bound obtained within the time limit to calculate the average root relaxation gap.
Table 3: Computational results for MIP formulation (2.4) and branch-and-cut algorithm on multi-dimensional continuous knapsack instances.

<table>
<thead>
<tr>
<th>Instances</th>
<th>MIP-(2.4)</th>
<th>Benders w/o big-M</th>
<th>Benders With big-M</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Instance</td>
<td>$\epsilon$</td>
<td>$N$</td>
</tr>
<tr>
<td>1-4-multi</td>
<td>(20,10)</td>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3000</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>100</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3000</td>
</tr>
<tr>
<td>1-6-multi</td>
<td>(39,5)</td>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3000</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>100</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3000</td>
</tr>
</tbody>
</table>

We observe from Table 3 that the performance of the branch-and-cut algorithm is improved by using strengthened big-M parameters. This is consistent with what has been shown in Table 1. From Table 1 we have seen that the root relaxation bound for the branch-and-cut algorithm is tighter than the MIP formulation (2.4). However, this advantage at the root node does not lead to an improvement in terms of the total computation time for solving these instances to optimality. It appears that branching in the Benders formulation is less effective than in the MIP formulation (2.4) and thus more nodes are explored. This motivates further study on effective ways to take advantage of the strong relaxation bound $v_{LD}^2$ for solving CCSPs to optimality.

2.8.3 Performance on instances with binary $x$

We next consider the binary instances, i.e., with $S = \{0,1\}^n$. We compare the proposed dual bounds and also illustrate the effectiveness of the heuristic algorithm (Algorithm 1), the scenario decomposition algorithm (Algorithm 2) with and without scenario grouping, and the MIP formulation (2.4) with strengthened big-M coefficients. For the scenario
Table 4: Bound comparison for multi-dimensional binary knapsack instances

<table>
<thead>
<tr>
<th>Instances</th>
<th>$\epsilon$</th>
<th>$N$</th>
<th>$v^C(M)$</th>
<th>$z_1^{LP}$</th>
<th>$z_2^{NLP}$</th>
<th>$v^Q$</th>
<th>$v^{QG}$</th>
<th>$v^H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-4-multi</td>
<td>0.1</td>
<td>100</td>
<td>3.5%</td>
<td>3.5%</td>
<td>2.3%</td>
<td>1.6%</td>
<td>1.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>(20,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>&lt;3.9%</td>
<td>&lt;3.9%</td>
<td>&lt;3.3%</td>
<td>≤3.9%</td>
<td>≤3.1%</td>
<td>≤0.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>3.9%</td>
<td>3.9%</td>
<td>2.2%</td>
<td>1.5%</td>
<td>1.6%</td>
<td>0.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-6-multi</td>
<td>0.1</td>
<td>100</td>
<td>3.2%</td>
<td>3.2%</td>
<td>2.7%</td>
<td>3.3%</td>
<td>2.2%</td>
<td>0.6%</td>
</tr>
<tr>
<td>(39,5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>3.9%</td>
<td>3.9%</td>
<td>2.9%</td>
<td>3.4%</td>
<td>3.0%</td>
<td>0.4%</td>
</tr>
</tbody>
</table>

* A “≤” indicates instances for which the optimal value is not known, and the associated number represents an upper bound on the true optimality gap.

In Table 4, we see that the best Lagrangian dual bounds corresponding to continuous $x$ still have at most 4% optimality gap, which demonstrates the effectiveness of these bounds.

In addition, the quantile bound, which is obtained by solving binary IP subproblems, is somewhat stronger than any of the bounds $v^C(M)$, $z_1^{LP}$, and $z_2^{NLP}$. On the other hand,
Table 5: Computational times for computing bounds for multi-dimensional binary knapsack instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>$\epsilon$</th>
<th>$N$</th>
<th>$\Sigma^C(M)$</th>
<th>$z_1^{LP}$</th>
<th>$z_2^{NLP}$</th>
<th>$v^Q$</th>
<th>$v^{QG}$</th>
<th>$v^H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-4-multi</td>
<td>0.1</td>
<td>100</td>
<td>0.0</td>
<td>0.4</td>
<td>0.8</td>
<td>22.8</td>
<td>5.8</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.0</td>
<td>3.4</td>
<td>6.2</td>
<td>136.0</td>
<td>31.7</td>
<td>12.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.2</td>
<td>11.8</td>
<td>21.5</td>
<td>282.8</td>
<td>62.5</td>
<td>47.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>2.0</td>
<td>84.4</td>
<td>151.9</td>
<td>770.4</td>
<td>134.8</td>
<td>285.8</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>0.0</td>
<td>0.5</td>
<td>1.3</td>
<td>22.8</td>
<td>5.8</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.1</td>
<td>3.6</td>
<td>12.5</td>
<td>136.0</td>
<td>31.7</td>
<td>11.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.2</td>
<td>13.7</td>
<td>39.0</td>
<td>282.8</td>
<td>62.5</td>
<td>48.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>2.3</td>
<td>93.5</td>
<td>292.0</td>
<td>770.4</td>
<td>134.8</td>
<td>340.6</td>
</tr>
<tr>
<td>1-6-multi</td>
<td>0.1</td>
<td>100</td>
<td>0.0</td>
<td>0.5</td>
<td>1.2</td>
<td>31.8</td>
<td>6.7</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.1</td>
<td>3.9</td>
<td>9.1</td>
<td>157.7</td>
<td>35.2</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.2</td>
<td>12.9</td>
<td>29.7</td>
<td>327.0</td>
<td>73.5</td>
<td>39.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>1.1</td>
<td>84.8</td>
<td>187.5</td>
<td>992.0</td>
<td>191.7</td>
<td>212.3</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>100</td>
<td>0.0</td>
<td>0.7</td>
<td>2.2</td>
<td>31.8</td>
<td>6.7</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.1</td>
<td>5.3</td>
<td>18.7</td>
<td>157.7</td>
<td>35.2</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.3</td>
<td>18.0</td>
<td>55.0</td>
<td>327.0</td>
<td>73.5</td>
<td>39.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000</td>
<td>2.4</td>
<td>122.6</td>
<td>382.6</td>
<td>992.0</td>
<td>191.7</td>
<td>220.6</td>
</tr>
</tbody>
</table>

we see from Table 2 that the quantile bound $v^Q$ takes longer to calculate. However, when we apply the quantile bound to the scenario grouping relaxation, the resulting bounds $v^{QG}$ are comparable with the quantile bound obtained without grouping, but take much shorter time to compute (see Table 5).

We observe in Tables 4 and 5 that for the 1-4-multi instances the heuristic performs extremely well in terms of both quality (zero optimality gap) and solution time. For the larger instances, the optimality gaps are not exact since we cannot obtain the optimal objective values within the time limit, but we can see that the bounds obtained from the heuristic methods are still quite close to the optimal ones. Thus, the solution from the heuristic method could be treated as a good starting point for other algorithms.

Table 6 presents the results of solving these instances to optimality using the scenario decomposition algorithm (Algorithm 2) with and without scenario grouping, and the MIP formulation (2.4) with strengthened big-$M$ coefficients. We find that the scenario grouping based decomposition method significantly outperforms the one without grouping in terms of computational time, for the instances solved within the time limit, and ending optimality
Table 6: Performance of scenario decomposition and MIP on the multi-dimensional binary knapsack instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>$\epsilon$</th>
<th>$N$</th>
<th>Time</th>
<th>Gap</th>
<th>Time</th>
<th>Gap</th>
<th>M</th>
<th>Time</th>
<th>Tot. Time</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-4-multi</td>
<td>0.1</td>
<td>100</td>
<td>23.3</td>
<td>0.0%(0)</td>
<td>111.4</td>
<td>0.0%(0)</td>
<td>2.4</td>
<td>3.4</td>
<td>0.0%(0)</td>
<td></td>
</tr>
<tr>
<td>(20,10)</td>
<td>500</td>
<td>82.6</td>
<td>0.0%(0)</td>
<td>371.9</td>
<td>0.0%(0)</td>
<td>47.5</td>
<td>54.8</td>
<td>0.0%(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>119.9</td>
<td>0.0%(0)</td>
<td>972.0</td>
<td>0.0%(0)</td>
<td>185.6</td>
<td>207.1</td>
<td>0.0%(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>358.8</td>
<td>0.0%(0)</td>
<td>2253.1</td>
<td>0.0%(0)</td>
<td>1656.8</td>
<td>1837.4</td>
<td>0.0%(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>100</td>
<td>52.9</td>
<td>0.0%(0)</td>
<td>173.0</td>
<td>0.0%(0)</td>
<td>2.9</td>
<td>3.7</td>
<td>0.0%(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>122.9</td>
<td>0.0%(0)</td>
<td>357.1</td>
<td>0.0%(0)</td>
<td>47.4</td>
<td>56.8</td>
<td>0.0%(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>232.3</td>
<td>0.0%(0)</td>
<td>1271.8</td>
<td>0.0%(0)</td>
<td>185.7</td>
<td>224.4</td>
<td>0.0%(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>719.0</td>
<td>0.0%(0)</td>
<td>2017.3</td>
<td>0.0%(0)</td>
<td>1681.1</td>
<td>3281.4</td>
<td>1.4%(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-6-multi</td>
<td>0.1</td>
<td>100</td>
<td>3600.0</td>
<td>2.0%(5)</td>
<td>3600.0</td>
<td>3.6%(5)</td>
<td>1.0</td>
<td>4.7</td>
<td>0.0%(0)</td>
<td></td>
</tr>
<tr>
<td>(39,5)</td>
<td>500</td>
<td>3600.0</td>
<td>2.4%(5)</td>
<td>3600.0</td>
<td>3.9%(5)</td>
<td>24.8</td>
<td>2619.9</td>
<td>0.1%(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>3600.0</td>
<td>2.6%(5)</td>
<td>3600.0</td>
<td>4.0%(5)</td>
<td>98.8</td>
<td>3600.0</td>
<td>1.5%(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>3600.0</td>
<td>3.0%(5)</td>
<td>3600.0</td>
<td>3.2%(5)</td>
<td>878.8</td>
<td>3600.0</td>
<td>2.7%(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>100</td>
<td>3600.0</td>
<td>2.6%(5)</td>
<td>3600.0</td>
<td>3.4%(5)</td>
<td>1.0</td>
<td>15.1</td>
<td>0.0%(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>3600.0</td>
<td>2.8%(5)</td>
<td>3600.0</td>
<td>3.2%(5)</td>
<td>24.7</td>
<td>3600.0</td>
<td>1.0%(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>3600.0</td>
<td>3.6%(5)</td>
<td>1271.8</td>
<td>3.8%(5)</td>
<td>97.3</td>
<td>3600.0</td>
<td>2.3%(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>3600.0</td>
<td>3.4%(5)</td>
<td>3600.0</td>
<td>3.7%(5)</td>
<td>878.9</td>
<td>3600.0</td>
<td>3.3%(5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Gaps, for the remaining instances. From Table 6, we further observe that when the number of scenarios is small (e.g., not larger than 1000), the MIP formulation (2.4) with strengthened big-M parameters gives the best performance among these three methods. However, when the number of scenarios is larger, the MIP formulation (2.4) could not close the optimality gap within the time limit, while the scenario decomposition method with grouping can still solve all of the 1-4-multi instances within 15 minutes. We also observe that neither method is able to solve the majority of the 1-6-multi instances.
CHAPTER III

ON QUANTILE CUTS AND THEIR CLOSURE FOR CHANCE CONSTRAINED OPTIMIZATION PROBLEMS

3.1 Introduction

A chance constrained problem (CCP) involves optimization over constraints (specified by stochastic data) which are required to be satisfied with a prescribed probability level. A generic formulation of CCP is

$$\min_{x} \left\{ c^\top x : x \in S, \ P[\xi : x \in \mathcal{X}(\xi)] \geq 1 - \epsilon \right\}. \quad (3.1)$$

In the above formulation, $S$ denotes a set of deterministic constraints, $\xi$ denotes a random data vector, and $\mathcal{X}(\xi)$ denotes a system of stochastic constraints whose data is specified by the random vector $\xi$. The CCP (3.1) seeks a solution $x \in S$ that minimizes the cost $c^\top x$ and satisfies the stochastic constraints $\mathcal{X}(\xi)$ with probability at least $(1 - \epsilon)$ where $\epsilon \in (0, 1)$ is a prespecified risk level.

We consider a CCP with mixed integer convex constraints under finite distribution, i.e. we assume that

- $S = \{ x \in \mathbb{R}^{n-\tau} \times \mathbb{Z}^\tau : G_0(x) \leq 0 \}$ is a nonempty and compact deterministic mixed integer set defined by the convex mapping $G_0 : \mathbb{R}^n \to \mathbb{R}^{m_0};$

- $\xi$ is a random vector with a finite distribution supported on $\Xi = \{ \xi_1, \ldots, \xi_N \}$, where each $\xi^i$ for $i \in \mathcal{N} := \{1, \ldots, N \}$ corresponds to a scenario with a probability mass $p_i$; and

- for a given scenario $i$, the vector $\xi^i$ defines a nonempty and compact mixed convex integer constraint system $\mathcal{X}^i := \mathcal{X}(\xi^i) = \{ x \in \mathbb{R}^{n-\tau} \times \mathbb{Z}^\tau : G_i(x) \leq 0 \}$ defined by the convex mapping $G_i : \mathbb{R}^n \to \mathbb{R}^{m_i}.$

In this setting, the chance constraint in (3.1) corresponds to satisfying a subset $\mathcal{C} \subseteq [N]$. 
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of the scenario constraints, i.e. \( x \in \cap_{i \in C} x^i \), such that \( \sum_{i \in C} p_i \geq 1 - \epsilon \). Let

\[
Z := \left\{ C \subseteq [N] : \sum_{i \in C} p_i \geq 1 - \epsilon \right\}, (3.2)
\]

be the collection of all feasible subsets of scenarios. Then the feasible region of (3.1), denoted by \( X \), can be written in the disjunctive normal form:

\[
X = \bigcup_{C \in Z} \left[ S \cap \bigcap_{i \in C} x^i \right]. (3.3)
\]

We assume throughout that CCP is feasible, and hence \( X \) is nonempty. From the above disjunctive normal form it is clear that, even in the absence of integrality restrictions, i.e. \( \tau = 0 \), the set \( X \) is nonconvex, and not surprisingly CCP is strongly NP-hard [68, 82].

Since the sets \( x^i \) for all \( i \in [N] \) are compact we can introduce binary variables \( z_i \) for \( i \in [N] \) and reformulate (3.1) as the mixed integer nonlinear program (MINLP):

\[
\min_{x, z} \left\{ c^\top x : x \in S, G_i(x) \leq M_i(1 - z_i), \forall i \in N, z \in Z \right\}, (3.4)
\]

where

\[
Z := \left\{ z \in \{0, 1\}^N : \sum_{i \in [N]} p_i z_i \geq 1 - \epsilon \right\},
\]

and \( M_i \in \mathbb{R}^{m_i} \) for all \( i \in [N] \) are suitable big-M coefficients. Since the continuous relaxation of (3.4) is typically very weak, there has been a great deal of work in deriving strong valid inequalities for this MINLP. One popular approach is to derive a relaxation of (3.4) in the form of the well-studied mixing set [45] and add the corresponding mixing inequalities [1, 56, 66, 68, 133].

We consider a family of valid inequalities for the nonconvex feasible region \( X \) of the CCP (3.1) in the original \( x \)-space, rather than those for the MINLP formulation (3.4) in the \((x, z)\)-space. These valid inequalities known as quantile cuts are obtained as follows. We first optimize a linear function \( \alpha^\top x \) over each scenario constraint, and record the optimal values \( \beta_{i}^\alpha = \min \{ \alpha^\top x : x \in S \cap x^i \} \) for \( i \in [N] \). This approach and resulting \( \beta_{i}^\alpha \) values was used in [66] to derive a mixing set relaxation for (3.4). Notice that each \( \beta_{i}^\alpha \) has the associated probability \( p_i \). Next we compute the \((1 - \epsilon)\)-quantile of \( \{ \beta_{i}^\alpha \}_{i \in [N]} \) based on these probabilities – denote this by \( \beta_{q}^\alpha \). The quantile cut is then given by \( \alpha^\top x \geq \beta_{q}^\alpha \). Such
inequalities were studied in [82] where it is shown that a single quantile cut represents the projection of the convex hull of a mixing set relaxation of (3.4) in the \((x,z)\)-space onto the \(x\) space. Quantile cuts have been used in computational studies of chance constrained problems with good results [4, 82, 101].

In this chapter we undertake a theoretical study of quantile cuts. In particular we study properties of the quantile closure, i.e. the intersection of all quantile cuts. Quantile cuts represent an infinite family of inequalities - one for each \(\alpha\) vector - and so a finite description of the quantile closure and separation over it are important questions. By replacing the deterministic constraint system \(S\) in (3.1) with the (first) quantile closure we obtain a stronger formulation for which we can apply another round of quantile cuts and derive the second quantile closure and so on. We investigate how the sequence of sets produced by such successive quantile closure operations relates to the convex hull of the feasible region of (3.1). The main results of this chapter are summarized below.

1. We show that the quantile closure has a finite description in conjunctive normal form. An important corollary of this result is that for a mixed integer linear CCP, the quantile closure is polyhedral.

2. We prove that the sequence of sets obtained by successive quantile closure operations converges to the convex hull of \(X\) (i.e., \(\text{conv}(X)\)) with respect to the Hausdorff metric. In the pure integer linear setting, i.e. \(\tau = n\), there exists a finite number of rounds of the quantile closure that recovers \(\text{conv}(X)\).

3. We study an approximation of the quantile closure given by a restricted choice of \(\alpha\), and show finite convergence for mixed integer linear CCPs. We also study the approximation error for covering problems.

4. We study a generalization and strengthening quantile cuts and their closure obtained by grouping scenarios together.

5. We show that separation over the first quantile closure is NP-hard, and propose a
heuristic separation algorithm. We present a computational study to show the effectiveness of heuristically separated quantile cuts.

The remainder of this chapter is organized as follows. In Section 3.2 we discuss the connection of quantile cuts for \( \text{conv}(X) \) to the mixing set inequalities for the MINLP (3.4). In Section 3.3 we establish the conjunctive normal form of the quantile closures. In Section 3.4 we study convergence properties of successive quantile closures. An approximate quantile closure is studied in Section 3.5 followed by a generalization by grouping scenarios together in Section 3.6. In Section 3.7, we prove complexity of separation over the first quantile closure and propose a heuristic separation method. Numerical studies in Section 3.8 show that these quantile cuts indeed help reduce the root gap as well as the solution time.

3.2 Quantile cuts and Mixing inequalities

We first formally define the quantile cut for the CCP (3.1). Recall that \( S \) is a set of deterministic constraints, \( \mathcal{X}^i \) are constraints associated with scenario \( i \in [N] \), \( Z \) defined in (3.2) is the collection of all feasible scenario sets, and \( X \) given by (3.3) is the set of feasible solutions of (3.1).

**Definition 1.** Given \( \alpha \in \mathbb{R}^n \) let \( \{\beta_i^\alpha(S)\}_{i \in N} \) be the optimal values of

\[
\beta_i^\alpha(S) = \min \left\{ \alpha^\top x : x \in S \cap \mathcal{X}^i \right\} \quad \forall i \in N.
\] (3.5)

The quantile \( \beta_q^\alpha(S) \) is given by

\[
\beta_q^\alpha(S) = \min_{C \in Z} \max_{i \in C} \beta_i^\alpha(S)
\] (3.6)

and the associated “quantile cut” is

\[
\alpha^\top x \geq \beta_q^\alpha(S).
\] (3.7)

Note that the above definition depends on \( S \) so as to allow for successive applications with changing \( S \). Since \( S \) and \( \mathcal{X}^i \) are compact we have that \( \beta_i^\alpha(S) \in (-\infty, +\infty] \) where the value of +\( \infty \) is taken when the problem (3.5) is infeasible. When \( p_i = \frac{1}{N} \) for all \( i \in N \), we have that \( \beta_q^\alpha(S) \) is the \( ([\epsilon N] + 1) \)st largest value among \( \{\beta_i^\alpha(S)\}_{i \in N} \).
From the definition above and the disjunctive normal form (3.3) of $X$ it should be clear that the quantile cut (3.7) is valid for $\text{conv}(X)$. We next reveal the connection between quantile cuts and mixing inequalities for CCP, which also establishes the validity of these cuts.

A mixing set [45] is a mixed-integer set of the form

$$P = \{(v, z) \in \mathbb{R}_+ \times \{0, 1\}^s : v + h_i z_i \geq h_i \quad i = 1, \ldots, s\} \quad (3.8)$$

with $h_1 \geq \ldots \geq h_s$. The following exponential family of mixing inequalities are valid for $P$

$$v + \sum_{j=1}^{l} (h_{t_j} - h_{t_{j+1}}) z_{t_j} \geq h_{t_1} \quad \forall \ T = \{t_1, \ldots, t_l\} \subseteq \{1, \ldots, s\}, \quad (3.9)$$

where $h_{t_1} \geq \ldots \geq h_{t_l}, h_{t_{l+1}} = 0$. These inequalities are facet defining for $P$ when $t_1 = 1$ and are sufficient to describe the convex hull of $P$ (see [7, 45]).

Using the $\beta$-values as defined in (3.5) Luedtke [66] constructed the following mixing set relaxation of CCP (3.4). Note that in [66] each scenario $X^i$ is a polyhedron, however the construction directly extends to the MINLP formulation (3.4).

$$Y^{\alpha} = \{(x, z) \in \mathbb{R}^n \times \{0, 1\}^N : \alpha^\top x + (\beta^{\alpha}_{i}(S) - \beta^{\alpha}_{q}(S))(1 - z_i) \geq \beta^{\alpha}_{i}(S),$$

$$i \in B^{\alpha}_{q}, z \in \mathbb{Z}\} \quad (3.10)$$

where $B^{\alpha}_{q} := \{i \in [N] : \beta^{\alpha}_{i}(S) \geq \beta^{\alpha}_{q}(S)\}$ is a subset of scenarios each of whose $\beta$-value is at least as large as the quantile $\beta^{\alpha}_{q}(S)$.

**Proposition 14. (Theorem 1, [66])** For any $\alpha$, the system $Y^{\alpha}$ is a relaxation of the feasible region of the MINLP (3.4), and hence $X \subseteq \text{Proj}_x(Y^{\alpha})$, where $\text{Proj}_x(\cdot)$ denotes the projection of a set onto the $x$-space.

Note that $Y^{\alpha}$ is a mixing system with a knapsack side constraint defined by $Z$, thus the mixing inequalities of the form (3.9) are valid. These inequalities were used within a branch and cut scheme for solving the MINLP (3.4) in [66]. Note that the mixing inequalities are in the $(x, z)$-space while the quantile cuts are in the original $x$-space. The next result shows that a single quantile cut in the $x$-space captures the effect of the entire exponential family of mixing inequalities.
Proposition 15. (Proposition 5, [82]) For any $\alpha$,

$$\text{Proj}_{\alpha}(\text{conv}(Y^{\alpha})) = \{ x \in \mathbb{R}^n : \alpha^\top x \geq \beta_q^\alpha(S) \}.$$ 

Inspired by the above result we investigate, in the remainder of the chapter, the strength of the quantile closure, i.e. the intersection of all quantile cuts.

3.3 Quantile closure

In this section we define quantile closures and establish their finite characterizations.

Definition 2. The first quantile closure of $S$ is defined as

$$S^1 := \bigcap_{\alpha \in \mathbb{R}^n} \{ x \in \mathbb{R}^n : \alpha^\top x \geq \beta_q^\alpha(S) \}.$$ 

Inductively, we define $r$th round quantile closure $S^r$ as

$$S^r := \bigcap_{\alpha \in \mathbb{R}^n} \{ x \in \mathbb{R}^n : \alpha^\top x \geq \beta_q^\alpha(S^{r-1}) \} \quad r \geq 2.$$ 

Next we characterize $\text{conv}(X)$ and $S^1$ in conjunctive normal form. Let us begin with the following definition.

Definition 3. A set $g \subseteq \mathcal{N}$ is a “partial covering subset” if it intersects with all of feasible scenario subsets in $\mathcal{Z}$, i.e., for any $\hat{\mathcal{C}} \in \mathcal{Z}$, we have $g \cap \hat{\mathcal{C}} \neq \emptyset$. Also, a set $g$ is a “minimal” partial covering subset if there does not exist another partial covering subset $g' \subseteq \mathcal{N}$ such that $g' \subset g$. We let $\mathcal{G}$ denote the collection of all minimal partial covering subsets.

Note that when $p_i = \frac{1}{N}$ for all $i \in \mathcal{N}$, then the collection of minimal partial covering subsets is $\mathcal{G} = \{ g \subseteq \mathcal{N} : |g| = \lceil \epsilon N \rceil + 1 \}$.

Proposition 16.

$$X = \bigcap_{g \in \mathcal{G}} \left[ \bigcup_{i \in g} \left( S \cap X^i \right) \right]. \quad (3.11)$$

Proof. Define $X' = \bigcap_{g \in \mathcal{G}} \left[ \bigcup_{i \in g} \left( S \cap X^i \right) \right]$. We need to show that $X = X'$.

Let $x \in X$. Then, there exists a feasible subset $\mathcal{C} \in \mathcal{Z}$ such that $x \in \bigcap_{i \in \mathcal{C}} (S \cap X^i)$. For an arbitrary minimal partial covering $g \in \mathcal{G}$, we must have $x \in \bigcup_{i \in g} (S \cap X^i)$ since from Definition 3, $g$ intersects with all feasible subsets (i.e., $g \cap \mathcal{C} \neq \emptyset$). Thus, $X \subseteq X'$.
Suppose that there exists an \( x' \in X' \) such that \( x' \notin X \). Define a subset \( C' := \{ i \in \mathcal{N} : x' \in S \cap \mathcal{X}^i \} \notin \mathcal{Z} \). Let \( g' \) be the complement of \( C' \), i.e., \( g' = \mathcal{N} \setminus C' \). We claim that for all \( C \in \mathcal{Z} \), we have \( g' \cap C \neq \emptyset \). Suppose not, then there must exist a \( \hat{C} \in \mathcal{Z} \) such that \( g' \cap \hat{C} = \emptyset \). This implies that \( \hat{C} \subseteq C' \), and thus

\[
x' \in \bigcap_{i \in C'} \left( S \cap \mathcal{X}^i \right) \subseteq \bigcap_{i \in \hat{C}} \left( S \cap \mathcal{X}^i \right) \subseteq X,
\]

which contradicts \( x' \notin X \). Hence, \( g' \) is a partial covering subset of \( \mathcal{N} \), and thus \( x' \in X' \subseteq \bigcup_{i \in g'} (S \cap \mathcal{X}^i) \); this contradicts the definition of \( g' = \mathcal{N} \setminus C' \). \( \Box \) \( \Box \)

Next we provide a conjunctive normal form for \( S^1 \). We will need the following preliminary observations.

**Lemma 1.** The set \( B^\alpha_q = \{ i \in [\mathcal{N}] : \beta^\alpha_i(S) \geq \beta^\alpha_q(S) \} \) is a partial covering subset.

**Proof.** From the definition of \( \beta^\alpha_q(S) \), for any subset \( \hat{C} \in \mathcal{Z} \), there must exist an \( i_0 \in \hat{C} \) such that \( \beta^\alpha_{i_0}(S) \geq \beta^\alpha_q(S) \). Thus \( B^\alpha_q \) is a partial covering subset. \( \Box \) \( \Box \)

**Lemma 2.** There exist a \( g \in \mathcal{G} \) such that \( \beta^\alpha_q(S) = \min_{i \in g} \beta^\alpha_i(S) \).

**Proof.** By the definition of \( \beta^\alpha_q(S) \), there exists a \( \hat{C} \in \mathcal{Z} \) with \( \beta^\alpha_q(S) = \max_{j \in \hat{C}} \beta^\alpha_j(S) \geq \beta^\alpha_j(S) \) for all \( j \in \hat{C} \). From Definition 3, for each \( \hat{g} \in \mathcal{G} \), we have \( \hat{g} \cap \hat{C} \neq \emptyset \). Hence, \( \beta^\alpha_q(S) \) must be no smaller than the smallest value in set \( \{ \beta^\alpha_i(S) \}_{i \in \hat{g}} \); i.e.,

\[
\beta^\alpha_q(S) \geq \min_{i \in \hat{g} \cap \hat{C}} \beta^\alpha_i(S) \geq \min_{i \in \hat{g}} \beta^\alpha_i(S).
\]

From Lemma 1, \( B^\alpha_q \) is a partial covering subset. Now let \( g \) be a minimal partial covering subset such that \( g \subseteq B^\alpha_q \). Thus,

\[
\min_{i \in g} \beta^\alpha_i(S) \geq \min_{i \in B^\alpha_q} \beta^\alpha_i(S) \geq \beta^\alpha_q(S).
\]

\( \Box \) \( \Box \)

**Theorem 9.**

\[
S^1 = \bigcap_{g \in \mathcal{G}} \operatorname{conv} \left[ \bigcup_{i \in g} \left( S \cap \mathcal{X}^i \right) \right], \quad (3.12)
\]
and for each $r \geq 2, r \in \mathbb{Z}_{++},$

$$S^r = \bigcap_{g \in G} \text{conv} \left[ \bigcup_{i \in g} \left( S^{r-1} \cap X^i \right) \right]$$

where $S^0 = S.$

Proof. (i) We first prove (3.12).

Let $W^g := \text{conv} \left[ \bigcup_{i \in g} (S \cap X^i) \right], W := \bigcap_{g \in G} W^g.$ We need to show that $S^1 = W.$

[S$^1 \subseteq W$] Consider $g \in G,$ and take any valid inequality $\alpha^\top x \geq \beta$ for $W^g.$ Let $\widehat{C} \in \mathbb{Z}$ such that $\beta_{q \cdot}^\alpha(S) = \max_{i \in \widehat{C}} \beta_i^\alpha(S).$ Since $g \cap \widehat{C} \neq \emptyset$ by Definition 3, hence

$$\beta_{q \cdot}^\alpha(S) \geq \min_{i \in g \cap \widehat{C}} \beta_i^\alpha(S) \geq \min_{i \in g} \beta_i^\alpha(S) \geq \beta.$$ 

Thus, $\alpha^\top x \geq \beta$ is a valid inequality of $S^1.$ This holds for any valid inequality of $W^g,$ we have that $S^1 \subseteq W^g.$ Since $g$ was arbitrary, it follows that $S^1 \subseteq W^g$ for all $g \in G; i.e., S^1 \subseteq W.$

[S$^1 \supseteq W$] For any given $\alpha,$ from Lemma 2, there exist a $g \in G$ such that $\beta_{q \cdot}^\alpha(S) = \min_{i \in g} \beta_i^\alpha(S).$ Clearly, $\alpha^\top x \geq \beta_{q \cdot}^\alpha(S)$ is a valid inequality for $W^g;$ and so it is valid for $W.$ Thus, $S^1 \supseteq W.$

(ii) When $r \geq 2,$ the statement follows directly follows from (3.12) by replacing $S$ with $S^{r-1}.$

Next we show that the conjunctive normal form (3.12) of $S^1$ which is independent of $\alpha$ implies the polyhedrality of the quantile closures when $G_0(\cdot), \{G_i(\cdot)\}_{i \in \mathcal{N}}$ are rational affine mappings.

Corollary 2. For each $r \in \mathbb{Z}_{++},$ if $G_0(\cdot), \{G_i(\cdot)\}_{i \in \mathcal{N}}$ are rational affine functions, then $S^r$ is a polytope.
Proof. By the fundamental theorem of mixed integer program [72] and the fact that the convex hull of union of compact sets is equivalent to the convex hull of the union of convex hulls of compact sets, it follows that for any \( g \in \mathcal{G} \),

\[
\text{conv} \left[ \bigcup_{i \in g} \left( S \cap X^i \right) \right] = \text{conv} \left[ \bigcup_{i \in g} \text{conv} \left( S \cap X^i \right) \right]
\]

and is a polytope. Since \( \mathcal{G} \) is a finite set, it follows from Theorem 9 that \( S^1 \) is a polytope.

By induction, suppose \( S^r \) is a polytope for \( r \leq t \). Now let \( r = t + 1 \), by (i), we have

\[
S^r = \bigcap_{g \in \mathcal{G}} \text{conv} \left[ \bigcup_{i \in g} \left( S^{r-1} \cap X^i \right) \right]
\]

and \( S^{r-1} \) is a polytope, hence \( S^r \) is a polytope. \( \square \)

3.4 Convergence of quantile closures

In this section, we investigate convergence of successive rounds of quantile closure operations. Our convergence notions are with respect to the Hausdorff distance [92]. For two closed convex sets \( K_1, K_2 \in \mathbb{R}^n \), the Hausdorff distance \( d_H(K_1, K_2) \) is defined as

\[
d_H(K_1, K_2) := \min \{ \delta : K_1 \subseteq K_2 + B(0, \delta), K_2 \subseteq K_1 + B(0, \delta) \}
\]

\[
:= \max \left\{ \sup_{x \in K_1} \inf_{y \in K_2} \|x - y\|_2, \sup_{x \in K_2} \inf_{y \in K_1} \|x - y\|_2 \right\}
\]

where \( B(0, \delta) \) denotes the ball centered at origin with radius \( \delta \). We will need the following fact on the limit of a set sequence.

**Lemma 3.** (Proposition 2, [91]) Let \( \{R^r\} \) be a sequence of nonempty closed convex sets such that \( R^{r+1} \subseteq R^r \) for all \( r \). Then \( R^r \) converges to \( \bar{R} := \lim_{r \to \infty} R^r = \bigcap_{r=1}^{\infty} R^r \) with respect to the Hausdorff distance, and \( \bar{R} \) is also a closed convex set.

The following lemma reveals the convergence properties of a sequence of sets produced by successive quantile closure operations.

**Lemma 4.** Let \( \{S^r\} \) be a sequence of quantile closures. Then

(i) there exists a \( \bar{S} := \lim_{r \to \infty} S^r \);
(ii) for each $g \in \mathcal{G}$, we have

$$\text{conv} \left[ \bigcup_{i \in g} \text{conv} \left( \bar{S} \cap X^i \right) \right] = \bar{S}. \quad (3.13)$$

Proof. (i) This directly follows from Lemma 3 since $\{S^r\}$ is an inclusion-wise monotone sequence of convex sets.

(ii) Let $\bar{S}^1$ be the quantile closure operation applied to set $\bar{S}$. Since $\bar{S} = \bar{S}^1$ by the limiting operation, we have that

$$\bar{S} = \bar{S}^1 = \bigcap_{g \in \mathcal{G}} \text{conv} \left[ \bigcup_{i \in g} \left( \bar{S} \cap X^i \right) \right] = \bigcap_{g \in \mathcal{G}} \text{conv} \left[ \bigcup_{i \in g} \text{conv} \left( \bar{S} \cap X^i \right) \right],$$

where the second equality is due to Theorem 9 and the third equality follows from the fact that the convex hull of union of compact sets is equivalent to the convex hull of union of convex hull of compact sets. Since $\text{conv} \left[ \bigcup_{i \in g} \left( \bar{S} \cap X^i \right) \right] \subseteq \bar{S}$ for all $g \in \mathcal{G}$, we have that (3.13) holds.

Now, we are ready to prove the convergence of the quantile closure procedure to the convex hull of $X$.

**Theorem 10.** The set sequence $\{S^r\}$ converges to $\text{conv} \left( X \right)$ with respect to the Hausdorff distance; i.e., $\bar{S} = \lim_{r \to \infty} S^r = \text{conv} \left( X \right)$.

Proof. From Lemma 3, we know that there exists an $\bar{S} = \lim_{r \to \infty} S^r$. Since $\text{conv}(X) \subseteq S^r$ for all $r$, it follows that $\text{conv}(X) \subseteq \bar{S}$. Thus, we only need to show that $\text{conv}(X) \supseteq \bar{S}$. It suffices to show that any extreme point of the convex set $\bar{S}$ belongs to $X$ which will complete the proof.

Consider an extreme point $\bar{x}$ of $\bar{S}$. By the identity (3.13) in Lemma 4 and the facts that $\bar{S} \subseteq \text{conv}(S)$ and any extreme point of the convex hull of union of compact sets comes from at least one of the compact sets, it follows that there exists an $i_g \in g$ such that $\bar{x} \in \bar{S} \cap X^{i_g} \subseteq S \cap X^{i_g}$ for each $g \in \mathcal{G}$. Let $\mathcal{C} := \{ i \in \mathcal{N} : \bar{x} \in S \cap X^i \}$. We make the following claim.
Claim: $\tilde{C} \in \mathbb{Z}$.

**Proof.** Suppose not. Let $\bar{g}$ be the complement of $\tilde{C}$, i.e., $\bar{g} = \mathcal{N} \setminus \tilde{C}$. First of all, note that we have $\bar{g} \cap C \neq \emptyset$ for all $C \in \mathbb{Z}$. Otherwise, there must exist a $\hat{C} \in \mathbb{Z}$ and $\bar{g} \cap \hat{C} = \emptyset$, which implies that $\hat{C} \subseteq \tilde{C}$, a contradiction that $\tilde{C} \not\in \mathbb{Z}$. Hence, $\bar{g}$ is a partial covering subset of $\mathcal{N}$. Let $\hat{g}$ be a minimal partial covering subset such that $\hat{g} \subseteq \bar{g}$. Since we know that $\bar{x} \in S \cap X^i$ for some $i \in \hat{g}$ (i.e., $i \hat{g} \in \hat{C}$), we have a contradiction that $\hat{g} \cap \tilde{C} = \emptyset$. $\square$

It then follows that $\bar{x} \in \bigcap_{i \in \hat{g}} S \cap X^i \subseteq X$. This completes the proof. $\square$

Next we show that in the pure integer setting the convex hull of $X$ can be obtained after a finite number of quantile closure operations.

**Theorem 11.** Suppose that $S \cap X^i \subseteq \mathbb{Z}^n$ for all $i \in \mathcal{N}$ (i.e., $\tau = n$), then there exists a finite $\bar{r}$ such that $\bar{S} = S^{\bar{r}} = \text{conv} \left( X \right)$.

**Proof.** From Theorem 10, we know that $\bar{S} = \text{conv} \left( X \right)$. Now we only need to show the finite convergence.

**Claim 1:** If $\text{conv}(S^r \cap \mathbb{Z}^n) \neq \text{conv}(X)$, then there exists a $\delta > 0$ (irrespective of $r$) such that $d_H(S^r, \text{conv}(X)) \geq \delta$.

**Proof.** First of all, we know that all of the extreme points of $\text{conv}(S \cap X^i)$ is integral. By the fact that any extreme point of the convex hull of union of compact sets comes from at least one of the compact sets, $\text{conv}(X)$ is integral; i.e., all of the extreme points of $\text{conv}(X)$ is integral.

If $\text{conv}(S^r \cap \mathbb{Z}^n) \neq \text{conv}(X)$, then there must exist a vector $\bar{x}^0 \in \mathbb{Z}^n \setminus \text{conv}(X)$ such that $\bar{x}^0 \in S^r$, but $\bar{x}^0 \notin \text{conv}(X)$. Thus, $d_H(S^r, \text{conv}(X))$ is lower bounded by the Hausdorff distance between $\mathbb{Z}^n \setminus \text{conv}(X)$ and $\text{conv}(X)$, which is at least

$$\sup_{y \in \text{conv}(X)} \inf_{x \in \mathbb{Z}^n \setminus \text{conv}(X)} \|x - y\|_2$$
Note that the $\text{ext}(\text{conv}(X)) \subseteq \text{conv}(X)$, where $\text{ext}(Y)$ denotes the set of extreme points of closed convex set $Y$. Thus, $d_H(S^r, \text{conv}(X))$ is no smaller than

$$
\sup_{\text{ext}(\text{conv}(X))} \inf_{x \in \mathbb{Z}^n \setminus \text{conv}(X)} \|x - y\|_2
$$

which is clearly greater than or equal to $\delta = 1$.

\[\diamond \]

It then follows that there must exist a $\bar{r} \in \mathbb{Z}_{++}$ such that $\text{conv}(S^{\bar{r}-1} \cap \mathbb{Z}^n) = \text{conv}(X)$; otherwise, by Claim 1, $d_H(S^r, \text{conv}(X)) \geq \delta$ for all $r$, contradicting the fact that $\lim_{r \to \infty} S^r = \text{conv}(X)$. Since $\text{conv}(S^{\bar{r}-1} \cap \mathbb{Z}^n) = \text{conv}(X)$, then by Theorem 9, we have $S^\bar{r} = \text{conv}(X) := \bar{S}$.

We close this section with two examples. The first shows the necessity of the compactness assumption for the convergence of the quantile closure to the convex hull, and second shows the necessity of the pure integer setting for finite convergence.

**Example 2.** Let $S = \mathbb{R}^2, \mathcal{X}_1 = \{x \in \mathbb{R}^2 : 0 \leq x_1 \leq 2, x_2 = 0\}, \mathcal{X}_2 = \{x \in \mathbb{R}^2 : x_1 = 0, x_2 \geq 0\}, \mathcal{X}_3 = \{x \in \mathbb{R}^2 : x_1 = 2, x_2 \geq 0\}, \epsilon = \frac{1}{3}, p_i = \frac{1}{3}, i = 1, 2, 3$ (see Figure 2 for an illustration). Since each feasible set contains at least two scenarios, by (3.3), we have $\text{conv}(X) = \{x \in \mathbb{R}^2 : 0 \leq x_1 \leq 2, x_2 = 0\}$. As there are exactly two scenarios in each minimal partial covering subset, according to Theorem 9, we have $S^1 = \ldots = S^{\bar{r}} = \ldots = \bar{S} = \{x \in \mathbb{R}^2 : 0 \leq x_1 \leq 2, x_2 \geq 0\}$. Hence, in this example, the scenario constraints do not define bounded feasible regions, and the quantile closures do not converge to the convex hull of the feasible region $X$; i.e., $\bar{S} \neq \text{conv}(X)$. \[\diamond \]
Example 3. Suppose $S = [0, 2]^2$, $X^1 = \{x \in \mathbb{R}_+^2 : 2x_1 + 0.5x_2 \geq 1\}$, $X^2 = \{x \in \mathbb{R}_+^2 : 0.5x_1 + 2x_2 \geq 1\}$, $X^3 = \{x \in \mathbb{R}_+^2 : x_1 + x_2 \geq 1\}$, $\epsilon = \frac{1}{3}$, $p_i = \frac{1}{3}$, $i = 1, 2, 3$ (see Figure 3 for an illustration). Since each feasible set contains at least two scenarios, by (3.3), we have

$$\text{conv}(X) = \text{conv}\{(1, 0), (0.4, 0.4), (0, 1), (0, 2), (2, 0), (2, 2)\},$$

which contains the set $X^3$. By induction, we can show that

$$S^r = \text{conv}\{(1, 0), (w_r, w_r), (0, 1), (0, 2), (2, 0), (2, 2)\},$$

where $0 < w_r < 0.4$ for all $r \in \mathbb{Z}_{++}$; i.e., $S^r \neq \text{conv}(X)$ whenever $r < \infty$.

Indeed, when $r = 1$, as there are exactly two scenarios in each minimal partial covering subset, according to (3.12), we have

$$S^1 = \text{conv}\{(1, 0), (1/3, 1/3), (0, 1), (0, 2), (2, 0), (2, 2)\},$$

where $w_1 = 1/3 \in (0, 0.4)$. Suppose for $\gamma = r \geq 1$, the hypothesis holds; i.e.,

$$S^r = \text{conv}\{(1, 0), (w_r, w_r), (0, 1), (0, 2), (2, 0), (2, 2)\},$$

where $0 < w_r < 0.4$. Now let $\gamma = r + 1$, then by Theorem 9, we have

$$S^{r+1} = \text{conv}\{(1, 0), (w_{r+1}, w_{r+1}), (0, 1), (0, 2), (2, 0), (2, 2)\},$$

where $w_{r+1} = 0.3 + 1/(30 - 50w_r) \in (0, 0.4)$. ◦
3.5 Approximate quantile closure in the polyhedral setting

In this section, we assume that $G_0(\cdot), \{G_i(\cdot)\}_{i \in \mathcal{N}}$ are rational affine mappings, in particular, $G_0(x) := d - Dx$ and $G_i(x) := b^i - A^i x$ for each $i \in \mathcal{N}$ where $D \in \mathbb{Z}^{m_0 \times n}, d \in \mathbb{Z}^{m_0}$ and $A^i \in \mathbb{Z}^{m_i \times n}, b^i \in \mathbb{Z}^{m_i}$. We consider quantile cuts derived by restricting the choice of $\alpha$ to the rows of $D$ and $\{A^i\}_{i \in \mathcal{N}}$. Such cuts we considered in numerical studies in [82, 101].

3.5.1 The approximate scheme

Given a valid inequality $\alpha^\top x \geq \beta$ of $\text{conv}(X)$ with $\alpha$ chosen from the rows of $D$ and $\{A^i\}_{i \in \mathcal{N}}$, we first show that the size of $\beta$ cannot be arbitrarily large.

**Proposition 17.** Suppose $\alpha^\top x \geq \beta$ is a valid inequality of $\text{conv}(X)$ with $\alpha$ chosen from $\{D_t\}_{t \in [m_0]} \cup \{A^i_t\}_{t \in [m_i], i \in \mathcal{N}}$. Then $\alpha^\top x \geq \bar{\beta}$ is also a valid inequality for $\text{conv}(X)$, where

$$
\bar{\beta} := \min_{\bar{q}_1, \bar{q}_2 \in \mathbb{Z}} \left\{ \frac{\bar{q}_1}{\bar{q}_2} : \frac{\bar{q}_1}{\bar{q}_2} \geq \beta, |\bar{q}_2| \leq 2^{\phi+\psi}, |\bar{q}_2| \leq 2^{\phi}, \gcd(|\bar{q}_1|, |\bar{q}_2|) \equiv 1 \right\},
$$

where $\phi, \psi$ are two positive integer numbers.

**Proof.** (i) First of all, from (3.3), we note that for an arbitrary extreme point $\hat{x}$ of $\text{conv}(X)$, there exists a collection $\mathcal{C} \in \mathcal{Z}$ such that $\hat{x}$ is also an extreme point of $\text{conv}(S \cap_{i \in \mathcal{C}} \mathcal{X}^i)$. Since $\text{conv}(S), \{\text{conv}(\mathcal{X}^i)\}_{i \in \mathcal{N}}$ are nonempty polytopes, and are defined by rational data, thus all the extreme points of $\text{conv}(S \cap_{i \in \mathcal{C}} \mathcal{X}^i)$ are rational, and
there exists a positive integer \( \phi \) such that the encoding length of each extreme point of \( \text{conv}(X) \) is bounded by \( \phi \). Here, the encoding length of a rational vector \( x \in \mathbb{Q}^n \), where \( x_j = \frac{q_{1j}}{q_{2j}}, q_{1j}, q_{2j} \in \mathbb{Z} \) with \( |q_{1j}|, |q_{2j}| \) relatively prime for each \( j \in [n] \), is defined as

\[
\log_2(|q_{1j}| + 1) + \log_2(|q_{2j}| + 1).
\]

(ii) Next, suppose that the largest encoding length of each row of matrices \( D, \{A_i^t\}_{i \in \mathcal{N}} \) is at most \( \psi \). Then for an \( \alpha \in \{D_t\}_{t \in [m_0]} \bigcup \{A_i^t\}_{t \in [m_i], i \in \mathcal{N}}, \) optimizing \( \alpha^\top x \) over \( \text{conv}(X) \) is achieved by an extreme point \( \hat{x} \). Let \( \alpha^\top \hat{x} := \frac{\hat{q}_1}{\hat{q}_2} \) where \( \hat{q}_1, \hat{q}_2 \in \mathbb{Z} \) with \( |\hat{q}_1|, |\hat{q}_2| \) relatively prime. Note that the encoding length of \( |\hat{q}_1| \leq 2^{\phi+\psi}, |\hat{q}_2| \leq 2^\phi \) because the encoding length of each extreme point of \( \text{conv}(X) \) is bounded by \( \phi \) and \( \alpha \in \mathbb{Z}^n \) is of encoding length at most \( \psi \). Thus, for any valid inequality \( \alpha^\top x \geq \beta \), \( \frac{\hat{q}_1}{\hat{q}_2} \) is a feasible solution to (3.14). Thus, \( \alpha^\top x \geq \frac{\hat{q}_1}{\hat{q}_2} \geq \bar{\beta} \) is also a valid inequality to \( \text{conv}(X) \).

We now formally define the rounds of the approximate quantile closure below.

**Definition 4.** The \( \text{rth} \) round of approximate quantile closure of \( S \) is defined as

\[
\hat{S}^r := \bigcap_{\alpha \in \{D_t\}_{t \in [m_0]} \bigcup \{A_i^t\}_{t \in [m_i], i \in \mathcal{N}}} \left\{ x \in \mathbb{R}^n : \alpha^\top x \geq \bar{\beta}^\alpha_q \left( \hat{S}^{r-1} \right) \right\},
\]

where \( \hat{S}^0 = S \) and \( \bar{\beta} \) is defined as in (3.14).

Clearly, \( \{\hat{S}^r\}_{r \geq 1} \) are polytopes with \( m_0 + \sum_{i \in \mathcal{N}} m_i \) linear inequalities. Different from the infinite convergence of the quantile closure, we show that this approximate scheme converges finitely.

**Theorem 12.** There exists a finite \( \hat{r} \) such that \( \hat{S}^\hat{r} = \lim_{r \to \infty} \hat{S}^r \).

**Proof.** Since \( \{\hat{S}^r\} \) is a monotone non-increasing set sequence (i.e., \( \hat{S}^0 \subseteq \hat{S}^1 \subseteq \ldots \subseteq \hat{S}^r \subseteq \ldots \)), it is sufficient to show that there exists a \( \hat{r} \geq 1 \) such that \( \hat{S}^\hat{r} = \hat{S}^{\hat{r} - 1} \). Suppose that for any \( r \geq 1 \) it holds that \( \hat{S}^r \subseteq \hat{S}^{r - 1} \), then from Proposition 17 there must exist \( \hat{\alpha} \in \{D_t\}_{t \in [m_0]} \bigcup \{A_i^t\}_{t \in [m_i], i \in \mathcal{N}} \) such that \( \hat{\beta}_{q}^\hat{\alpha} \left( \hat{S}^r \right) - \hat{\beta}_{q}^\hat{\alpha} \left( \hat{S}^{r - 1} \right) \geq \frac{1}{(2^\phi-1)2^\psi} \geq 2^{-2\phi} \). Since
\[ \left| \tilde{\beta}_q^{\alpha} (S) \right| \leq 2^{\phi + \psi} \] by Proposition 17 and there are only \( m_0 + \sum_{i \in \mathcal{N}} m_i \) choices of \( \alpha \), when 
\( r > 2^{1+3\phi+\psi} \left( m_0 + \sum_{i \in \mathcal{N}} m_i \right) \), we must have \( \hat{S}_r = \hat{S}_{r-1} \).

\[ m_0 + \sum_{i \in \mathcal{N}} m_i \]

3.5.2 Approximation error estimation for covering CCPs

Considering a covering CCP, \( \mathcal{X}^i = \{ x \in S : (a^i)^\top x \geq 1 \} \) and \( p_i = 1/N \) for all \( i \in [N] \), and \( S = [0, M]^n \) with \( M \geq \max_{i \in \mathcal{N}, j \in [n], a^i_j \neq 0} a^i_j \). From [82] we know that the first quantile closure is equivalent to
\[ S_1 = \bigcap_{g \in \mathcal{G}} \left\{ x \in S : a^i_g x \geq 1 \right\}, \]
where \( (a^i_g)_j = \max_{i \in g} a^i_j, \forall j \in [n] \), \( \mathcal{G} = \{ g \subseteq [N] : |g| = k + 1 \} \) and \( k = \lfloor \epsilon N \rfloor \). Next we show a similar representation of the approximated quantile closure \( \hat{S}_1 \).

Proposition 18. For a covering CCP,
\[ \hat{S}_1 = \left\{ x \in S : (a^i)^\top x \geq \bar{\beta}_q^{a^i} (S), \forall i \in \mathcal{N} \right\}, \quad (3.15) \]
where \( \bar{\beta}_q^{a^i} (S) \) is the \((k + 1)\)th largest value among \( \left\{ \min_{j \in [n]} \frac{a^i_j}{a^i_j} \right\}_{t \in \mathcal{N}} \).

Proof. Note that when \( \alpha = a^i \), the optimal value of scenario \( t \in \mathcal{N} \) is equal to \( \beta_q^{a^i} (S) = \min_{j \in [n]} \frac{a^i_j}{a^i_j} \). Thus, the quantile bound is the \((k + 1)\)th largest value among \( \left\{ \min_{j \in [n]} \frac{a^i_j}{a^i_j} \right\}_{t \in \mathcal{N}} \) by the definition.

From the definition of approximation scheme, we have \( S_1 \subseteq \hat{S}_1 \). The following result measures the approximation error between \( S_1 \) and \( \hat{S}_1 \).

Proposition 19. For a covering CCP, 
\[ d_H(S_1, \hat{S}_1) \leq \left( \frac{\pi}{a} - 1 \right) \max_{i \in \mathcal{N}} \frac{\bar{\beta}_q^{a^i}}{\| a^i \|_2}, \] where \( \pi = \min_{i \in \mathcal{N}} \max_{j \in [n]} \frac{a^i_j}{\bar{\beta}_q^{a^i} (S)} \) and \( a = \min_{g \in \mathcal{G}} \min_{i \in g} (a^i)_i \).

Proof. (1) First of all, we would like to find a \( \theta \geq 1 \) such that
\[ \hat{S}_1(\theta) \subseteq S_1 \subseteq \hat{S}_1 \]
where
\[ \hat{S}_1(\theta) = \left\{ x \in S : (a^i)^\top x \geq \theta \bar{\beta}_q^{a^i} (S), \forall i \in \mathcal{N} \right\}. \quad (3.16) \]
We make the following claim.

\textbf{Claim:} \( \theta = \frac{\pi}{4} \) Satisfies (3.16), where \( \bar{a} = \min_{i \in \mathcal{N}} \max_j \frac{a}{j} \beta_i^a (S) \) and \( a = \min_{g \in \mathcal{G}} \min_{i \in g} (a_g)_i \).

\[ \Box \]

\textbf{Proof.} First, we observe that \( a_g \geq ae \) for all \( g \in \mathcal{G} \), where \( e \) is an all-one vector. Thus, \( T := \{ x \in S : ae^\top x \geq 1 \} \subseteq S^1 \).

We all need to show is \( \hat{S}^1 (\theta) \subseteq T \). From the definition of \( \bar{a} \), there exists an \( i_0 \in \mathcal{N} \) such that \( \bar{a} = \max_j \frac{a}{j} \beta_i^a (S) \). Hence,

\[ \hat{S}^1 (\theta) \subseteq \left\{ x \in S : (a^i_0)^\top x \geq \theta \beta_i^a (S) \right\} \subseteq \left\{ x \in S : \bar{a}e^\top x \geq \theta \right\} = T, \]

where the first inclusion is due to \( i_0 \in \mathcal{N} \), the second inclusion comes from the definition of \( \bar{a} \), and the third inequality is because of \( \theta = \frac{\pi}{4} \). \( \Box \)

(2) To prove our main result, we first note that

\[ d_H (S^1, \hat{S}^1) \leq d_H (\hat{S}^1 (\theta), \hat{S}^1), \]

because of \( \hat{S}^1 (\theta) \subseteq S^1 \). Next, we show that

\[ d_H (\hat{S}^1 (\theta), \hat{S}^1) \leq (\theta - 1) \max_{i \in \mathcal{N}} \frac{\beta_i^a}{\|a^i\|_2}. \]

This is because for any \( x \in \hat{S}^1 \setminus \hat{S}^1 (\theta) \), there exists \( i_1 \in \mathcal{N} \) such that \( \beta_i^a \leq (a^i_1)^\top x \leq \theta \beta_i^a \) (otherwise \( d(x, \hat{S}^1 (\theta)) = 0 \)), hence \( d(x, \hat{S}^1 (\theta)) \leq (\theta - 1) \frac{\beta_i^a}{\|a^i_1\|_2} \), which implies that

\[ d_H (\hat{S}^1 (\theta), \hat{S}^1) = \max_{x \in S^1 \setminus \hat{S}^1 (\theta)} d(x, \hat{S}^1 (\theta)) \leq (\theta - 1) \max_{i \in \mathcal{N}} \frac{\beta_i^a}{\|a^i\|_2}. \]

\[ \Box \]

Suppose that for each \( i \in \mathcal{N} \), \( a^i \) is lower and upper bounded by \( Me, Me \), respectively, i.e. \( Me \geq a^i \geq Me \). Then we have \( \beta_i^a (S) \geq \frac{M}{M} \) and \( M \sqrt{n} \leq \|a^i\|_2 \) for each \( i \in \mathcal{N} \).
It then follows that $\bar{a} \leq \bar{M}$ and $a \geq M/M^2$. Therefore, by Proposition 19, the distance between first quantile closure $S^1$ and its approximation $\hat{S}^1$ is upper bounded as $d_H(S^1, \hat{S}^1) \leq \left(\frac{M^2}{M^2} - 1\right) \frac{M^2}{M^2\sqrt{n}}$. Thus, in this setting, the approximation error vanishes asymptotically with problem dimension, i.e. $\lim_{n \to \infty} d_H(S^1, \hat{S}^1) = 0$.

We close this section by showing the approximation error for Example 3. For the given data we have $\bar{a} = 1, a = 0.5$, $(\bar{a} - 1) \max_{i \in \mathcal{N}} \frac{\beta^i_q}{\|a\|_2} = \frac{\sqrt{2}}{4}$. The sets $\hat{S}^1, S^1, \hat{S}^1(\bar{a})$ are shown in Figure 4.

![Figure 4: Illustration of the approximation error in Example 3](image)

### 3.6 Generalized quantile closure

In this section, we generalize the quantile closure by grouping every $\kappa \in \mathbb{Z}_{++}$ scenarios together, where $\kappa$ is no larger than cardinality of the smallest feasible set in $\mathcal{Z}$ (i.e., $\kappa \leq \min_{C \in \mathcal{Z}} |C|$). Since we now simultaneously consider multiple scenarios while computing the quantile bound, this generalization can generate stronger quantile cuts. Note that for a given $\kappa$, there are $\binom{N}{\kappa}$ different groups, denoted as $\binom{N}{\kappa} := \{(\omega_i)_{i \in \binom{N}{\kappa}}\}$, where $(\omega_i)_{\kappa}$ represents the $i$th group. We define the $\kappa$-quantile bound and cut as below.
Definition 5. Given $\alpha \in \mathbb{R}^n$ let $\{\beta_{\infty}^\alpha(S)\}_{i \in [(N)\kappa]}$ be the optimal values of

$$\beta_{\infty}^\alpha(S) = \min \left\{ \alpha^\top x : x \in S, x \in \mathcal{X}_j, j \in (\omega_i)_\kappa \right\} \quad \forall i \in [(N)\kappa].$$

(3.17)

The $\kappa$- quantile $\beta_{q\kappa}^\alpha(S)$ is given by

$$\beta_{q\kappa}^\alpha(S) : = \min_{C \in \mathcal{Z}} \max_{i \in [(N)\kappa] : (\omega_i)_\kappa \subseteq C} \beta_{\infty}^\alpha(S)$$

(3.18)

and the associated “$\kappa$- quantile cut” is

$$\alpha^\top x \geq \beta_{q\kappa}^\alpha(S).$$

(3.19)

Note that $\beta_{q\kappa}^\alpha(S)$ is a valid lower bound of $\min_{x \in \mathcal{X}} \{\alpha^\top x\}$, since in (3.17), we simply choose the smallest bound among all the possible feasible subsets. In addition, when $p_i = \frac{1}{N}$ for all $i \in \mathcal{N}$, $\beta_{q\kappa}^\alpha(S)$ is the $((N)\kappa - (N-\kappa) + 1)$st largest value among $\{\beta_{\infty}^\alpha(S)\}_{i \in [(N)\kappa]}$ with $k = \lfloor \epsilon N \rfloor$.

Next, we generalize Definition 2 to define $\kappa$-quantile closure.

Definition 6. The $r$th round $\kappa$- quantile closure $S^r_\kappa$ is defined as

$$S^r_\kappa := \bigcap_{\alpha \in \mathbb{R}^n} \left\{ x \in \mathbb{R}^n : \alpha^\top x \geq \beta_{q\kappa}^\alpha(S^{r-1}) \right\}, \quad r \geq 1.$$

We remark that when $\kappa = 1$, we recover Definition 1. The following results establish the validity of $\kappa$- quantile cut.

Proposition 20. For any $\alpha$, $\alpha^\top x \geq \beta_{q\kappa}^\alpha(S)$ is valid for $\text{conv}(X)$.

Proof. Given $x \in \mathcal{X}$, then there exists a feasible set $\widehat{C} \in \mathcal{Z}$ such that $x$ is contained in $S \bigcap_{i \in \widehat{C}} \mathcal{X}_i$. We claim that there must exist a $\widehat{i} \in [(N)\kappa]$, such that $(\omega_{\widehat{i}})_\kappa \subseteq \widehat{C}$ and $\beta_{\infty}^\alpha(S) \geq \beta_{q\kappa}^\alpha(S)$; otherwise,

$$\max_{i \in [(N)\kappa] : (\omega_i)_\kappa \subseteq \widehat{C}} \beta_{\infty}^\alpha(S) < \beta_{q\kappa}^\alpha(S),$$

which implies existence of a strictly smaller $\kappa$- quantile bound, contradiction. Hence, we have

$$\alpha^\top x \geq \max_{i \in [(N)\kappa] : (\omega_i)_\kappa \subseteq \widehat{C}} \beta_{\infty}^\alpha(S) \geq \beta_{\infty}^\alpha(S) \geq \beta_{q\kappa}^\alpha(S).$$
Clearly, \( \{S^r_\kappa\} \) is a nonincreasing set sequence with respect to \( r \) for any fixed \( \kappa \). Next, we show that \( \{S^r_\kappa\} \) is a nonincreasing set sequence with respect to \( \kappa \) for any fixed \( r \). First we observe that for any given \( \alpha \), \( \{\beta^\alpha_q(S)\}_\kappa \) is a nondecreasing sequence.

**Lemma 5.** For any given \( \alpha \), \( \beta^\alpha_q(\omega) \leq \beta^\alpha_q(S) \) with \( 2 \leq \kappa \leq \min_{C \in Z} |C| \).

**Proof.** Let \( C_\kappa \) be one of the feasible sets that achieve \( \kappa \)-quantile defined in (3.18). Define

\[
(\omega_i)_{\kappa-1} := \arg \max_{i \in \lbrack N_{\kappa-1} \rbrack} \beta^\alpha_{i|\kappa-1}(S).
\]

Since \( \kappa \leq \min_{C \in Z} |C| \leq |C_\kappa| \), there exists at least one \( (\omega_i)_{\kappa-1} \subseteq C_\kappa \) with cardinality \( \kappa \), which contains set \( (\omega_i)_{\kappa-1} \). Thus,

\[
\beta^\alpha_q(S) = \max_{i \in \lbrack N_{\kappa-1} \rbrack} \beta^\alpha_{i|\kappa-1}(S) \geq \min_{C \in Z} \max_{i \in \lbrack N_{\kappa-1} \rbrack} \beta^\alpha_{i|\kappa-1}(S) := \beta^\alpha_q(\omega) = \beta^\alpha_q(\omega).
\]

where the first equality is the definition of \( C_\kappa \), the first inequality comes from \( (\omega_i)_{\kappa-1} \subseteq C_\kappa \) with cardinality \( \kappa \), the second inequality is due to \( (\omega_i)_{\kappa-1} \subseteq (\omega_i)_{\kappa-1} \), the third inequality is due to \( C_\kappa \subseteq Z \), while the last equality is the definition of \( \kappa-1 \)-quantile \( \beta^\alpha_q(\omega) \).

**Proposition 21.** For any fixed \( r \in Z_{++} \), the set sequence \( \{S^r_\kappa\} \) is nonincreasing.

**Proof.** It is sufficient to show that \( S^r_\kappa \subseteq S^r_{\kappa-1} \) for any \( 2 \leq \kappa \leq \min_{C \in Z} |C| \). We prove it by induction on \( r \). When \( r = 1 \), by Lemma 5, the quantile cut \( \alpha^\top x \geq \beta^\alpha_q(\omega) \) is dominated by \( \beta^\alpha_q(S) \) for any given \( \alpha \). Thus, \( S^1_\kappa \subseteq S^1_{\kappa-1} \). Suppose that for any \( \gamma \leq r \), we have \( S^\gamma_\kappa \subseteq S^\gamma_{\kappa-1} \). Now let \( \gamma = r + 1 \). Note that

\[
\beta^\alpha_q(\omega) \geq \beta^\alpha_q(S^\gamma_\kappa)
\]

due to the hypothesis. Replacing \( S \) by \( S^\gamma_\kappa \) in Lemma 5, we have

\[
\beta^\alpha_q(S) \geq \beta^\alpha_q(\omega) \geq \beta^\alpha_q(S^\gamma_\kappa).
\]

Hence, the quantile cut \( \alpha^\top x \geq \beta^\alpha_q(S^\gamma_\kappa) \) is dominated by \( \alpha^\top x \geq \beta^\alpha_q(S^r_\kappa) \) for any given \( \alpha \). This implies that \( S^{r+1}_\kappa \subseteq S^{r+1}_{\kappa-1} \).

\[\square\]

\[\square\]
The next definition is a generalization of Definition 3.

**Definition 7.** A set \( g_\kappa \subseteq \binom{N}{\kappa} \) is a “\( \kappa \)-partial covering subset” if it “intersects” with all of feasible scenario subsets in \( Z \), i.e., for any \( \hat{C} \in Z \), there exists a \( \omega \in g_\kappa \) we have \( \omega \subseteq \hat{C} \).

Also, a set \( g_\kappa \) is a “minimal” \( \kappa \)-partial covering subset if there does not exist another \( \kappa \)-partial covering subset \( g'_\kappa \subseteq N \) such that \( g'_\kappa \nsubseteq g_\kappa \). We let \( G_\kappa \) denote the collection of all of the minimal partial covering subsets.

**Example 4.** Suppose \( N = \{1, 2, 3, 4\} \) with \( p_i = \frac{1}{4} \) for all \( i \in N \) and \( \epsilon = 0.25 \) \( (k := \lfloor \epsilon N \rfloor = 1) \). In this case, \( Z = \{\{1, 2, 3\}, \{1, 2, 4\}, \{1, 3, 4\}, \{2, 3, 4\}\} \). Let \( \kappa = 2 \) and \( g_2 = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\} \) be a \( 2 \)-partial covering subset since for each feasible scenario subset \( C \in Z \), there exists an element \( \omega \in g_\kappa \), which is also contained in \( C \). Note that \( g_2 \) is also minimal since there is no other partial covering subset which has smaller size and is a subset of \( g_2 \).

Similar to Theorems 9 and 10, the following two theorems demonstrate the characterization of \( r \)th \( \kappa \)-quantile closure using \( G_\kappa \) defined above, and the convergence of \( \kappa \) quantile closure sequence. The proofs are nearly identical to those for Theorems 9 and 10 and are omitted here.

**Theorem 13.** For any \( r \in \mathbb{Z}_{++} \) and \( 2 \leq \kappa \leq \min_{C \in Z} |C| \)

\[
S^r_\kappa = \bigcap_{g_\kappa \in G_\kappa} \text{conv} \left[ \bigcup_{\omega \in g_\kappa} \left( S^{r-1}_{\kappa} \cap \bigcap_{i \in \omega} X_i \right) \right],
\]

where \( S^0_\kappa = S \).

**Theorem 14.** For each \( 2 \leq \kappa \leq \min_{C \in Z} |C| \), the set sequence \( \{S^r_\kappa\} \) converges to \( \text{conv} (X) \) with respect to the Hausdorff distance; i.e., \( S_\kappa = \lim_{r \to \infty} S^r_\kappa = \text{conv} (X) \).

We close this section by remarking about the exactness of \( \kappa \)-quantile bound. Suppose each scenario occurs with equal probability, i.e. \( p_i = \frac{1}{N} \) for each \( i \in N \), and let \( k = \lfloor \epsilon N \rfloor \) where \( \epsilon = \frac{r}{N} \) for a constant \( r \) that is independent of \( N \). Let \( \kappa = N - k \), and the quantile bound \( \beta_{q(N-k)}(S) \) is the optimal value to (3.1), since \( (N)_\kappa \) equals to the collection of all the feasible subsets and in this case, the quantile bound is equal to the minimum value.
among all the feasible subsets. Since \( k = O(1) \), to compute the quantile bound \( \beta^c_{q(N-k)}(S) \), we only need to solve a polynomial number \((\binom{N}{N-k} = O(N^k))\) of optimization problems (3.17) with \( \alpha = c \). Note that this fact does not hold for general \( k \), for example, if \( \epsilon = \frac{1}{2} \) (i.e., \( k = \frac{1}{2} N \)), clearly, to evaluate the quantile bound \( \beta^c_{q(N-k)}(S) \), one has to solve \( \Omega(2^N/\sqrt{N}) \) number of optimization problems.

### 3.7 Separation over the first quantile closure

#### 3.7.1 Complexity

We first show that separating over the first quantile closure even in the absence of integrality restrictions is NP-hard. Our proof is based on the constructions in [68] and [82].

**Theorem 15.** The separation over \( S^1 \) is, in general, NP-hard.

**Proof.** We consider a covering CCP where \( \mathcal{X}^i = \{ x \in S : (a^i)^\top x \geq 1 \} \) and \( p_i = 1/N \) for all \( i \in [N] \), and \( S = [0, M]^n \) with \( M \geq \max_{i \in \mathcal{N}, j \in [n]} a^i_j \neq 0 \). From [82] it can be shown that

\[
S^1 = \bigcap_{g \in \mathcal{G}} \left\{ x \in S : a_g^\top x \geq 1 \right\},
\]

(3.20)

where \( (a_g)_j = \max_{i \in g} a^i_j, \forall j \in [n], \mathcal{G} = \{ g \subseteq [N] : |g| = k + 1 \} \) and \( k = \lfloor \epsilon N \rfloor \) (see Definition 3).

For a given solution \( \hat{x} \in S \), to separate it from \( S^1 \) is equivalent to solving the following problem

\[
\delta^* = \min_{g \in \mathcal{G}} \max_{i \in g} \sum_{j \in [n]} a^i_j \hat{x}_j - 1,
\]

(3.21)
i.e., find a violated constraint of the form \( a_g^\top x \geq 1 \) in the description (3.20). If \( \delta^* < 0 \), then \( \hat{x} \notin S^1 \); otherwise, \( \hat{x} \in S^1 \). Consider the decision version of this separation problem:

**(SepCCP)** Given nonnegative integers \( \{a^i_j\}_{i \in \mathcal{N}, j \in [n]} \) and a rational vector \( \hat{x} \in S \), does there exist a \( g \subseteq \mathcal{N} \) with \( |g| = k + 1 (k < N) \) such that \( \sum_{j \in [n]} \max_{i \in g} a^i_j \hat{x}_j < 1 \)?

Following [68] we can show that SepCCP is NP-complete via reduction from the NP-complete problem CLIQUE which asks
Given a graph with nodes \( V \) and edges \( E \), does it contain a clique of size \( C \)?

Given an instance of CLIQUE we can construct an instance of SepCCP as \( n = V, N = E, \hat{x}_j = \frac{1}{C+1} \) for all \( j \in [n], k + 1 = \frac{1}{2}C(C - 1) \) and \( a^i_j = 1 \) if edge \( i \) contains nodes \( j \) and \( a^i_j = 0 \) otherwise. It is easy to verify that if CLIQUE has an answer Yes, then there exists a subgraph with edges \( g \subseteq N \) and \( |g| = \frac{1}{2}C(C - 1) \) such that

\[
\sum_{j \in [n]} \max_{i \in g} a^i_j \hat{x}_j = \frac{C}{C + 1} < 1.
\]

Hence, SepCCP has an answer Yes. Conversely, if SepCCP has an answer Yes, this implies that

\[
\sum_{j \in [n]} \max_{i \in g} a^i_j \hat{x}_j < C + 1;
\]

i.e., there exists a subgraph with edges \( g \subseteq N \) and \( |g| = \frac{1}{2}C(C - 1) \), which contains at most \( C \) nodes. Clearly, thus CLIQUE has an answer Yes. \( \square \)

Different from \( S^1 \), separation over the first approximated quantile closure \( \hat{S}^1 \) is easy since for a given solution \( \hat{x} \), we can verify whether \( \hat{x} \in \hat{S}^1 \) or not by simply comparing \( \alpha^\top \hat{x} \) with \( \bar{\beta}^\alpha_q(S) \) for all \( \alpha \in \{D_t\}_{t \in [m_0]} \cup \{A^i_t\}_{t \in [m_0], i \in N} \). If there exists a \( \hat{\alpha} \in \{D_t\}_{t \in [m_0]} \cup \{A^i_t\}_{t \in [m_0], i \in N} \) such that \( \hat{\alpha}^\top \hat{x} < \bar{\beta}^\alpha_q(S) \), then \( \hat{x} \notin \hat{S}^1 \) with a separating hyperplane \( \hat{\alpha}^\top x \geq \bar{\beta}^\alpha_q(S) \); otherwise, \( \hat{x} \in \hat{S}^1 \).

### 3.7.2 A heuristic separation algorithm

In this section, we introduce a heuristic separation algorithm over the first quantile closure \( S^1 \) inspired by Theorem 9. First of all, we relax the integrality of \( x \) variables, i.e., assume that \( S \cap X^i := \{x \in \mathbb{R}^n : \bar{G}_i(x) \leq 0\} \). Then we define a continuous relaxation set as

\[
X^{con} := \{x \in \mathbb{R}^n : \bar{G}_i(x) \leq \bar{M}_i(1 - z_i), \sum_{i \in [N]} p_i z_i \geq 1 - \epsilon, z \in [0, 1]^N\}
\]

with appropriate \( \{\bar{M}_i\} \), such that \( \text{conv}(X) \subseteq X^{con} \).

Given an optimal solution \( \hat{x} \) which optimizes \( c^\top x \) over set \( X^{con} \), it is unlikely to be feasible to \( X \). The proposed heuristic algorithm is to find a minimal partial cover over the subset of scenarios that does not contain \( \hat{x} \). To select such a partial cover, we prioritize the
scenarios by norm of the constraint violations, i.e. we sort \( \| \tilde{\mathcal{G}}_i(\hat{x}) \|_\infty \) \( i \in \mathcal{N} \) in a descending order such that \( \| \tilde{\mathcal{G}}_{\sigma(1)}(\hat{x}) \|_\infty \geq \ldots \geq \| \tilde{\mathcal{G}}_{\sigma(N)}(\hat{x}) \|_\infty \) where \( \sigma \) is a permutation of \( \mathcal{N} \), then select the scenarios according to this order until total probability mass is strictly greater than \( \epsilon \). Let \( \nu := \min\{j \in \mathcal{N} : \sum_{i=1}^{j} p_{\sigma(i)} > \epsilon \} \) and \( g := \{ \sigma(i) \}_{i \in [\nu]} \). By Theorem 9, if \( \hat{x} \) can be separated from \( \text{conv} \left( \bigcup_{i \in g} (S \cap \mathcal{X}^i) \right) \), then it can be also separated from \( S^1 \). To separate \( \hat{x} \), we consider the following optimization problem that minimizes 2-norm distance between set \( \text{conv} \left( \bigcup_{i \in g} (S \cap \mathcal{X}^i) \right) \) and point \( \hat{x} \):

\[
\delta^* = \min_{x, \lambda} \| \hat{x} - x \|_2^2 \\
\text{s.t. } \lambda_i \tilde{G}_i(x^i/\lambda_i) \leq 0, \ i \in g, \quad (3.22b) \\
\sum_{i \in g} x^i = x, \quad (3.22c) \\
\sum_{i \in g} \lambda_i = 1, \quad (3.22d) \\
\lambda_i \geq 0, \forall i \in g. \quad (3.22e)
\]

where \( \lambda_i \tilde{G}_i(x^i/\lambda_i) \) is the perspective function associated with \( \tilde{G} \) and is jointly convex in \( (\lambda_i, x^i) \). The system (3.22b) - (3.22e) provides an equivalent reformulation of \( \text{conv} \left( \bigcup_{i \in g} (S \cap \mathcal{X}^i) \right) \) (see [27] for details). Note that for each \( i \in \mathcal{N} \), if \( G_i(x) \) is second order cone representable, then (3.22b) is second order cone. The separation problem (3.22) is a convex optimization problem, which is relatively easy to solve. Given an optimal solution \( (x^*, \lambda^*) \) of (3.22) with optimal objective value \( \delta^* \), we check if \( \delta^* > 0 \), then \( \hat{x} \notin S^1 \) with a separating hyperplane \( (\hat{x} - x^*)^\top (x - x^*) \leq 0 \), which is valid for all \( x \in S^1 \). Thus, we can add this valid inequality to \( X^\text{con} \) and repeat the above steps until we cannot separate any more. The detailed procedure is described in Algorithm 3. The output (i.e., set \( E \)) can be directly added to (3.4).

We remark that Algorithm 3 can be applied to the generalized quantile closure. However, it might be expensive to enumerate all the \( \kappa \)– groups in \( \left( \begin{array}{c} N \\ \kappa \end{array} \right) \) when \( \kappa \geq 2 \). Suppose that \( \kappa \) is a divisor of \( N \), then we can consider the partition \( G_{\kappa} \) of set \( [N] \) by evenly dividing set \( [N] \) into \( \frac{N}{\kappa} \) groups, i.e., \( G_{\kappa} = \{ g_j \}_{j \in \left[ \frac{N}{\kappa} \right]} \) with \( g_j = \{(j-1)\kappa+1, \ldots, j\kappa\} \). Next, we let \( \tilde{p}_j = \min_{i \in g_j} p_i \) for each \( j \in \left[ \frac{N}{\kappa} \right] \). Then by Proposition 1 in [4], we have that the following
Algorithm 3 A heuristic separation algorithm.

1: Let $E = \emptyset$, $\delta^* = \infty$ and $\hat{\delta} > 0$ be a tolerance parameter.
2: while true do
3:   Let $\hat{x} \in \arg \min_{x \in \mathcal{X} \cap E} c^T x$ be an optimal solution.
4:   Sort $\{\|\hat{G}_i(\hat{x})\|_\infty\}_{i \in \mathcal{N}}$ in a descending order such that $\|\hat{G}_{\sigma(1)}(\hat{x})\|_\infty \geq \cdots \geq \|\hat{G}_{\sigma(N)}(\hat{x})\|_\infty$
5:   Let $\nu := \min\{j \in \mathcal{N} : \sum_{i=1}^j \hat{p}_{\sigma(i)} > \epsilon\}$ and $g := \{\sigma(i)\}_{i \in [\nu]}$
6:   if $\nu$ does not exist then
7:     return Set $E$.
8:   else
9:     Solve (3.22) with an optimal solution $(x^*, \lambda^*)$ and optimal objective value $\delta^*$
10:    if $\delta^* > \hat{\delta}$ then
11:       Add $(\hat{x} - x^*)^T (x - x^*) \leq 0$ to set $E$
12:    else
13:       return Set $E$.
14:   end if
15: end if
16: end while

CCP yields a relaxation of (3.4)

$$\min_{x, \tilde{z} \in \{0, 1\}^{N/\kappa}} \left\{ c^T x : x \in S, \ G_i(x) \leq M_i(1 - \tilde{z}_j), \forall i \in g_j, \forall j \in [N/\kappa], \ \sum_{j \in [N/\kappa]} \hat{p}_j \tilde{z}_j \geq 1 - \hat{\epsilon} \right\},$$

(3.23)

where $\hat{\epsilon} := 1 + \epsilon - \sum_{j \in [N/\kappa]} \hat{p}_j$. Now we can apply Algorithm 3 to the relaxed CCP (3.23).

3.8 Numerical illustration

In this section, we present a numerical study to illustrate Algorithm 3 and the strength of quantile cuts. We consider the following norm optimization problem, which has also been studied in [48, 103],

$$\min_{x, \tilde{z}} \left\{ c^T x : x \in [0, 100]^n, \ \sum_{i \in [N/\kappa]} p_i \left[ \sum_{j=1}^n \xi_i^j x_j^2 \leq 100 \right] \geq 1 - \epsilon \right\},$$

(3.24)

where the support $\{\xi_i^j\}_{i=1}^n$ of $\xi$ are non-negative. We consider the cases when $n \in \{10, 20, 30\}$, $N \in \{60, 80, 100\}$, $\epsilon \in \{0.05, 0.10, 0.15\}$, and each scenario occurs with equal probability, i.e. $p_i = \frac{1}{N}$. The cost vector $c$ and unknown data $\{\xi_i^j\}_{i \in \mathcal{N}}$ are randomly generated, where each component of the cost vector $c$ is integral and randomly distributed between $-10$ and $-1$ with equal probability, and $\xi_i^j$ is also integral and uniformly distributed.
between 1 and 99. Under this setting, the MINLP reformulation (3.4) is

\[
\min_{x,z} \left\{ c^\top x : x \in [0,100]^n, \sum_{j=1}^n \xi_j^i x_j^2 \leq 100 + (M_i - 100)(1 - z_i), \forall i \in \mathcal{N}, \ z \in Z \right\},
\]

(3.25)

where \( M_i = 100 \sum_{j=1}^n \xi_j^i \) suffices for each \( i \in \mathcal{N} \). In this case, the separation problem (3.22) is equivalent to a second order cone program

\[
\delta^* = \min_{x,\lambda} \| \hat{x} - x \|_2^2
\]

(3.26a)

\[
\text{s.t. } \sum_{j=1}^n \xi_j^i (x_j^i)^2 \leq 100 \lambda_i^2, \ i \in \mathcal{g},
\]

(3.26b)

\[
\sum_{i \in \mathcal{g}} x_i^i = x,
\]

(3.26c)

\[
\sum_{i \in \mathcal{g}} \lambda_i = 1,
\]

(3.26d)

\[
\lambda_i \geq 0, \forall i \in \mathcal{g}.
\]

(3.26e)

We compare three solution approaches. The first one is to run Algorithm 3 and add all separated quantile cuts to (3.25), the second is to run Algorithm 3 to separate generalized quantile cuts for \( \kappa = 2 \) for the relaxation (3.23), and finally to use the commercial solver CPLEX to solve the formulation without any quantile cuts. The overall time limit is set to be 4 hours. The results are listed in Table 7, where the optimality gap is computed as

\[
\frac{|\text{best upper bound}|}{|\text{best lower bound}|} - 1.
\]

We use \( t_{\text{sep}}, t_C, t_{\text{total}} \) to denote the running time of Algorithm 3, the running time of solver CPLEX and overall running time, respectively, and use \( g_r \) and \( g_e(\%) \) to denote the optimality gap at root node and the best optimality gap when the solution procedure is completed. All instances were executed on a laptop with a 2.67 GHz processor and 4GB RAM, while CPLEX 12.5.1 was used with its default setting.

In Table 7, we observe that the quantile cuts separated using Algorithm 3 can reduce the root gap from more than 450% to within 45%, while the 2-quantile cuts further reduce the root gap to within 25%. CPLEX with quantile cuts can solve 22 out of 27 instances within time limit, and with 2-quantile cuts can solve 23 out of 27, while CPLEX without
the cuts can only solve 17 out of 27. For the unsolved instances, the average remaining gaps (8.8%, 6.8%) for the first two methods are also much smaller than for the third (14.2%). Comparing the first and second methods with the third one, we see that the quantile cuts help reduce nearly more than half of the solution time for those instances that can be solved within time limit. Comparing the total running time for first two methods with that of the third one, there are still 22 out of 27 and 14 out of 27 instances which take a shorter time or smaller ending gap for the first method. These results demonstrate the effectiveness of quantile cuts and $2-$quantile cuts separated using Algorithm 3 for solving a convex chance constrained problem. We also note that the separation time of first method with quantile cuts is usually shorter than the second one with 2-quantile cuts. However, the second method has a much smaller root gap, therefore, it can solve more instances or have smaller ending gaps. Hence, we recommend to use $\kappa$-quantile cuts over regular quantile cuts to solve the large-scale instances.

Table 7: Performance of CPLEX with and without quantile cuts

| N | $\epsilon$ | $\eta$ | With quantile cuts | $t_{sep}$ | $t_C$ | $t_{total}$ | $g_r$ (%) | $g_e$ (%) | Without quantile cuts | $t_{sep}$ | $t_C$ | $t_{total}$ | $g_r$ (%) | $g_e$ (%) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 60 | 0.05 | 10 | 41.8 | 0.05 | 27.2 | 7.5 | 4.8 | 10.2 | 6.4 | 10.8 | 0.05 | 8.3 | 10.8 |
| 60 | 0.05 | 20 | 252.1 | 0.05 | 22.3 | 10.2 | 14.5 | 23.7 | 9.3 | 44.0 | 0.05 | 11.1 | 44.0 |
| 60 | 0.05 | 30 | 1620.4 | 0.05 | 153.5 | 681.7 | 0.0 | 0.0 | 0.0 | 109.1 | 1812.0 | 0.0 | 0.0 |
| 60 | 0.1 | 10 | 8.4 | 0.1 | 20.2 | 15.8 | 8.9 | 63.5 | 5.5 | 41.2 | 0.1 | 9.3 | 41.2 |
| 60 | 0.1 | 20 | 158.7 | 0.1 | 948.9 | 44.0 | 202.7 | 13.0 | 0.0 | 385.6 | 1773.6 | 0.0 | 153.5 |
| 60 | 0.1 | 30 | 1620.4 | 0.1 | 1544.4 | 890.9 | 0.0 | 0.0 | 0.0 | 385.6 | 1773.6 | 0.0 | 153.5 |
| 60 | 0.15 | 10 | 14.8 | 0.15 | 41.5 | 308.3 | 43.4 | 179.4 | 12.3 | 293.6 | 0.15 | 41.5 | 293.6 |
| 60 | 0.15 | 20 | 14.8 | 0.15 | 14400.0 | 308.3 | 43.4 | 179.4 | 12.3 | 293.6 | 0.15 | 41.5 | 293.6 |
| 60 | 0.15 | 30 | 1749.7 | 0.15 | 13600.0 | 12650.8 | 47.2 | 7.2 | 0.0 | 9999.9 | 12650.8 | 47.2 | 7.2 |
| 80 | 0.05 | 10 | 25.9 | 0.05 | 6.4 | 11.4 | 4.8 | 102.7 | 6.4 | 10.8 | 0.05 | 11.1 | 10.8 |
| 80 | 0.05 | 20 | 252.1 | 0.05 | 22.3 | 10.2 | 14.5 | 23.7 | 9.3 | 44.0 | 0.05 | 11.1 | 44.0 |
| 80 | 0.05 | 30 | 1620.4 | 0.05 | 1544.4 | 890.9 | 0.0 | 0.0 | 0.0 | 385.6 | 1773.6 | 0.0 | 153.5 |
| 80 | 0.1 | 10 | 15.4 | 0.1 | 20.2 | 15.8 | 8.9 | 63.5 | 5.5 | 41.2 | 0.1 | 9.3 | 41.2 |
| 80 | 0.1 | 20 | 158.7 | 0.1 | 948.9 | 44.0 | 202.7 | 13.0 | 0.0 | 385.6 | 1773.6 | 0.0 | 153.5 |
| 80 | 0.1 | 30 | 1620.4 | 0.1 | 1544.4 | 890.9 | 0.0 | 0.0 | 0.0 | 385.6 | 1773.6 | 0.0 | 153.5 |
| 80 | 0.15 | 10 | 14.8 | 0.15 | 41.5 | 308.3 | 43.4 | 179.4 | 12.3 | 293.6 | 0.15 | 41.5 | 293.6 |
| 80 | 0.15 | 20 | 14.8 | 0.15 | 14400.0 | 308.3 | 43.4 | 179.4 | 12.3 | 293.6 | 0.15 | 41.5 | 293.6 |
| 80 | 0.15 | 30 | 1749.7 | 0.15 | 13600.0 | 12650.8 | 47.2 | 7.2 | 0.0 | 9999.9 | 12650.8 | 47.2 | 7.2 |
| 100 | 0.05 | 10 | 27.1 | 0.05 | 18.1 | 12.7 | 8.6 | 179.5 | 7.8 | 170.9 | 0.05 | 17.3 | 170.9 |
| 100 | 0.05 | 20 | 27.1 | 0.05 | 18.1 | 12.7 | 8.6 | 179.5 | 7.8 | 170.9 | 0.05 | 17.3 | 170.9 |
| 100 | 0.05 | 30 | 3140.9 | 0.05 | 1447.3 | 1669.6 | 17.3 | 12.9 | 1693.8 | 848.5 | 0.05 | 9710.6 | 1693.8 |
| 100 | 0.1 | 10 | 19.3 | 0.1 | 20.2 | 15.8 | 8.9 | 63.5 | 5.5 | 41.2 | 0.1 | 9.3 | 41.2 |
| 100 | 0.1 | 20 | 19.3 | 0.1 | 20.2 | 15.8 | 8.9 | 63.5 | 5.5 | 41.2 | 0.1 | 9.3 | 41.2 |
| 100 | 0.1 | 30 | 3140.9 | 0.1 | 1447.3 | 1669.6 | 17.3 | 12.9 | 1693.8 | 848.5 | 0.05 | 9710.6 | 1693.8 |
| 100 | 0.15 | 10 | 29.4 | 0.15 | 18.1 | 12.7 | 8.6 | 179.5 | 7.8 | 170.9 | 0.05 | 17.3 | 170.9 |
| 100 | 0.15 | 20 | 29.4 | 0.15 | 18.1 | 12.7 | 8.6 | 179.5 | 7.8 | 170.9 | 0.05 | 17.3 | 170.9 |
| 100 | 0.15 | 30 | 3140.9 | 0.15 | 1447.3 | 1669.6 | 17.3 | 12.9 | 1693.8 | 848.5 | 0.05 | 9710.6 | 1693.8 |
4.1 Introduction

4.1.1 Problem setting

A chance constrained stochastic program (CCSP) involves optimization over constraints (specified by stochastic data) which are required to be satisfied with a prescribed probability level. A CCSP can be formulated as

\[ v^*_\epsilon = \min_x \{ c^\top x : x \in S, \ P\{ x \notin X(\xi) \} \leq \epsilon \}. \]  

(4.1)

In the above formulation, \( \xi \) denotes a random data vector, and \( X(\xi) \) denotes a system of stochastic constraints whose data is specified by the random vector \( \xi \). The set \( S \subseteq \mathbb{R}^n \) is a system of deterministic constraints. The CCSP (4.1) seeks a solution \( x \in S \) that minimize the cost \( c^\top x \) and violates the stochastic constraints \( X(\xi) \) with probability at most \( \epsilon \) where \( \epsilon \in (0,1) \) is a prespecified risk level.

In this chapter, we consider a CCSP with uncertain covering constraints under finite support. In particular, we assume that

a. \( \xi \) is a random vector with a finite distribution supported on \( X_i = \{ \xi^1, \ldots, \xi^N \} \), where each \( \xi^i \) for \( i \in \mathcal{N} := \{1, \ldots, N\} \) corresponds to a scenario with a probability mass \( \frac{1}{N} \);

b. for each \( i \in [N] \), the stochastic constraint system is of the form \( X(\xi^i) = \{ x \in S : A(\xi^i)x \geq b(\xi^i) \} \) with \( A(\xi^i) \in \mathbb{R}^{m_i \times n} \), \( b(\xi^i) \in \mathbb{R}^{m_i} \);

c. the deterministic constraint system \( S \subseteq C \) is nonempty, where \( C \) is a closed convex cone and for each \( x \in S \) and positive scaler \( \eta \geq 1 \), \( \eta x \in S \);

d. the objective cost vector \( c \in C^* \), where \( C^* \) is the dual cone of \( C \); and

e. \( \epsilon N \) is an integer number.
Note that in Assumption a., equal probability mass is not necessary and a generalization will be shown in the subsequent sections. In Assumption b., nonegativity of matrices \( \{A(\xi^i)\}_{i \in [N]} \) and vectors \( \{b(\xi^i)\}_{i \in [N]} \) defines the linear covering inequalities. Assumptions c. and d. are to guarantee that any feasible solution to (4.1) scaled by a number no smaller than 1 is still feasible and \( v^*_\epsilon \) is bounded. Assumptions e. is without loss of generality since we can always replace \( \epsilon N \) by \( \lfloor \epsilon N \rfloor \). Under the above assumptions, problem (4.1) is feasible and bounded, and has a nonnegative optimal solution. For notational simplicity, we denote \( X_i = X(\xi^i) \), \( b_i = b(\xi^i) \) and \( A_i = A(\xi^i) \) for all \( i \in [N] \). Thus, the stochastic constraint system for scenario \( i \) is \( X_i = \{x \in S: A_i x \geq b_i z_i, \forall i \in [N], z \in Z_\epsilon \cap \mathbb{B}^N \} \).

4.1.2 Contributions

The covering CCSP problem described above has been shown to NP-hard [82]. In this chapter, we study approximation of CCSP with provable guarantees. In particular, we consider bicriteria approximations. Given a violation ratio \( \sigma \geq 1 \) and an optimality ratio \( \gamma \geq 1 \), a \((\sigma, \gamma)\)-bicriteria approximation algorithm for CCSP (4.1) returns a solution \( \hat{x} \in S \), such that \( P\{\xi: \hat{x} /\in X(\xi)\} \leq \sigma \epsilon \) and \( c^T \hat{x} \leq \gamma v^*_\epsilon \), i.e., the solution violates the uncertain constraints with probability at most \( \sigma \epsilon \) and has an objective value at most \( \gamma \) times the optimal value.

As a special case, when the violation ratio \( \sigma = 1 \), we have a single criterion approximation
algorithm with an approximation ratio $\gamma \geq 1$. Note that $\sigma, \gamma$ may be dependent on the risk parameter $\epsilon$ and underlying probability distribution $P$.

In this chapter we make the following contributions regarding approximation of chance constraint covering problems with finite scenarios.

1. We show that some well known approximation approaches for covering CCSP can have arbitrarily bad approximation ratios when no constraint violations are allowed.

2. We prove that, unless P=NP, it is impossible to obtain a polynomial time algorithm with a constant factor approximation if no violations are allowed, i.e. if $\sigma = 1$. This motivates the need for bicriteria approximations.

3. We analyze a simple scaling approach and show that, given a violation ratio of $\sigma > 1$, the approach provides a solution within a factor of $\gamma = \sigma/(\sigma - 1)$ of the optimal value.

4. We prove that the analysis above is tight.

5. The proposed scaling approach scales a solution to the LP relaxation of the MIP formulation (4.2). We show that a tighter LP relaxation may not lead to a better approximation guarantee.

4.1.3 Related Literature

A variety of approximation approaches have been developed for general CCSP as well as for special cases. The papers [23], [73] and related works develop convex restrictions of the CCSP feasible region, optimizing over which provides a feasible solution. In [4], the authors developed a specialized heuristic for covering CCSP based on a convex relaxation. As shown in Section 4.2, these approaches do not come with any provable approximation guarantees. To the best of our knowledge, all existing approximation algorithms with provable guarantees have been proposed for chance constrained combinatorial optimization problem. For example, [41] proposed constant factor approximation algorithms for certain classes of chance constrained combinatorial covering problems. Subsequently, [42] developed a fully polynomial time approximation scheme for a chance constrained knapsack problem where the item sizes are drawn from independent normal distributions. In [104], the authors
studied a two-stage chance constrained set covering problem with budget constraint and proposed a polynomial time approximation algorithm by rounding linear program relaxation solutions. In contrast to these works, we consider approximations of chance constrained covering problems with continuous variables.

The remaining of the chapter is organized as follows. Section 4.2 shows the inapproximability results and three popular approximation algorithms which yield worse approximation results. Section 4.3 provides approximation results and shows the numerical study and Section 4.4 extends the results to a CCSP with general probability mass.

### 4.2 Inapproximability

We first show that three existing approximation approaches can have arbitrarily bad approximation ratios for covering CCSPs, and then provide a formal single-criterion inapproximability result.

#### 4.2.1 CVaR approximation

A well known approximation of CCSP is to replace the nonconvex probabilistic constraint by a convex constraint defined by the conditional value at risk or CVaR (see [73] for details). For the covering CCSP considered in this chapter, the resulting formulation is

\[
v_{\epsilon}^{\text{CVaR}} = \min_x \left\{ c^T x : x \in S, \inf_{\beta} \left[ -\epsilon \beta + \mathbb{E} \left( -a(x, \xi) + \beta x \right) \right] \leq 0 \right\},
\]

(4.5)

where \((t)_+ = \max(t, 0)\) and \(a(x, \xi) = \min_{j \in [m]} [A_j(\xi)x - b_j(\xi)]\) with \(A_j\) being jth row of matrix \(A\). Problem 4.5 is a convex optimization problem (has an LP formulation) and provides a feasible solution to CCSP, thus \(v_{\epsilon}^{\text{CVaR}} \geq v_{\epsilon}^*\). In the following we show that the approximation quality from this approach can be arbitrarily bad.

**Proposition 22.** There exists instances of covering CCSP for which \(v_{\epsilon}^{\text{CVaR}} / v_{\epsilon}^* = \infty\).

**Proof.** Let \(S \in \mathbb{R}_+, \Xi = \{\xi^i\}_{i \in N}\), and \(\xi^i = 1, i \in [\epsilon N]\) and \(\xi^i = 0, i \in N \setminus [\epsilon N]\). Also let \(A(\xi) = 1, b(\xi) = \xi\) and the objective is to minimize \(x\). Thus, (4.5) is equivalent to

\[
v_{\epsilon}^{\text{CVaR}} = \min_{x \geq 0} \left\{ x : \inf_{\beta} \left[ -\epsilon \beta + \epsilon (1 - x + \beta) + (1 - \epsilon) (-x + \beta) \right] \leq 0 \right\},
\]
while (4.1) is equivalent to

\[ v^*_e = \min_{x,z} \left\{ x : x \geq z, i \in [\epsilon N], x \geq 0, z \in \mathbb{N} \right\}, \]

By simple calculation, we observe that \( v^{\text{CVaR}}_e = 1 \) while \( v^*_e = 0 \). Thus, \( v^{\text{CVaR}}_e / v^*_e = \infty \).

### 4.2.2 Scenario approximation

The scenario approximation (SA) approach, proposed by [23], uses \( \tilde{N} \) i.i.d. samples \( \{\xi_i\}_{i \in \tilde{N}} \) from the distribution \( \mathbb{P} \) and considers an optimization problem where each sampled scenario is required to be satisfied. For the covering CCSP considered here, the approximation problem is

\[ v^{\text{SA}}_e = \min_x \left\{ c^\top x : x \in S, A^i x \geq b^i, \forall i \in [\tilde{N}] \right\}. \tag{4.6} \]

It is shown in [23], that when the sample size \( \tilde{N} \) satisfies

\[ \tilde{N} \geq \left\lceil \frac{2}{\epsilon} \log \left( \frac{1}{\delta} \right) + \frac{2n}{\epsilon} \log \left( \frac{2}{\epsilon} \right) + 2n \right\rceil, \]

then, with probability at least \( 1 - \delta \), the approximate problem (4.6) produces a feasible solution to CCSP, i.e. \( v^{\text{SA}}_e \geq v^*_e \).

However, next proposition shows that with high probability, \( v^{\text{SA}}_e / v^*_e = \infty \).

**Proposition 23.** There exists instances that \( v^{\text{SA}}_e / v^*_e = \infty \) with high probability.

**Proof.** Let us consider the same instance as Proposition 22. We would like to minimize \( x \).

Clearly, in this case, \( v^*_e = 0 \). Problem (4.6) is equivalent to

\[ v^{\text{SA}}_e = \min_x \left\{ x : x \geq b(\xi), \forall j \in [\tilde{N}] \right\}, \]

where the sample size of \( \{b(\xi_j)\}_{j \in \tilde{N}} \) is equal to

\[ \tilde{N} = \left\lceil \frac{2}{\epsilon} \log \left( \frac{1}{\delta} \right) + \frac{2n}{\epsilon} \log \left( \frac{2}{\epsilon} \right) + 2 \right\rceil. \]

Note that the probability that none of \( \{b(\xi_j)\}_{j \in \tilde{N}} \) is equal to 1 is bounded by

\[ (1 - \epsilon)^{\tilde{N}} \leq (1 - \epsilon)^{\frac{3}{2}\log(\frac{\epsilon}{\delta}) + \frac{3}{2}\log(\frac{2}{\epsilon}) + 2} \leq \delta^2 \epsilon^2, \]

where the second inequality is due to \( (1 - \epsilon)^{\frac{3}{2}} \leq e^{-1} \). Thus, in this example, with probability at least \( 1 - \delta^2 \epsilon^2 \), we can get \( v^{\text{SA}}_e = 1 \); i.e. \( v^{\text{SA}}_e / v^*_e = \infty \).
4.2.3 Heuristic algorithm in [4]

In [4], the authors proposed a heuristic algorithm for a covering CCSP with discrete distribution which was reported to solve most of the numerical instances near-optimally. Here we show that, in general, the heuristic solution could be at least $N$ times away from the true optimal value $v^*$.

The key idea of this heuristic algorithm is to minimize the sum of infeasibilities for each scenario when the objective value is bounded:

\[
\min_{x \in \mathbb{S}, s \in \mathbb{R}_+^N} \sum_{i \in \mathcal{N}} s_i \quad (4.7a)
\]

\[
\text{s.t. } A^i x \geq b^i (1 - s_i), \ i \in \mathcal{N}, \quad (4.7b)
\]

\[
c^\top x \leq y. \quad (4.7c)
\]

The detailed procedure is described in Algorithm 4. Let $v^{heur}$ denote the solution given by Algorithm 4.

**Proposition 24.** There exists instances that $v^{heur}/v^* \geq N$.

**Proof.** Let $S = \mathbb{R}_+^2$, $\xi^i = (1, 0), i \in [\epsilon N]$ and $\xi^i = (1, 1), i \in \mathcal{N} \setminus [\epsilon N]$. Also let $A(\xi) = \xi$, $b(\xi) = 1$ and the objective be to minimize $\frac{1}{1-\epsilon}x_1 + x_2$. Thus, (4.7) is equivalent to

\[
\min_{(x,s) \in \mathbb{R}_+^{N+2}} \sum_{i \in \mathcal{N}} s_i \quad \text{s.t. } \frac{1}{1-\epsilon}x_1 + x_2 \leq y,
\]

\[
x_1 \geq 1 - s_i, i \in [\epsilon N],
\]

\[
x_1 + x_2 \geq 1 - s_i, i \in \mathcal{N} \setminus [\epsilon N],
\]

while $v^* = 1$.

Without loss of generality, suppose in Algorithm 4, we start with any $U > \frac{1}{1-\epsilon}$ and $L = 0$. Then, for any $y \in [1, \frac{1}{1-\epsilon})$, we must have $s_i = 1 - (1 - \epsilon)y > 0$ for each $i \in \mathcal{N}$ and $x_1 = (1 - \epsilon)y, x_2 = 0$ in the optimal solution.

Thus, in this example, we can get $v^{heur} = \frac{1}{1-\epsilon}, v^* = 1$. Thus, in the worst case, when $\epsilon = \frac{N-1}{N}$, then $v^{heur}/v^* = N$. $\square$ $\square$
Algorithm 4 Heuristic of [4]

1: Let \( L > -\infty \) and \( U < \infty \) be known lower and upper bounds for (4.1), let \( \delta > 0 \) be the stopping tolerance parameter.
2: while \( U - L > \delta \) do
3: \( y \leftarrow (L + U)/2. \)
4: Let \((\bar{x}, \bar{s})\) be an optimal solution of (4.7) and set \( \hat{z}_i = \mathbb{I}(\bar{s}_i = 0) \) for all \( i \in N \).
5: if \( \sum_{i=1}^{N} \hat{z}_i \geq N - \epsilon N \) then
6: \( U \leftarrow y. \)
7: else
8: \( L \leftarrow y. \)
9: end if
10: end while
11: Output \( v_{\epsilon}^{\text{huer}} \leftarrow U. \)

4.2.4 Single-criterion inapproximability

Here we show that unless P=NP, it is impossible to obtain a polynomial time algorithm with single-criterion approximation factor. This motivates the need for bicriteria approximations.

Our reduction is similar to the one used in [41], where they showed that when \( \sigma = 1 \), \( \kappa \)-edge dense graph can be reduced to (4.1) with binary \( x \); however, they did not prove the inapproximability result. Here, we consider continuous covering problems as opposed to combinatorial ones, and prove the inapproximability results for both \( \sigma = 1 \) and \( \gamma = 1 \).

Theorem 16. Suppose we have a polynomial time algorithm that returns a \((\sigma, \gamma)\)-approximate solution to a covering CCSP with a discrete distribution with \( N \) realizations. Then

(i) if \( \gamma = 1 \), then we must have \( \sigma = 1/\epsilon - f(N)(1-\epsilon)/\epsilon \) for some function \( f \) such that \( f(N) \to 0 \) as \( N \to \infty \);

(ii) if \( \sigma = 1 \), then we must have \( \gamma = g(N) \) for some function \( g \) such that \( g(N) \to \infty \) as \( N \to \infty \).

Proof. (i) Consider the NP-complete problem \( \kappa \)-dense graph which asks

\( (\kappa \text{ nodes- dense graph}) \) Given a graph \( G(V,E) \) with nodes \( V \) with \( |V| = n \) and edges \( E \) with \( |E| = N \), does it contain a dense subgraph with \( \kappa \) nodes with number of edges at least \( N(1-\epsilon)? \)
This problem can be formulated as (4.2) to minimize the number of selected nodes, where \([n] = V, \mathcal{N} = E, x_j = 1, z_i = 1\) denote node \(j\) and edge \(i\) are chosen respectively, and \(j \in \text{adj}(i)\) if edge \(i\) contains nodes \(j\) and \(j \notin \text{adj}(i)\), 0 otherwise, i.e.,

\[
v^*_\epsilon = \min_{x, z} \sum_{j \in [n]} x_j \quad (4.8a)
\]

s.t. \(x_j \geq z_i, \forall i \in \mathcal{N}, \forall j \in \text{adj}(i), \quad (4.8b)\)

\[
\sum_{i \in \mathcal{N}} z_i \geq N - \epsilon N, \quad (4.8c)
\]

\[
z_i \in \{0, 1\}, \forall i \in \mathcal{N}. \quad (4.8d)
\]

Now suppose we get an approximate solution, i.e. a subgraph with number of nodes \(v^*_\epsilon = \kappa\) and number of edges \(N - \sigma \epsilon N\). By Theorem 1.2 in [6], there is no polynomial approximation algorithm for \(\kappa\) nodes- dense graph with constant factor, i.e.

\[
\frac{N - \sigma \epsilon N}{N - \epsilon N} = f(N),
\]

with some function \(f(\cdot)\) such that \(\lim_{N \to \infty} f(N) = 0\). Thus, \(\sigma = 1/\epsilon - f(N)(1-\epsilon)/\epsilon\).

(ii) Now consider another variant of \(\kappa\)- dense graph which asks

\((N(1 - \epsilon)\text{ edges- dense graph})\) Given a graph with nodes \(V\) with \(|V| = n\) and edges \(E\) with \(|E| = N\), does it contain a dense subgraph with number of edges at least \(N(1 - \epsilon)\) and number of nodes at most \(\kappa\)?

This problem can be also formulated as (4.8). Now suppose we get an approximate solution, i.e. a subgraph with number of nodes \(v^*_\epsilon \leq \gamma \kappa\) and number of edges at least \(N - \epsilon N\).

Now we prove the following claim.

Claim: If there exists a \(\gamma\) (\(\gamma\) is a positive integer constant) approximation algorithm of \(N(1 - \epsilon)\) edges- dense graph, then there exists an \(\frac{1}{2.5\gamma^2}\) approximation algorithm of \(\kappa\) nodes- dense graph.
Proof. Suppose \( G(V, E) \) has a subgraph \( G' \) with \( \kappa \) nodes and \( N(1 - \epsilon) \) edges. Then we claim that there exists a subgraph of \( G' \) with \( \kappa / \gamma \) nodes and at least \( N(1 - \epsilon) / (2.5 \gamma^2) \) edges. We prove this statement by construction and let \( \hat{G} \) be the largest subgraph of \( G' \) with \( \kappa / \gamma \) nodes and \( \nu \) edges. We only need to show that \( \nu \geq N(1 - \epsilon) / (2.5 \gamma^2) \).

First, we partition the graph into \( \gamma \) groups \( \{G_i\}_{i \in [\kappa]} \), where each group has \( \kappa / \gamma \) nodes. Next, we discuss the edges within each group and among groups.

Case 1 For each group, the number of edges is at most \( \nu \) by our assumption. Here, we have \( \lambda \) groups.

Case 2 For each pair of group \( G_i, G_j \) with \( i \neq j \), the number of edges (cuts) linking these two groups are no larger than \( 5 \nu \). Here, we have \( \binom{\kappa}{2} \) pairs

Hence, total number of the edges in the subgraph \( G'' \) is upper bounded by \((\gamma + 5(\frac{\gamma}{2}))\nu \leq 2.5 \gamma^2 \nu \). Thus, \( \nu \geq N(1 - \epsilon) / (2.5 \gamma^2) \).

Now by the hypothesis, we can find a subgraph \( \bar{G} \) with \( \kappa \) nodes and at least \( N(1 - \epsilon) / 2.5 \gamma^2 \) edges in polynomial time. Thus, there is a \( \frac{1}{2.5 \gamma^2} \) approximation algorithm of \( \kappa \) nodes- dense graph.

By Theorem 1.2 in [6], there is no polynomial approximation algorithm for \( \kappa \) nodes- dense graph with constant factor. Thus, there is no polynomial approximation algorithm \( N(1 - \epsilon) \) edges- dense graph, i.e., \( \gamma = g(N) \) with some function \( g(\cdot) \) such that \( \lim_{N \to \infty} g(N) = \infty \).

\[ \square \]

4.3 Bicriteria approximation

In this section we first propose a scaling algorithm based on solving a continuous relaxation of the MIP formulation (4.2) of a covering CCSP. Then we provide a bicriteria approximation analysis of this algorithm, and show that the analysis is tight. We then show that for
covering CCSP with right hand side uncertainty a well known strengthening of the relaxation does not help in getting better approximation ratios. Finally, we illustrate the performance of the approximation algorithm on a portfolio optimization example.

### 4.3.1 The scaling algorithm

The proposed algorithm, described in Algorithm 5, is as follows. Given a violation ratio \( \sigma \geq 1 \) and an approximation ratio \( \gamma \geq 1 \) (depending on the violation ratio), we first solve a continuous relaxation of the MIP (4.2) by relaxing the integrality of variables \( z \). Let \( X_{\sigma \epsilon} \) be the set defined in (4.3) with \( \epsilon \) replaced by \( \sigma \epsilon \). Given an optimal solution \( \hat{x} \) of the continuous relaxation we can scale \( \hat{x} \) by a scalar \( u \in [1, \gamma] \) to ensure that \( u\hat{x} \in X_{\sigma \epsilon} \) because of the covering type constraints. By the nonnegativity of \( \hat{x} \) and choice of \( \gamma \) we can ensure that such a solution is a \((\sigma, \gamma)\)-bicriteria approximation solution (see Section 4.3.2).

**Algorithm 5** Scaling approximation algorithm.

1. Given \( \sigma \) and \( \gamma \), the continuous relaxation set \( \hat{X}_\epsilon \).
2. Let \( \hat{x} \in \arg \min_x \{c^T x : x \in \hat{X}_\epsilon \} \).
3. Let \( l = 1, u = \gamma \) and \( \hat{d} > 0 \) be a stopping tolerance parameter.
4. while \( u - l > \hat{d} \) do
5. \( \tau \leftarrow (l + u)/2 \).
6. if \( \tau \hat{x} \in X_{\sigma \epsilon} \) then
7. \( u \leftarrow \tau \).
8. else
9. \( l \leftarrow \tau \).
10. end if
11. end while
12. Output \( \bar{x} = u\hat{x} \).

### 4.3.2 Analysis

Note that the continuous relaxation of (4.2) is equivalent to the formulation below

\[
v_{rel}^{\epsilon \ast} = \min_{x \in S} \left\{ c^T x : A^i x \geq b_i z_i, \ z \in Z_\epsilon \right\}.
\]

(4.9)

Our approximation scheme is to scale the optimal solution to (4.9) so that the scaled solution is *nearly* feasible to (4.2).
Theorem 17. Given violation ratio $\sigma \in [1, 1/\epsilon)$, let the approximation ratio $\gamma = \frac{1 + \lfloor \sigma \epsilon N \rfloor}{1 + \lfloor \sigma \epsilon N \rfloor - \epsilon N} \leq \frac{\sigma}{\sigma - 1}$. Then, Algorithm 5 yields a $(\sigma, \gamma)$-bicriteria approximate solution for (4.1).

Proof. Let $(\bar{x}, \bar{z})$ be an optimal solution of (4.9). Let set $I := \{i \in \mathcal{N} : \bar{z}_i \geq 1 - \frac{\epsilon N}{1 + \lfloor \sigma \epsilon N \rfloor}\}.

We claim that $|I| \geq N - \lfloor \sigma \epsilon N \rfloor$. For contradiction, suppose not. That is, $|I| \leq N - \lfloor \sigma \epsilon N \rfloor - 1$. Then

$$\frac{1}{N} \sum_{i \in \mathcal{N}} \bar{z}_i = \frac{1}{N} \sum_{i \in I} \bar{z}_i + \frac{1}{N} \sum_{i \in \mathcal{N} \setminus I} \bar{z}_i < \frac{|I|}{N} + \left(1 - \frac{\epsilon N}{1 + \lfloor \sigma \epsilon N \rfloor}\right) \frac{N - |I|}{N}$$

$$= 1 - \frac{\epsilon N}{1 + \lfloor \sigma \epsilon N \rfloor} + \frac{|I|}{N} \frac{\epsilon N}{1 + \lfloor \sigma \epsilon N \rfloor}$$

$$\leq 1 - \frac{\epsilon N}{1 + \lfloor \sigma \epsilon N \rfloor} + \frac{N - \lfloor \sigma \epsilon N \rfloor - 1}{N} \frac{\epsilon N}{1 + \lfloor \sigma \epsilon N \rfloor} = 1 - \epsilon$$

where the first strict inequality is because $\mathcal{N} \setminus I := \{i \in \mathcal{N} : \bar{z}_i < 1 - \frac{\epsilon N}{1 + \lfloor \sigma \epsilon N \rfloor}\}$ is nonempty due to the hypothesis, and the second inequality is due to the definition of $|I| \leq N - \lfloor \sigma \epsilon N \rfloor - 1$. This contradicts the fact that $\bar{z} \in Z_{\epsilon}$.

Now let $\tilde{x} = \gamma \bar{x} := \frac{1 + \lfloor \sigma \epsilon N \rfloor}{1 + \lfloor \sigma \epsilon N \rfloor - \epsilon N} \bar{x}$ and $\tilde{z}_i = \min\{|\gamma \tilde{z}_i|, 1\}$ for each $i \in \mathcal{N}$. We first show that $\tilde{x} \in X_{\sigma \epsilon}$. Indeed, since $\bar{x} \in S$, thus $\tilde{x} \in S$, and we know $|I| \geq N - \lfloor \sigma \epsilon N \rfloor$. Hence,

$$\mathbb{P}[\xi : a(\tilde{x}, \xi) < 1] \leq 1 - \frac{1}{N} \sum_{i \in I} \frac{1}{N} \leq \frac{1}{N} \lfloor \sigma \epsilon N \rfloor \leq \sigma \epsilon,$$

where the first inequality is because according to the scaling, $\tilde{x}$ satisfies all the scenarios in $I$ and the last equality is due to $\sigma \geq \frac{\lfloor \sigma \epsilon N \rfloor}{\epsilon N}$. Thus, the output of Algorithm 5 $\bar{x}$ must also be in the set $X_{\sigma \epsilon}$. Thus

$$\gamma v^* \geq \gamma v^{rel} := c^\top \tilde{x} \geq c^\top \bar{x}.$$

This implies that $\tilde{x}$ is a $(\gamma, \sigma)$ bicriteria approximate solution for any given $\sigma \in [1, 1/\epsilon)$.

Simple calculation shows that $\frac{\sigma}{\sigma - 1}$ is an upper bound of $\frac{1 + \lfloor \sigma \epsilon N \rfloor}{1 + \lfloor \sigma \epsilon N \rfloor - \epsilon N}$.

Corollary 3. Suppose violation ratio $\sigma = 1$, then Algorithm 5 yields a single-criterion approximation for (4.1) with approximation ratio $\gamma = \epsilon N + 1$.

Proof. The results follow by letting $\sigma = 1$ in Theorem 17 and recalling that by assumption $\epsilon N$ is an integer. □
The next proposition illustrates that the approximation ratio in Theorem 17 is tight.

**Proposition 25.** Given violation ratio $\sigma \in [1, 1/\epsilon)$, there exists an instance for which Algorithm 5 can yield a solution with approximation ratio equal to $\gamma = \frac{1 + |\sigma \epsilon N|}{1 + |\sigma \epsilon N| - \epsilon N}$.

**Proof.** Let $S = \{(x, w) \in \mathbb{R}_+^2 : x + w \geq 1\}, \Xi = \{\xi^i\}_{i \in \mathcal{N}}$, and $\xi^i = \gamma, i \in \mathcal{N}$ and $\xi^i = 1, i \in \mathcal{N} \setminus [\epsilon N]$. Also let $A(\xi) = [0, \xi], b(\xi) = 1$ and the objective is to minimize $x + w$.

Thus, (4.2) is equivalent to

$$v^*_\epsilon = \min_{x \geq 0, w \geq 0, z \in Z_i \cap \mathbb{B}^N} \{x + w : x + w \geq 1, \gamma x \geq z_i, i \in [1 + |\sigma \epsilon N|], x \geq z_i, i \in \mathcal{N} \setminus [1 + |\sigma \epsilon N|]\}.$$

In this example, we must have $v^*_\epsilon = v^*_\epsilon = 1$ and one of the optimal solution of (4.9) is $\hat{x} = \frac{1}{\gamma}, \hat{w} = 1 - \frac{1}{\gamma}, \hat{z}_i = \frac{1}{\gamma}$ for $i \in [1 + |\sigma \epsilon N|]$ and 1, otherwise. In this case,

$$\sum_{i \in [\mathcal{N}]} \min\{[\tau \hat{z}_i], 1\} \geq N - |\sigma \epsilon N|$$

if and only if $\tau \geq \gamma$. Thus the solution returned by Algorithm 5 has an optimal approximation ratio of $\gamma$. \qed

### 4.3.3 Effect of tighter relaxation

In this subsection, we study a special class of discrete CCSPs (i.e., CCSPs with right-hand side uncertainty) where we assume that $A^i = A$ for each $i \in \mathcal{N}$. Thus, in this case, (4.2) can be reformulated as

$$v^*_\epsilon = \min_{x, y, z} \left\{c^T x : x \in S, Ax \geq y, y \geq b^i z_i, z \in Z_i \cap \mathbb{B}^N \right\}.$$

Recently, many researchers tried to develop valid inequalities for the following cardinality constrained mixing set:

$$Y := \text{conv}\{ (y, z) : y \geq b^i z_i, \forall i \in \mathcal{N}, z \in Z_i \cap \mathbb{B}^N \},$$

see [1, 56, 66, 68] for example, while the complete description of $Y$ has not been discovered yet. It is well known that in general case, the separation over the set $Y$ is NP-hard.
However, some computational study shows that some classes of valid inequalities of (4.11) help speedup the solution algorithms.

Now suppose that $Y$ is known and consider the following relaxation of (4.10) as

$$\nu_{\epsilon,R} = \min_{x,z} \left\{ c^\top x : x \in S, Ax \geq y, (y,z) \in Y \right\}.$$  \hspace{1cm} (4.12)

The following theorem shows that in the worst case, adding all the valid inequalities from the mixing set still yields the same approximation ratio as that in Theorem 17.

**Proposition 26.** Given a violation ratio $\sigma \in [1, 1/\epsilon)$. Let $\tilde{X}_\epsilon$ be defined by the feasible region of (4.12). Then

(i) Algorithm 5 yields a $(\sigma, \gamma)$-bicriteria approximate solution for (4.1), where \[ \gamma = \frac{1 + |\sigma\epsilon N|}{1 + |\sigma\epsilon N| - \epsilon N}; \]

(ii) the approximation ratio is tight.

**Proof.** The statement in Part (i) follows directly from Theorem 17 since (4.12) is at least as strong a relaxation as (4.9). Thus the approximation guarantees hold.

Part (ii): For any given violation ratio $\sigma \in [1, 1/\epsilon)$ and $\gamma = \frac{1 + |\sigma\epsilon N|}{1 + |\sigma\epsilon N| - \epsilon N}$, let us consider the same example used in Proposition 25, where $S = \{(x, w) \in \mathbb{R}^2_+ : x + w \geq 1\}$, and each scenario $X^i = \{x \in \mathbb{R}_+ : x \geq \frac{1}{\gamma}\}$ for $i \in [1 + |\sigma\epsilon N|]$, while $X^i = \{x \in \mathbb{R}_+ : x \geq 1\}$ for $i \in \mathcal{N} \setminus [1 + |\sigma\epsilon N|]$. Thus,

$$\nu_{\epsilon,R} = \min_{x,w,z} \{ x + w : x + w \geq 1, x \geq y, i \in \mathcal{N}, (y,z) \in Y \}$$

and

$$Y = \text{conv} \left\{ (y, z) : \begin{array}{ll} y_i \geq \frac{1}{\gamma} z_i, & \forall i \in [1 + |\sigma\epsilon N|] \\ y_i \geq z_i, & \forall i \in \mathcal{N} \setminus [1 + |\sigma\epsilon N|] \\ z \in Z_\epsilon \cap \mathbb{B}^N \end{array} \right\}.$$

We only need to show that the above relaxation is equivalent to the continuous relaxation.
Recall that
\[
\bar{Y} = \left\{ (y, z) : \begin{array}{l}
y_i \geq \frac{1}{\gamma} z_i, \forall i \in [1 + [\sigma \epsilon N]] \\
y_i \geq z_i, \forall i \in \mathcal{N} \setminus [1 + [\sigma \epsilon N]] \\
\sum_{i \in \mathcal{N}} z_i \geq N - \epsilon N, z \in [0, 1]^N \end{array} \right\}.
\]

We need to show that

**Claim:** \( Y = \bar{Y} \).

**Proof of Claim:** We know that \( Y \subseteq \bar{Y} \). Thus, it remains to show that \( Y \supseteq \bar{Y} \). Or equivalently, we can show that all the extreme points of \( \bar{Y} \) belong to \( Y \). Indeed, given an extreme point \((\tilde{y}, \tilde{z}) \in \mathbb{R}^N \times \mathbb{R}^N\), we know that it should satisfy exactly \( 2N \) equalities. Note that in the set \( \bar{Y} \), except the bounds of \( z \) variables(i.e., \( z \in [0, 1]^N \)), there are only \( N + 1 \) additional inequalities, which could be binding. Thus at least \( (N-1) \) \( z \) variables of extreme points \((\tilde{y}, \tilde{z})\) should satisfy their bound constraints. Now let \( T = \{ i \in \mathcal{N} : \tilde{z}_i \in \mathbb{B} \} \), and we have \( |T| \geq N - 1 \). Suppose that \( |T| = N - 1 \). Now there are two cases:

- **Case 1.** \( \sum_{i \in \mathcal{N}} \tilde{z}_i = N - \epsilon N \). Then since \( |T| = N - 1 \), \( \sum_{i \in T} \tilde{z}_i + \sum_{i \in \mathcal{N} \setminus T} \tilde{z}_i = N - \epsilon N \) and \( \epsilon N \) is an nonnegative integer, thus clearly, \( \tilde{z}_i \in \mathbb{B} \) for all \( i \in \mathcal{N} \), contradiction.

- **Case 2.** \( \sum_{i \in \mathcal{N}} \tilde{z}_i > N - \epsilon N \). Then in the set \( \bar{Y} \), except the boundaries of \( z \) variables(i.e., \( z \in [0, 1]^N \)), there are only \( N \) additional inequalities, which could be binding. Then, clearly, \( \tilde{z}_i \in \mathbb{B} \) for all \( i \in \mathcal{N} \), contradiction.

\( \diamond \)

By the claim above, we know that in this example, (4.12) is equivalent to (4.9). Hence, by the tightness of approximation ratio in Proposition 25, we know that mixing set inequalities cannot improve the performance of scaling Algorithm 5. \( \Box \)

### 4.3.4 Numerical illustration

In this subsection, we present a numerical illustration of the proposed approximation algorithm. We consider the following chance constrained portfolio optimization problem studied
in [76, 82], which is to minimize the investment cost under specified return level; i.e.

$$v^*_\epsilon = \min_{x, z} \left\{ c^\top x : x \geq 0, \mathbb{P}[\xi^\top x < 1] \leq \epsilon \right\},$$

(4.13)

where $\xi \in \mathbb{R}^n_+$ represents the random return with realizations $\{\xi^i\}_{i \in [N]}$. We use the data from [82], where $n = 50$ and $\xi$ has finite support with $N = 100$ scenarios and risk parameter $\epsilon \in \{0.05, 0.10\}$.

The computational results are shown in Figure 5. For any violation ratio $\sigma \in [1, 1/\epsilon)$, we let $\hat{v}_\sigma$ denote the output objective value of Algorithm 5. In Figure 5, the blue starred curve denotes the theoretical approximation ratio $\gamma$ proposed in Theorem 4, and red squared curve denoted as $\hat{v}_\sigma / v_{\epsilon, \star}$ is the upper bound of the practical approximation ratio $\hat{v}_\sigma / v_{\epsilon, \star}$.

![Figure 5: Illustration of approximation ratios for a CCSP with discrete support.](image)

(a) $\epsilon = 0.05$

(b) $\epsilon = 0.1$

Figure 5: Illustration of approximation ratios for a CCSP with discrete support.

In Figure 5, we see that when violation ratio $\sigma$ is close to 1, the theoretical ratio (starred curve) is quite large – almost equal to $\epsilon N + 1$. However, the actual scaling solution is around 1.3 away from the true optimal for both $\epsilon = 0.05$ and 0.1. When $\sigma$ increases, the theoretical ratio (starred curve) decreases dramatically. Typically, if we choose $\sigma = 2$, then the theoretical approximation ratio (starred curve) is around 2 but the practical ratio (squared curve) is around 1.2. However, when $\sigma > 2$, the practical approximation ratio does not improve too much. Thus, for these instances, we suggest choosing $\sigma \in [1, 2]$. 
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4.4 Extension: approximation algorithm for a CCSP with general probability mass functions

In this section, assume that each scenario $\xi_i$ corresponds to a probability mass $p_i \in \mathbb{Q}_+$ for $i \in \mathcal{N}$. Under this assumption, similarly by introducing binary variables $z_i$ for $i \in [N]$, then we can reformulate (4.1) as the mixed integer program (MIP) (c.f. [82, 120]) as

$$v^*_\epsilon = \min_{x,z} \left\{ c^T x : x \in S, \ A^T x \geq b^T z_i, \ z \in Z_\epsilon \cap \mathbb{B}^N \right\},$$

(4.14)

where

$$Z_\epsilon := \left\{ z \in [0,1]^N : \sum_{i \in [N]} p_i z_i \geq 1 - \epsilon \right\}, \mathbb{B} = \{0,1\}.$$

Since $\{p_i\}_{i \in \mathcal{N}} \subseteq \mathbb{Q}$, let $q$ be the greatest common divisor of the denominators of $\{p_i\}_{i \in \mathcal{N}}$. Let us round $\sigma \epsilon$ for any $\sigma \in [1, 1/\epsilon)$ below:

$$k_{\epsilon,q}(\sigma) := \lfloor \sigma \epsilon q \rfloor / q,$$

(4.15)

which is no larger than $\epsilon / r$. We remark that if $\{p_i\}_{i \in \mathcal{N}}$ are identical, then $q = N$ and $k_{\epsilon,N}(r) = \lfloor \sigma \epsilon N \rfloor / N$.

By definition of $k_{\epsilon,q}(\sigma)$ and observing that in (4.16), $z \in \{0,1\}^N$ is integral, we could replace set $Z_\epsilon$ by $Z_{k_{\epsilon,q}(1)} \cap \{0,1\}^N$ in (4.16), i.e., (4.16) is equivalent to

$$v^*_\epsilon = \min_{x,z} \left\{ c^T x : x \in S, \ A^T x \geq b^T z_i, \ z \in Z_{k_{\epsilon,q}(1)} \cap \mathbb{B}^N \right\},$$

(4.16)

with $k_{\epsilon,q}(1) = \lfloor q \epsilon \rfloor / q$.

We now study the approximation results of the CCSP with finite support. Recall that $\phi(s) = \min(s,1)$, hence, the continuous relaxation of (4.16) is equivalent to the formulation below

$$v^{rel}_{\epsilon,*} = \min_{x,z} \left\{ c^T x : x \in S, \ A^T x \geq b^T z_i, \ z \in Z_{k_{\epsilon,q}(1)} \right\},$$

(4.17)

which turns out to be continuous relaxation of (4.16).

Our approximation scheme is to scale the optimal solution to (4.17).

**Theorem 18.** Given violation ratio $\sigma \in [1, 1/\epsilon)$, define

$$\alpha_{\epsilon,q}(\sigma) := \min_{S \subseteq \mathcal{N}} \left\{ 1 - k_{\epsilon,q}(\sigma) - \sum_{i \in S} p_i : \sum_{i \in S} p_i < k_{\epsilon,q}(\sigma) \right\}.$$
In Algorithm 5, let approximation ratio \( \gamma = \frac{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma) - k_{\epsilon,q}(1)} \), and the relaxed set \( \hat{X}_\epsilon \) be the feasible region of (4.17). Then, Algorithm 5 yields \((\gamma, \sigma)\) bicriteria approximation guarantee for (4.1).

Proof. First of all, from the discussion above, we note that the risk parameter in (4.1) can be replace by \( k_{\epsilon,q}(1) \).

Let \((\hat{x}, \hat{z})\) be an optimal solution of (4.17). Let set \( I := \{i \in \mathcal{N} : \hat{z}_i \geq 1 - \frac{k_{\epsilon,q}(1)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)} \} \).

Now we make the following claim.

Claim: \( \sum_{i \in I} p_i \geq 1 - k_{\epsilon,q}(\sigma) \).

Proof. Suppose not. Thus, \( \sum_{i \in I} p_i < 1 - k_{\epsilon,q}(\sigma) \). Then

\[
\sum_{i \in \mathcal{N}} p_i \hat{z}_i = \sum_{i \in I} p_i \hat{z}_i + \sum_{i \in \mathcal{N} \setminus I} p_i \hat{z}_i < \sum_{i \in I} p_i + \left( 1 - \frac{k_{\epsilon,q}(1)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)} \right) \sum_{i \in \mathcal{N} \setminus I} p_i
\]

\[
= 1 - \frac{k_{\epsilon,q}(1)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)} + \frac{k_{\epsilon,q}(1)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)} \sum_{i \in I} p_i
\]

\[
\leq 1 - \frac{k_{\epsilon,q}(1)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)} + \frac{k_{\epsilon,q}(1)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)} [1 - k_{\epsilon,q}(\sigma) - \alpha_{\epsilon,q}(\sigma)]
\]

\[
= 1 - k_{\epsilon,q}(1)
\]

where the first strict inequality is because \( \mathcal{N} \setminus I := \{i \in \mathcal{N} : \hat{z}_i < 1 - \frac{k_{\epsilon,q}(1)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)} \} \) is nonempty due to the hypothesis, and the second inequality is due to the definition of \( \alpha_{\epsilon,q}(\sigma) \). This contradicts the fact that \( \hat{z} \in \hat{Z} \).

Now let \( \hat{x} = \gamma \hat{x} := \frac{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma)}{\alpha_{\epsilon,q}(\sigma) + k_{\epsilon,q}(\sigma) - k_{\epsilon,q}(1)} \hat{x} \) and \( \bar{z}_i = \min\{\lfloor \gamma \hat{z} \rfloor, 1\} \) for each \( i \in \mathcal{N} \). We first show that \( \hat{x} \in X_{k_{\epsilon,q}(\sigma)} \). Indeed, since \( \hat{x} \in S \), thus \( \hat{x} \in S \), and by Claim, we know \( \sum_{i \in I} p_i \geq 1 - k_{\epsilon,q}(\sigma) \). Hence,

\[
P[\xi : a(\hat{x}, \xi) < 1] \leq 1 - \sum_{i \in I} p_i \leq k_{\epsilon,q}(\sigma).
\]

Thus, the output of Algorithm 5 \( \bar{x} \) must also be in set \( X_{k_{\epsilon,q}(\sigma)} \).

By the description of Algorithm 5, we have

\[
\gamma v^* \geq \gamma v_{\epsilon,\phi} := c^T \bar{x} \geq c^T \bar{x}.
\]
This implies that $\bar{x}$ yields $(\gamma, \sigma)$ bicriteria approximate solution.

One direct application of Theorem 18 is the single-criterion approximation.

**Corollary 4.** Let $q$ be the greatest common divisor of the denominators in $\{p_i\}_{i \in \mathcal{N}}$ and violation ratio $\sigma = 1$, then Algorithm 5 yields a single-criterion approximation for (4.1) with approximation ratio $\gamma := \frac{k_{e,q}(1)}{\alpha_{e,q}(1)} + 1$, where $k_{e,q}(1), \alpha_{e,q}(1)$ are defined in (4.15), (4.18), respectively.

**Proof.** The results follow directly from Theorem 18 by letting $\sigma = 1$. □
CHAPTER V

ON DETERMINISTIC REFORMULATIONS OF DISTRIBUTIONALLY ROBUST JOINT CHANCE CONSTRAINED OPTIMIZATION PROBLEMS

5.1 Introduction

5.1.1 Problem Setting

We consider a distributionally robust chance constrained program (DRCCP) of the form (c.f. [24, 46, 51, 123]):

\[ v^* = \min c^\top x, \]  
\[ \text{s.t. } x \in S, \]  
\[ \inf_{P \in \mathcal{P}} P[\xi : F(x, \xi) \geq 0] \geq 1 - \epsilon. \]

where \( x \in \mathbb{R}^n \) is a decision vector; the vector \( c \in \mathbb{R}^n \) denotes the objective coefficients; the set \( S \subseteq \mathbb{R}^n \) denotes deterministic constraints on \( x \); the random vector \( \xi \) supported on \( \Xi \subset \mathbb{R}^m \) denotes uncertain constraint coefficients; the mapping \( F(x, \xi) := (f_1(x, \xi), \ldots, f_I(x, \xi))^\top \) with \( f_i(x, \xi) : \mathbb{R}^n \times \Xi \to \mathbb{R} \) for all \( i \in [I] := \{1, \ldots, I\} \) defines a set of uncertain constraints on \( x \); the ambiguity set \( \mathcal{P} \) denotes a set of probability measures \( \mathbb{P} \) on the space \( \Xi \) with a sigma algebra \( \mathcal{F} \); and \( \epsilon \in (0, 1) \) denotes a risk tolerance. In (5.1) we seek a decision vector \( x \) to minimize a linear objective \( c^\top x \) subject to a set of deterministic constraints defined by \( S \), and a chance constraint \( F(x, \xi) \geq 0 \) that is required to hold for any probability distribution from the ambiguity set \( \mathcal{P} \) with a probability of \( 1 - \epsilon \). Note that when \( |I| = 1 \) the constraint \( (5.1c) \) involves a single chance constraint and if \( |I| \geq 2 \) it involves a joint chance constraint.

The primary difficulty of (5.1) is due to the distributionally robust chance constraint \( (5.1c) \). Let us denote the feasible region induced by \( (5.1c) \) as

\[ Z := \left\{ x \in \mathbb{R}^n : \inf_{P \in \mathcal{P}} P[\xi : F(x, \xi) \geq 0] \geq 1 - \epsilon \right\}. \]
In this chapter we study deterministic reformulations of the set $Z$ and its convexity properties. Our study is restricted to the convex, moment constrained setting (cf. [93, 95]), i.e. under the following assumptions.

(A1) Each function $f_i(x, \xi)$ in the mapping $F(x, \xi) := (f_1(x, \xi), \ldots, f_I(x, \xi))^\top$ is concave in $x$ for any fixed $\xi$, and is convex in $\xi$ for any fixed $x$.

(A2) The random vector $\xi$ is supported on a nonempty closed convex set $\Xi \subseteq \mathbb{R}^m$.

(A3) The ambiguity set $P$ is nonempty and is defined by moment constraints:

$$
P = \{ \mathbb{P} \in \mathcal{P}_0(\Xi) : \mathbb{E}_\mathbb{P}[\phi_t(\xi)] = g_t, t \in T_1, \mathbb{E}_\mathbb{P}[\phi_t(\xi)] \geq g_t, t \in T_2, \} \quad (5.3)
$$

where $\mathcal{P}_0(\Xi)$ denotes the set of all of probability measures on $\Xi$ with a sigma algebra $\mathcal{F}$, and for each $t \in T_1 \cup T_2$, the moment function $\phi_t : \Xi \rightarrow \mathbb{R}$ is a real valued continuous function and $g_t$ is a scalar. Furthermore, for each $t \in T_1$, the function $\phi_t(\xi)$ is linear, and for each $t \in T_2$, the function $\phi_t(\xi)$ is concave.

5.1.2 Contributions

Even under the above convexity assumptions the set $Z$ is nonconvex in general, making (5.1) a difficult optimization problem. Moreover it is not described by explicit functions, and so is not suitable for direct optimization as a mathematical program. In this chapter we first provide a deterministic approximation of $Z$ that is nearly tight and then identify a variety of settings under which $Z$ is convex. The main results of this chapter are summarized next.

1. We propose a deterministic conservative approximation with its closure equal to $Z$, which is in general nonconvex and can be formulated as an optimization problem involving biconvex constraints.

2. If there is a single uncertain constraint, i.e. $|I| = 1$, we prove that the proposed deterministic approximation is exact and reduces to a tractable convex program. This result is a generalization to existing works (e.g., [24, 123, 135]) with arbitrary convex ambiguity set rather than known first and second moments.
3. We prove that if the ambiguity set $\mathcal{P}$ contains only one moment inequality, i.e. $|T_1| = 0$ and $|T_2| = 1$, then $Z$ is a tractable convex program; and if the ambiguity set contains only one moment linear equality, i.e. $|T_1| = 1$ and $|T_2| = 0$, then $Z$ is equivalent to the disjunction of two tractable convex programs.

4. We prove that if $\Xi = \mathbb{R}^m$ and the moment functions $\{\phi_t(\xi)\}_{t \in T_1 \cup T_2}$ are linear, then $Z$ is equivalent to the feasible region of a robust convex program.

5. We prove that if $\Xi$ is a closed convex cone, the function $f_i(x, \xi)$ for any $i \in [I]$ is of the (separable) form $f_i(x, \xi) = w_i(x) - h_i(\xi)$ where $h_i(\xi)$ is positively homogeneous on $\Xi$, and the moment functions $\{\phi_t(\xi)\}_{t \in T_2}$ are positively homogeneous on $\Xi$, then set $Z$ is convex. This result is a generalization of [47], where the authors assumed that $w_i(\cdot), h_i(\cdot)$ are affine functions for each $i \in [I]$.

6. When the decision variables are pure binary (i.e. $S \subseteq \{0, 1\}^n$) and uncertain constraints are linear, we show that the proposed deterministic approximation can be reformulated as a mixed integer convex program. We also present a numerical study to demonstrate that the proposed reformulation can be effectively solved using a standard solver.

### 5.1.3 Connection to existing works

Recently, nonlinear uncertain constraints have been extensively studied in different areas, e.g., wireless communication [55], transportation [123], facility location [58], power system [124] and so on. Many researchers investigated distributionally robust program with various nonlinear moment ambiguity sets, for example, [47] studied mean dispersion ambiguity set, [30, 33, 51, 135] incorporated second moment into ambiguity set, and [116] considered coefficient of variation. Next, we will review single and joint chance constraints separately.

In the case of a single uncertain constraint, i.e., $|I| = 1$, there has been significant efforts in identifying settings where $Z$ can be reformulated by deterministic convex constraints. For example, with known mean and covariance of $\xi$, the authors in [24] showed that the set $Z$ can be formulated as a second order cone program (SOCP). Recently, more efforts...
have been made to derive tractable reformulation of the set $Z$. For instance, in [135], the authors showed that with given range of first- and second-order moments, the set $Z$ can be reformulated as a semidefinite program (SDP). These tractability results have been generalized to nonlinear uncertain constraints in [123]. In [46], the authors demonstrated that the set $Z$ is convex when $\mathcal{P}$ involves conic moment constraints or unimodality of $\mathcal{P}$.

Generalizing the above mentioned earlier works, this chapter demonstrates that for any ambiguity set with convex moment constraints, when there is a single chance constraint, the set $Z$ can be reformulated as a convex program.

Tractability results for a joint DRCCP (i.e., $|I| > 1$) are very rare. It has been shown in [46] that optimization over the set $Z$ is in general NP-hard. Therefore, much of the earlier works built approximation of the set $Z$ instead of deriving its exact reformulation. For example, in [73], the authors suggested that using Bonferroni’s inequality to decompose a joint chance constraint into $|I|$ different single chance constraints whose sum of risk parameters is no larger than $\epsilon$. With such decomposition, any approximation scheme proposed for a single chance constraint could be directly applied. However, Bonferroni’s inequality is not tight in general (c.f. [30, 135]). Thus, in [30], the authors proposed to improve Bonferroni’s inequality by scaling each uncertain constraint with a positive number and converting them into a single constraint. For any fixed scaler, they were able to provide a conservative SOCP approximation. Later, it was shown in [135] that by optimizing over the scaling parameters, the feasible region of the proposed scaling method is nearly exact to set $Z$ when $\mathcal{P}$ is described by first- and second-order moments. This result was established using strong duality of SDP. However, in this case, the corresponding deterministic reformulation of (5.1) turns out to be a bilinear optimization problem, which is naturally hard to solve (c.f. [13]).

Recently, [47] derived a tractable reformulation under the restricted assumption that the stochastic mapping $F(x, \xi)$ is separate and affine in $(x, \xi)$, $\Xi$ is a closed convex solid cone and the ambiguity set is defined by mean and dispersion constraints, where the dispersion function is positively homogeneous on the cone $\Xi$. We extend the results of [135] to any ambiguity set with convex moment constraints and show that the approximation yields a mixed integer convex program when the decision vector $x$ is binary. Unlike [47], we show
that a DRCCP with single moment constraint is tractable by relaxing their assumptions on
the set $\Xi$ and mapping $F(x, \xi)$, and we also provide new sufficient conditions under which
joint DRCCP is tractable.

The remainder of the chapter is organized as follows. Section 5.2 presents some pre-
liminary results to be used subsequently. Section 5.3 proposes an equivalent deterministic
reformulation of the set $Z$ and develops a tight approximation of the set $Z$ via a system
of biconvex constraints. Section 5.4 provides various sufficient conditions for the convexity
of the set $Z$. Section 5.5 demonstrates that the proposed tight approximation of $Z$ yields
a mixed integer convex program when the decision variables are binary and the uncertain
constraints are linear. A numerical study is presented to test the proposed formulation.

5.2 Preliminaries

We first present notations, some standard results and then define a special function associ-
ated with the set $Z$ that will be used in our analysis.

5.2.1 Notations

We use bold $\xi$ to denote random vector while $\xi$ is a realization of $\xi$, and $e$ be all-one vector.
For a positive integer $m$, let $[m] := \{1, \ldots, m\}$ and $\mathbb{R}_+^m = \{x \in \mathbb{R}^m : x \geq 0\}, \mathbb{R}_+^m = \{x \in
\mathbb{R}^m : x_i > 0, \forall i \in [m]\}$. We let $\mathcal{M}_+(\Xi)$ denote the cone of all nonnegative measures on $\Xi$.
Given a vector $\hat{F} = (\hat{f}_1, \ldots, \hat{f}_I)\top$, the indicator function $I_+(\hat{F})$ is equal to 1 if $\hat{f}_i \geq 0$ for
all $i \in [I], 0$ otherwise. For logic expression $\chi$, we let $I(\chi)$ be 1 if $\chi$ is true, 0, otherwise.
Given a function $\hat{f}(\cdot)$, we use $\text{dom} \hat{f}$ to denote its domain. Given a closed convex cone $C$,
a function $f : C \to \mathbb{R}$ is positively homogeneous on $C$ if $f(\lambda x) = \lambda f(x)$ for any $x \in C$ and
$\lambda \geq 0$.

5.2.2 Some standard results

As is common in the distributionally robust optimization literature (e.g., [93]), our deter-
ministic reformulation of $Z$ relies on dualizing the optimization problem appearing in the
left-hand-side of the chance constraint defining (5.2). Towards this, in addition to Assump-
tions (A1) - (A3), we will make the following constraint qualification assumption on $P$
throughout the rest of this chapter.

(A4) (Slater’s condition) there exists a probability measure $\mathbb{P}$ satisfying the constraints defining $\mathcal{P}$ for any sufficiently small perturbation of $\{g_t\}_{t \in T_1 \cup T_2}$.

We will use the following strong duality result.

**Lemma 6.** Let $\mathcal{P}$ be defined as in (5.3) and suppose Assumptions (A1) - (A4) hold. Let $\psi(\xi)$ be a Lebesgue measurable function on $(\Xi, \mathcal{F})$ such that $|\mathbb{E}_{\mathbb{P}}[\psi(\xi)]| < \infty$ for any $\mathbb{P} \in \mathcal{P}$, then

$$\inf_{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}[\psi(\xi)], \quad (5.4)$$

is equivalent to the following mathematical program:

$$\max \lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t, \quad (5.5a)$$

s.t. \quad $\lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \leq \psi(\xi), \forall \xi \in \Xi, \quad (5.5b)$

$$\gamma_t \geq 0, t \in T_2. \quad (5.5c)$$

**Proof.** Note that $\mathcal{M}_+(\Xi)$ denote the cone of all nonnegative measures on $\Xi$. Then (5.4) can be formulated as

$$\inf_{\mu \in \mathcal{M}_+(\Xi)} \int_\Xi \psi(\xi) d\mu(\xi)$$

s.t. \quad $\int_\Xi \phi_t(\xi) d\mu(\xi) = g_t, \forall t \in T_1, \int_\Xi \phi_t(\xi) d\mu(\xi) \leq g_t, \forall t \in T_2, \int_\Xi d\mu(\xi) = 1.$

The dual of the above semi-infinite linear program is (5.5). Due to Assumption (A4), Theorem 5.99 in [21] implies that strong duality holds and the set of optimal solutions are bounded. \hfill $\square$

Next, we note that $Z$ is closed.

**Lemma 7.** Under Assumptions (A1) - (A3), $Z$ is closed.

**Proof.** For any given $\mathbb{P} \in \mathcal{P}$, let

$$Z_\mathbb{P} := \{x \in \mathbb{R}^n : \mathbb{P}[\xi : F(x, \xi) \geq 0] \geq 1 - \epsilon\}.$$
From Proposition 1.7 in [52], since $F(x, \xi)$ is continuous in $x$, $Z_P$ is a closed set. By definition, $Z = \bigcap_{P \in \mathcal{P}} Z_P$ and it is well known that any intersection of closed set is also closed. Thus, $Z$ is closed.

Finally, we mention a result from convex programming that will be useful.

**Lemma 8.** (Convex Theorem of Alternatives, [12]) Consider the convex inequality system

\begin{align*}
(S_1) \quad & f(x) < c, \\
& g_i(x) \leq 0, \ i \in [m], \\
& x \in X,
\end{align*}

where $c \in \mathbb{R}$ is a constant, $f(x), \{g_i(x)\}_{i \in [m]}$ are convex functions defined on $\mathbb{R}^n$ and $X \subseteq \mathbb{R}^n$ is a nonempty convex set. Assume that there exist $\bar{x}$ such that $g_i(\bar{x}) < 0$ for each $i \in [m]$.

Then system $(S_1)$ is unsolvable if and only if system $(S_2)$ is solvable, where $(S_2)$ is defined as

\begin{align*}
(S_2) \quad & \inf_{x \in X} [f(x) + \sum_{i \in [m]} \lambda_i g_i(x)] \geq c, \\
& \lambda_i \geq 0, \ i \in [m].
\end{align*}

### 5.2.3 $\phi$-conjugate functions

Our subsequent constructions will make use of the following function associated with the ingredients defining $Z$.

**Definition 8.** Let $f(x, \xi)$ be a function which is convex in $\xi \in \Xi$ for all $x$. Given functions $\{\phi_t(\xi)\}_{t \in T_1 \cup T_2}$ as defined in (5.3) the $\phi$-conjugate of $f$ corresponding to weights $(\gamma, \alpha) \in (\mathbb{R}^{|T_1|} \times \mathbb{R}_+^{|T_2|}) \times \mathbb{R}_+$ is

$$
\psi_f(\gamma, \alpha, x) := \sup_{\xi \in \Xi} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi)\gamma_t - \alpha f(x, \xi) \right)
$$

For notational simplicity, when $f(x, \xi) = 0$ for all $(x, \xi)$, we denote

$$
\psi_0(\gamma) := \psi_0(\gamma, \alpha, x).
$$

Note that evaluating $\psi_f(\gamma, \alpha, x)$ amounts to solving a concave maximization problem. Often, such a problem is tractable. Next we establish some properties of $\psi_f$. 
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Lemma 9. Let \( f(x,\xi) \) be concave in \( x \in \mathbb{R}^n \) and convex in \( \xi \in \Xi \). Then its \( \phi \)-conjugate function \( \psi_f(\gamma,\alpha,x) \) has the following properties:

(i) \( \psi_f(\cdot,\cdot,x) \) is jointly convex in \( (\gamma,\alpha) \in (\mathbb{R}^{T_1} \times \mathbb{R}^{T_2}) \times \mathbb{R}_+ \) for any given \( x \);

(ii) \( \psi_f(\cdot,\alpha,\cdot) \) is jointly convex in \( (\gamma,x) \in (\mathbb{R}^{T_1} \times \mathbb{R}_+^{T_2}) \times \mathbb{R}^n \) for any given \( \alpha \);

(iii) if \( \Xi \) is a closed convex cone, \( f(x,\cdot) \) and \( \{\phi_t(\cdot)\}_{t \in T_1 \cup T_2} \) are positively homogeneous on \( \Xi \), then
\[
\psi_f(\gamma,\alpha,x) = \begin{cases} 
0, & \text{if } (\gamma,\alpha,x) \in \text{dom } \psi_f, \\
+\infty, & \text{otherwise.}
\end{cases}
\]

Proof. Parts (i) and (ii) follow from the fact that the supremum of a set of convex functions is convex. We only show part (iii). If \( \Xi \) is a closed convex cone, \( f(x,\cdot) \) and \( \{\phi_t(\cdot)\}_{t \in T_1 \cup T_2} \) are positively homogeneous on \( \Xi \), then we must have \( \psi_f(\gamma,\alpha,x) \leq 0 \) for any \( (\gamma,\alpha,x) \in \text{dom } \psi_f \). Otherwise, there would exist \( \bar{\xi} \in \Xi \) such that
\[
\sum_{t \in T_1 \cup T_2} \phi_t(\bar{\xi})\gamma_t - \alpha f(x,\bar{\xi}) > 0
\]
and so
\[
\sup_{\xi \in \Xi} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi)\gamma_t - \alpha f(x,\xi) \right) \geq \lim_{\lambda \to \infty} \sum_{t \in T_1 \cup T_2} \phi_t(\lambda\bar{\xi})\gamma_t - \alpha f(x,\lambda\bar{\xi}) = \infty
\]
where the first inequality comes from \( \lambda\bar{\xi} \in \Xi \) for any \( \lambda \geq 0 \) and the first equality due to the positive homogeneity of \( f(x,\cdot) \) and \( \{\phi_t(\cdot)\}_{t \in T_1 \cup T_2} \). Also from positive homogeneity it follows that \( \sum_{t \in T_1 \cup T_2} \phi_t(0)\gamma_t - \alpha f(x,0) = 0 \). Thus \( \psi_f(\gamma,\alpha,x) = 0 \) for all \( (\gamma,\alpha,x) \in \text{dom } \psi_f \).

Note that in part (iii) of Lemma 9, if \( \Xi \) is a polyhedral cone, \( f(x,\xi) \) is linear in \( \xi \) for any given \( x \) and \( \{\phi_t(\xi)\}_{t \in T_1 \cup T_2} \) are all linear functions, then by strong duality of linear programming, \( \psi_f(\gamma,\alpha,x) \) is equal to the characteristic function of a set defined by linear inequalities on \( (\gamma,\alpha) \) for any given \( x \).

Next we present a few examples of \( \mathcal{P} \) whose associated \( \phi \)-conjugate function and its domain can be explicitly computed. We omit the calculations for brevity.
Proposition 27. Let
\[ \mathcal{P} = \{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}^n) : \mathbb{E}_\mathbb{P}[\|\xi\|_q] \leq g_1 \} , \]
with \( q \geq 1, \Xi = \mathbb{R}^m \), and \( f(x, \xi) = b - \mu^\top x - \xi^\top x \). Here \( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t = -\gamma \|\xi\|_q \). Then
\[ \psi_f(\gamma, \alpha, x) = \begin{cases} -\alpha(b - \mu^\top x), & \text{if } \alpha x \|\frac{\alpha}{\gamma} \|_{\gamma-1} \leq \gamma, \gamma \geq 0 \\ +\infty, & \text{otherwise.} \end{cases} \]

Proposition 28. Let
\[ \mathcal{P} = \{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}^m) : \mathbb{E}_\mathbb{P}[w_t^\top \xi] = g_t, t \in T_1, \mathbb{E}_\mathbb{P}[w_t^\top \xi] \geq g_t, t \in T_2 \} , \]
with \( \Xi = \mathbb{R}^m \), \( f(x, \xi) = (Ax + a)^\top \xi + Bx + b \), and \( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t = \sum_{t \in T_1 \cup T_2} \gamma_t w_t^\top \xi \). Then
\[ \psi_f(\gamma, \alpha, x) = \begin{cases} -\alpha(Bx + b), & \text{if } \alpha (Ax + a) = \sum_{t \in T_1 \cup T_2} \gamma_t w_t, \gamma_t \geq 0 \forall t \in T_2 \\ +\infty, & \text{otherwise.} \end{cases} \]

Proposition 29. Let
\[ \mathcal{P} = \{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}^m) : \mathbb{E}_\mathbb{P}[\xi] = 0, \mathbb{E}_\mathbb{P}[\|\xi\|_q] \leq g \} , \]
with \( q \geq 1, \Xi = \mathbb{R}^m \), and \( f(x, \xi) = h(x) + B \xi \) where \( h(x) \) is concave in \( x \). Here \( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t = \gamma_1^\top \xi - \gamma_2 \|\xi\|_q \) Then
\[ \psi_f(\gamma, \alpha, x) = \begin{cases} -\alpha h(x), & \text{if } \gamma_1 - \alpha B^\top \|\frac{\gamma}{\alpha} \|_{\gamma-1} \leq \gamma_2, \gamma_2 \geq 0 \\ +\infty, & \text{otherwise.} \end{cases} \]

Proposition 30. Let
\[ \mathcal{P} = \{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}^m) : \mathbb{E}_\mathbb{P}[\xi] = 0, \mathbb{E}_\mathbb{P}[\xi^\top] \leq \Sigma \} , \]
with \( \Xi = \mathbb{R}^m \), and \( f(x, \xi) = (Ax + a)^\top \xi + Bx + b \). Here \( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t = \gamma_1^\top \xi - \langle \gamma_2, \xi \xi^\top \rangle \). Then
\[ \psi_f(\gamma, \alpha, x) = \begin{cases} -\alpha(Bx + b) + \min \{ t : T(t, \gamma, \alpha, x) \geq 0 \} & \text{if } \gamma_2 \geq 0 \\ +\infty & \text{otherwise,} \end{cases} \]
with \( T(t, \gamma, \alpha, x) = \begin{bmatrix} t & -\frac{1}{2}(\gamma_1 - \alpha (Ax + a))^\top \\ -\frac{1}{2}(\gamma_1 - \alpha (Ax + a)) & \gamma_2 \end{bmatrix} \).
Proposition 31. Let
\[ \mathcal{P} = \left\{ \mathcal{P} \in \mathcal{P}_0(\mathbb{R}^m) : \mathbb{E}_\mathcal{P}[\xi] = 0, \mathbb{E}_\mathcal{P}[h^\top \xi]^2 \leq g(h^\top \mu)^2 \right\}, \]
with \( \Xi = \mathbb{R}^m \), and \( f(x, \xi) = (Ax + a)^\top \xi + Bx + b \). Here \( \sum_{t \in \mathcal{T}_1 \cup \mathcal{T}_2} \phi_t(\xi) \gamma_t = \gamma_1^\top \xi - \gamma_2 g(h^\top \xi)^2 \).

Then \( \psi_f(\gamma, \alpha, x) = \begin{ cases} \end{ cases} \)
\[ -\alpha(Bx + b) + \min \{ t : T(t, \gamma, \alpha, x) \geq 0 \}, \quad \text{if } \gamma_2 \geq 0 \]
\[ +\infty, \quad \text{otherwise} \]
with \( T(t, \gamma, \alpha, x) = \begin{bmatrix} t & -\frac{1}{2}((\gamma_1 - \alpha(Ax + a))^\top) \\ -\frac{1}{2}((\gamma_1 - \alpha(Ax + a))^\top) & \gamma_2 g h h^\top \end{bmatrix} \).

The mean deviation ambiguity set in Proposition 29 has been studied in [47]. The first and second-moment ambiguity set in Proposition 30 has been studied in [30, 33, 51, 135], while the mean and coefficient of variation ambiguity set in Proposition 31 has been studied in [116].

5.3 Deterministic formulations

In this section we present two deterministic formulations associated with \( Z \). The first is a direct reformulation using the strong duality result in Lemma 6. The second is an approximate formulation of \( Z \) via biconvex program which is shown to be nearly tight.

5.3.1 Direct reformulation

Lemma 6 is sufficient to derive the following deterministic reformulation of \( Z \). We will investigate the convexity of this reformulation in Section 5.4.

**Theorem 19.** Suppose Assumptions (A1) - (A4) hold, then
\[ Z = \begin{ cases} \end{ cases} \]
\[ \lambda + \sum_{t \in \mathcal{T}_1 \cup \mathcal{T}_2} g_t \gamma_t \geq 1 - \epsilon, \quad \text{(5.6a)} \]
\[ \lambda + \psi_0(\gamma) \leq 1, \quad \text{(5.6b)} \]
\[ \lambda + \psi_f(\gamma, \alpha, x) \leq 0, \forall i \in I_1(x), \quad \text{(5.6c)} \]
\[ \gamma_t \geq 0, \forall t \in \mathcal{T}_2, \alpha_i \geq 0, \forall i \in I_1(x), \quad \text{(5.6d)} \]
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where the functions $\psi_0(\cdot), \psi(\cdot, \cdot, \cdot)$ are $\phi$-conjugate functions as defined in Definition 8, and

$$I_1(x) := \{i \in [I] : \exists \xi \in \Xi, f_i(x, \xi) < 0\}.$$  

Proof. Note that

$$Z_D = \left\{ x \in \mathbb{R}^n : \inf_{P \in P} \mathbb{E}[\mathbb{I}_+(F(x, \xi))] \geq 1 - \epsilon \right\}. $$

By Lemma 6, the left-hand side of the constraint defining $Z$ is equivalent to

$$\max \lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t \quad (5.7a)$$

s.t. $\lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \leq \mathbb{I}_+(F(x, \xi)), \forall \xi \in \Xi; \quad (5.7b)$

$$\gamma_t \geq 0, t \in T_2. \quad (5.7c)$$

From the definition of $\mathbb{I}_+(F(x, \xi))$, constraints (5.7b) are equivalent to

$$\lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \leq 1, \forall \xi \in \Xi, \quad (5.8a)$$

$$\lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \leq 0, \forall \xi \in \bigcup_{i \in [I]} \{\xi \in \Xi : f_i(x, \xi) < 0\}. \quad (5.8b)$$

Constraint (5.8a) is equivalent to

$$\lambda + \sup_{\xi \in \Xi} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \right) \leq 1,$$

which is equivalent to (5.6b) by the definition of $\psi_0(\gamma)$. Next we focus on reformulating (5.8b).

Given $x$, let $\Xi_i(x) := \{\xi \in \Xi : f_i(x, \xi) < 0\}$ for all $i \in [I]$. Note that by definition of $I_1(x)$ we have that $\Xi_i(x) \neq \emptyset$ for all $i \in I_1(x)$. Thus (5.8b) is equivalent to

$$\lambda + \sup_{\xi \in \Xi_i(x)} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \right) \leq 0, \forall i \in I_1(x). \quad (5.9)$$

For any given $x$, since $f_i(x, \xi)$ and $\sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t$ are continuous in $\xi$, $\Xi$ is a closed set and by definition $\Xi_i(x) \neq \emptyset$ for each $i \in I_1(x)$, so we can replace the strict inequalities in $\Xi_i(x)$ by non-strict ones. Thus, (5.9) is equivalent to

$$\lambda + \sup_{\xi \in \Xi, f_i(x, \xi) \leq 0} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \right) \leq 0, \forall i \in I_1(x). \quad (5.10)$$
For any given $\gamma \in \mathbb{R}^{|T_1|} \times \mathbb{R}_+^{|T_2|}$, $\lambda \in \mathbb{R}$ and $x \in S$, (5.10) implies that the following constraint system on $\xi$ is insolvable

$$
\lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t > 0, \xi \in \Xi, f_i(x, \xi) \leq 0,
$$

(5.11)

for each $i \in I_1(x)$.

By definition of the set $I_1(x)$, we have that there exists $\bar{\xi} \in \Xi$ such that $f_i(x, \bar{\xi}) < 0$. Thus by Lemma 8, (5.11) is equivalent to that there exists an $\alpha_i \geq 0$,

$$
\lambda + \sup_{\xi \in \Xi} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t - \alpha_i f_i(x, \xi) \right) \leq 0,
$$

(5.12)

for each $i \in I_1(x)$. By definition of $\psi_{f_i}$ the above system is equivalent to (5.6c).

We remark that reformulation (5.6) of $Z$ is not convex since each function $\psi_{f_i}(\cdot)$ is not in general convex for $i \in [I]$, and also because the index set $I_1(x)$ depends on $x$. In the subsequent sections, we will explore the tractability of the set $Z$ by establishing conditions under which \{\psi_{f_i}(\gamma, \alpha_i, x)\}_{i \in [I]}$ are convex and $I_1(x)$ can be replaced by [I].

We also remark that by Lemma 3.1. in [95], for any distribution $P \in \mathcal{P}$, there exists a discrete distribution $\hat{P} \in \mathcal{P}$ with a finite support of at most $1 + |T_1| + |T_2|$ points. Therefore, there exists a worst-case distribution $P^*$ which achieves the infimum in (5.1c) has a finite support with points $\{\xi^*_j\}_{j \in [J]}$ with $J \leq 1 + |T_1| + |T_2|$, i.e., $P^*$ satisfies

$$
P^*(\xi) = \sum_{j \in [J]} p_j^*(\xi = \xi^*_j).
$$

We first observe that $\lambda + \psi_0(\gamma)$ can be lower bounded by $1 - \epsilon$.

**Corollary 5.** For any $(\lambda, \gamma, \alpha, x)$ satisfying (5.6), we must have $\lambda + \psi_0(\gamma) \geq 1 - \epsilon$.

**Proof.** For any given $P \in \mathcal{P}$, (5.3) yields

$$
\int_{\Xi} \phi_t(\xi) P(d\xi) = g_t, \forall t \in T_1, \int_{\Xi} \phi_t(\xi) P(d\xi) \geq g_t, \forall t \in T_2.
$$

Since $\gamma_t \geq 0$ for each $t \in T_2$ by aggregating the above inequalities with multipliers $\{\gamma_t\}_{t \in T_1 \cup T_2}$, we obtain

$$
\sum_{t \in T_1 \cup T_2} \int_{\Xi} \phi_t(\xi) \gamma_t P(d\xi) \geq \sum_{t \in T_1 \cup T_2} g_t \gamma_t.
$$

(5.12)
Since 

\[ \psi_0(\gamma) := \sup_{\xi \in \Xi} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \right) \geq \sum_{t \in T_1 \cup T_2} \int_{\Xi} \phi_t(\xi) \gamma_t \mathbb{P}(d\xi), \]

therefore (5.12) and \( \lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq 1 - \epsilon \) imply 

\[ \lambda + \psi_0(\gamma) \geq 1 - \epsilon. \]

We also observe that for each \( i \in I_1(x) \), \( \alpha_i \) must be strictly positive. This observation is key to the proofs of several main results in subsequent sections, for instance, it allows us to prove the convexity of the set \( Z \) when \( \Xi = \mathbb{R}^m \) and \( \{\phi_t(\xi)\}_{t \in T_1 \cup T_2} \) are all linear functions.

**Corollary 6.** For any \( x \) satisfying (5.6), we must have \( \alpha_i > 0 \) for all \( i \in I_1(x) \).

**Proof.** If \( I_1(x) = \emptyset \), then we are done. Now let us assume that \( I_1(x) \neq \emptyset \). Suppose \( \alpha_{i_0} = 0 \) for some \( i_0 \in I_1(x) \). Then from (5.6c), we have \( \lambda + \psi_{i_0}(\gamma, 0, x) \leq 0 \), which is equivalent to \( \lambda + \psi_0(\gamma) \leq 0 \). This yields a contradiction to Corollary 5 that \( \lambda + \psi_0(\gamma) \geq 1 - \epsilon \).

\[ \square \]

### 5.3.2 Biconvex approximation

Recently, in [30], [51] and [135], the authors derived CVaR approximation of a joint DRCCP with linear uncertain constraints, which yields an almost exact feasible region of a DRCCP. The construction of such an approximation scheme is outlined below. First, for any given positive vector \( \alpha \in \mathbb{R}^{|I|}^+ \), we can convert the joint chance constraints into a single one as

\[ Z = \left\{ x \in \mathbb{R}^n : \alpha \in \mathbb{R}^{|I|}^+ \text{, } \inf_{\mathbb{P} \in \mathcal{P}} \mathbb{P}[\xi : \max_{i \in [I]} \{\alpha_i (-f_i(x, \xi))\} \leq 0] \geq 1 - \epsilon \right\}, \]

\[ = \left\{ x \in \mathbb{R}^n : \alpha \in \mathbb{R}^{|I|}^+ \text{, } \sup_{\mathbb{P} \in \mathcal{P}} \mathbb{P}[\xi : \max_{i \in [I]} \{\alpha_i (-f_i(x, \xi))\} > 0] \leq \epsilon \right\}, \]

where the second equality is due to \( \mathbb{P}[\xi : \max_{i \in [I]} \{\alpha_i (-f_i(x, \xi))\} > 0] + \mathbb{P}[\xi : \max_{i \in [I]} \{\alpha_i (-f_i(x, \xi))\} \leq 0] = 1 \). For any given probability measure \( \mathbb{P} \in \mathcal{P} \), apply the CVaR approximation of [73] to the above chance constraint, which yields a conservative approximation of \( Z \) as

\[ Z \supseteq \left\{ x : \alpha \in \mathbb{R}^{|I|}^+ \text{, } \sup_{\mathbb{P} \in \mathcal{P}} \left\{ \inf_{\beta \in \mathbb{R}} \left[ \beta + \frac{1}{\epsilon} \mathbb{E}_{\mathbb{P}} \left( \max_{i \in [I]} \{\alpha_i (-f_i(x, \xi))\} - \beta \right)_+ \right] \right\} \leq 0 \right\} \]
We further note that if we interchange the infimum with the supremum, then by standard
minimax argument, set $Z$ is further approximated by

$$
Z \supseteq \left\{ x : \alpha \in \mathbb{R}_{++}^I, \beta \in \mathbb{R}, \beta + \frac{1}{\epsilon} \sup_{P \in \mathcal{P}} \mathbb{E}_P \left( \max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} - \beta \right)_+ \right\} \leq 0 \}
$$

where the second inclusion is because infimum might not be achieved by any $\beta$.

The relation (5.13) leads us to reformulate $Z_C$ as a disjunction of two sets by distin-
guishing whether $\beta = 0$ or not.

**Theorem 20.** $Z_C = X_C \cup Y_C$, where

$$
X_C = \{ x : F(x, \xi) \geq 0, \forall \xi \in \Xi \} 
$$

and

$$
Y_C = \left\{ x : \begin{array}{l}
\lambda + \sum_{t \in \mathcal{T}_1 \cup \mathcal{T}_2} g_t \gamma_t \geq 1 - \epsilon, \\
\lambda + \psi_0 (\gamma) \leq 1, \\
\lambda + \psi_f (\gamma, \alpha_i, x) \leq 0, \forall i \in [I], \\
\gamma_t \geq 0, \forall t \in \mathcal{T}_2, \alpha_i \geq 0, \forall i \in [I].
\end{array} \right\}
$$

*Proof.* We separate the proof into three parts.

(i) Note that in (5.13), we must have $\beta \leq 0$; otherwise, as $(\max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} - \beta)_+ \geq 0$ for all $\xi \in \Xi$, thus the expectation in (5.13) is always nonnegative, which implies that the left-hand side of (5.13) is strictly positive, a contradiction.

(ii) For any $x \in Z_C$, there exists $(\alpha, \beta) \in \mathbb{R}_{++}^I \times \mathbb{R}_-$ such that

$$
\beta \epsilon + \sup_{P \in \mathcal{P}} \mathbb{E}_P \left( \max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} - \beta \right)_+ \leq 0.
$$

Now we distinguish whether $\beta = 0$ or $\beta < 0$.

(a) If $\beta = 0$, then (5.13) yields

$$
\sup_{P \in \mathcal{P}} \mathbb{E}_P \left( \max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} \right)_+ \leq 0
$$
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which is equivalent to

\[ \inf_{P \in \mathcal{P}} \mathbb{P}[F(x, \xi) \geq 0] = 1 \geq 1 - \epsilon. \]

By continuity of \( F(x, \xi) \), \( \inf_{P \in \mathcal{P}} \mathbb{P}[F(x, \xi) \geq 0] = 1 \) implies that \( F(x, \xi) \geq 0 \) for all \( \xi \in \mathcal{X} \), which implies that the feasible solution \( x \) must be in \( X_C \).

(b) Suppose \( \beta < 0 \). Divide (5.13) by \( -\beta \) and add \( \epsilon \) on both sides, then we have

\[
\frac{1}{-\beta} \sup_{P \in \mathcal{P}} \mathbb{E}_P \left[ \left( \max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} - \beta \right)_+ \right] \leq \epsilon. \tag{5.17}
\]

Since \( \beta < 0 \), we can redefine \( \alpha_i \) as \( \alpha_i/(-\beta) \) for each \( i \in [I] \). Thus, (5.17) yields

\[
\sup_{P \in \mathcal{P}} \mathbb{E}_P \left[ \left( \max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} + 1 \right)_+ \right] \leq \epsilon.
\]

Subtracting one on both sides and flipping the sign of inequality yields

\[
\inf_{P \in \mathcal{P}} \mathbb{E}_P \left[ 1 - \left( \max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} + 1 \right)_+ \right] \geq 1 - \epsilon. \tag{5.18}
\]

By Lemma 6, for any given \( \alpha \in \mathbb{R}^I_{++} \), the infimum in the left-hand side of (5.18) is equivalent to

\[
\max \lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t, \tag{5.19a}
\]

s.t. \( \lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \leq 1 - \left( \max_{i \in [I]} \{ \alpha_i (-f_i(x, \xi)) \} + 1 \right)_+, \forall \xi \in \mathcal{X}, \tag{5.19b} \)

\( \gamma_t \geq 0, t \in T_2. \tag{5.19c} \)

Since the maximum value of (5.19) should be no smaller than \( 1 - \epsilon \), therefore, we can replace the maximization over \( \lambda, \gamma \) by existing \( \lambda, \gamma \). In addition, breaking down the maximum in (5.19b), (5.18) is equivalent to

\[
\lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq 1 - \epsilon, \tag{5.20a}
\]

\[
\lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \leq 1, \forall \xi \in \mathcal{X}, \tag{5.20b}
\]
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\[
\lambda + \left[ \sum_{t \in T_1 \cup T_2} \phi_t(\xi)\gamma_t - \alpha_i f_i(x, \xi) \right] \leq 0, \forall \xi \in \Xi, i \in [I], \\
\gamma_t \geq 0, t \in T_2,
\]

for some \( \alpha \in \mathbb{R}^{I_+}_+ \). By definition of \( \psi_f \), (5.20a)-(5.20c) are equivalent to (5.15a)-(5.15c). Therefore, \((\lambda, \gamma, \alpha, x)\) satisfies (5.15). Thus, \(x \in Y_C\).

This implies that \(Z_C \subseteq X_C \cup Y_C\).

(iii) Now let \(x \in X_C \cup Y_C\). If \(x \in X_C\), then choose \(\beta = 0, \alpha = e\), thus \(x \in Z_C\). If \(x \in Y_C\), there exists \((\lambda', \gamma', \alpha')\) such that \((\lambda', \gamma', \alpha', x)\) satisfies (5.15) and we must have \(\alpha' > 0\) from Corollary 6. In (5.13), let \(\beta = 1, \alpha = \alpha'\). Then by Lemma 6, the dual reformulation (5.13) is equivalent to the set \(Z_C\). Thus, \(x \in Z_C\).

\[\square\]

**Remark 1.** To solve (5.1) over set \(S \cap Z_C\), one can optimize \(c^\top x\) over \(S \cap X_C\) and \(S \cap Y_C\) separately, then choose the minimum value.

**Remark 2.** We note that the left-hand sides of the constraint system (5.15) are biconvex in \(\alpha\) and \((\lambda, \gamma, x)\), i.e., for any given \(\alpha \in \mathbb{R}^{I_+}_+\), they are convex in \((\lambda, \gamma, x)\), and also convex in \(\alpha\) for any given \((\lambda, \gamma, x)\).

We observe that \(Y_C\) is quite similar to (5.6) except that index set \(I_1(x)\) is equal to \([I]\) in (5.15). Indeed, we are able to show that \(Z\) is characterize by \(Y_C\) below.

**Theorem 21.** Let

\[
C := \left\{ x \in Z : \exists i \in [I], \inf_{\xi \in \Xi} f_i(x, \xi) = 0 \right\}. 
\]

If \(C = \emptyset\), then

\[
Y_C = Z_C = Z.
\]

**Proof.** Since Theorem 20 implies that \(Y_C \subseteq Z_C \subseteq Z\), we only need to show that \(Z \subseteq Y_C\).
We first rewrite set $Y_C$ as

$$Y_C = \left\{ x : \lambda + \psi_0(\gamma) \leq 1, \frac{\gamma_t}{g_t} \geq 1 - \epsilon, \lambda + \sum_{t \in T} \frac{\gamma_t}{g_t} g_t \gamma_t \geq 1 - \epsilon, \lambda + \psi_f(\gamma, \alpha_i, x) \leq 0, \forall i \in I \right\}$$

(5.21a)

By definition we have $[I \setminus I_1(x)] = \{ i \in [I] : f_i(x, \xi) \geq 0, \forall \xi \in \Xi \}$. For each $i \in [I \setminus I_1(x)]$, (5.21d) is equivalent to

$$\lambda + \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t \leq \alpha_i f_i(x, \xi), \forall \xi \in \Xi.$$ 

In the above reformulation, by taking supremum over the left-hand side and using the fact that $\lambda + \psi_0(\gamma) \leq 1$, we observe that

$$Y_C \supseteq \left\{ x : \frac{\gamma_t}{g_t} \geq 0, \frac{\gamma_t}{g_t} \geq 0, \forall i \in I \right\}$$

(5.22)

Using the fact that $\alpha_i > 0$ from the proof of Theorem 20, the right-hand side in (5.22) is equivalent to

$$Y_C \supseteq \hat{Y}_C := \left\{ x : \frac{\gamma_t}{g_t} \geq 0, \forall i \in I \right\}$$

(5.23)

From definition of $\hat{Y}_C$, we have

$$Z \setminus Y_C \subseteq Z \setminus \hat{Y}_C \subseteq C := \{ x \in Z : \exists i \in [I], \inf_{\xi \in \Xi} f_i(x, \xi) = 0 \}$$

where the first inclusion is due to $\hat{Y}_C \subseteq Y_C$, and the second inclusion is because for any $x \in Z$ but $x \notin C$, we must have $x \in \hat{Y}_C$. 

\hfill \Box
A direct observation from the proof of Theorem 21 is the sufficient conditions when $\alpha$ could be bounded. This observation is useful for binary DRCCP which will be discussed in subsequent sections.

**Corollary 7.** If $S$ is compact and $I_1(x) = [I]$ for all $x \in Z$ (i.e., $Z = Y_C$), then there exists an $M \in \mathbb{R}_+^I$ such that in $S \cap Y_C$, $\alpha_i \leq M_i$ for each $i \in [I]$.

**Proof.** By Theorem 21, we have

$$Z \setminus Z_C \subseteq Z \setminus Y_C \subseteq C := \{x \in Z : \exists i \in [I], \inf_{\xi \in \Xi} f_i(x, \xi) = 0\}.$$

If $I = 1$, then we have

$$C \subseteq \{x \in \mathbb{R}^n : f_1(x, \xi) \geq 0, \forall \xi \in \Xi\} \subseteq X_C.$$

Thus,

$$Z \subseteq Z_C \cup X_C = Z_C,$$

i.e. $Z = Z_C$.

Next we observe that $Z_C = Z$ when there is a single uncertain constraint.

**Corollary 8.** When $I = 1$, we have $Z_C = Z$.

**Proof.** By Theorem 21, we have

$$Y_C \subseteq Z_C \subseteq Z = \text{cl}(Y_C).$$

Thus,

$$Z \setminus Z_C \subseteq Z \setminus Y_C \subseteq C := \{x \in \mathbb{R}^n : \exists i \in [I] \setminus I_1(x), \inf_{\xi \in \Xi} f_i(x, \xi) = 0\}$$

where the first inclusion is due to $Y_C \subseteq Z_C$, and the second inclusion is because for any $x \in Z$ but $x \notin C$, we must have $x \in Y_C$.

If $I = 1$, then we have

$$C \subseteq \{x \in \mathbb{R}^n : f_1(x, \xi) \geq 0, \forall \xi \in \Xi\} \subseteq X_C.$$
Thus,

\[ Z \subseteq Z_C \cup X_C = Z, \]

i.e. \( Z = Z_C \).

**Remark 3.** A special case of Corollary 8 has been observed by [123, 135] for a DRCCP with first- and second- moment constraints. Here, we provide a different proof and our results apply to a DRCCP with more general convex moment constraints.

Despite the tightness of \( Z_C \), due to the biconvex terms in set \( Y_C \), it is nonconvex in general. However, as shown in Sections 5.4 and 5.5, in some cases, it is possible that these biconvex terms can be convexified.

### 5.4 Convexity conditions for \( Z \)

In this section, we will explore some settings under which the set \( Z \) is convex. The results in the first two subsections are derived by constructing a new formulation which projects out dual variables \( \lambda, \alpha \) in (5.6) and proving that the new formulation is convex and equivalent to the set \( Z \). The remaining two results are to explore the positive homogeneity of mappings \( \{\phi_t(\xi)\}_{t \in T_1 \cup T_2} \) or \( F(x, \xi) \).

#### 5.4.1 Single uncertain constraint

We show that if there is a single uncertain constraint (i.e., \( I = 1 \)), then the set \( Z \) is convex.

**Theorem 22.** When \( I = 1 \), then

\[
Z = Z_C = \left\{ x : \begin{array}{ll}
- \sum_{t \in T_1 \cup T_2} g_t \gamma_t + (1 - \epsilon)\psi_0(\gamma) + \epsilon\psi_1(\gamma, 1, x) \leq 0, \\
\gamma_t \geq 0, \forall t \in T_2,
\end{array} \right\}
\]

which is a convex set.

**Proof.** Note that \( Z_C = Z \) from Corollary 8. By definition of the set \( Z_C \) in (5.13), we can obtain

\[
Z_C = \left\{ x : \alpha_1 > 0, \beta \in \mathbb{R}, \beta + \frac{1}{\epsilon} \sup_{\mathcal{P}} \mathbb{E}_\mathcal{P} \left[ (\alpha_1 (-f_1(x, \xi)) - \beta) \right] \leq 0 \right\}
\]
By replacing $\beta$ with $-\beta$ and flipping the sign of inequality, we have that (5.25) is equivalent to

$$Z_C = \left\{ x : \alpha_1 > 0, \beta \in \mathbb{R}, \inf_{P \in \mathcal{P}} \mathbb{E}_P \left[ \min \left( \alpha_1 f_1(x, \xi), \beta \right) \right] \geq (1 - \epsilon)\beta \right\} \quad (5.26)$$

Then by Lemma 6 and the proof of Theorem 20, the infimum in the left-hand side of (5.26) is equivalent to

$$Z_C = \left\{ x : \begin{array}{l}
\lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq (1 - \epsilon)\beta \\
\lambda + \psi_0 (\gamma) \leq \beta \\
\lambda + \psi f_1 (\gamma, \alpha_1, x) \leq 0, \\
\gamma_t \geq 0, \forall t \in T_2, \alpha_1 > 0.
\end{array} \right\} \quad (5.27a)$$

Next, we project out variables $\lambda, \beta$ from set $Z_C$ in (5.27) by Fourier-Motzkin elimination procedure and obtain

$$Z_C = \left\{ x : \begin{array}{l}
- \sum_{t \in T_1 \cup T_2} g_t \gamma_t + (1 - \epsilon)\psi_0 (\gamma) + \epsilon \psi f_1 (\gamma, \alpha_1, x) \leq 0, \\
\gamma_t \geq 0, \forall t \in T_2, \alpha_1 > 0.
\end{array} \right\} \quad (5.28a)$$

We note that in (5.28a), $\alpha_1$ must be positive and finite. Thus, by scaling it to be 1, we obtain (5.24).

Since $\phi_0 (\cdot)$ and $\phi f_1 (\cdot, 1, \cdot)$ are convex functions, $Z$ is a convex set.

Theorem 22 implies that for a single DRCCP, $Z$ can be always reformulated as a convex set. This has been observed by [51, 123, 135] where $\mathcal{P}$ is only constrained by first- and second-moments. Here, we extend this result to more general moment constraints.

### 5.4.2 Single moment constraint

Here we consider the case that $\mathcal{P}$ is described by a single moment constraint. First, we show that for one inequality constraint (i.e., $|T_1| = 0, |T_2| = 1$), the set $Z$ is convex. The main idea behind the proof is to project out the $\alpha$ variables from characterization (5.6) in Theorem 19.
Theorem 23. If $|T_1| = 0$ and $|T_2| = 1$, then

$$Z = \left\{ x : \begin{array}{l}
- g_1 \hat{\gamma}_i + (1 - \epsilon)\psi_0 (\hat{\gamma}_i) + \epsilon \psi_{f_i} (\hat{\gamma}_i, 1, x) \leq 0, \forall i \in [I], \\
\hat{\gamma}_i \geq 0, \forall i \in [I], 
\end{array} \right\}$$

which is a convex set.

Proof. Let $Z^*$ be the set defined on the right-hand side of (5.29), which is clearly convex. We will first show that set $Z$ is equivalent to $\tilde{Z}$ by projecting out dual multiplier $\lambda$ and aggregating two types of constraints into one. Next, we show that the consolidated set $\tilde{Z}$ is equivalent to the convex set $Z^*$. The proof proceeds in three steps.

(a) First, using Fourier-Motzkin method to project out variable $\lambda$ in (5.6), we can reformulate $Z$ as

$$Z = \left\{ x : \begin{array}{l}
- g_1 \gamma_1 + \psi_0 (\gamma_1) \leq \epsilon, \\
x : - g_1 \gamma_1 + \psi_{f_i} (\gamma_1, \alpha_i, x) \leq \epsilon - 1, \forall i \in I_1(x), \\
\gamma_1 \geq 0, \alpha_i > 0, \forall i \in [I], 
\end{array} \right\}$$

where in (5.30c), we let $\alpha_i > 0$ for all $i \in [I]$ due to Corollary 6.

Next, we can get a relaxation of the $Z$ by aggregating the two constraints (5.30a), (5.30b) above together as $(1 - \epsilon) \times (5.30a) + \epsilon \times (5.30b)$:

$$\tilde{Z} = \left\{ x : \begin{array}{l}
- g_1 \gamma_1 + (1 - \epsilon)\psi_0 (\gamma_1) + \epsilon \psi_{f_i} (\gamma_1, \alpha_i, x) \leq 0, \forall i \in I_1(x), \\
\gamma_1 \geq 0, \alpha_i > 0, \forall i \in [I]. 
\end{array} \right\}$$

Set $\tilde{Z}$ is a relaxation of $Z$, i.e. $Z \subseteq \tilde{Z}$.

Next we show that $\tilde{Z} \subseteq Z$. Recall that $I_1(x) := \{ i \in [I] : \exists \xi \in \Xi, f_i(x, \xi) < 0 \}$. Given a point $x \in \tilde{Z}$, we consider two cases $I_1(x) = \emptyset$ and $I_1(x) \neq \emptyset$. If $I_1(x) = \emptyset$, then let $\gamma_1 = 0$ and $\alpha = e$ ($e$ is the all-one vector). Clearly $(\gamma_1, \alpha, x)$ satisfies constraints in (5.30). Hence $x \in Z$.

Now suppose that $I_1(x) \neq \emptyset$. As $x \in \tilde{Z}$, there exists $(\gamma_1, \alpha)$ such that $(\gamma_1, \alpha, x)$ satisfies constraints in (5.31). First of all, we claim that $\gamma_1 > 0$; otherwise, suppose that $\gamma_1 = 0,$
then by (5.31a), Definition 8 and the fact that $\alpha \in \mathbb{R}_1$, we have

$$\sup_{\xi \in \Xi} -\alpha_i f_i(x, \xi) \leq 0,$$

which implies that $f_i(x, \xi) \geq 0$ for all $\xi \in \Xi$ and $i \in I_1(x)$, contradicting $I_1(x) \neq \emptyset$.

Thus, we must have $\gamma_1 > 0$.

Next, we claim that $-g_1 \gamma_1 + \psi_0 (\gamma_1) > 0$. Indeed, by Assumption (A4), there exists a probability measure $\mathbb{P} \in \mathcal{P}_0(\Xi)$ such that $E_{\mathbb{P}}[\phi_1(\xi)] > g_1$. Thus

$$g_1 < E_{\mathbb{P}}[\phi_1(\xi)] \leq \sup_{\xi \in \Xi} \phi_1(\xi).$$

Since $\gamma_1 > 0$, we must have

$$-g_1 \gamma_1 + \psi_0 (\gamma_1) = \gamma_1 [\gamma_1 - \sup_{\xi \in \Xi} \phi_1(\xi)] > 0.$$

Define $\bar{\gamma}_1 = \epsilon \gamma_1 / [-g_1 \gamma_1 + \psi_0 (\gamma_1)]$. Thus,

$$-g_1 \bar{\gamma}_1 + \psi_0 (\bar{\gamma}_1) = \epsilon \gamma_1 [-g_1 \gamma_1 + \psi_0 (\gamma_1)] + \sup_{\xi \in \Xi} (\epsilon \gamma_1 \phi_1(\xi) / [-g_1 \gamma_1 + \psi_0 (\gamma_1)])$$

where the first and second equalities are from the definition of $\psi_0 (\cdot)$ and construction of $\bar{\gamma}_1$; and similarly for each $i \in I_1(x)$,

$$-g_1 \bar{\gamma}_1 + \psi_1 (\bar{\gamma}_1, \alpha_i, x) = \epsilon \gamma_1 [-g_1 \gamma_1 + \psi_0 (\gamma_1)]$$

where the first and second equalities are from the definition of $\psi_0 (\cdot)$ and construction of $\bar{\gamma}_1$, and the last inequality is due to (5.31a).

Hence, $(\bar{\gamma}_1, \alpha, x)$ satisfy the constraints in (5.30); i.e., $x \in Z$. Thus, $\bar{Z} = Z$.

(b) Now we show that $Z^* \subseteq \bar{Z}$. Given a point $x \in Z^*$, if $I_1(x) = \emptyset$, then clearly $x \in \bar{Z}$. 
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Suppose \( I_1(x) \neq \emptyset \). Since \( x \in Z^* \), there must exist a vector \( \hat{\gamma} \) such that \((\hat{\gamma}, x)\) satisfies (5.29). For any \( i \in I_1(x) \), we must have \( \hat{\gamma}_i > 0 \); otherwise, (5.31a) yields \( \psi_{f_i}(0, 1, x) \leq 0 \); i.e., \( f_i(x, \xi) \geq 0 \) for all \( \xi \in \Xi \), contradicting \( i \in I_1(x) \).

Let \( \gamma_1 = \max_{i \in I_1(x)} \hat{\gamma}_i \) and set \( \alpha_i = \gamma_1/\hat{\gamma}_i \) for each \( i \in I_1(x) \) and \( \alpha_i = 1 \), otherwise. Then for each \( i \in I_1(x) \),

\[
- g_1 \gamma_1 + (1 - \epsilon) \psi_0 (\gamma_1) + \epsilon \psi_{f_i} (\gamma_1, \alpha_i, x) \\
= - g_1 \gamma_1 + (1 - \epsilon) \sup_{\xi \in \Xi} (\gamma_1 \phi_1(\xi)) + \epsilon \sup_{\xi \in \Xi} (\gamma_1 \phi_1(\xi) - \gamma_1/\hat{\gamma}_i f_i(x, \xi)) \\
= \frac{\gamma_1}{\hat{\gamma}_i} \left[ - g_1 \hat{\gamma}_i + (1 - \epsilon) \sup_{\xi \in \Xi} (\hat{\gamma}_i \phi_1(\xi)) + \epsilon \sup_{\xi \in \Xi} (\hat{\gamma}_i \phi_1(\xi) - f_i(x, \xi)) \right] \\
= \frac{\gamma_1}{\hat{\gamma}_i} \left[ - g_1 \hat{\gamma}_i + (1 - \epsilon) \psi_0 (\hat{\gamma}_i) + \epsilon \psi_{f_i} (\hat{\gamma}_i, 1, x) \right] \leq 0,
\]

where the first three equalities are from the definition of \( \psi(\cdot, \cdot, \cdot) \) and construction of \( \gamma_1, \alpha \), and the last inequality due to (5.29a) and the fact that \( \gamma_1 = \max_{j \in I_1(x)} \hat{\gamma}_j > 0 \).

Thus, \((\gamma_1, \alpha, x)\) satisfies constraints (5.31), i.e. \( x \in \bar{Z} \).

(c) Next we show that \( \bar{Z} \subseteq Z^* \). Given \( x \in \bar{Z} \), there exists \((\gamma_1, \alpha)\) such that \((\gamma_1, \alpha, x)\) satisfies constraints in (5.31). For each \( i \in [I] \setminus I_1(x) \), let \( \hat{\gamma}_i = 0 \); otherwise, let \( \hat{\gamma}_i = \gamma_1/\alpha_i \).

Then for each \( i \in [I] \setminus I_1(x) \), we have

\[
- g_1 \hat{\gamma}_i + (1 - \epsilon) \psi_0 (\hat{\gamma}_i) + \epsilon \psi_{f_i} (\hat{\gamma}_i, 1, x) = \epsilon \sup_{\xi \in \Xi} (- f_i(x, \xi)) \leq 0,
\]

where the first equality is from the definition of \( \psi(\cdot, \cdot, \cdot) \) and \( \hat{\gamma}_i = 0 \), and the first inequality is due to \( i \in [I] \setminus I_1(x) \), thus \( f_i(x, \xi) \geq 0 \) for all \( \xi \in \Xi \). On the other hand, for for each \( i \in I_1(x) \), we have

\[
- g_1 \hat{\gamma}_i + (1 - \epsilon) \psi_0 (\hat{\gamma}_i) + \epsilon \psi_{f_i} (\hat{\gamma}_i, 1, x) \\
= - g_1 \gamma_1/\alpha_i + (1 - \epsilon) \sup_{\xi \in \Xi} (\phi_1(\xi) \gamma_1/\alpha_i) + \epsilon \sup_{\xi \in \Xi} (\phi_1(\xi) \gamma_1/\alpha_i - f_i(x, \xi)) \\
= \frac{1}{\alpha_i} \left[ - g_1 \gamma_1 + (1 - \epsilon) \sup_{\xi \in \Xi} (\gamma_1 \phi_1(\xi)) + \epsilon \sup_{\xi \in \Xi} (\gamma_1 \phi_1(\xi) - \alpha_i f_i(x, \xi)) \right] \leq 0,
\]

where the first two equalities are due to the definition of \( \psi(\cdot, \cdot, \cdot) \) and \( \hat{\gamma}_i = \gamma_1/\alpha_i \), and the last inequality is due to (5.31a) and \( \alpha_i > 0 \).
Thus, \((\tilde{\gamma}, x)\) satisfies the constraints in (5.29); i.e., \(x \in \tilde{Z}\).

Thus, \(Z = \tilde{Z} = Z^*\). Since \(\phi_0(\cdot)\) and \(\{\phi_f(\cdot, 1, \cdot)\}_{i \in [I]}\) are convex functions, \(Z\) is a convex set.

We remark that the proof of Theorem 23 only holds for the case of one moment inequality. If there is more than one moment inequality, it is difficult to project out the dual multipliers \(\{\alpha_i\}_{i \in [I]}\).

Another observation is that in the reformulation (5.29), the constraints (5.29a) are \(I\) replications of (5.24a). Indeed, let us consider the following set

\[
Z_O = \left\{ x : \inf_{\mathbb{P} \in \mathcal{P}} \mathbb{P}[\xi : f_i(x, \xi) \geq 0] \geq 1 - \epsilon, \forall i \in [I] \right\}
\]  

which relaxes the requirement to satisfy all uncertain constraints, and is an outer approximation of \(Z\). We can show that the relaxed set \(Z_O\) is equivalent to \(Z\) if there is only one moment inequality in \(\mathcal{P}\).

Proposition 32. If \(|T_1| = 0\) and \(|T_2| = 1\), then \(Z_O = Z\).

Proof. Since set \(Z_O\) consists of \(I\) single DRCCP, therefore Theorem 22, \(Z_O\) is equivalent to

\[
Z_O = \left\{ x : \begin{array}{c}
-g_1 \gamma_{1i} + (1 - \epsilon)\psi_0(\gamma_{1i}) + \epsilon \psi_f(\gamma_{1i}, 1, x) \leq 0, \forall i \in [I], \\
\gamma_{1i} \geq 0, \forall i \in [I],
\end{array} \right\}
\]  

which clearly equals to (5.29) defining set \(Z\). \(\square\)

This result in Proposition 32 does not hold for general ambiguity set \(\mathcal{P}\). Consider the following example:

Example 5. Let \(n = 1, I = 2\) and \(f_1(x, \xi) = \xi x + T, f_2(x, \xi) = -\xi x + T\) and

\[
\mathcal{P} = \left\{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}) : \mathbb{E}_\mathbb{P}[\xi] = 0, \mathbb{E}_\mathbb{P}[\xi^2] \leq 1 \right\},
\]  

then according to Theorem 3.1 [24] and Theorem 2 [117], we can reformulate sets \(Z_O\) and \(Z\) as follows:

\[
Z_O = \left\{ x : |x| \leq \sqrt{\frac{\epsilon}{1 - \epsilon} T} \right\},
\]
\[ Z = \{ x : |x| \leq \sqrt{\epsilon T} \}. \]

Clearly, when \( \epsilon \to 1 \), \( Z_O \to \mathbb{R} \) but \( Z \) is always bounded. Hence the distance between \( Z \) and \( Z_O \) can be arbitrarily large.

Note that if there is one linear moment equality, we can reformulate \( Z \) as a disjunction of two sets by treating an equality constraint as two inequalities, then applying the same technique of Theorem 23.

**Theorem 24.** If \( |T_1| = 1 \) and \( |T_2| = 0 \), then

\[ Z = \bar{Z}^1 \cup \bar{Z}^2, \]

where

\[
\bar{Z}^1 = \left\{ x : \begin{array}{l}
-g_1 \tilde{\gamma}_i + (1 - \epsilon) \psi_0 (\tilde{\gamma}_i) + \epsilon \psi f_i (\tilde{\gamma}_i, 1, x) \leq 0, \forall i \in [I], \\
\tilde{\gamma}_i \geq 0, \forall i \in [I], \\
\end{array} \right\} \tag{5.33a}
\]

\[
\bar{Z}^2 = \left\{ x : \begin{array}{l}
-g_1 \tilde{\gamma}_i + (1 - \epsilon) \psi_0 (\tilde{\gamma}_i) + \epsilon \psi f_i (\tilde{\gamma}_i, 1, x) \leq 0, \forall i \in [I], \\
\tilde{\gamma}_i \leq 0, \forall i \in [I], \\
\end{array} \right\} \tag{5.34a}
\]

and \( \bar{Z}^1, \bar{Z}^2 \) are convex sets.

**Proof.** From the proof of Theorem 23, we know

\[
Z = \left\{ x : \begin{array}{l}
-g_1 \gamma_1 + (1 - \epsilon) \psi_0 (\gamma_1) + \epsilon \psi f_i (\gamma_1, \alpha_i, x) \leq 0, \forall i \in I_1(x), \\
\alpha_i \geq 0, \forall i \in [I], \\
\end{array} \right\} \tag{5.35a}
\]

and if \( \gamma_1 \geq 0 \), then \( Z = Z^1 \), while if \( \gamma_1 \leq 0 \), then \( Z = Z^2 \). The conclusion follows by combining these two sets together with disjunction.

Different from a result in [47], where the authors only showed tractability of a linear DRCCP with right-hand-side uncertainty (i.e., \( f_i(x, \xi) = a_i^\top x - \xi^\top b_i \) with constants \( a_i \in \mathbb{R}^n, b_i \in \mathbb{R}^m \)), our results in Theorems 23 and 24 apply to both right-hand-side and left-hand-side uncertainty.

The following example shows an application of Theorem 23.
**Example 6.** Consider a stochastic multi-dimensional continuous knapsack problem. There are \( n \) items and \( I \) knapsacks, where for each item \( j \), \( c_j \) represents its value, and \( \xi_i \) represents \( i \)th knapsack’s random weight vector, and let \( b_i \) be the total capacity of \( i \)th knapsack. The variable \( x_j \) denotes the portion of \( j \)th item being picked. Suppose that we know the total absolute deviation of weight, thus \( P \) is defined as

\[
P = \left\{ P \in \mathcal{P}_0 (\Xi) : E_P [\| \tilde{\xi} \|_1] \leq g \right\},
\]

where \( \Xi = \mathbb{R}^{n \times I} \) and \( \xi_i = \tilde{\xi}_i + \mu_i \) for all \( i \in [I] \).

Now the distributionally robust multi-dimensional continuous knapsack problem is formulated as

\[
v^* = \max_{x \in [0,1]^n} c^\top x, \quad \text{s.t.} \quad \inf_{\tilde{\xi} \in \tilde{\mathcal{P}}} \mathbb{P}[x^\top (\mu_i + \tilde{\xi}_i) \leq b_i, \forall i \in [I]] \geq 1 - \epsilon. \tag{5.36}
\]

Note that for each \( i \in [I] \), the \( i \)th uncertain constraint is \( f_i(x, \xi) = b_i - x^\top \mu_i - x^\top \tilde{\xi}_i \). By Proposition 27 with \( q = 1 \), we have

\[
\psi_{f_i}(\gamma, \alpha_i, x) = \begin{cases} 
-\alpha_i (b_i - \mu_i^\top x), & \text{if } \|\alpha_i x\|_\infty \leq \gamma, \\
+\infty, & \text{otherwise}, 
\end{cases}
\]

and \( \psi_0(\gamma) = 0 \).

Thus, according to Theorem 23, Problem (5.36) is equivalent to the following linear program

\[
v^* = \max_{x \in [0,1]^n} c^\top x, \quad \text{s.t.} \quad x \in [0,1]^n, \tag{5.37a}
\]

\[
g \gamma_i \leq \epsilon (b_i - \mu_i^\top x), \forall i \in [I], \tag{5.37b}
\]

\[
\|x\|_\infty \leq \gamma_i, \forall i \in [I], \tag{5.37c}
\]

\[
\gamma_i \geq 0, \forall i \in [I]. \tag{5.37d}
\]

### 5.4.3 Linear moment constraints

Here, we show that if \( \Xi = \mathbb{R}^m \) and the ambiguity set is defined only by linear moment constraints, then the set \( Z \) is equal to \( X_C \) as defined in (5.14). Hence, DRCCP is equivalent
to a robust convex program.

**Theorem 25.** Suppose $\Xi = \mathbb{R}^m$ and $\{\phi_t(\xi)\}_{t \in T_1 \cup T_2}$ are all linear functions, then

$$Z = X_C = \{x \in \mathbb{R}^n : f_i(x, \xi) \geq 0, \forall \xi \in \mathbb{R}^m, i \in [I]\}.$$  \hfill (5.38)

**Proof.** Since $\{\phi_t(\xi)\}_{t \in T_1 \cup T_2}$ are all linear functions, let $\phi_t(\xi) = w_t^\top \xi$ for all $t \in T_1 \cup T_2$. We only need to show that $I_1(x) = \emptyset$ for any given $x \in Z$, where $I_1(x) := \{i \in [I] : \exists \xi \in \Xi, f_i(x, \xi) < 0\}$.

Suppose that $I_1(x) \neq \emptyset$ for some $x \in Z$. Since $\phi_t(\xi) = w_t^\top \xi$ for all $t \in T_1 \cup T_2$ and $\Xi = \mathbb{R}^m$, (5.6b) in Theorem 19 yields have

$$\lambda + \sup_{\xi \in \mathbb{R}^m} \sum_{t \in T_1 \cup T_2} w_t^\top \xi \gamma_t \leq 1,$$

which implies that

$$\sum_{t \in T_1 \cup T_2} w_t \gamma_t = 0.$$

Meanwhile, in (5.3), for any $P \in \mathcal{P}_0(\Xi)$, we have $E_P[w_t^\top \xi] = g_t$ for all $t \in T_1$ and $E_P[w_t^\top \xi] \geq g_t$ for all $t \in T_2$. Multiplying these equalities and inequalities with $\{\gamma_t\}_{t \in T_1 \cup T_2}$ (note that $\gamma_t \geq 0$ for each $t \in T_2$), we have

$$E_P\left[\sum_{t \in T_1 \cup T_2} \gamma_t w_t^\top \xi\right] \geq \sum_{t \in T_1 \cup T_2} g_t \gamma_t,$$

i.e., $\sum_{t \in T_1 \cup T_2} g_t \gamma_t \leq 0$ as $\sum_{t \in T_1 \cup T_2} w_t \gamma_t = 0$.

Now from (5.6c) in Theorem 19, for each $i \in I_1(x)$, we have

$$\lambda + \psi_{f_i}(\gamma, \alpha_i, x) = \lambda + \sup_{\xi \in \Xi} \left(\sum_{t \in T_1 \cup T_2} \gamma_t w_t^\top \xi - \alpha_i f_i(x, \xi)\right) = \lambda + \sup_{\xi \in \Xi} (-\alpha_i f_i(x, \xi)),$$

where the first equality is due to the definition of $\phi(\cdot, \cdot, \cdot)$ and the second equality is because of $\sum_{t \in T_1 \cup T_2} w_t \gamma_t = 0$. As we know $i \in I_1(x)$ and $\alpha_i > 0$ from Corollary 6, we must have $\sup_{\xi \in \Xi} (-\alpha_i f_i(x, \xi)) > 0$. Hence, (5.6c) (i.e., $\lambda + \psi_{f_i}(\gamma, \alpha_i, x) \leq 0$) implies that $\lambda < 0$.

On the other hand, (5.6a) (i.e., $\lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq 1 - \epsilon$) implies that $\lambda \geq 1 - \epsilon$ since $\sum_{t \in T_1 \cup T_2} g_t \gamma_t \leq 0$. Thus, we have a contradiction. \hfill $\blacksquare$
This proposition suggests us that only considering first-moment information might not provide us a sufficient characterization of the ambiguous set and hence more nonlinear moment constraints are needed for a more realistic reformulation.

5.4.4 Nonlinear positively homogeneous moment constraints

Now we consider the case of multiple (possibly, nonlinear) moment constraints. Let us begin with the following technical lemma.

**Lemma 10.** Suppose that $\Xi$ is a closed convex cone, $\phi_t(\xi)$ is positively homogeneous on $\Xi$ for each $t \in T_2$, then $Z$ is equivalent to

$$
Z = \begin{cases}
\sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq -\epsilon, \\
x \in \mathbb{R}^n : \bar{\psi}_0(\gamma) \leq 0, \\
1 + \psi_f(\gamma, \alpha_i, x) \leq 0, \forall i \in I_1(x), \\
\gamma_t \geq 0, \forall t \in T_2, \alpha_i \geq 0, \forall i \in I_1(x),
\end{cases}
$$

where convex mapping $\bar{\psi}_0$ describes the domain of $\phi_0$, i.e.,

$$
\psi_0(\gamma) = \begin{cases}
0, & \text{if } \bar{\psi}_0(\gamma) \leq 0, \\
+\infty, & \text{otherwise},
\end{cases}
$$

**Proof.** Since $\phi_t(\xi)$ is linear for each $t \in T_1$ and is positively homogeneous on $\Xi$ for each $t \in T_2$, by part (iii) of Lemma 9, (5.6) reduces to

$$
Z = \begin{cases}
\lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq 1 - \epsilon, \\
x : \lambda \leq 1, \\
\lambda + \psi_f(\gamma, \alpha_i, x) \leq 0, \forall i \in I_1(x), \\
(5.39b), (5.39d).
\end{cases}
$$

It remains to show that for any $x$ in $Z$, we always have $\lambda = 1$.

Consider an $x \in Z$ with $(\lambda, \gamma, \alpha)$ such that $(\lambda, \gamma, \alpha, x)$ satisfies (5.40) and $\lambda < 1$. By Corollary 5 and $\psi_0(\gamma) = 0$ in its domain, we must have $\lambda \geq 1 - \epsilon$. Now construct a new
solution \((\bar{\lambda}, \bar{\gamma}, \bar{\alpha}, x)\) as \(\bar{\lambda} = 1, \bar{\gamma} = \frac{\gamma}{\bar{\lambda}}, \bar{\alpha} = \frac{\alpha}{\bar{\lambda}}\). Clearly, \((\bar{\lambda}, \bar{\gamma}, \bar{\alpha}, x)\) also satisfies (5.40). Thus, we can always set \(\lambda = 1\) in (5.40), which yields (5.39).

By Lemma 9, \(\psi_0(\gamma)\) is convex in \(\lambda\), therefore \(\overline{\psi}_0(\gamma)\) is a convex mapping.

Next, we identify sufficient conditions for the set \(Z\) to be convex if the moment constraints are defined by positively homogeneous functions \(\{\phi_t(\xi)\}_{t \in T_2}\).

**Theorem 26.** Suppose that \(\Xi\) is a closed convex cone, \(\phi_t(\xi)\) is positively homogeneous on \(\Xi\) for each \(t \in T_2\), and for each \(i \in [I]\), \(f_i(x, \xi) = w_i(x) - h_i(\xi)\), where \(w_i(x) : \mathbb{R}^n \to \mathbb{R}\) is a concave function and \(h_i(\xi) : \Xi \to \mathbb{R}\) is a concave function and positively homogeneous on \(\Xi\). Then \(Z\) is formulated as the following convex set

\[
Z = \left\{ x : \begin{array}{l}
\sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq -\epsilon, \\
1 \leq \alpha_i w_i(x), \forall i \in [I] \setminus I_2, \\
0 \leq w_i(x), \forall i \in I_2, \\
\overline{\psi}_0(\gamma) \leq 0, \\
\overline{\psi}_{-h_i}(\gamma, -\alpha_i) \leq 0, \forall i \in [I] \setminus I_2, \\
\gamma_t \geq 0, \forall t \in T_2, \alpha_i \geq 0, \forall i \in [I] \setminus I_2,
\end{array} \right\}
\]

(5.41a)

(5.41b)

(5.41c)

(5.41d)

(5.41e)

(5.41f)

where \(I_2 := \{ i \in [I] : h_i(\xi) \leq 0, \forall \xi \in \Xi\}\), and for each \(i \in [I]\),

\[
\psi_{fi}(\gamma, \alpha_i, x) = -\alpha_i w_i(x) + \psi_{-h_i}(\gamma, \alpha_i, x) = \begin{cases} -\alpha_i w_i(x), & \text{if } \overline{\psi}_{-h_i}(\gamma, \alpha_i) \leq 0, \\
+\infty, & \text{otherwise}, \end{cases}
\]

with the convex mapping \(\overline{\psi}_{-h_i}(\gamma, \alpha_i)\).

**Proof.** We first note that \(0 \leq w_i(x)\) for all \(i \in I_2\) for each \(x \in Z\). We prove it by contradiction. Suppose that \(I_1(x) \cap I_2 \neq \emptyset\). Thus, in (5.39c), for each \(i \in I_1(x) \cap I_2\), we have

\[
0 \geq 1 + \psi_{fi}(\gamma, \alpha_i, x) = \psi_{fi}(\gamma, \alpha_i, x) = 1 - \alpha_i w_i(x) + \psi_{-h_i}(\gamma, \alpha_i, x)
\]

\[
= \begin{cases} 1 - \alpha_i w_i(x), & \text{if } \overline{\psi}_{-h_i}(\gamma, \alpha_i) \leq 0, \\
+\infty, & \text{otherwise}, \end{cases}
\]
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where the last inequality due to positive homogeneity of \( \{ \phi_t(\xi) \}_{t \in \mathcal{T}_1 \cup \mathcal{T}_2} \) and \( h_i(\xi) \). Thus, we must have \( \bar{\psi}_{-h_i}(\alpha_i) \leq 0 \) and \( \alpha_i w_i(x) \geq 1 \). This implies that \( w_i(x) \geq \sup_{\xi} h_i(\xi) \), i.e. \( f_i(x, \xi) = w_i(x) - h_i(\xi) \geq 0 \) for all \( \xi \in \Xi \). Therefore, \( i \notin I_1(x) \), contradiction.

Thus, set \( Z \) is now equivalent to \( \{ 0 \leq w_i(x), \forall i \in I_2 \} \cap \bar{Z} \), where

\[
\bar{Z} = \left\{ x \in \mathbb{R}^n : \inf_{p \in \mathcal{P}} \mathbb{P}[\xi : w_i(x) \geq h_i(\xi), \forall i \in [I] \setminus I_2] \geq 1 - \epsilon \right\}
\]

Now from the proof in Theorem 20, we know

\[
\bar{Z} \setminus \bar{Y}_C \subseteq C := \{ x \in \bar{Z} : \exists i \in [I] \setminus I_2, w_i(x) = \sup_{\xi \in \Xi} h_i(\xi) \},
\]

where

\[
\bar{Y}_C = \left\{ x \in \mathbb{R}^n : \begin{array}{l}
\sum_{t \in \mathcal{T}_1 \cup \mathcal{T}_2} g_t \gamma_t \geq -\epsilon, \\
\lambda + \psi_0(\gamma) \leq 1, \\
\lambda + \psi_{f_i}(\gamma, \alpha_i, x) \leq 0, \forall i \in [I] \setminus I_2, \\
\gamma_t \geq 0, \forall t \in \mathcal{T}_2, \alpha_i \geq 0, \forall i \in [I] \setminus I_2.
\end{array} \right\}
\]

(5.42)

Since for each \( i \in [I] \setminus I_2 \), we have \( h_i(\xi) > 0 \) for some \( \xi \in \Xi \), thus by positive homogeneity, we must have \( \sup_{\xi \in \Xi} h_i(\xi) = \infty \). Hence, \( C = \emptyset \) and \( \bar{Y}_C = \bar{Z} \). By by Lemma 10, we can \( \lambda = 1 \) in set \( \bar{Y}_C \). Thus,

\[
Z = \{ 0 \leq w_i(x), \forall i \in I_2 \} \cap \bar{Z} = \{ 0 \leq w_i(x), \forall i \in I_2 \} \cap \bar{Y}_C
\]

leads to

\[
Z = \left\{ x \in \mathbb{R}^n : \begin{array}{l}
\sum_{t \in \mathcal{T}_1 \cup \mathcal{T}_2} g_t \gamma_t \geq -\epsilon, \\
\bar{\psi}_0(\gamma) \leq 0, \\
0 \leq w_i(x), \forall i \in I_2, \\
1 + \psi_{f_i}(\gamma, \alpha_i, x) \leq 0, \forall i \in [I] \setminus I_2, \\
\gamma_t \geq 0, \forall t \in \mathcal{T}_2, \alpha_i \geq 0, \forall i \in [I] \setminus I_2.
\end{array} \right\}
\]

Note that for each \( i \in I \), \( \psi_{f_i}(\gamma, \alpha_i, x) = -\alpha_i w_i(x) + \psi_{-h_i}(\gamma, \alpha_i, x) \). Since function \( h_i \) is positive homogeneous in \( \xi \) and irrelevant with \( x \), by Lemma 9, \( \psi_{-h_i}(\gamma, \alpha_i, x) \) is convex in \( (\gamma, \alpha_i) \) and hence its domain is. Hence, we arrive at (5.41).
Note that (5.41b) is a convex constraint for each \(i \in [I]\) and is second order cone representable by introducing a new variable \(0 \leq q_i \leq w_i(x)\). Then (5.41b) is equivalent to

\[
2^2 + (\alpha_i - q_i)^2 \leq (\alpha_i + q_i)^2, 0 \leq q_i \leq w_i(x), \forall i \in [I].
\]

Note that Theorem 2 in [47] is a special case of Theorem 26, where in [47], it is assume that \(w_i(x)\) is an affine function and \(h_i(\xi)\) is a linear function for each \(i \in [I]\).

The following example demonstrates an application of Theorem 26.

**Example 7.** Consider a stochastic lot-sizing problem. There are \(I\) time periods and at each time period \(i \in [I]\), \(\xi_i\) represents the random demand and \(c_i, f_i\) are the production cost and fixed cost, respectively. The production for each time period cannot exceed \(M\).

There are two types of decision variables, \(x_i\) represents production level and \(y_i\) represents production set up at time \(i\), i.e., \(y_i = 1\) if \(x_i > 0\); 0, otherwise. Suppose that we know the mean of the demand at each period and the total deviation of demand, thus \(\mathcal{P}\) is defined as

\[
\mathcal{P} = \left\{ \mathbb{P} \in \mathcal{P}_0(\Xi) : \mathbb{E}_\mathbb{P}[\tilde{\xi}] = 0, \mathbb{E}_\mathbb{P}[\|\tilde{\xi}\|_q] \leq g \right\},
\]

where \(\Xi = \mathbb{R}^I\) and \(\xi = \tilde{\xi} + \mu\).

Now the entire distributionally robust lot-sizing problem is formulated as

\[
v^* = \min \quad c^T x + f^T y,
\]

s.t. \(x_i \leq My_i, \forall i \in [I], \quad (5.43a)\)

\[
\inf_{\mathbb{P} \in \mathcal{P}} \mathbb{E}_\mathbb{P} \left[ \sum_{j=1}^i x_j \geq \sum_{j=1}^i (\tilde{\xi}_j + \mu_j), \forall i \in [I] \right] \geq 1 - \epsilon, \quad (5.43b)
\]

\(y \in \{0, 1\}^I, x \geq 0. \quad (5.43c)\)

Let us define matrix \(A \in \mathbb{R}^{I \times I}\) as \(A(i, j) = 1\) if \(j \leq i\); 0, otherwise; and \(a_i\) denote ith row of \(A\). From Proposition 29, we have \(w_i(x) = a_i(x - \mu), h_i(\xi) = a_i\tilde{\xi}\), thus \(\bar{\psi}_0(\gamma) = \|\gamma\|_q - \gamma_2, \quad \bar{\psi}_{-h_i}(\gamma, -\alpha_i) = \|\gamma_1 + \alpha_ia_i\|_q - \gamma_2\) in Theorem 26. It is easy to see that

\[
I_2 = \left\{ i \in [I] : \sup_{\tilde{\xi} \in \mathbb{R}^I} \left[ \sum_{j=1}^i \tilde{\xi}_j \right] \leq 0 \right\} = \emptyset.
\]
Thus, set $Z$ is reformulated as

$$Z_C = \begin{cases} 
 g\gamma_2 \leq \epsilon, \\
 1 \leq \alpha_i a_i(x - \mu), \forall i \in [I], \\
 \|\gamma_1\|_{q^{-1}} \leq \gamma_2, \|\gamma_1 + \alpha_i a_i\|_{q^{-1}} \leq \gamma_2, \forall i \in [I], \\
 \gamma_2 \geq 0, \alpha_i \geq 0, \forall i \in [I].
\end{cases}$$

In above formulation, note that the larger $\gamma_2$ value implies a larger feasible region. Thus, at optimality, we must have $\gamma_2 = \frac{\epsilon}{g}$. Therefore, Problem (5.43) is equivalent to the following mixed integer convex program:

$$v^* = \min c^T x + f^T y,$$

s.t. $x_i \leq M y_i, \forall i \in [I],$$

$$1 \leq \alpha_i a_i(x - \mu), \forall i \in [I],$$

$$\|\gamma_1\|_{q^{-1}} \leq \frac{\epsilon}{g}, \|\gamma_1 + \alpha_i a_i\|_{q^{-1}} \leq \frac{\epsilon}{g}, \forall i \in [I],$$

$$\alpha_i \geq 0, \forall i \in [I], y \in \{0, 1\}^I, x \in \mathbb{R}_+^I.$$

Note that variables $\alpha$ in (5.45) can be interpreted as a safety buffer, which guarantee that the inequalities (5.45c) are robust.

### 5.5 Binary DRCCP

In this section, we consider the case of binary decision variables and general moment ambiguity set $\mathcal{P}$ defined in (5.3), i.e., $S \subseteq \{0, 1\}^n$ and linear chance constraints. We will first derive a mixed integer convex reformulation and then present a numerical study. Please note that the convexity results in Section 5.4 also apply to binary DRCCP.
5.5.1 Mixed integer convex formulation

**Proposition 33.** Suppose \( S \subseteq \{0,1\}^n \), \( f_i(x, \xi) = (A^i x + a^i)^\top \xi + B^i x + b^i \) for each \( i \in [I] \) and \( \alpha \) in (5.15) can be upper bounded by a vector \( M \) for any \( x \in S \). Consider a convex set \( \bar{Y}_C = \{ x : \lambda + \sum_{t \in T_1 \cup T_2} g_t \gamma_t \geq 1 - \epsilon, \lambda + \psi_0 (\gamma) \leq 1, x : \lambda + \psi_{\bar{f}_i} (\gamma, 1, (\alpha_i, y_i)) \leq 0, \forall i \in [I], 0 \leq y_j^i \leq M_i x_j, \alpha_i - M_i (1 - x_j) \leq y_j^i \leq \alpha_i, \forall i \in [I], j \in [n], \gamma_t \geq 0, \forall t \in T_2, \alpha_i \geq 0, \forall i \in [I], \} \)

where for each \( i \in [I] \), \( \bar{f}_i(\alpha_i, y_i) = (A^i y_i + a^i \alpha_i)^\top \xi + B^i y_i + b^i \alpha_i \), then

\[ S \cap \bar{Y}_C = S \cap Y_C \subseteq S \cap Z. \]

**Proof.** When \( f_i(x, \xi) = (A^i x + a^i)^\top \xi + B^i x + b^i \) for each \( i \in [I] \), by Definition 8, we have

\[
\psi_{\bar{f}_i} (\gamma, \alpha_i, x) = \sup_{\xi \in \Xi} \left( \sum_{t \in T_1 \cup T_2} \phi_t(\xi) \gamma_t - \alpha_i ((A^i x + a^i)^\top \xi + B^i x + b^i) \right).
\]

Since \( \alpha_i \leq M_i \) for each \( i \in [I] \), let us define new variables \( y \) such that \( y^i = \alpha_i x \), which can be linearized via McCormick inequalities [71] as \( 0 \leq y_j^i \leq M_i x_j, \alpha_i - M_i (1 - x_j) \leq y_j^i \leq \alpha_i \), \( \forall i \in [I], j \in [n], \) i.e., (5.46d). This linearization is exact for any \( x \in \{0,1\}^n \). Thus, \( S \cap \bar{Y}_C = S \cap Y_C. \)

Proposition 33 tells that to optimize over \( S \cap Y_C \) is equivalent to optimize over \( S \cap \bar{Y}_C \), which is a mixed integer convex set instead of a mixed integer nonconvex set. Above we have assumed the existence of vector \( M \) and one sufficient condition is Corollary 7. Moreover, the next theorem shows that under some other cases, the variables \( \alpha \) in (5.46) have closed-form bounds.

**Theorem 27.** Suppose the ambiguity set be defined as

\[ \mathcal{P} = \left\{ P \in \mathcal{P}_0 (\Xi) : \mathbb{E}_P[\xi_i] = \mu_i, \mathbb{E}_P[(\xi_i - \mu_i)(\xi_i - \mu_i)^\top] \preceq \Sigma_i, \forall i \in [I] \right\}, \]
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where \( \Xi = \mathbb{R}^{n \times I} \), and \( \Sigma_i > 0 \) for each \( i \in [I] \). Suppose \( S \subseteq \{0,1\}^n \), \( f_i(x, \xi) = (Ax + a)\top \xi_i + B^i x + b^i \) for each \( i \in [I] \), then

\[
S \cap (X_C \cup \bar{Y}_C) = S \cap Z.
\]

Sets \( X_C \) and \( \bar{Y}_C \) in (5.46) are defined as

\[
X_C = \left\{ x : Ax + a = 0, B^i x + b^i \geq 0, \forall i \in [I] \right\},
\]

and

\[
\bar{Y}_C = \left\{ x : \begin{align*}
\lambda - \sum_{j \in [I]} & \left[ \left( A\top \Sigma_j A, w_{-j} \right) + 2a\top \Sigma_j Az_{i,j} + a\top \Sigma_j a\gamma_{2j} \right] \geq 1 - \epsilon, \\
\lambda + \sum_{j \in [I]} t_{0j} & \leq 1, \\
\lambda + \sum_{j \in [I]} t_{ij} & \leq \alpha_i \left( (Ax + a)\top \mu_i + b^i \right) + B^i y_i, \forall i \in [I], \\
\gamma_{ij}^2 & \leq 4t_{ij}\gamma_{2j}, \forall i \in [I], j \in [I] \setminus \{i\}, \\
0 & \leq y_i^j \leq M_i x_j, \alpha_i - M_i (1 - x_j) \leq y_i^j \leq \alpha_i, \forall i \in [I], j \in [n], \\
0 & \leq z_{ij} \leq \frac{\epsilon}{2\eta} x_i, \gamma_{2j} - \frac{\epsilon}{2\eta} (1 - x_i) \leq z_{ij} \leq \gamma_{2j}, \forall i, j \in [I], \\
0 & \leq w_{ikj} \leq \frac{\epsilon}{2\eta} x_i, 0 \leq w_{ikj} \leq \frac{\epsilon}{2\eta} x_k, \\
\gamma_{2j} - \frac{\epsilon}{2\eta} (2 - x_i - x_j) & \leq w_{ikj} \leq \gamma_{2j}, \forall i, j, k \in [I], \\
\gamma_{2i} & \geq 0, \alpha_i \geq 0, \forall i \in [I].
\end{align*} \right\}
\]

with

\[
M_i = \frac{4\epsilon}{\delta \eta} \left[ (b^i + \mu_i a^i + \|B^i + \mu_i A^i\|_1) + \sqrt{(b^i + \mu_i a^i + \|B^i + \mu_i A^i\|_1)^2 + \delta \eta - \frac{\delta \eta}{2\epsilon}} \right]
\]

for each \( i \in [I] \), where \( \eta = \min_{x \in \{0,1\}^n : Ax + a \neq 0} \|Ax + a\|_2^2 \), \( \delta \) is the smallest eigenvalue of matrices \( \{\Sigma_j\}_{j \in [I]} \), and \( w_{-j} \) denotes the matrix \( (w_{ikj}) \) for each \( j \) and \( z_{-j} \) denotes the vector \( (z_{ij}) \) for each \( j \).

**Proof.** We will separate the proof into four parts.
(i) Suppose for any $x \in \{0,1\}^n$ such that $Ax + a = 0$, then by (5.1c), we must have $B^i x + b^i \geq 0$ for all $i \in [I]$. Hence, this implies that $x \in X_C$. Also note that for any $x \in S \cap Z \setminus X_C$, we must have $I_1(x) = [I]$, i.e., $x \in S \cap Y_C$. Therefore, $S \cap (X_C \cup Y_C) = S \cap Z$.

It remains to show the existence of vector $M$ such that $\alpha_i \leq M_i$ for each $i \in [I]$ and $x \in S \cap Z \setminus X_C$.

(ii) From now on, we assume that $\|Ax + a\|_2 \neq 0$ for all $x \in S \cap Y_C$. Define $\xi_i = \tilde{\xi}_i + \mu_i$ for each $i \in [I]$. Then the ambiguity set is equivalent to

$$\mathcal{P} = \left\{ \mathbb{P} \in \mathcal{P}_0(\Xi) : \mathbb{E}_P[\xi_i] = 0, \mathbb{E}_P[\tilde{\xi}_i^T] \preceq \Sigma_i, \forall i \in [I] \right\},$$

where $\Xi = \mathbb{R}^{n \times I}$. Also, the uncertain constraint is $f_i(x, \tilde{\xi}_i) = (Ax + a)^T \tilde{\xi}_i + (Ax + a)^T \mu_i + B^i x + b^i$ for each $i \in [I]$.

For any given $x \in Y_C$, replacing $\tilde{\xi}_i$ by $\zeta_i = (Ax + a)^T \tilde{\xi}_i$ and by the standard random variable changing (c.f. [36]) and Theorem 1 in [79], the ambiguity set can be further replaced as

$$\mathcal{P} = \left\{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}^I) : \mathbb{E}_P[\zeta_i] = 0, \mathbb{E}_P[\zeta_i^T] \preceq (Ax + a)^T \Sigma_i (Ax + a), \forall i \in [I] \right\},$$

with the uncertain constraint $f_i(x, \zeta_i) = \zeta_i + (Ax + a)^T \mu_i + B^i x + b^i$ for each $i \in [I]$.

(iii) Next by Definition 8, we have

$$\psi_{f_i}(\gamma, \alpha_i, x) = \sum_{j \in [I], j \neq i} \sup_{\xi_j \in \mathbb{R}} \left[ \gamma_{1j} \tilde{\xi}_j - \gamma_{2j} \zeta_j^2 \right]$$

$$+ \sup_{\xi_i \in \mathbb{R}} \left[ \gamma_{1i} \tilde{\xi}_i - \gamma_{2i} \zeta_i^2 - \alpha_i \left( \zeta_i + (Ax + a)^T \mu_i + B^i x + b^i \right) \right]$$

$$= \min \left\{ \sum_{j \in [I]} t_{ij} - \alpha_i \left( (Ax + a)^T \mu_i + B^i x + b^i \right) : \gamma_{1j}^2 \leq 4t_{ij} \gamma_{2j}, \forall j \in [I] \setminus \{i\}, \right. \right.$$

$$\left. (\gamma_{1i} - \alpha_i)^2 \leq 4t_{ii} \gamma_{2i} \right\}$$

where the second equality is due to 1-dimensional S-Lemma in [12]. Similarly,

$$\psi_0(\gamma) = \min \left\{ \sum_{j \in [I]} t_{0j} : \gamma_{1j}^2 \leq 4t_{0j} \gamma_{2j}, \forall j \in [I] \right\}.$$
Then by replacing minimum operator with its equivalent “existence” argument, set $Y_C$ can be formulated as

$$Y_C = \left\{ x : \begin{array}{l}
\lambda - \sum_{j \in [I]} \gamma_{2j}(Ax + a)^\top \Sigma_j(Ax + a) \geq 1 - \epsilon, \\
\lambda + \sum_{j \in [I]} t_{0j} \leq 1, \\
\lambda + \sum_{j \in [I]} t_{ij} \leq \alpha_i \left( (Ax + a)^\top \mu_i + B^i x + b^i \right), \forall i \in [I], \\
\gamma^2_{1j} \leq 4t_{0j} \gamma_{2j}, \forall i \in [I], j \in [I] \setminus \{i\}, \\
(\gamma_{1i} - \alpha_i)^2 \leq 4t_{ii} \gamma_{2i}, \forall i \in [I], \\
\gamma^2_{1j} \leq 4t_{0j} \gamma_{2j}, \forall j \in [I], \\
\gamma_{2i} \geq 0, \alpha_i \geq 0, \forall i \in [I].
\end{array} \right\} \quad (5.49)$$

(iv) Now we show the existence of upper bounds on $\{\alpha_i\}_{i \in [I]}$ and $\{\gamma_{2i}\}_{i \in [I]}$ with following four steps.

(a) First of all, we observe that $t_{0j} \geq 0$ for each $j \in [I]$; otherwise, it contradicts that (5.49f). Thus, (5.49b) implies that $\lambda \leq 1$ and hence $\sum_{j \in [I]} \gamma_{2j}(Ax + a)^\top \Sigma_j(Ax + a) \leq \epsilon$.

Let $\delta$ be the smallest eigenvalue of matrices $\{\Sigma_j\}_{j \in [I]}$. Hence, $\Sigma_j \succeq \delta I_e$ for each $j \in [I]$, where $I_e$ is the identity matrix.

Clearly, $\delta > 0$ since $\Sigma_j > 0$ for each $j \in [I]$. Thus, $\sum_{j \in [I]} \gamma_{2j}(Ax + a)^\top \Sigma_j(Ax + a) \leq \epsilon$ and $\Sigma_j \succeq \delta I$ for each $j \in [I]$ imply that

$$\delta \|Ax + a\|^2 \sum_{j \in [I]} \gamma_{2j} \leq \epsilon.$$

Let $\eta = \min_{x \in \{0,1\}^n : Ax + a \neq 0} \|Ax + a\|^2$, thus $\gamma_{2j}$ is bounded by $\frac{\epsilon}{2\eta^2}$.

(b) Therefore, (5.49d), (5.49e) and (5.49f) can be relaxed by replacing $\{\gamma_{2j}\}_{j \in [I]}$ with their lower bound $\frac{\epsilon}{2\eta^2}$ as below

$$t_{ij} \geq \frac{\delta \eta}{4\epsilon} \gamma^2_{1j}, \forall i \in [I], j \in [I] \setminus \{i\}, \quad (5.50)$$

$$t_{ii} \geq \frac{\delta \eta}{4\epsilon} (\gamma_{1i} - \alpha_i)^2, \forall i \in [I], \quad (5.51)$$
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\[ t_{0j} \geq \frac{\delta \eta}{4\epsilon} \gamma_{1j}^2, \forall j \in [I]. \] (5.52)

(c) Since \( t_{ij}, t_{0j} \geq 0 \) for all \( i \in [I], j \in [I] \setminus \{i\} \) and \( \Sigma_j > 0 \) for all \( j \in [I] \), thus (5.49a), (5.49b) and (5.49c) imply that

\[
\begin{align*}
\lambda & \geq 1 - \epsilon, \\
\lambda + t_{ii} & \leq \alpha_i [b^i + \mu_i^\top a + (B^i + \mu_i^\top A)x], \forall i \in [I], \\
\lambda + t_{0i} & \leq 1, \forall i \in [I].
\end{align*}
\]

Together with (5.51) and (5.52), these above inequalities are further reduced to

\[-2\lambda \leq -2(1 - \epsilon),
\lambda + \frac{\delta \eta}{4\epsilon} (\gamma_{1i} - \alpha_i)^2 - \alpha_i [b^i + \mu_i^\top a + (B^i + \mu_i^\top A)x] \leq 0, \forall i \in [I],
\lambda + \frac{\delta \eta}{4\epsilon} \gamma_{1i}^2 \leq 1, \forall i \in [I].
\]

Summing these inequalities up for each \( i \in [I] \) yields

\[
\frac{\delta \eta}{4\epsilon} \left[ (\gamma_{1i} - \alpha_i)^2 + \gamma_{1i}^2 \right] - \alpha_i [b^i + \mu_i^\top a + (B^i + \mu_i^\top A)x] \leq 2\epsilon - 1.
\]

(d) Using the fact that \((r + s)^2 + s^2 \geq \frac{r^2}{\tau}\), we have

\[
\frac{\delta \eta}{8\epsilon} \alpha_i^2 - \alpha_i [b^i + \mu_i^\top a + (B^i + \mu_i^\top A)x] \leq 2\epsilon - 1, \forall j \in [I].
\]

As \( x \in \{0, 1\}^n \), we have \((B^i + \mu_i^\top A)x \leq \|B^i + \mu_i^\top A\|_1\). Thus we arrive at the following inequality

\[
\frac{\delta \eta}{8\epsilon} \alpha_i^2 - \alpha_i (b^i + \mu_i^\top a + \|B^i + \mu_i^\top A\|_1) + 1 - 2\epsilon \leq 0, \forall i \in [I].
\]

Hence, \( \alpha \) can be upper bounded by

\[
M_i = \frac{4\epsilon}{\delta \eta} \left[ (b^i + \mu_i^\top a^i + \|B^i + \mu_i^\top A^i\|_1) + \sqrt{(b^i + \mu_i^\top a^i + \|B^i + \mu_i^\top A^i\|_1)^2 + \frac{\delta \eta}{2\epsilon}} \right]
\]

for each \( i \in [I] \).
(v) As $\alpha_i \leq M_i$ and $x \in \{0, 1\}^n$ for each $i \in [I]$, let us define new variables $y$ such that

\[ y^i_j = \alpha_i x^j, \]

which can be linearized via McCormick inequalities as

\[ 0 \leq y^i_j \leq M_i x^j, \alpha_i - M_i (1 - x^j) \leq y^i_j \leq \alpha_i. \]

Also since $\gamma_{2j} \leq \frac{\epsilon}{2\eta}$, thus, let $z_{ij} = \gamma_{2j} x^i, w_{ikj} = \gamma_{2j} x^i x^k$ for all $i, k, j \in [I]$, which also can be linearized via McCormick inequalities as

\[ 0 \leq z_{ij} \leq \frac{\epsilon}{2\eta} x^i, \gamma_{2j} - \frac{\epsilon}{2\eta} (1 - x^i) \leq z_{ij} \leq \gamma_{2j}, \]
\[ 0 \leq w_{ikj} \leq \frac{\epsilon}{2\eta} x^i, 0 \leq w_{ikj} \leq \frac{\epsilon}{2\eta} x^k, \gamma_{2j} - \frac{\epsilon}{2\eta} (2 - x^i - x^j) \leq w_{ikj} \leq \gamma_{2j}. \]

Thus, we arrive at (5.48).

The following example illustrates an application of Theorem 27. This example has been studied in [32], where the authors presented several different heuristic (approximate) algorithms. Instead, we show that the feasible region of this problem can be approximated almost exactly as a mixed integer second order conic program (SOCP). Thus, any mixed integer SOCP approach could be used to solve it.

**Example 8.** (multi-dimensional binary knapsack problem) Consider a variant of Example 14 where $x \in \{0, 1\}^n$, i.e. $x^j = 1$ if $j$th item being picked, 0 otherwise. Suppose that we know the mean of weight vector of each knapsack and its second moment, thus $P$ is defined as

\[ P = \left\{ P \in P_0 (\Xi) : E_P [\tilde{\xi}_i] = 0, E_P [\tilde{\xi}_i \tilde{\xi}_i^\top] \preceq \Sigma_i, \forall i \in [I] \right\}, \]

where $\Xi = \mathbb{R}^{n \times I}$ and $\xi_i = \tilde{\xi}_i + \mu_i$. Without loss of generality, we assume that $\mu_i \geq 0, \Sigma_i > 0$ for each $i \in [I]$.

Now the entire distributionally robust multi-dimensional knapsack problem is formulated as

\[ v^* = \max c^\top x, \]
s.t. \( x \in \{0, 1\}^n \),

\[
\inf_{P \in P} \mathbb{P}[F(x, \tilde{\xi}) \geq 0] \geq 1 - \epsilon,
\]

where \( f_i(x, \tilde{\xi}) = b_i - x^\top \mu_i - x^\top \tilde{\xi}_i \) for each \( i \in [I] \).

By Theorem 27, we must have \( S \cap Z = S \cap (X_C \cup \tilde{Y}_C) \), where \( X_C = \{0\} \) and \( \tilde{Y}_C \) is equivalent to

\[
\tilde{Y}_C = \left\{ x : \begin{array}{l}
\gamma_{1i}^2 \leq 4t_{0i} \gamma_{2i}, \forall i \in [I],
\gamma_{1j}^2 \leq 4t_{0j} \gamma_{2j}, \forall j \in [I] \setminus \{i\},
\gamma_{2j} - \frac{\epsilon}{\delta \eta} (2 - x_i - x_j) \leq w_{ikj} \leq \gamma_{2j}, \forall i, j, k \in [I]
\end{array} \right\}
\]

(5.53)

where

\[
M_i = \frac{4\epsilon}{\delta \eta} \left[ (b^i + \|\mu_i\|) + \sqrt{(b^i + \|\mu_i\|)^2 + \delta \eta - \frac{\delta \eta}{2\epsilon}} \right]
\]

for each \( i \in [I] \) with \( \eta = \min_{x \in \{0, 1\}^n : x \neq 0} \|x\|_2^2 = 1 \) and \( \delta \) the smallest eigenvalue of matrices \( \{\Sigma_j\}_{j \in [I]} \).

### 5.5.2 Numerical illustration

In this section, we present a numerical study to illustrate the strength of proposed formulation (5.53) corresponding to the multidimensional knapsack problem in Example 8. The instances are constructed from the problem set \( mk-20-10 \) in [101]. The instances in this set are named \( 1-4\text{-}multi\text{-}N\text{-}i \), where \( N \in \{100, 500, 1000, 3000\} \) denotes sample size of the
weight vector and there are 5 different instances for each sample size (i.e., \( i \in \{1, 2, 3, 4, 5\} \)). Each instance has 20 decision variables and 10 knapsack constraints, i.e, \( n = 20, I = 10 \). We compute \( \mu, \sigma \) of the weight vector for each knapsack as the sample mean and covariance from the provided data.

Our first approach is to solve the mixed integer SOCP (5.53) exactly. We notice that the explicit upper bounds of \( \alpha, \gamma_2 \) could be quite loose. Hence, instead, we enhance these bounds by maximizing these variables over the continuous relaxation of (5.53).

We compare our approach with the heuristic one proposed in [32]. The authors formulate to maximize \( c^\top x \) over set \( Z_C \cap \{0, 1\}^n \) in (5.13) as the following mixed integer nonconvex program

\[
\begin{align*}
\max_{x \in \{0, 1\}^n} & \quad c^\top x, \\
\text{s.t.} & \quad \lambda - \sum_{j \in [I]} \langle \Sigma_j, \gamma_2j \rangle \geq (1 - \epsilon)\beta, \\
& \quad \lambda + \sum_{j \in [I]} t_{0j} \leq \beta, \\
& \quad \lambda + \sum_{j \in [I]} t_{ij} \leq \alpha_i (b_i - \mu_i^\top x), \forall i \in [I], \\
& \begin{bmatrix}
  t_{ij} & -\frac{1}{2}\gamma_1j^	op \\
  -\frac{1}{2}\gamma_1j & \gamma_2j
\end{bmatrix} \succeq 0, \forall i \in [I], j \in [I] \setminus \{i\}, \\
& \begin{bmatrix}
  t_{ii} & -\frac{1}{2}(\gamma_1i + \alpha_i x)^\top \\
  -\frac{1}{2}(\gamma_1i + \alpha_i x) & \gamma_2i
\end{bmatrix} \succeq 0, \forall i \in [I], \\
& \begin{bmatrix}
  t_{0j} & -\frac{1}{2}\gamma_1j^	op \\
  -\frac{1}{2}\gamma_1j & \gamma_2j
\end{bmatrix} \succeq 0, \forall j \in [I], \\
\gamma_{2i} & \geq 0, \alpha_i > 0, \forall i \in [I].
\end{align*}
\]  

(5.54)

The solution approach is summarized below. First of all, given an \( \alpha \), solve the continuous relaxation of (5.54) with \( \alpha \) fixed, which is an SDP. Let \( \hat{x} \) be the corresponding optimal solution. Then, fix \( x = \hat{x} \), change the objective function to \( \max \lambda - \sum_{j \in [I]} \langle \Sigma_j, \gamma_2j \rangle \) (i.e.,
maximize the largest probability) and solve the corresponding continuous relaxation problem with optimal solution \( \hat{\alpha} \). In the next step, let \( \alpha = \hat{\alpha} \), and iterate. This procedure terminates whenever the values of \( \alpha \) and \( x \) no longer change. Suppose, at the end of this procedure, \( \alpha = \hat{\alpha}, x = \hat{x} \). In general, \( \hat{x} \in [0,1]^n \) is not binary. So the final step is randomized rounding, i.e. treat \( x_i \in \{0,1\} \) as a Bernoulli random variable with probability \( \hat{x}_i \) for each \( i \in [n] \), generate a sample \( \tilde{x} \), then check the feasibility of \( \tilde{x} \) to (5.54). This step could repeat multiple times until finding several candidate solutions (e.g., 5 solutions) and of course, choosing the best one as the output.

We use commercial solver CPLEX for the first approach, while CVX for the second approach. The results are listed in Table 8. We use \( v_{SOCP}, t_{SOCP} \) to denote the objective value and the total running time of first approach (including big-M strengthening time), while use \( v_H, t_H, \text{gap} \) for the objective value, the total running time and the optimality gap of the second approach (the heuristic one). All instances were executed on a laptop with a 2.67 GHz processor and 4GB RAM, while CPLEX 12.5.1 and CVX 2.1 were used with their default settings.

In Table 8, we observe that the solution time of both methods are in general quite similar, while on average, the exact approach (3463s) takes less time than the heuristic one (4268s). If we compare the solution quality, it can be seen that the solution of the heuristic method is quite unpredictable, i.e., for some instances, it finds a very good solution but for others, it does not. The average gap of the heuristic solutions is around 20%. On the other hand, the exact approach can find the optimal solution within an hour and a half for majority of instances (34 over 40 instances). These results demonstrate the effectiveness of the exact approach proposed in this chapter.
Table 8: Performance comparison of exact and the heuristic methods

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N$</th>
<th>Index</th>
<th>Exact Approach (5.53)</th>
<th>Heuristic Approach by [32]</th>
<th>$v_H$</th>
<th>$t_H$</th>
<th>$\text{gap}(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{SOCP}$</td>
<td>$t_{SOCP}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>100</td>
<td></td>
<td>2925</td>
<td>2291</td>
<td>2860</td>
<td>3069</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3950</td>
<td>8412</td>
<td>3750</td>
<td>2852</td>
<td>5.1%</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td></td>
<td>2910</td>
<td>3740</td>
<td>2580</td>
<td>3111</td>
<td>11.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3430</td>
<td>2061</td>
<td>1900</td>
<td>3298</td>
<td>44.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3860</td>
<td>3756</td>
<td>3510</td>
<td>12294</td>
<td>9.1%</td>
</tr>
<tr>
<td>0.05</td>
<td>500</td>
<td></td>
<td>3140</td>
<td>8945</td>
<td>2860</td>
<td>4972</td>
<td>8.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4460</td>
<td>5546</td>
<td>4330</td>
<td>3850</td>
<td>2.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3800</td>
<td>2980</td>
<td>3680</td>
<td>3917</td>
<td>3.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4100</td>
<td>5597</td>
<td>4010</td>
<td>3462</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4380</td>
<td>7429</td>
<td>3935</td>
<td>4098</td>
<td>10.2%</td>
</tr>
<tr>
<td>0.1</td>
<td>500</td>
<td></td>
<td>4100</td>
<td>5304</td>
<td>2860</td>
<td>3207</td>
<td>50.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4270</td>
<td>2188</td>
<td>2030</td>
<td>3194</td>
<td>52.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4480</td>
<td>4269</td>
<td>4380</td>
<td>3506</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4050</td>
<td>5197</td>
<td>3760</td>
<td>3376</td>
<td>7.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4530</td>
<td>5870</td>
<td>4240</td>
<td>3350</td>
<td>6.4%</td>
</tr>
<tr>
<td>0.05</td>
<td>1000</td>
<td></td>
<td>4150</td>
<td>1430</td>
<td>2490</td>
<td>4341</td>
<td>40.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3280</td>
<td>789</td>
<td>2580</td>
<td>5451</td>
<td>21.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4060</td>
<td>1369</td>
<td>3920</td>
<td>3428</td>
<td>3.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2640</td>
<td>1125</td>
<td>2170</td>
<td>3489</td>
<td>17.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2560</td>
<td>1300</td>
<td>2090</td>
<td>4096</td>
<td>18.4%</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td></td>
<td>4560</td>
<td>2527</td>
<td>4550</td>
<td>4100</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4280</td>
<td>2655</td>
<td>2610</td>
<td>4543</td>
<td>39.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4560</td>
<td>4304</td>
<td>4360</td>
<td>3441</td>
<td>4.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3500</td>
<td>1517</td>
<td>2490</td>
<td>3877</td>
<td>28.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3150</td>
<td>3424</td>
<td>2490</td>
<td>3720</td>
<td>21.0%</td>
</tr>
<tr>
<td>0.05</td>
<td>3000</td>
<td></td>
<td>2905</td>
<td>2053</td>
<td>2530</td>
<td>5455</td>
<td>12.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2770</td>
<td>1701</td>
<td>2330</td>
<td>4482</td>
<td>15.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2840</td>
<td>2546</td>
<td>2610</td>
<td>3844</td>
<td>8.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2860</td>
<td>2361</td>
<td>2240</td>
<td>3830</td>
<td>21.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2770</td>
<td>3087</td>
<td>2290</td>
<td>7839</td>
<td>17.3%</td>
</tr>
<tr>
<td>0.1</td>
<td>3000</td>
<td></td>
<td>3680</td>
<td>2026</td>
<td>2170</td>
<td>3904</td>
<td>41.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3460</td>
<td>1765</td>
<td>2170</td>
<td>3837</td>
<td>37.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3610</td>
<td>4282</td>
<td>2580</td>
<td>7537</td>
<td>28.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3560</td>
<td>4609</td>
<td>2490</td>
<td>4069</td>
<td>30.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3470</td>
<td>2097</td>
<td>2170</td>
<td>3512</td>
<td>37.5%</td>
</tr>
</tbody>
</table>
CHAPTER VI

DISTRIBUTIONALLY ROBUST CHANCE CONSTRAINED OPTIMAL POWER FLOW WITH RENEWABLES: A CONIC REFORMULATION

6.1 Introduction

Recently with growing interests in environmentally friendly power generation such as wind, solar, geothermal energy [63, 96, 107], optimal power flow (OPF) under uncertainty has attracted much attention from researchers [9, 19, 102, 110, 125, 130, 131]. A particular issue caused by renewables is the voltage fluctuations which can lead to severe issues, for example, overloaded transmission lines [31, 69]. To mitigate these issues, [9, 19] proposed a chance constrained optimal power flow model (CC-OPF) that constrains the overloading probability. This chapter extends this work by enforcing power flow within lower and upper bounds simultaneously and show tractability results of such an approach under data driven distributionally robust setting.

There are many works on solving OPF, unit commitment (UC) problem or reserve scheduling via stochastic programming [78, 90, 109], robust optimization [17, 40, 49, 50, 111, 113, 122, 132], and chance constrained program approaches [18, 19, 60, 75, 84, 102, 110, 125] (see [65] for some discussions). Stochastic programming approaches highly rely on the underlying distribution, which could be unknown in many cases, and the performance of solution algorithms is usually very sensitive to the distribution used [94]. Robust optimization is often too conservative [11], while chance constrained programming is less conservative but is often NP-hard [67, 73]. Thus, to overcome the difficulties from these two approaches, here we adopt a distributionally robust chance constrained approach, which allows violation of uncertain constraints with a small probability for a large class of probability distributions and could be reformulated as a tractable convex program [9, 24, 118, 135].

There are two concerns about existing literatures on CC-OPF formulations. It is known
that each transmission line as well as each bus (node) in general has lower and upper bound limits. However, most works [9, 19, 65, 129] treats the lower- and upper- bound overloading separately, which is an inexact approximation. To the best of our knowledge, [64] is the only known work treating lower and upper bounds simultaneously. However the results in [64] highly depend on the assumption of a Gaussian distribution on the underlying uncertainties. In this chapter, we will consider incorporating power flow within lower and upper bounds simultaneously and our results are distribution-free.

Another issue regarding previous CC-OPF studies is that they assumed a particular distribution of renewables’ output. For example, [19, 65, 83] assumed that the prior distributions of renewables are Gaussian while [62] assumed that it is Weibull. However, these assumptions might not be true in practice [9]. In general the underlying probability distributions of renewables are not known or are hard to estimate from empirical data. Thus, to hedge against the uncertainty of probability distributions we consider a data driven distributionally robust chance constrained optimal power flow model (DRCC-OPF) by considering the overload within the upper and lower bounds jointly with high probability. And the underlying probability distribution comes from a family of distributions (called “ambiguity set”) that share the same mean and covariance matrix estimated from empirical data.

Distributionally robust chance constrained problems with multiple uncertain constraints (joint-DRCCP) are very challenging [46]. There are only few setting under which joint DRCCP can be equivalently reformulated into a convex program. For example, in [47], they assumed right-hand uncertainty with mean dispersion moment ambiguity set, and proposed convex reformulations. Recently, [118] explored several sufficient conditions under which joint DRCCP is convex and [121] showed that joint DRCCP with separable structure (the uncertainties are separable across the individual uncertain constraints and their corresponding distribution families) can be convex with small risk parameter. However none of known sufficient conditions for convexity can be directly applied to the two-sided DRCC-OPF here, where in two-sided chance constraint, the uncertain constraints are defined as lower and upper bounds of one uncertain affine function. This chapter fills the gap in [118] by showing that joint DRCCP with two-sided constraint has a conic reformulation.
The remaining of the chapter is organized as follows. Section 6.2 lists all the notations used in this chapter. Section 6.3 introduces the model formulation and Section 6.4 shows how to reformulate the model into a convex second order cone program. Section 6.5 numerically illustrates the strengths of the proposed model.

### 6.2 Nomenclature

#### 6.2.1 Sets

- $\mathcal{V}$ = set of all buses
- $\mathcal{E}$ = set of all transmission lines linking two buses
- $\mathcal{G}$ = subset of buses that house generators
- $\mathcal{W}$ = subset of buses that holds uncertain power sources (wind farms)

#### 6.2.2 Parameters

- $\mu_j$ = average generation at bus $j \in \mathcal{W}$ ($\mu_j = 0$, for all $j \in \mathcal{V} \setminus \mathcal{W}$)
- $\omega_j$ = random fluctuation of power generation at uncertain power source $j \in \mathcal{W}$ ($\omega_i = 0$, if $i \in \mathcal{V} \setminus \mathcal{W}$)
- $\Sigma$ = known covariance matrix of random vector $\omega$
- $d_i$ = demand at bus $i \in \mathcal{V}$
- $\beta_{ij}$ = the line susceptance between $(i, j) \in \mathcal{E}$ ($\beta_{ij} = \beta_{ji}$ by symmetry)

$B =$ weighted Laplacian matrix defined as

$$B(i, j) = \begin{cases} -\beta_{ij}, & \text{if } (i, j) \in \mathcal{E} \\ \sum_{k:(k,j)\in \mathcal{E}} \beta_{kj}, & \text{if } i = j \\ 0, & \text{otherwise} \end{cases}$$

for each $(i, j)$

- $\hat{B}$ the submatrix of $B$ by removing the last row and column
- $\tilde{B} =$ pseudo-inverse of $B$ defined as

$$\tilde{B} = \begin{bmatrix} \hat{B}^{-1} & 0 \\ 0 & 0 \end{bmatrix}$$

$\tilde{B}^{\mathcal{W}} = |\mathcal{V}| \times |\mathcal{W}|$ submatrix of $\tilde{B}$ where its columns are from $\mathcal{W}$
\[ \bar{B}_i^W = \text{ith row of } \bar{B}^W \]
\[ e = \text{all one vector} \]
\[ c_i, r_i = \text{quadratic cost coefficients of generator } i \in \mathcal{G} \]
\[ \bar{e}_{ij} = \text{risk parameter of violating the capacity of transmission line } (i, j) \in \mathcal{E} \]
\[ \bar{e}_i = \text{risk parameter of violating the capacity of bus } i \in \mathcal{G} \]
\[ f_{ij}^{\text{max}} = \text{max capacity of transmission line } (i, j) \in \mathcal{E} \]
\[ p_i^{\text{min}} = \text{generation lower bound of bus } i \in \mathcal{G} \]
\[ p_i^{\text{max}} = \text{generation upper bound of bus } i \in \mathcal{G} \]

### 6.2.3 Decision Variables

\[ \bar{\theta}_j = \text{be the phase of bus } j \in \mathcal{V} \]
\[ \bar{p}_i = \text{regular generation at generator } i \in \mathcal{G} \ (\bar{p}_i = 0, \text{if } i \in \mathcal{V} \setminus \mathcal{G}) \]
\[ \alpha_i = \text{ith assignment of total renewables to generator } i \in \mathcal{G} \ (\alpha_i = 0, \text{if } i \in \mathcal{V} \setminus \mathcal{G}) \]

### 6.3 Model Formulation

In this section, we consider an extension of distributionally robust chance constrained optimal flow model (DRCC-OPF) proposed in [19].

In the optimal power flow problem, we suppose that there is a subset \( \mathcal{W} \) of the buses with uncertain power sources (e.g., wind farms). For each \( j \in \mathcal{W} \), we model the uncertain power generated by \( \mu_j + \omega_j \), where \( \mu_j \) represents the mean of uncertain power generation and \( \omega_j \) is a random variable with zero mean and covariance matrix denoted by \( \Sigma \). The net output of bus \( i \in \mathcal{G} \) is fluctuated by the output of wind generators. Let \( \alpha_i \) for each \( i \in \mathcal{G} \) be the proportion of wind power allocated to bus \( i \), i.e., the output of bus \( i \in \mathcal{G} \) is \( \bar{p}_i - (e^T \omega)\alpha_i \) with nonnegative variables \( \bar{p}_i, \alpha_i \) and \( \sum_{i \in \mathcal{G}} \alpha_i = 1 \). Each bus \( i \in \mathcal{V} \) has demand \( d_i \). For notational convenience, we extend vectors \( \omega, \mu, \alpha, \bar{p} \) to \( \mathbb{R}^{|\mathcal{V}|} \) by letting \( \omega_j = 0, \mu_j = 0 \) for each \( j \in \mathcal{V} \setminus \mathcal{W} \) and \( \alpha_i = 0, \bar{p}_i = 0 \) for each \( i \in \mathcal{V} \setminus \mathcal{G} \).

Let \( \bar{\theta} \) be the phases of all the buses. To approximate nonconvex AC power flow equations, we use DC-approximation. Thus, the power flow between line \( (i, j) \) is approximated as \( \beta_{ij}(\bar{\theta}_i - \bar{\theta}_j) \) where \( \beta_{ij} = \beta_{ji} \) denotes the line susceptance.

Following [19], a distributionally robust chance constrained optimal power flow problem
(DRCC-OPF) is formulated as

$$
v^* = \min_{\bar{p}, \alpha, \hat{\theta}} \sup_{\mathcal{P} \in \mathcal{P}} \mathbb{E}_p \left[ \sum_{i \in \mathcal{G}} c_i (\bar{p}_i + \alpha_i (e^\top \omega) + r_i)^2 \right] \tag{6.1a}
$$

s.t. \( \sum_{i \in \mathcal{G}} \alpha_i = 1 \), \( \sum_{i \in \mathcal{V}} (\bar{p}_i + \mu_i - d_i) = 0 \), \( B\hat{\theta} = \bar{p} + \mu - d \), \( \inf_{\mathcal{P} \in \mathcal{P}} \mathbb{P}\{\omega : |\beta_{ij}(\bar{\theta}_i - \bar{\theta}_j) + [\hat{B}^W(\omega - (e^\top \omega)\alpha)]_i - [\hat{B}^W(\omega - (e^\top \omega)\alpha)]_j| \leq f_{ij}^{\max} \} \geq 1 - \hat{\epsilon}_{ij} \), \( \forall (i, j) \in \mathcal{E} \), \( \inf_{\mathcal{P} \in \mathcal{P}} \mathbb{P}\{\omega : \bar{p}_i^{\min} \leq \bar{p}_i - (e^\top \omega)\alpha_i \leq \bar{p}_i^{\max} \} \geq 1 - \bar{\epsilon}_i \), \( \forall i \in \mathcal{G} \), \( \bar{p} \geq 0, \alpha \geq 0, \bar{p}_i = 0, \alpha_i = 0, \forall i \in \mathcal{V} \setminus \mathcal{G} \). \( \tag{6.1g} \)

where (6.1a) is to optimize cost function where \( c > 0 \) and \( r \in \mathbb{R}^{\mathcal{G}} \) are constant, (6.1b) implies that the total assignment of power from wind is 1, (6.1c) means on average, the total generation equals to the total demand, (6.1d) is the DC-approximation equation with

$$
B(i, j) = \begin{cases} 
-\beta_{ij}, & \text{if } (i, j) \in \mathcal{E} \\
\sum_{k:(k,j) \in \mathcal{E}} \beta_{kj}, & \text{if } i = j \\
0, & \text{otherwise}
\end{cases}
$$

for each \((i, j)\), (6.1e) enforce that the worst case probability that the absolute flow on \((i, j)\) does not exceed the maximum capacity \( f_{ij}^{\max} \) should be no smaller than \( 1 - \hat{\epsilon}_{ij} \) with pseudo-inverse of \( B \)

$$
\hat{B} = \begin{bmatrix} \hat{B}^{-1} & 0 \\
0 & 0 \end{bmatrix}
$$

and its submatrix \( \hat{B}^W \) and \( \hat{B} \) the submatrix of \( B \) by removing the last row and column; and (6.1f) ensures that with probability at least \( 1 - \hat{\epsilon}_i \), the generated power at \( i \) satisfied the lower bound \( p_i^{\min} \) and the upper bound \( p_i^{\max} \), (6.1g) defines the boundary of variables. Here we assume the all the risk parameters are within \((0, 1)\).
Similar to [33, 51, 135], let us consider the ambiguity set defined by first and second moments as

\[ \mathcal{P} = \{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}^{|V|}) : \mathbb{E}_\mathbb{P}[\omega] = 0, \mathbb{E}_\mathbb{P}[\omega \omega^\top] = \Sigma \} \]  

(6.2)

where \( \mathcal{P}_0(\mathbb{R}^{|V|}) \) denotes the set of all of probability measures on \( \mathbb{R}^{|V|} \) with a sigma algebra \( \mathcal{F} \), and \( \Sigma \in \mathbb{R}^{|V| \times |V|} \) is a positive semi-definite matrix (i.e., \( \Sigma \succeq 0 \)). We remark that various other works have studied different moment ambiguity sets, for example, mean-dispersion or mean deviation ambiguity set [47, 121], ambiguity set with known sum of variances and covariance [33, 128, 129], or ambiguity set with a bounded support [102]. The results for other types of ambiguity set might be different from the one of (6.2), however, the proof technique here is very general and may be applicable to these settings as well.

As we know the mean and covariance of \( \omega \), the cost function (6.1a) is equivalent to

\[
\sup_{\mathbb{P} \in \mathcal{P}} \mathbb{E}_\mathbb{P} \left[ \sum_{i \in G} c_i (\bar{p}_i + \alpha_i (e^\top \omega) + r_i)^2 \right] = \sum_{i \in G} \left( c_i (\bar{p}_i + r_i)^2 + c_i \alpha_i^2 e^\top \Sigma e \right).
\]  

(6.3)

Thus, apart from the chance constraints (6.1e) and (6.1f), the DRCC-OPF formulation (6.1) is a convex quadratic optimization problem.

### 6.4 Convex Reformulation of Chance Constraints (6.1e) and (6.1f)

In this section, we will develop a deterministic convex formulation of (6.1) by reformulating the chance constraints (6.1e) and (6.1f) into equivalent convex constraints.

To reformulate the chance constraints (6.1e) and (6.1f), let us first consider a generic distributionally robust chance constrained set defined as follows:

\[
Z := \left\{ x : \inf_{\mathbb{P} \in \mathcal{P}} \mathbb{P} \left[ |a(x)^\top \omega + b(x)| \leq T \right] \geq 1 - \epsilon \right\}
\]  

(6.4)

where \( a(x), b(x) \) are affine mappings. This set is defined by a distributionally robust two-sided chance constraint.

Note that (6.1e) and (6.1f) are special cases of (6.4), where in (6.1e), we let \( a(x) = \beta_{ij} (\mathcal{E}_i^W - \alpha_i e - \mathcal{E}_j^W + \alpha_j e), b(x) = \beta_{ij} (\bar{\theta}_i - \bar{\theta}_j), T = f_{ij}^{\max} \) and in (6.1f), we let \( a(x) = -\alpha_i e, b(x) = \bar{p}_i - \frac{p_{i}^{\max} + p_{i}^{\min}}{2}, T = \frac{p_i^{\max} - p_i^{\min}}{2} \).
6.4.1 Approximation by Two Single-sided Chance Constraints

Recently, including [9, 19, 125, 131], many studies tried to approximate the two-side chance constrained set (6.4) by two single-sided chance constraints. In particular, let

\[ Z_A(\alpha) = \begin{cases} 
\inf_{P \in \mathcal{P}} \mathbb{P}[a(x)^\top \omega + b(x) \leq T] \geq 1 - \alpha, \\
\inf_{P \in \mathcal{P}} \mathbb{P}[a(x)^\top \omega + b(x) \geq -T] \geq 1 - \alpha.
\end{cases} \]

(6.5a) (6.5b)

By choosing \( \alpha \sim \epsilon \) existing works use \( Z_A(\alpha) \) to approximate \( Z \). It turns out that sets \( Z_A(\epsilon) \) and \( Z_A(\epsilon/2) \) are outer and inner approximations of set \( Z \) and can be formulated as second order cone programs (SOCP).

**Theorem 28.** Suppose the ambiguity set \( \mathcal{P} \) is defined as in (6.2), then set \( Z_A \) is equivalent to the following SOCP

\[ Z_A(\alpha) = \begin{cases} 
b(x) + \sqrt{\frac{1-\alpha}{\alpha}} a(x)^\top \Sigma a(x) \leq T, \\
-b(x) + \sqrt{\frac{1-\alpha}{\alpha}} a(x)^\top \Sigma a(x) \leq T.
\end{cases} \]

(6.6a) (6.6b)

and \( Z_A(\epsilon/2) \subseteq Z \subseteq Z_A(\epsilon) \).

**Proof.** For \( x \in Z \), clearly, we have

\[ \inf_{P \in \mathcal{P}} \mathbb{P}[|a(x)^\top \omega + b(x)| \leq T] \leq \inf_{P \in \mathcal{P}} \mathbb{P}[a(x)^\top \omega + b(x) \leq T] \]

and

\[ \inf_{P \in \mathcal{P}} \mathbb{P}[|a(x)^\top \omega + b(x)| \leq T] \leq \inf_{P \in \mathcal{P}} \mathbb{P}[a(x)^\top \omega + b(x) \geq -T]. \]

Clearly, \( Z \subseteq Z_A(\epsilon) \).

The result that \( Z_A(\epsilon/2) \subseteq Z \) follows by Bonferroni approximation of joint chance constrained set (c.f. [73]). The equivalent reformulation of \( Z_A(\alpha) \) follows by Theorem 3.1 in [24].

As discussed in the sequel the approximations offered by \( Z_A(\alpha) \) could be very crude, especially when the risk parameter \( \epsilon \) is modest. In the next subsection, we will explore an exact convex reformulation of the set \( Z \).
6.4.2 Exact Reformulation

Our main result is the following theorem which provides a convex reformulation of the two-sided chance constrained set (6.4) as an SOCP.

**Theorem 29.** Suppose the ambiguity set $\mathcal{P}$ is defined in (6.2), then set $Z$ is equivalent to the following convex SOCP (involving two additional variables):

$$Z = \left\{ x : \begin{array}{l}
y^2 + a(x)^\top \Sigma a(x) \leq \epsilon(T - \pi)^2, \\
x : |b(x)| \leq y + \pi, \\
T \geq \pi \geq 0, y \geq 0.
\end{array} \right\}$$  \hspace{1cm} (6.7a)

Proof. Observe that $|b(x)| \leq T$ for each $x \in Z$. This is because by choosing $\omega_1 = 0$ with probability $1 - \epsilon$, $\omega_{i+1} = \sqrt{\frac{|W|}{\epsilon}} \lambda_i^{0.5} u_i, \omega_{i+|W|+1} = -\sqrt{\frac{|W|}{\epsilon}} \lambda_i^{0.5} u_i$ with probability $\frac{\epsilon}{2|W|}$ for each $i \in W$, where $\lambda_i$ and $u_i$ are $i$th eigenvalue and eigenvector of $\Sigma$. Then, under this particular construction, we have $|b(x)| \leq T$.

**Lemma 11.**

$$Z = Z_1 \cup Z_2 \cup Z_3$$

where

$$Z_1 = \left\{ x : \begin{array}{l}
y \sqrt{\frac{1}{\epsilon}} \sqrt{a(x)^\top \Sigma a(x) + b(x)^2} \leq T \\
|b(x)| \leq \epsilon T
\end{array} \right\}$$

$$Z_2 = \left\{ x : \begin{array}{l}
b(x) + \sqrt{\frac{1 - \epsilon}{\epsilon}} \sqrt{a(x)^\top \Sigma a(x)} \leq T \\
b(x) \geq \epsilon T
\end{array} \right\}$$

and

$$Z_3 = \left\{ x : \begin{array}{l}
-b(x) + \sqrt{\frac{1 - \epsilon}{\epsilon}} \sqrt{a(x)^\top \Sigma a(x)} \leq T \\
b(x) \leq -\epsilon T
\end{array} \right\}$$

Proof. Suppose $x \in Z$, then by the standard random variable transformation (c.f. [36]) and Theorem 1 in [79] (see also in [59, 118]), set $Z$ is equivalent to

$$Z := \left\{ x : \inf_{P \in \mathcal{P}_1} \mathbb{P}[|\xi| \leq T] \geq 1 - \epsilon \right\}$$
where

\[ \mathcal{P}_1 = \left\{ \mathbb{P} \in \mathcal{P}_0(\mathbb{R}) : \mathbb{E}_\mathbb{P}[\xi] = b(x), \mathbb{E}_\mathbb{P}[\xi^2] = a(x)^\top \Sigma a(x) + b(x)^2. \right\} \]

Let \( \mathcal{M}(\mathbb{R}) \) be the set of all the positive measures on \( \mathbb{R} \). Then set \( \mathcal{P}_1 \) is equivalent to

\[ \mathcal{P}_1 = \left\{ \mathbb{P} \in \mathcal{M}(\mathbb{R}) : \mathbb{E}_\mathbb{P}[1] = 1, \mathbb{E}_\mathbb{P}[\xi] = b(x), \mathbb{E}_\mathbb{P}[\xi^2] = a(x)^\top \Sigma a(x) + b(x)^2, \right\} \]

where the first equality is to guarantee that \( \mathbb{P} \) is indeed a probability measure. Thus, the infimum in the set \( Z \) is equivalent to

\[
\inf_{\mathbb{P} \in \mathcal{M}(\mathbb{R})} \mathbb{E}[I(|\xi| \leq T)]
\]

s.t. \( \mathbb{E}_\mathbb{P}[1] = 1, \mathbb{E}_\mathbb{P}[\xi] = b(x), \mathbb{E}_\mathbb{P}[\xi^2] = a(x)^\top \Sigma a(x) + b(x)^2, \)

where \( I(\mathcal{R}) \) is 1 if event \( \mathcal{R} \) is true, 0, otherwise. By dualizing three equality constraints above with dual multipliers \( \lambda, \gamma, \beta \), Theorem 5.99 in [21] implies that for any \( x \in Z \), \( \inf_{\mathbb{P} \in \mathcal{P}_1} \mathbb{P}[|\xi| \leq T] = \inf_{\mathbb{P} \in \mathcal{P}_1} \mathbb{E}[I(|\xi| \leq T)] \) can be reformulated as

\[
\max_{\lambda, \gamma, \beta} \lambda + b(x)\gamma + (a(x)^\top \Sigma a(x) + b(x)^2)\beta
\]

s.t. \( \lambda + \xi\gamma + \xi^2\beta \leq 1, \forall \xi \in \mathbb{R} \)

(6.11b)

\( \lambda + \xi\gamma + \xi^2\beta \leq 0, \forall \xi : \xi > T \)

(6.11c)

\( \lambda + \xi\gamma + \xi^2\beta \leq 0, \forall \xi : \xi < -T. \)

(6.11d)

Note that in (6.11), we must have \( \beta < 0 \) and \( |\frac{\gamma}{2\beta}| \leq T \). Otherwise, \( \sup_\xi \lambda + \xi\gamma + \xi^2\beta \leq 0 \) which implies that for any probability measure \( \mathbb{P} \in \mathcal{P}_1 \), we have

\( \lambda + b(x)\gamma + (a(x)^\top \Sigma a(x) + b(x)^2)\beta = \lambda + \mathbb{E}_\mathbb{P}[\gamma \xi + \xi^2\beta] \leq 0 \)

contradiction that \( x \in Z \).

Since \( \beta < 0 \) and \( |\frac{\gamma}{2\beta}| \leq T \), (6.11) is equal to

\[
\max_{\lambda, \gamma, \beta} \lambda + b(x)\gamma + (a(x)^\top \Sigma a(x) + b(x)^2)\beta
\]

(6.12a)
s.t. $\lambda - \frac{\gamma^2}{4\beta} \leq 1$, \hspace{1cm} (6.12b)

$\lambda + T|\gamma| + T^2\beta \leq 0$, \hspace{1cm} (6.12c)

$\beta < 0$. \hspace{1cm} (6.12d)

Note that in (6.12), the optimal $\gamma$ must have the same sign as $b(x)$ so as to maximize the objective function. Thus, set $Z$ is equivalent to

$$Z = \begin{cases} 
\lambda + |b(x)||\gamma| + b(x)^2\beta + a(x)^\top \Sigma a(x)\beta \geq 1 - \epsilon, \\
\lambda - \frac{\gamma^2}{4\beta} \leq 1, \\
\lambda + T|\gamma| + T^2\beta \leq 0, \\
\beta < 0.
\end{cases} \hspace{1cm} (6.13)$$

Now in (6.13), let $\pi := -\frac{1}{\beta}, \hat{\gamma} := -|\gamma|/\beta, \hat{\lambda} := -\lambda/\beta$ and define a new set below

$$\bar{Z} = \begin{cases} 
\hat{\lambda} + |b(x)|\hat{\gamma} - b(x)^2 - a(x)^\top \Sigma a(x) \geq (1 - \epsilon)\pi, \\
\hat{\lambda} + \frac{\hat{\gamma}^2}{4} \leq \pi, \\
\hat{\lambda} + T\hat{\gamma} - T^2 \leq 0, \\
\hat{\gamma} \geq 0.
\end{cases} \hspace{1cm} (6.14a) \hspace{1cm} (6.14b) \hspace{1cm} (6.14c) \hspace{1cm} (6.14d)$$

Now we claim that $\bar{Z} = Z$. To prove this claim, we first show that $\bar{Z} \subseteq Z$. Given $x \in \bar{Z}$, there exists $(\hat{\lambda}, \hat{\gamma}, \pi)$ such that $(\hat{\lambda}, \hat{\gamma}, \pi, x)$ satisfy (6.14). First of all, by letting (6.14b) minus (6.14a), we have

$$\left(\frac{\hat{\gamma}}{2} - |b(x)|\right)^2 + a(x)^\top \Sigma a(x) \leq \epsilon \pi$$

thus, $\pi \geq 0$. There are two case:

Case 1. If $\pi = 0$, then by (6.14b) and (6.14a), we have $\hat{\lambda} = \hat{\gamma} = 0$ and $a(x)^\top \Sigma a(x) = 0, b(x)^2 = 0$. Next, choose $\lambda = 1, \gamma = 0, \beta = -T^{-2}$ and we have $(\lambda, \gamma, \beta, x)$ satisfies constraints in (6.13). Hence, $x \in Z$.

Case 2. If $\pi > 0$, now define $(\bar{\lambda}, \bar{\gamma}) = (\hat{\lambda}, \hat{\gamma})/\pi$ and $\beta = -1/\pi < 0$. Clearly, $(\bar{\lambda}, \bar{\gamma}, \beta, x)$ satisfy (6.13). Thus, $x \in Z$. 
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Thus $\bar{Z} \subseteq Z$. Next we show that $\bar{Z} \supseteq Z$. Given $x \in Z$, there exists $(\lambda, \gamma, \beta)$ such that $(\lambda, \gamma, \beta, x)$ satisfy (6.13). As $\beta < 0$, let $(\hat{\lambda}, \hat{\gamma}) = -(\lambda, \gamma)/\beta$ and $\pi = -1/\beta$, then $(\hat{\lambda}, \hat{\gamma}, \pi, x)$ satisfy (6.14). Hence, $x \in \bar{Z}$. Thus $\bar{Z} = Z$.

By eliminating variables $\lambda, \pi$ by Fourier-Motzkin procedure, (6.14) yields

$$Z = \left\{ x : \begin{array}{l} \left( |b(x)| - \gamma/2 \right)^2 + a(x)^\top \Sigma a(x) \leq \epsilon(T - \gamma/2)^2, \\
\gamma \geq 0. \end{array} \right\}$$  \hspace{1cm} (6.15a)

Optimizing $\gamma$ in (6.15) by distinguishing the cases $\epsilon T \geq |b(x)|$ ($\gamma^* = 0$), $b(x) \leq -\epsilon T$ ($\gamma^* = \frac{2}{1-\epsilon}(|b(x)| - \epsilon T)$) and $b(x) \geq \epsilon T$ ($\gamma^* = \frac{2}{1-\epsilon}(|b(x)| - \epsilon T)$), set $Z$ can be reformulated as a disjunction of three sets $Z_1, Z_2$ and $Z_3$.

We are now ready to prove Theorem 29. From the proof of Lemma 11, we observe that the best $\gamma$ in (6.15) must be no larger than $2|b(x)|$; otherwise, we will arrive at a smaller set. Thus, (6.15) is equivalent to

$$Z = \left\{ x : \begin{array}{l} \left( |b(x)| - \pi \right)^2 + a(x)^\top \Sigma a(x) \leq \epsilon(T - \pi)^2, \\
0 \leq \pi \leq |b(x)| \end{array} \right\}$$  \hspace{1cm} (6.16a)

where $\pi := \frac{\hat{\gamma}}{2}$.

Now let $\tilde{Z}$ denote the right-hand side in (6.7). We claim. $\tilde{Z} = Z$. Given $x \in Z$, there exists a $\pi$ such that $(\pi, x)$ satisfy (6.16). Now let $y = |b(x)| - \pi$, then $(y, \pi, x)$ satisfy (6.7). Hence, $x \in \tilde{Z}$. Thus $\tilde{Z} \supseteq Z$. Next we show that $\tilde{Z} \subseteq Z$. Given $x \in \tilde{Z}$, there exists $(y, \pi)$ such that $(y, \pi, x)$ satisfy (6.7). There are two cases:

1. Case 1. if $|b(x)| \leq \pi \leq T$, then by (6.7), we have

$$a(x)^\top \Sigma a(x) \leq y^2 + a(x)^\top \Sigma a(x) \leq \epsilon(T - \pi)^2 \leq \epsilon(T - |b(x)|)^2$$  \hspace{1cm} (6.17)

where the first inequality is due to $y^2 \geq 0$, the second inequality is because of (6.7a) and the third inequality is because of $|b(x)| \leq \pi \leq T$. Now we distinguish whether $|b(x)| \leq \epsilon T$ or not.

a) if $|b(x)| \leq \epsilon T$, then by (6.7), we have

$$a(x)^\top \Sigma a(x) \leq \epsilon(T - \pi)^2 \leq \epsilon(T - |b(x)|)^2 \leq \epsilon T^2 - (2 - \epsilon)b(x)^2 \leq \epsilon T^2 - b(x)^2$$
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where the first inequality is due to (6.7a), the second inequality is due to $|b(x)| \leq \pi \leq T$, the third inequality is due to $|b(x)| \leq \epsilon T$, and the last one is because of $\epsilon \in (0, 1)$. This leads to $b(x)^2 + a(x)^\top \Sigma a(x) \leq \epsilon T^2$, i.e., $x \in Z_1 \subseteq Z$.

b) if $|b(x)| \geq \epsilon T$, then (6.17) implies that

$$|b(x)| + \sqrt{\frac{1}{\epsilon}} \sqrt{a(x)^\top \Sigma a(x)} \leq T.$$ 

Since $\sqrt{1-\epsilon} \leq \sqrt{1+\epsilon}$, we must have $x \in Z_2 \cup Z_3 \subseteq Z$.

**Case 2.** if $0 \leq \pi \leq |b(x)|$, then $y \geq |b(x)| - \pi \geq 0$. Hence, (6.7) implies that

$$\left((|b(x)| - \pi)^2 + a(x)^\top \Sigma a(x) \leq y^2 + a(x)^\top \Sigma a(x) \leq \epsilon (T - \pi)^2 \right)$$

where the first inequality is due to $y \geq |b(x)| - \pi \geq 0$, second inequality is because of (6.7a) and thus $(\pi, x)$ satisfies (6.16), i.e., $x \in Z$.

This completes the proof. \(\square\)

Using the above result we can now provide an exact SOCP formulation of DRCC-OPF

(6.1) as follows:

$$v^* = \min_{\bar{p}, \alpha, \bar{\theta}} \sum_{i \in G} \left( c_i (\bar{p}_i + r_i)^2 + c_i \alpha_i^2 e^\top \Sigma e \right)$$

\(\text{s.t. } (6.1b) - (6.1d), (6.1g)\)

$$\tilde{y}_{ij}^2 + \beta_{ij}^2 \left( \mathcal{B}_{ij}^{\bar{\theta}} - \alpha_i e - \mathcal{B}_{ij}^{\theta_j} + \alpha_j e \right)^\top \Sigma \left( \mathcal{B}_{ij}^{\bar{\theta}} - \alpha_i e - \mathcal{B}_{ij}^{\theta_j} + \alpha_j e \right) \leq \tilde{\epsilon}_{ij} (f_{ij}^{\max} - \tilde{\pi}_{ij})^2, \forall (i, j) \in \mathcal{E},$$

$$\beta_{ij} (\bar{\theta}_i - \theta_j) \leq \tilde{\gamma}_{ij} + \tilde{\pi}_{ij}, \forall (i, j) \in \mathcal{E},$$

$$\beta_{ij} (\bar{\theta}_j - \theta_i) \leq \tilde{\gamma}_{ij} + \tilde{\pi}_{ij}, \forall (i, j) \in \mathcal{E},$$

$$\tilde{\gamma}_{ij} \geq 0, 0 \leq \tilde{\pi}_{ij} \leq f_{ij}^{\max}, \forall (i, j) \in \mathcal{E},$$

$$\tilde{y}_{i}^2 + \alpha_i^2 e^\top \Sigma e \leq \tilde{\epsilon}_i \left( \frac{p_{i}^{\max} - p_{i}^{\min}}{2} - \bar{\pi}_i \right)^2, \forall i \in \mathcal{G},$$

$$\bar{p}_i - \frac{p_{i}^{\max} + p_{i}^{\min}}{2} \leq \tilde{y}_i + \bar{\pi}_i, \forall i \in \mathcal{G},$$

$$-\bar{p}_i + \frac{p_{i}^{\max} + p_{i}^{\min}}{2} \leq \tilde{y}_i + \bar{\pi}_i, \forall i \in \mathcal{G},$$
\[ 0 \leq \bar{y}_i, 0 \leq \bar{\pi}_i \leq \frac{p_i^{\text{max}} - p_i^{\text{min}}}{2}, \forall i \in G, \tag{6.18i} \]

where \( \bar{\pi}, \bar{y}, \bar{\pi}, \bar{y} \) are auxiliary nonnegative variables.

### 6.4.3 Quality of approximation of \( Z \) by \( Z_A(\epsilon/2), Z_A(\epsilon) \)

We know that from Theorem 28, we have \( Z_A(\epsilon/2) \subseteq Z \subseteq Z_A(\epsilon) \) and usually the inclusion is strict. The following example shows that the distances between set \( Z \) and \( Z_A(\epsilon) \) and between set \( Z \) and \( Z_A(\epsilon/2) \) can be large.

**Example 9.** Let \( b(x) = 0, \Sigma = I \), then

\[
Z_A(\epsilon/2) = \left\{ x : \|a(x)\|_2^2 \leq \frac{\epsilon}{2 - \epsilon} T^2 \right\} \\
Z_A(\epsilon) = \left\{ x : \|a(x)\|_2^2 \leq \frac{\epsilon}{1 - \epsilon} T^2 \right\} \\
Z = \left\{ x : \|a(x)\|_2^2 \leq \epsilon T^2 \right\}
\]

Clearly, when \( \epsilon \to 1 \), \( Z_A(\epsilon) \to \mathbb{R}^n \) but \( Z \) is close to a ball \( \{x : \|a(x)\|_2^2 \leq T^2\} \). Hence the distance between \( Z \) and \( Z_A(\epsilon) \) tends to be infinity.

On the other hand, we know that \( \frac{\epsilon}{2 - \epsilon} \approx \frac{\epsilon}{2} \) when \( \epsilon \) is small. Thus, in this case, the radius of ball \( Z \) could be almost \( \sqrt{2} \) larger than \( Z_A(\epsilon/2) \). This inner approximation could easily lead the feasible region of a DRCC-OPF to be infeasible. For example, if there is an additional constraint \( S = \{x : a(x) \geq T \sqrt{\frac{2}{3m}} \epsilon\} \) where \( m \) is the dimension of \( a(x) \), then clearly \( S \cap Z_A(\epsilon/2) = \emptyset \) when \( \epsilon < 0.5 \), but \( S \cap Z \) even has a nonempty interior.

### 6.5 Numerical Illustration

We test the DRCC-OPF model (6.18) with an example used in [19]: case39 of MATPOWER data originally from [134]. The case is available at [http://www.pserc.cornell.edu/matpower/](http://www.pserc.cornell.edu/matpower/). In this data set, there are 39 buses (set \( V \)), 46 lines (set \( E \)) and 10 generators (set \( G \)). We assume that renewable power can be generated from buses 1 to 4 (set \( W \)) with mean \( \mu_i = 40 \) (MW) for each \( i \in W \) and its covariance matrix \( \Sigma \) is diagonal with \( \Sigma(i,i) = 400 \) for each \( i \in W \). All of the instances are solved by CVX [43].

In our first test, we let \( \bar{\epsilon}_{ij} = \bar{\epsilon}_i = 0.2 \). We compare our method with a “risk neutral” model by assuming there is no uncertainty in (6.1e) and (6.1f), i.e., reformulating these
constraints as

\[
|\beta_{ij}(\bar{\theta}_i - \bar{\theta}_j)| \leq f_{ij}^{\text{max}}, \forall (i, j) \in \mathcal{E}, \quad (1\text{e}')
\]

\[
p_i^{\text{min}} \leq \bar{p}_i \leq p_i^{\text{max}}, \forall i \in \mathcal{G}; \quad (1\text{f}')
\]

and to the model in [19] (we call it "BCH model") where they assume the underlying distribution is Gaussian. All three models can be solved within a second, with total costs 36059.1, 36448.6, 37885.3 for the risk neutral model, BCH model, and our model (6.18), respectively. Thus, there is no significant difference (within 5%) of total costs among all the three models.

We also test the reliability of models by simulating different distributions of renewables’ output, i.e., Gaussian, student, Laplace, Logistic and uniform distributions. We generate 100,000 samples from each distribution and check the violation of line flow capacity and bus capacity for each transmission line and bus. In Table 9, we compute the maximum probability of violations across all the lines and buses under each distribution. It can be seen that even when the risk parameters are all equal to 0.2, our model is quite robust and the chance that a line or bus capacity will be violated is close to zero for most of distributions. However, in the risk neutral model, there is a 50% chance that a line or bus capacity is violated almost for each distribution. The BCH model does slightly better, but still under some distributions (e.g., Logistic), the probability of failure is relatively high (31%).

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Model (6.18)</th>
<th>Risk Neutral</th>
<th>BCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Cost</td>
<td>37885.3</td>
<td>36059.1</td>
<td>36448.6</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.02279</td>
<td>0.50149</td>
<td>0.2022</td>
</tr>
<tr>
<td>Student</td>
<td>1.00E-05</td>
<td>0.50128</td>
<td>5.00E-05</td>
</tr>
<tr>
<td>Laplace</td>
<td>0.0274</td>
<td>0.50366</td>
<td>0.18197</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.12856</td>
<td>0.5022</td>
<td>0.31184</td>
</tr>
<tr>
<td>Uniform</td>
<td>0.0211</td>
<td>0.5016</td>
<td>0.21614</td>
</tr>
</tbody>
</table>

In the second test, we let the risk parameters \(\hat{\epsilon}_{ij}\) and \(\hat{\epsilon}_i\) range from 0.15 to 0.5 and observe how this affects the solutions. We compare our results on maximum probability of
violations with the ones of BCH model through generating 100,000 samples from Logistic distribution. In Figure 6(a), we see that the results from BCH model are quite sensitive to the risk parameters, i.e., the probability of violating line capacity or bus capacity increases almost linearly as the risk parameters grows. Since the probability of violation curve is always above the neutral line which tells whether the probability of violations is larger than the prespecified risk parameter $\epsilon$ or not, hence the solution of BCH is not robust at all. Therefore, in the BCH model, one might need to stick to small risk parameters. Our model (6.18) turns out to be quite robust with the risk parameters. Even when all of the risk parameters are equal to 0.5, the chance of capacity violation is still quite small (around 28%). We also observe that in Figure 6(b), cost difference between two models reduces when the risk parameter increases. Another observation is that the total cost of our model (6.18) is the most costly due to its conservativeness, but the difference between ours and risk-free model is small (at most 6%). This could be because in the objective function (6.1a), there is only production cost of regular generators but no cost on renewables. Hence influence of renewables to the total costs is small but to the system reliability is dramatic. On the other hand, if the operators would like to reduce the total costs and can tolerate a relatively high risk, they can increase the risk parameter.

Finally, we compare the computational time for model (6.18) with that of the risk neutral model and the BCH model, by solving different MATPOWER cases: case30, case39, case57, case118 and case145. The sizes of these instances and the associated run times are shown in Table 10. The results in Table 10 show that even for the large-size power network (case145), all three models can be solved efficiently (i.e., within 4 seconds). We also observe that even though model (6.18) requires more variables – at most $2E + 2G$ additional variables – its computational time is similar to the other two models.
Figure 6: Comparison between model (6.18) and BCH model

Table 10: Computational time comparison among model (6.18), risk neutral model and BCH model

<table>
<thead>
<tr>
<th>Cases</th>
<th>case30</th>
<th>case39</th>
<th>case57</th>
<th>case118</th>
<th>case145</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>Buses ([V])</td>
<td>30</td>
<td>39</td>
<td>57</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td>Lines ([L])</td>
<td>41</td>
<td>46</td>
<td>80</td>
<td>186</td>
</tr>
<tr>
<td></td>
<td>Generators ([G])</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>Renewables ([W])</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Results</td>
<td>Model (6.18)</td>
<td>1.48</td>
<td>1.13</td>
<td>1.02</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>Risk Neutral</td>
<td>0.83</td>
<td>0.57</td>
<td>1.36</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>BCH</td>
<td>0.83</td>
<td>0.92</td>
<td>1.63</td>
<td>1.60</td>
</tr>
</tbody>
</table>
CHAPTER VII

OPTIMIZED BONFERRONI APPROXIMATIONS OF DISTRIBUTIONALLY ROBUST JOINT CHANCE CONSTRAINTS

7.1 Introduction

7.1.1 Setting

A linear chance constrained optimization problem is of the form:

\[
\begin{align*}
\text{min} & \quad c^\top x, \\
\text{s.t.} & \quad x \in S, \\
& \quad \mathbb{P}\left\{ \xi : a_i(x)^\top \xi_i \leq b_i(x), \forall i \in [I] \right\} \geq 1 - \epsilon.
\end{align*}
\]

(7.1a) \quad (7.1b) \quad (7.1c)

Above, the vector \( x \in \mathbb{R}^n \) denotes the decision variables; the vector \( c \in \mathbb{R}^n \) denotes the objective function coefficients; the set \( S \subseteq \mathbb{R}^n \) denotes deterministic constraints on \( x \); and the constraint (7.1c) is a chance constraint involving \( I \) inequalities with uncertain data specified by the random vector \( \xi \) supported on a closed convex set \( \Xi \subseteq \mathbb{R}^m \) with a known probability distribution \( \mathbb{P} \). We let \([R] := \{1, 2, \ldots, R\}\) for any positive integer \( R \), and for each uncertain constraint \( i \in [I] \), \( a_i(x) \in \mathbb{R}^{m_i} \) and \( b_i(x) \in \mathbb{R} \) denote affine mappings of \( x \) such that \( a_i(x) = A^i x + a^i \) and \( b_i(x) = B^i x + b^i \) with \( A^i \in \mathbb{R}^{m_i \times n} \), \( a^i \in \mathbb{R}^{m_i} \), \( B^i \in \mathbb{R}^n \), and \( b^i \in \mathbb{R} \), respectively. The uncertain data associated with constraint \( i \) is specified by \( \xi_i \) which is the projection of \( \xi \) to a coordinate subspace \( \mathcal{S}_i \subseteq \mathbb{R}^m \), i.e., \( \mathcal{S}_i \) is a span of \( m_i \) distinct standard bases with \( \text{dim}(\mathcal{S}_i) = m_i \). The support of \( \xi_i \) is \( \Xi_i = \text{Proj}_{\mathcal{S}_i} (\Xi) \). The chance constraint (7.1c) requires that all \( I \) uncertain constraints are simultaneously satisfied with a probability or reliability level of at least \( (1 - \epsilon) \), where \( \epsilon \in (0, 1) \) is a specified risk tolerance. We call (7.1c) a single chance constraint if \( I = 1 \) and a joint chance constraint if \( I \geq 2 \).

Remark 4. The notation above might appear to indicate that the uncertain data is separable across the inequalities. However, note that \( \xi_i \) is a projection of \( \xi \). For example, we may...
have $\xi_i = \xi$ and $S_i = \mathbb{R}^m$ for all $i$, when each inequality involves all uncertain coefficients $\xi$.

In practice, the decision makers often have limited distributional information on $\xi$, making it challenging to commit to a single $P$. As a consequence, the optimal solution to (7.1a)–(7.1c) can actually perform poorly if the (true) probability distribution of $\xi$ is different from the one we commit to in (7.1c). In this case, a natural alternative of (7.1c) is a distributionally robust chance constraint of the form

$$\inf_{P \in \mathcal{P}} \mathbb{P} \{ \xi : a_i(x)^\top \xi_i \leq b_i(x), \forall i \in [I] \} \geq 1 - \epsilon,$$

where we specify a family $\mathcal{P}$ of probability distributions of $\xi$, called an ambiguity set, and the chance constraint (7.1c) is required to hold for all the probability distributions $\mathbb{P}$ in $\mathcal{P}$. We call formulation (7.1a)–(7.1b), (7.1d) a distributionally robust joint chance constrained program (DRCCP) and denote the feasible region induced by (7.1d) as

$$Z := \left\{ x \in \mathbb{R}^n : \inf_{P \in \mathcal{P}} \mathbb{P} \{ \xi : a_i(x)^\top \xi_i \leq b_i(x), \forall i \in [I] \} \geq 1 - \epsilon \right\}.$$  

In general, the set $Z$ is nonconvex and leads to NP-hard optimization problems [46]. This is not surprising since the same conclusion holds even when the ambiguity set $\mathcal{P}$ is a singleton [68, 73]. The focus of this chapter is on developing tractable convex approximations and reformulations of set $Z$.

### 7.1.2 Related Literature

Existing literature has identified a number of important special cases where $Z$ is convex. In the non-robust setting, i.e. when $\mathcal{P}$ is a singleton, the set $Z$ is convex if $A^i = 0$ for all $i \in [I]$ (i.e. the uncertainties do not affect the variable coefficients) and either (i) the distribution of the vector $[(a^1)^\top \xi_1, \ldots, (a^I)^\top \xi_i]^\top$ is quasi-concave [81, 114, 115] or (ii) the components of vector $[(a^1)^\top \xi_1, \ldots, (a^I)^\top \xi_i]^\top$ are independent and follow log-concave probability distributions [80]. Much less is known about the case $A^i \neq 0$ (i.e. with uncertain coefficients), except that $Z$ is convex if $I = 1$, $\epsilon \leq 1/2$, and $\xi$ has a symmetric and non-degenerate log-concave distribution [57], of which the normal distribution is a special case.
In the robust setting, when $\mathcal{P}$ consists of all probability distributions with given first and second moments and $I = 1$, the set $Z$ is second-order cone representable [24, 37]. Similar convexity results hold when $I = 1$ and $\mathcal{P}$ also incorporates other distributional information such as the support of $\xi$ [32], the unimodality of $\mathbb{P}$ [46, 59], or arbitrary convex mapping of $\xi$ [118]. For distributionally robust joint chance constraints, i.e. $I \geq 2$ and $\mathcal{P}$ is not a singleton, conditions for convexity of $Z$ are scarce. To the best of our knowledge, [47] provides the first convex reformulation of $Z$ in the absence of coefficient uncertainty, i.e. $A^i = 0$ for all $i \in [I]$, when $\mathcal{P}$ is characterized by the mean, a positively homogeneous dispersion measure, and a conic support of $\xi$. For the more general coefficient uncertainty setting, i.e. $A^i \neq 0$, [118] identifies several sufficient conditions for $Z$ to be convex (e.g., when $\mathcal{P}$ is specified by one moment constraint), and [117] shows that $Z$ is convex when the chance constraint (7.1d) is two-sided (i.e., when $I = 2$ and $a_1(x)^T \xi_1 = -a_2(x)^T \xi_2$) and $\mathcal{P}$ is characterized by the first two moments.

Various approximations have been proposed for settings where $Z$ is not convex. When $\mathcal{P}$ is a singleton, i.e. $\mathcal{P} = \{\mathbb{P}\}$, [73] propose a family of deterministic convex inner approximations, among which the conditional-value-at-risk (CVaR) approximation [86] is proved to be the tightest. A similar approach is used to construct convex outer approximations in [3]. Sampling based approaches that approximate the true distribution by an empirical distribution are proposed in [23, 67, 74]. When the probability distribution $\mathbb{P}$ is discrete, [4] develop Lagrangian relaxation schemes and corresponding primal linear programming formulations. In the distributionally robust setting, [30] propose to aggregate the multiple uncertain constraints with positive scalars in to a single constraint, and then use CVaR to develop an inner approximation of $Z$. This approximation is shown to be exact for distributionally robust single chance constraints when $\mathcal{P}$ is specified by first and second moments in [135] or, more generally, by convex moment constraints in [118].
7.1.3 Contributions

In this chapter we study the set $Z$ in the distributionally robust joint chance constraint setting, i.e. $I \geq 2$ and $\mathcal{P}$ is not a singleton. In particular, we consider a classical approximation scheme for joint chance constraint, termed Bonferroni approximation [30, 73, 135]. This scheme decomposes the joint chance constraint (7.1d) into $I$ single chance constraints where the risk tolerance of constraint $i$ is set to a fixed parameter $s_i \in [0, \epsilon]$ such that $\sum_{i \in [I]} s_i \leq \epsilon$. Then, by the union bound, it is easy to see that any solution satisfying all $I$ single chance constraints will satisfy the joint chance constraint. Such a distributionally robust single chance constraint system is often significantly easier than the joint constraint.

To optimize the quality of the Bonferroni approximation, it is attractive to treat $\{s_i\}_{i \in [I]}$ as design variables rather than as fixed parameters. However, this could undermine the convexity of the resulting approximate system and make it challenging to solve. Indeed, [73] cites the tractability of this optimized Bonferroni approximation as “an open question” (see Remark 2.1 in [73]). In this chapter, we make the following contributions to the study of optimized Bonferroni approximation:

1. We show that the optimized Bonferroni approximation of a distributionally robust joint chance constraint is in fact exact when the uncertainties are separable across the individual inequalities, i.e., each uncertain constraint involves a different set of uncertain parameters and corresponding distribution families.

2. For the setting when the ambiguity set is specified by the first two moments of the uncertainties in each constraint, we establish that the optimized Bonferroni approximation, in general, leads to strongly NP-hard problems; and go on to identify several sufficient conditions under which it becomes tractable.

3. For the setting when the ambiguity set is specified by marginal distributions of the uncertainties in each constraint, again, we show that while the general case is strongly NP-hard, there are several sufficient conditions leading to tractability.

4. For moment based distribution families and binary decision variables, we show that the
optimized Bonferroni approximation can be reformulated as a mixed integer second-order conic set.

5. Finally, we demonstrate how our results can be used to derive a convex reformulation of a distributionally robust joint chance constraint with a specific non-separable distribution family.

7.2 Optimized Bonferroni Approximation

In this section we formally present the optimized Bonferroni approximation of the distributionally robust joint constraint set \( Z \), compare it with alternative single chance constraint approximations, and provide a sufficient condition under which it is exact.

7.2.1 Single chance constraint approximations

Recall that the uncertain data associated with constraint \( i \in [I] \) is specified by \( \xi_i \) which is the projection of \( \xi \) to a coordinate subspace \( S_i \subseteq \mathbb{R}^m \) with \( \dim(S_i) = m_i \), and the support of \( \xi_i \) is \( \Xi_i = \text{Proj}_{S_i}(\Xi) \). For each \( i \in [I] \), let \( D_i \) denote the projection of the ambiguity set \( P \) to the coordinate subspace \( S_i \), i.e., \( D_i = \text{Proj}_{S_i}(P) \). Thus \( D_i \) denotes the projected ambiguity set associated with the uncertainties appearing in constraint \( i \). The following two examples illustrate ambiguity set \( P \) and its projections \( \{D_i\}_{i \in [I]} \).

**Example 10.** Consider

\[
Z = \left\{ x \in \mathbb{R}^2 : \inf_{\hat{\xi} \in \mathbb{R}^3} \{ \xi : \hat{\xi}_1 x_1 + \hat{\xi}_2 x_2 \leq 0 \} \geq 0.75 \right\},
\]

where \( \xi = [\hat{\xi}_1, \hat{\xi}_2, \hat{\xi}_3]^T \), \( \xi_1 = [\hat{\xi}_1, \hat{\xi}_2]^T \), \( \xi_2 = [\hat{\xi}_2, \hat{\xi}_3]^T \), and \( P = \{ \mathbb{P} : \mathbb{E}[\xi] = 0, \mathbb{E}[\xi \xi^T] = \Sigma \} \) with

\[
\Sigma = \begin{bmatrix}
1 & 0 & 1.2 \\
0 & 0.5 & 0.5 \\
1.2 & 0.5 & 2
\end{bmatrix}.
\]

In this example, \( m = 3 \), \( m_1 = m_2 = 2 \), \( S_1 = \{ \hat{\xi} \in \mathbb{R}^3 : \hat{\xi}_3 = 0 \} \), \( S_2 = \{ \hat{\xi} \in \mathbb{R}^3 : \hat{\xi}_1 = 0 \} \), and
\( \mathcal{D}_i = \{ P : \mathbb{E}_P[\xi_i] = 0, \mathbb{E}_P[\xi_i \xi_i^\top] = \Sigma_i \} \) for \( i = 1, 2 \), where

\[
\Sigma_1 = \begin{bmatrix}
1 & 0 \\
0 & 0.5 
\end{bmatrix}
\quad \text{and} \quad
\Sigma_2 = \begin{bmatrix}
0.5 & 0.5 \\
0.5 & 2
\end{bmatrix}.
\]

\( \Box \)

**Example 11.** Consider

\[
Z = \left\{ x \in \mathbb{R}^I : \inf_{P \in \mathcal{P}} P \{ \xi : \xi_i \leq x_i, \forall i \in [I] \} \geq 0.9 \right\},
\]

where \( \xi \sim \mathcal{N}(\mu, \Sigma) \), i.e. \( \mathcal{P} \) is a singleton containing only an \( I \)-dimensional multivariate normal distribution with mean \( \mu \in \mathbb{R}^I \) and covariance matrix \( \Sigma \in \mathbb{R}^{I \times I} \). In this example, \( m = I \), and for all \( i \in [I] \), \( m_i = 1 \), \( S_i = \{ \xi \in \mathbb{R}^I : \xi_j = 0, j \neq i, \forall j \in [I] \} \), and \( \mathcal{D}_i \) is a singleton containing only a 1-dimensional normal distribution with mean \( \mu_i \) and variance \( \Sigma_{ii} \).

Consider the following two distributionally robust single chance constraint approximations of \( Z \):

\[
Z_O := \left\{ x \in \mathbb{R}^n : \inf_{P_i \in \mathcal{D}_i} P_i \{ \xi_i : a_i(x)^\top \xi_i \leq b_i(x) \} \geq 1 - \epsilon, \forall i \in [I] \right\},
\]

(7.3)

and

\[
Z_I := \left\{ x \in \mathbb{R}^n : \inf_{P_i \in \mathcal{D}_i} P_i \{ \xi_i : a_i(x)^\top \xi_i \leq b_i(x) \} \geq 1 - \frac{\epsilon}{I}, \forall i \in [I] \right\}.
\]

(7.4)

Both \( Z_O \) and \( Z_I \) involve \( I \) distributionally robust single chance constraints, and they differ by the choice of the risk levels. The approximation \( Z_O \) relaxes the requirement of simultaneously satisfying all uncertain linear constraints, and hence is an outer approximation of \( Z \). In \( Z_I \), each single chance constraint has a risk level of \( \epsilon/I \), and it follows from the union bound (or Bonferroni inequality[20]), that \( Z_I \) is an inner approximation of \( Z \). The set \( Z_I \) is typically called the Bonferroni approximation. We consider an extension of \( Z_I \) where the risk level of each constraint is not fixed but optimized [73]. The resulting optimized Bonferroni approximation is:

\[
Z_B := \left\{ x : \inf_{P_i \in \mathcal{D}_i} P_i \{ \xi_i : a_i(x)^\top \xi_i \leq b_i(x) \} \geq 1 - s_i, s_i \geq 0, \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon \right\}.
\]

(7.5)
7.2.2 Comparison of Approximation Schemes

From the previous discussion we know that $Z_O$ is an outer approximation of $Z$, while both $Z_B$ and $Z_I$ are inner approximations of $Z$ and that $Z_B$ is at least as tight as $Z_I$. We formalize this observation in the following result.

**Theorem 30.** $Z_O \supseteq Z \supseteq Z_B \supseteq Z_I$.

**Proof.** By construction, $Z_O \supseteq Z$. To show that $Z \supseteq Z_B$, we pick $x \in Z_B$. For all $P \in \mathcal{P}$ and $i \in [I]$, $x \in Z_B$ implies that $\mathbb{P}\{\xi : a_i(x)^\top \xi_i \leq b_i(x)\} = \mathbb{P}_i\{\xi_i : a_i(x)^\top \xi_i \leq b_i(x)\} \geq 1 - s_i$, or equivalently, $\sup_{P \in \mathcal{P}} \mathbb{P}\{\xi : a_i(x)^\top \xi_i > b_i(x)\} \leq s_i$. Hence,

$$\inf_{P \in \mathcal{P}} \mathbb{P}\{\xi : a_i(x)^\top \xi_i \leq b_i(x), \forall i \in [I]\} = 1 - \sup_{P \in \mathcal{P}} \mathbb{P}\{\xi : \exists i \in [I], \text{ s.t. } a_i(x)^\top \xi_i > b_i(x)\}$$

$$\geq 1 - \sup_{P \in \mathcal{P}} \sum_{i \in [I]} \mathbb{P}\{\xi : a_i(x)^\top \xi_i > b_i(x)\}$$

$$\geq 1 - \sum_{i \in [I]} \sup_{P \in \mathcal{P}} \mathbb{P}\{\xi : a_i(x)^\top \xi_i > b_i(x)\}$$

$$\geq 1 - \sum_{i \in [I]} s_i \geq 1 - \epsilon,$$

where the first inequality is due to the Bonferroni inequality or union bound, the second inequality is because the supremum over summation is no larger than the sum of supremum, and the final inequality follows from the definition of $Z_B$. Thus, $x \in Z$. Finally, note that $Z_I$ is a restriction of $Z_B$ by setting $s_i = \epsilon/I$ for all $i \in [I]$ and so $Z_B \supseteq Z_I$. □  □

The following example shows that all inclusions in Theorem 30 can be strict.

**Example 12.** Consider

$$Z = \left\{ x \in \mathbb{R}^2 : \inf_{P \in \mathcal{P}} \mathbb{P}\left\{\begin{array}{l} \xi_1 \leq x_1 \\ \xi_2 \leq x_2 \\ x_1 \leq 1 \\ x_2 \leq 1 \end{array}\right\} \geq 0.5 \right\},$$

where $\mathcal{P}$ is a singleton containing the probability distribution that $\xi_1$ and $\xi_2$ are independent and uniformly distributed on $[0, 1]$. It follows that

$$Z_O = \left\{ x \in [0, 1]^2 : x_1 \geq 0.5, x_2 \geq 0.5 \right\},$$
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We display these four sets in Fig. 7, where the dashed lines denotes the boundaries of \( Z_O, Z, Z_B, Z_I \). It is clear that \( Z_O \supseteq Z \supseteq Z_B \supseteq Z_I \). \( \square \)

### 7.2.3 Exactness of Optimized Bonferroni Approximation

In this section we use a result from [89] to establish a sufficient condition under which the optimized Bonferroni approximation is exact. We first review this result.

Let \( \{(\Xi_i, F_i, P_i) : i \in [I]\} \) be a finite collection of probability spaces, where for \( i \in [I] \), \( \Xi_i \subseteq S_i \) is a sample space, \( F_i \) is a \( \sigma \)-algebra of \( \Xi_i \), and \( P_i \) is a probability measure on \( (\Xi_i, F_i) \). Consider the product space \( (\Xi, F) = \prod_{i \in [I]} (\Xi_i, F_i) \), and let \( \mathcal{M}(\Xi, F) \) denote the set of all probability measures on \( (\Xi, F) \). Let \( \mathcal{M}(P_1, \ldots, P_I) \) denote the set of joint probability measures on \( (\Xi, F) \) generated by \( (P_1, \ldots, P_I) \), i.e.

\[
\mathcal{M}(P_1, \ldots, P_I) = \{ P \in \mathcal{M}(\Xi, F) : \text{Proj}_i(P) = P_i \ \forall \ i \in [I] \},
\]

where \( \text{Proj}_i : \Xi \to \Xi_i \) denotes the \( i \)-th projection operation. For any \( P \in \mathcal{M}(P_1, \ldots, P_I) \), the Fréchet inequality [39], is:

\[
\left[ \sum_{i \in [I]} P_i \{ A_i \} - (I - 1) \right]_+ \leq P \left\{ \prod_{i \in [I]} A_i \right\}_+,
\]
where \([a]_+ = \max\{0, a\}.

**Remark 5.** Note that in the special case of \(\Xi_i = \Xi\) for all \(i \in [I]\), the above Fréchet inequality is

\[
\left[ \sum_{i \in [I]} P_i\{A_i\} - (I - 1) \right]_+ \leq P\left\{ \bigcap_{i \in [I]} A_i \right\},
\]

which is essentially Bonferroni inequality complemented.

The following result establishes a tight version of the Fréchet inequality.

**Theorem 31.** (Theorem 6 in [89]) Let \(\{(\Xi_i, F_i) : i \in [I]\}\) be a finite collection of Polish spaces with associated probability measures \(\{P_1, \ldots, P_I\}\). Then for all \(A_i \in \Xi_i\) with \(i \in [I]\) it holds that

\[
\left[ \sum_{i \in [I]} P_i\{A_i\} - (I - 1) \right]_+ = \inf \left\{ P\left\{ \prod_{i \in [I]} A_i \right\} : P \in \mathcal{M}(P_1, \ldots, P_I) \right\}.
\]

Next we use the above result to show that the optimized Bonferroni approximation \(Z_B\), consisting single chance constraints, is identical to \(Z\) consisting of a joint chance constraint when the uncertainties in each constraint are separable, i.e., each uncertain constraint involves a different set of uncertain parameters and associated ambiguity sets. Recall that uncertain data in \(Z\) is described the random vector \(\xi\) supported on a closed convex set \(\Xi \subseteq \mathbb{R}^m\), and the uncertain data associated with constraint \(i\) is specified by \(\xi_i\) which is the projection of \(\xi\) to a coordinate subspace \(S_i \subseteq \mathbb{R}^m\) with \(\dim(S_i) = m_i\). The support of \(\xi_i\) is \(\Xi_i = \text{Proj}_{\mathcal{S}_i}(\Xi)\). Furthermore, the ambiguity set associated with the uncertainties appearing in constraint \(i\), \(D_i\), is the projection of the ambiguity set \(\mathcal{P}\) to the coordinate subspace \(S_i\), i.e., \(D_i = \text{Proj}_{\mathcal{S}_i}(\mathcal{P})\). The separable uncertainty condition can then be formalized as follows:

(A1) \(\Xi = \prod_{i \in [I]} \Xi_i\) and \(\mathcal{P} = \prod_{i \in [I]} \mathcal{D}_i\), i.e., \(P \in \mathcal{P}\) if and only if \(\text{Proj}_i(P) \in \mathcal{D}_i\) for all \(i \in [I]\).

The following example illustrates Assumption (A1).

**Example 13.** Consider

\[
Z = \left\{ x \in \mathbb{R}^2 : \inf_{P \in \mathcal{P}} P\left\{ \xi : \begin{array}{l} \xi_1 \leq x_1 \\ 2\xi_2 \leq x_1 + x_2 \end{array} \right\} \geq 0.75 \right\},
\]
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where $\Xi_1 = \mathbb{R}, \Xi_2 = \mathbb{R}, \Xi = \mathbb{R}^2$ and

$$
P = \{P : \mathbb{E}_P[\xi_1] = 0, \mathbb{E}_P[\xi_1^2] = \sigma_1^2, \mathbb{E}_P[\xi_2] = 0, \mathbb{E}_P[\xi_2^2] = \sigma_2^2\}
$$

$$
D_1 = \{P_1 : \mathbb{E}_{P_1}[\xi_1] = 0, \mathbb{E}_{P_1}[\xi_1^2] = \sigma_1^2\}
$$

$$
D_2 = \{P_2 : \mathbb{E}_{P_2}[\xi_2] = 0, \mathbb{E}_{P_2}[\xi_2^2] = \sigma_2^2\}
$$

Clearly, $\Xi = \Xi_1 \times \Xi_2$ and $P = D_1 \times D_2$. □

We are now ready to establish the exactness of optimized Bonferroni approximation under the above condition.

**Theorem 32.** Under Assumption (A1), $Z = Z_B$.

**Proof.** We have $Z_B \subseteq Z$ by Theorem 30. It remains to show that $Z \subseteq Z_B$. Given an $x \in Z$, we rewrite the left-hand side of (7.1d) as

$$
\inf_{P \in P} \mathbb{P} \left\{ \xi_i : a_i(x)\xi_i \leq b_i(x), \forall i \in [I] \right\} \quad (7.6a)
$$

$$
= \inf_{P_i \in D_i, \forall i \in [I]} \inf_{P \in \mathcal{M}(P_1, \ldots, P_I)} \mathbb{P} \left\{ \xi_i : a_i(x)\xi_i \leq b_i(x), \forall i \in [I] \right\} \quad (7.6b)
$$

$$
= \inf_{P_i \in D_i, \forall i \in [I]} \left[ \sum_{i \in [I]} P_i \left\{ \xi_i : a_i(x)\xi_i \leq b_i(x) \right\} - (I - 1) \right] + \quad (7.6c)
$$

where equality (7.6b) decomposes the optimization problem in (7.6a) into two layers: the outer layer searches for optimal (i.e., worst-case) marginal distributions $P_i \in D_i$ for all $i \in [I]$, while the inner layer searches for the worst-case joint probability distribution that admits the given marginals $P_i$. Equality (7.6c) follows from Theorem 31. Note that our sample space is Euclidean and is hence a Polish space. Since $x \in Z$, the right-hand-side of (7.6c) is no smaller than $1 - \epsilon$. It follows that (7.6c) is equivalent to

$$
\inf_{P_i \in D_i, \forall i \in [I]} \left[ \sum_{i \in [I]} P_i \left\{ \xi_i : a_i(x)\xi_i \leq b_i(x) \right\} - (I - 1) \right] = \sum_{i \in [I]} \inf_{P_i \in D_i} P_i \left\{ \xi_i : a_i(x)\xi_i \leq b_i(x) \right\} - (I - 1), \quad (7.6d)
$$

where equality (7.6d) is because the ambiguity sets $D_i, i \in [I]$, are separable by Assumption (A1). Finally, let $s_i := 1 - \inf_{P_i \in D_i} P_i \left\{ \xi_i : a_i(x)\xi_i \leq b_i(x) \right\}$ and so $s_i \geq 0$ for all $i \in [I].
Since \( x \in Z \), by (7.6d), we have
\[
\sum_{i \in [I]} (1 - s_i) - (I - 1) \geq 1 - \epsilon
\]
which implies \( \sum_{i \in [I]} s_i \leq \epsilon \). Therefore, \( x \in Z_B \).
\[\square\]

The above result establishes that if the ambiguity set of a distributionally robust joint chance constraint is specified in a form that is separable over the uncertain constraints, then the optimized Bonferroni approximation involving a system of distributionally robust single chance constraints is exact. In the next two sections, we investigate two such settings.

### 7.3 Ambiguity Set Based on the First Two Moments

In this section, we study the computational tractability of optimized Bonferroni approximation when the ambiguity set is specified by the first two moments of the projected random vectors \( \{\xi_i\}_{i \in [I]} \). More specifically, for each \( i \in [I] \), we make the following assumption on \( D_i \), the projection of the ambiguity set \( P \) to the coordinate subspace \( S_i \):

**(A2)** The projected ambiguity sets \( \{D_i\}_{i \in [I]} \) are defined by the first and second moments of \( \xi_i \):

\[
D_i = \left\{ P_i : \mathbb{E}_{P_i}[\xi_i] = \mu_i, \mathbb{E}_{P_i}[(\xi_i - \mu_i)(\xi_i - \mu_i)^\top] = \Sigma_i \right\},
\]

where \( \Sigma_i \succ 0 \) for all \( i \in [I] \).

Distributionally robust single chance constraints with moment based ambiguity sets as above have been considered in \([33, 37]\).

Next we establish that, in general, it is strongly NP-hard to optimize over set \( Z_B \). We will need the following result which shows that set \( Z_B \) can be recast as a bi-convex program. This confirms the statement in \([73]\) that optimizing variables \( s_i \) in Bonferroni approximation “destroys the convexity.”

**Lemma 12.** Under Assumption (A2), \( Z_B \) is equivalent to
\[
Z_B = \left\{ x : a_i(x)^\top \mu_i + \sqrt{\frac{1 - s_i}{s_i}} \sqrt{a_i(x)^\top \Sigma_i a_i(x)} \leq b_i(x), \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon, s \geq 0 \right\}.
\]

\[\text{(7.8)}\]
Proof. From [37] and [108], the chance constraint \( \inf_{P_i \in D_i} P_i \{ \xi : a_i(x)^\top \xi \leq b_i(x) \} \geq 1 - s_i \) is equivalent to
\[
a_i(x)^\top \mu_i + \sqrt{\frac{1 - s_i}{s_i}} a_i(x)^\top \Sigma_i a_i(x) \leq b_i(x)
\]
for all \( i \in [I] \). Then, the conclusion follows from the definition of \( Z_B \).

Theorem 33. It is strongly NP-hard to optimize over set \( Z_B \).

Proof. We prove by using a transformation from the feasibility problem of a binary program.
First, we consider set \( \bar{S} := \{ x \in \{0, 1\}^n : Dx \geq d \} \), with given matrix \( D \in \mathbb{Z}^{r \times n} \) and vector \( d \in \mathbb{Z}^n \), and the following feasibility problem:

(Binary Program): Does there exist an \( x \in \{0, 1\}^n \) such that \( x \in \bar{S} \)? (7.9)

Second, we consider an instance of \( Z_B \) with a projected ambiguity set in the form of (7.7) as
\[
Z_B = \left\{ x : \inf_{P_i \in D_i} P_i \{ \xi_i : \|x_i\|_2 \leq x_i \sqrt{2n - 1} \} \geq 1 - s_i, \forall i \in [n] \right\}
\]
\[
= \left\{ x : \inf_{P_i \in D_i} P_i \{ \xi_i : (1 - x_i) \leq (1 - x_i) \sqrt{2n - 1} \} \geq 1 - s_i, \forall i \in [2n] \right\}
\]
\[
= \left\{ x : \inf_{P_i \in D_i} P_i \{ \xi_i : 0 \leq D_i x - d_i - 2n \} \geq 1 - s_i, \forall i \in [2n + \tau] \right\}
\]
\[
\sum_{i \in [2n + \tau]} s_i \leq 0.5,
\]
\[
\sum_{i \in [2n + \tau]} s_i \leq 0.5,
\]
where
\[
D_i = \{ P_i : \mathbb{E}_{P_i}[\xi_i] = 0, \mathbb{E}_{P_i}[\xi_i^2] = 1 \}, \forall i \in [2n + \tau],
\]
and \( D_j \) denotes the \( j \)th row of matrix \( D \). It follows from Lemma 12 and Fourier-Motzkin elimination of variables \( \{ s_i \}_{i \in [2n + \tau] \setminus [2n]} \) that
\[
Z_B = \left\{ x : \sqrt{\frac{1 - s_i}{s_i}} |x_i| \leq x_i \sqrt{2n - 1}, \sqrt{\frac{1 - s_{n+i}}{s_{n+i}}}|1 - x_i| \leq (1 - x_i) \sqrt{2n - 1}, \forall i \in [n], \right\}
\]
\[
\sum_{i \in [2n]} s_i \leq 0.5, s \geq 0, Dx \geq d \}
\]
It is clear that \( x_i \in [0,1] \) for all \( x \in Z_B \). Then, by discussing whether \( x_i > 0 \) and \( x_i < 1 \) for each \( i \in [n] \), we can further recast \( Z_B \) as

\[
Z_B = \left\{ x : \begin{array}{c}
s_i \geq \frac{1}{2n} \mathbb{I}(x_i > 0), \quad s_{n+i} \geq \frac{1}{2n} \mathbb{I}(x_i < 1), \quad \forall i \in [n], \\
\sum_{i \in [2n]} s_i \leq 0.5, \quad s \geq 0, \quad x \in [0,1]^n, \quad Dx \geq d
\end{array} \right\} , \tag{7.10}
\]

Third, for \( x \in Z_B \), let \( I_1 = \{ i \in [n] : 1 > x_i > 0 \} \), \( I_2 = \{ i \in [n] : x_i = 0 \} \), and \( I_3 = \{ i \in [n] : x_i = 1 \} \), where \( |I_1| + |I_2| + |I_3| = n \). Then,

\[
0.5 \geq \sum_{i \in [2n]} s_i \geq \sum_{i \in [n]} \left( \frac{1}{2n} \mathbb{I}(x_i > 0) + \frac{1}{2n} \mathbb{I}(x_i < 1) \right) = \frac{2|I_1| + |I_2| + |I_3|}{2n} = 0.5 + \frac{|I_1|}{2n},
\]

where the first two inequalities are due to (7.10) and the third equality is due to the definitions of sets \( I_1 \), \( I_2 \), and \( I_3 \). Hence, \( |I_1| = 0 \) and so \( x \in \{0,1\}^n \) for all \( x \in Z_B \). It follows that \( \bar{S} \supseteq Z_B \). On the other hand, for any \( x \in \bar{S} \), by letting \( s_i = \frac{1}{2n} \mathbb{I}(x_i > 0) \), \( s_{n+i} = \frac{1}{2n} \mathbb{I}(x_i < 1) \), clearly, \((x,s)\) satisfies (7.10). Thus, \( \bar{S} = Z_B \), i.e., \( \bar{S} \) is feasible if and only if \( Z_B \) is feasible. Then, the conclusion follows from the strong NP-hardness of (Binary Program).

Although \( Z_B \) is in general computationally intractable, there exist important special cases where \( Z_B \) is convex and tractable. In the following theorems, we provide two sufficient conditions for the convexity of \( Z_B \). The first condition requires a relatively small risk parameter \( \epsilon \) and applies to the setting of uncertain constraint coefficients (i.e., \( A^i \neq 0 \) for some \( i \in [I] \)).

**Theorem 34.** Suppose that Assumption (A2) holds and \( B^i = 0 \) for all \( i \in [I] \) and \( \epsilon \leq \frac{1}{1+(2\sqrt{\eta}+\sqrt{\eta^2+\eta})^2} \), where \( \eta = \max_{i \in [I]} \mu_i^\top \Sigma_i^{-1} \mu_i \). Then set \( Z_B \) is convex and is equivalent to

\[
Z_B = \left\{ x : a_i(x)^\top \mu_i \leq b^i, s_i \geq \frac{a_i(x)^\top \Sigma_i a_i(x)}{a_i(x)^\top \Sigma_i a_i(x) + (b^i - a_i(x)^\top \mu_i)^2}, \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon, s \geq 0 \right\} . \tag{7.11}
\]

**Proof.** First, \( b_i(x) = b^i \) because \( B^i = 0 \) for all \( i \in [I] \). The reformulation (7.11) follows from Lemma 12.
Hence, \( a_i(x)^\top \Sigma_i a_i(x) / [a_i(x)^\top \Sigma_i a_i(x) + (b^i - a_i(x)^\top \mu_i)^2] \leq s_i \leq \epsilon \leq 1 / [1 + (2\sqrt{\eta} + \sqrt{4\eta + 3})^2] \). Since \( (b^i - a_i(x)^\top \mu_i) \geq 0 \), we have
\[
\frac{b^i - a_i(x)^\top \mu_i}{\sqrt{a_i(x)^\top \Sigma_i a_i(x)}} \geq 2\sqrt{\eta} + \sqrt{4\eta + 3}.
\] (7.12a)

Hence, to show the convexity of \( Z_B \), it suffices to show that the function \( a_i(x)^\top \Sigma_i a_i(x) / [a_i(x)^\top \Sigma_i a_i(x) + (b^i - a_i(x)^\top \mu_i)^2] \) is convex when \( x \) satisfies (7.12a). To this end, we let \( z_i := \Sigma_i^{1/2} a_i(x) \), \( q_i := \Sigma_i^{-1/2} \mu_i \), and \( k_i := (b^i - a_i(x)^\top \mu_i) / \sqrt{a_i(x)^\top \Sigma_i a_i(x)} = (b^i - q_i^\top z_i) / \sqrt{z_i^\top z_i} \). Then, \( k_i \geq 2\sqrt{\eta} + \sqrt{4\eta + 3} \). Since \( a_i(x) \) is affine in the variables \( x \), it suffices to show that the function
\[
f_i(z_i) = \frac{z_i^\top z_i}{z_i^\top z_i + (b^i - z_i^\top q_i)^2}
\]
is convex in variables \( z_i \) when \( k_i := (b^i - q_i^\top z_i) / \sqrt{z_i^\top z_i} \geq 2\sqrt{\eta} + \sqrt{4\eta + 3} \). To this end, we consider the Hessian of \( f_i(z_i) \), denoted by \( H f_i(z_i) \), and show that \( r^\top H f_i(z_i) r \geq 0 \) for an arbitrary \( r \in \mathbb{R}^{m_i} \). Standard calculations yield
\[
r^\top H f_i(z_i) r = 2 \left(z_i^\top z_i + (b^i - z_i^\top q_i)^2\right)^{-3} \left\{ z_i^\top z_i \left[ (b^i - z_i^\top q_i)^2 r^\top r - z_i^\top z_i (q_i^\top r)^2 \right] 
- 4 (b^i - z_i^\top q_i) (q_i^\top r) (z_i^\top r) + 3 (b^i - z_i^\top q_i)^2 (q_i^\top r)^2 \right\} 
+ (b^i - z_i^\top q_i)^2 \left[ r^\top r (b^i - z_i^\top q_i)^2 - 4 (z_i^\top r)^2 + 4 (b^i - z_i^\top q_i) (q_i^\top r) (z_i^\top r) \right] 
= 2 \left(z_i^\top z_i + (b^i - z_i^\top q_i)^2\right)^{-3} \left( (k_i^2 + k_i^2) (z_i^\top z_i)^2 (r^\top r) - 4k_i^2 (z_i^\top z_i) (z_i^\top r)^2 \right. 
+ (3k_i^2 - 1) (z_i^\top z_i) (q_i^\top r)^2 + (4k_i^3 - 4k_i) (z_i^\top z_i)^{3/2} (q_i^\top r) (z_i^\top r) \right] 
\geq 2 \left(z_i^\top z_i + (b^i - z_i^\top q_i)^2\right)^{-3} \left( (k_i^2 + k_i^2) (z_i^\top z_i)^2 (r^\top r) - 4k_i^2 (z_i^\top z_i) (z_i^\top r)^2 \right. 
- (4k_i^3 - 4k_i) \sqrt{q_i^\top q_i} (z_i^\top z_i)^2 (r^\top r) \right) 
\geq 2 \left(z_i^\top z_i + (b^i - z_i^\top q_i)^2\right)^{-3} (z_i^\top z_i)^2 (r^\top r) k_i^2 \left( k_i^2 - 4k_i \sqrt{q_i^\top q_i} - 3 \right) \geq 0
\] (7.12b)

for all \( r \in \mathbb{R}^{m_i} \). Above, equality (7.12b) is from the definition of \( k_i \); inequality (7.12c) follows from \( 3k_i^2 \geq 1, (4k_i^3 - 4k_i) \geq 0 \) and the Cauchy-Schwarz inequalities \( z_i^\top r \leq \sqrt{z_i^\top z_i} \sqrt{r^\top r} \) and
$q_i^\top r \leq \sqrt{q_i^\top q_i r^\top r}$; inequality (7.12d) is due to the fact $k_i \geq 0$; and inequality (7.12e) is because $k_i \geq 2\sqrt{q_i} + \sqrt{q_i^\top q_i} + 3 \geq 2\sqrt{q_i^\top q_i} + \sqrt{4q_i^\top q_i + 3}$.

The second condition does not require a small risk parameter $\epsilon$ but is only applicable when the constraint coefficients are not affected by the uncertain parameters (right-hand side uncertainty), i.e. $A^i = 0$ for all $i \in [I]$.

**Theorem 35.** Suppose that Assumption (A2) holds. Further assume that $A^i = 0$ for all $i \in [I]$ and $\epsilon \leq 0.75$. Then the set $Z_B$ is convex and is equivalent to

$$Z_B = \left\{ x : (a^i)^\top \mu_i + \frac{1-s_i}{s_i} \sqrt{(a^i)^\top \Sigma_a a^i} \leq b_i(x), \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon, s_i \geq 0 \right\}. \quad (7.13)$$

**Proof.** For all $i \in [I]$, $a_i(x) = a^i$ because $A^i = 0$. Thus, the reformulation (7.13) follows from Lemma 12. Hence, to show the convexity of $Z_B$, it suffices to show that function

$$\sqrt{(1-s_i)/s_i}$$

is convex in $s_i$ for $0 \leq s_i \leq \epsilon$. This follows from the fact that

$$\frac{d^2}{ds_i^2} \left( \sqrt{\frac{1-s_i}{s_i}} \right) = \frac{0.75 - s_i}{(1-s_i)^{3/2} s_i^{5/2}} \geq 0$$

because $0 \leq s_i \leq \epsilon \leq 0.75$.

The following example illustrate that $Z_B$ is convex when condition of Theorem 34 holds and becomes non-convex when this condition does not hold.

**Example 14.** Consider set $Z_B$ with regard to a projected ambiguity set in the form of (7.7),

$$Z_B = \left\{ x : \inf_{P_1 \in D_1} \mathbb{E}_{P_1} \{ \xi_1 : x_1 \xi_1 \leq 1 \} \geq 1 - s_1 \right\} \quad \text{and} \quad \left\{ x : \inf_{P_2 \in D_2} \mathbb{E}_{P_2} \{ \xi_2 : x_2 \xi_2 \leq 1 \} \geq 1 - s_2 \right\} \quad \text{subject to} \quad s_1 + s_2 \leq \epsilon, s_1, s_2 \geq 0$$

where

$$D_1 = \{ P_1 : \mathbb{E}_{P_1} [\xi_1] = 0, \mathbb{E}_{P_1} [\xi_1^2] = 1 \}, \quad D_2 = \{ P_2 : \mathbb{E}_{P_2} [\xi_2] = 0, \mathbb{E}_{P_2} [\xi_2^2] = 1 \}$$

Projecting out variables $s_1, s_2$ yields

$$Z_B = \left\{ x \in \mathbb{R}^2 : \frac{x_1^2}{x_1^2 + 1} + \frac{x_2^2}{x_2^2 + 1} \leq \epsilon \right\}. \quad (7.14)$$
We depict $Z_B$ in Figure 8 with $\epsilon = 0.25$, $0.50$, and $0.75$, respectively, where the dashed line denotes the boundary of $Z_B$ for each $\epsilon$. Note that $Z_B$ is convex when $\epsilon = 0.25$ and becomes non-convex when $\epsilon = 0.50, 0.75$. As $\eta = \max_{i \in [I]} \mu_i^\top \Sigma_i \mu_i = 0$, this figure confirms the sufficient condition of Theorem 34 that $Z_B$ is convex when $\epsilon \leq 1 + \frac{1}{(2\sqrt{\eta} + \sqrt{4\eta} + 3)^2} = 0.25$.

Finally, we note that when either conditions of Theorem 34 or Theorem 35 hold, $Z_B$ is not only convex but also computationally tractable. This observation follows from the classical result in [44] on the equivalence between tractable convex programming and the separation of a convex set from a point.

**Theorem 36.** Under Assumption (A2), suppose that set $S$ is closed and compact, and it is equipped with an oracle that can, for any $x \in \mathbb{R}^n$, either confirm $x \in S$ or provide a hyperplane that separates $x$ from $S$ in time polynomial in $n$. Additionally, suppose that either conditions of Theorem 34 or Theorem 35 holds. Then, for any $\alpha \in (0, 1)$, one can find an $\alpha$-optimal solution to the optimized Bonferroni approximation of $Z$, i.e., formulation $\min_x \{ c^\top x : x \in S \cap Z_B \}$, in time polynomial in $\log(1/\alpha)$ and the size of the formulation.

**Proof.** We prove the conclusion when condition of Theorem 34 holds. The proof for the condition of Theorem 35 is similar and is omitted here for brevity.

Since $S$ is convex by assumption and $Z_B$ is convex by Theorem 34, the conclusion follows from Theorem 3.1 in [44] if we can show that there exists an oracle that can, for any $x \in \mathbb{R}^n$,
either confirm \(x \in Z_B\) or provide a hyperplane that separates \(x\) from \(Z_B\) in time polynomial in \(n\). To this end, from the proof of Theorem 34, we note that \(Z_B\) can be recast as

\[
Z_B = \left\{ x : a_i(x)^	op \mu_i \leq b_i, \forall i \in [I], \sum_{i \in [I]} \frac{a_i(x)^	op \sum_i a_i(x)}{a_i(x)^	op \sum_i a_i(x) + (b_i - a_i(x)^	op \mu_i)^2} \leq \epsilon \right\}. \tag{7.15}
\]

All constraints in (7.15) are linear except \(\sum_{i \in [I]} g_i(x) \leq \epsilon\), where \(g_i(x) := a_i(x)^	op \sum_i a_i(x) / [a_i(x)^	op \sum_i a_i(x) + (b_i - a_i(x)^	op \mu_i)^2]\). On one hand, whether or not \(\sum_{i \in [I]} g_i(x) \leq \epsilon\) can be confirmed by a direct evaluation of \(g_i(x), i \in [I]\), in time polynomial in \(n\). On the other hand, for an \(\hat{x}\) such that \(\sum_{i \in [I]} g_i(\hat{x}) > \epsilon\), the following separating hyperplane can be obtained in time polynomial in \(n\):

\[
\epsilon \geq \sum_{i \in [I]} \left\{ g_i(\hat{x}) + \frac{2(b_i - q_i \top \hat{z}_i)}{[\hat{z}_i \top \hat{z}_i + (b_i - q_i \top \hat{z}_i)^2]} \left[ (b_i - q_i \top \hat{z}_i)\hat{z}_i + (\hat{z}_i \top \hat{z}_i)q_i \right] \top \Sigma_i^{-1/2} A^i(x - \hat{x}) \right\},
\]

where \(\hat{z}_i = \Sigma_i^{-1/2} (A^i \hat{x} + a^i)\) and \(q_i = \Sigma_i^{-1/2} \mu_i\).

\[\square\] \[\square\]

### 7.4 Ambiguity Set Based on Marginal Distributions

In this section, we study the computational tractability of the optimized Bonferroni approximation when the ambiguity set is characterized by the (known) marginal distributions of the projected random vectors. More specifically, we make the following assumption on \(\mathcal{D}_i\).

(A3) The projected ambiguity sets \(\{\mathcal{D}_i\}_{i \in [I]}\) are characterized by the marginal distributions of \(\xi_i\), i.e., \(\mathcal{D}_i = \{\mathbb{P}_i\}\), where \(\mathbb{P}_i\) represents the probability distribution of \(\xi_i\).

We first note that \(\mathcal{D}_i\) is a singleton for all \(i \in [I]\) under Assumption (A3). By the definition of Bonferroni approximation (7.5), \(Z_B\) is equivalent to

\[
Z_B = \left\{ x : \mathbb{P}_i \left\{ \xi_i : a_i(x) \top \xi_i \leq b_i(x) \right\} \geq 1 - s_i, \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon, s \geq 0 \right\}. \tag{7.16}
\]

Next, we show that optimizing over \(Z_B\) in the form of (7.16) is computationally intractable. In particular, the corresponding optimization problem is strongly NP-hard even if \(m_i = 1\), \(A^i = 0\), and \(a^i = 1\) for all \(i \in [I]\), i.e., only right-hand side uncertainty.

**Theorem 37.** Under Assumption (A3), suppose that \(m_i = 1\), \(A^i = 0\), and \(a^i = 1\) for all \(i \in [I]\). Then, it is strongly NP-hard to optimize over set \(Z_B\).
**Proof.** Similar to the proof of Theorem 33, we consider set \( \bar{S} = \{ x \in \{0, 1\}^n : Dx \geq d \} \), with given matrix \( D \in \mathbb{Z}_+^{r \times n} \) and vector \( d \in \mathbb{R}^n \), and show the reduction from (Binary Program) defined in (7.9). Second, we consider an instance of \( Z_B \) with a projected ambiguity set satisfying Assumption (A3) as

\[
Z_B = \left\{ x : \inf_{i \in D_i} \mathbb{P}_i \{ \xi_i : \xi_i \leq x_i \} \geq 1 - s_i, \forall i \in [n] \right\}
\]

where

\[
D_i = \{ \mathbb{P}_i : \xi \sim \mathcal{B}(1, 1/(2n)) \}, \forall i \in [2n + \tau],
\]

and \( \mathcal{B}(1, p) \) denotes Bernoulli distribution with probability of success equal to \( p \). It follows from (7.16) and Fourier-Motzkin elimination of variables \( \{ s_i \}_{i \in [2n + \tau] \setminus [2n]} \) that

\[
Z_B = \left\{ x : s_i \geq \frac{1}{2n} I(x_i < 1), s_{n+i} \geq \frac{1}{2n} I(x_i > 0), \forall i \in [n], \sum_{i \in [2n]} s_i \leq 0.5, s \geq 0, x \in [0, 1]^n, Dx \geq d \right\}
\]

Following a similar proof as that of Theorem 33, we can show that \( \bar{S} = Z_B \), i.e., \( \bar{S} \) is feasible if and only if \( Z_B \) is feasible. Then, the conclusion follows from the strong NP-hardness of (Binary Program) in (7.9).

Next, we identify two important sufficient conditions where \( Z_B \) is convex. Similar to Theorem 34, the first condition holds for left-hand uncertain constraints with a small risk parameter \( \epsilon \).

**Theorem 38.** Suppose that Assumption (A3) holds and \( B^i = 0 \) and \( \xi_i \sim \mathcal{N}(\mu_i, \Sigma_i) \) for all \( i \in [I] \) and \( \epsilon \leq \frac{1}{2} - \frac{1}{2} \text{erf} \left( \sqrt{\eta} + \sqrt{\eta + 0.75} \right) \), where \( \eta = \max_{i \in [I]} \mu_i^\top \Sigma_i^{-1} \mu_i \) and \( \text{erf}(\cdot), \text{erf}^{-1}(\cdot) \) denote the error function and its inverse, respectively. Then the set \( Z_B \) is convex and is
follows from (7.16) that

\[ F(7.18). \]

Since \( s \)

Proof. By assumption, \( \xi_i \sim \mathcal{N}(\mu_i, \Sigma_i) \) for all \( i \in [I] \), it follows from (7.16) that \( Z_B \) is equivalent to (7.17).

Let \( f_i(x) := a_i(x)^\top \Sigma_i a_i(x) / [a_i(x)^\top \Sigma_i a_i(x) + (b^i - a_i(x)^\top \mu_i)^2] \). Since \( \epsilon \leq \frac{1}{2} - \frac{1}{2} \text{erf} \left( \sqrt{\eta} + \sqrt{\eta + 0.75} \right) \) and \( s_i \leq \epsilon \), thus we have \( f_i(x) \leq 1/[1 + (2 \sqrt{\eta + 4 \eta + 3})^2] \). Hence, from the proof of Theorem 34, \( f_i(x) \) is convex in \( x \in Z_B \). Hence, it remains to show that \( G(s_i) := 1/[1 + 2 \left( \text{erf}^{-1}(1 - 2s_i) \right)^2] \) is concave in variable \( s_i \) when \( s_i \in [0, \epsilon] \). This is indeed so because

\[
\frac{d^2 G(s_i)}{ds_i^2} = -\frac{4\pi e^2 \text{erf}^{-1}(1-2s_i)^2 \left[ 1 - 2 \text{erf}^{-1}(1-2s_i)^2 \right]^2}{\left[ 1 + 2 \text{erf}^{-1}(1-2s_i)^2 \right]^3} \leq 0
\]

for all \( 0 \leq s_i \leq \epsilon \).

Similar to Theorem 35, the second condition only holds for right-hand uncertain constraints with a relatively large risk parameter \( \epsilon \).

**Theorem 39.** Suppose that Assumption (A3) holds and \( m_i = 1, A^i = 0, a^i = 1 \) for all \( i \in [I] \) and \( \epsilon \leq \text{min} i \in [I]\{1 - F_i(r_i)\} \), where \( F_i(\cdot) \) represents the cumulative distribution function of \( \xi_i \) and \( r_i \) represents its concave point, i.e., \( F_i(r) \) is concave when \( r \geq r_i \). Then the set \( Z_B \) is convex and is equivalent to

\[
Z_B = \left\{ x : F_i(b_i(x)) \geq 1 - s_i, \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon, s \geq 0 \right\}. \tag{7.18}
\]

Proof. By assumption, \( \xi_i \) is a 1-dimensional random variable and so \( Z_B \) is equivalent to (7.18). Since \( s_i \leq \epsilon, \epsilon \leq 1 - F_i(r_i) \) by assumption, and \( b_i(x) \) is affine in \( x \), it follows that the constraint \( F_i(b_i(x)) \geq 1 - s_i \) is convex. Thus \( Z_B \) is convex.

\[
\]
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Table 11 displays some common probability distributions together with the concave points of their cumulative distribution function (cdf). Note that \( 1 - F(r^*) \), displayed in the last column of this table, represents an upper bound of \( \epsilon \) in the condition of Theorem 39.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>CDF ( F(r) )</th>
<th>Concave Point ( (r^*) )</th>
<th>( 1 - F(r^*) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal ( N(\mu, \sigma^2) )</td>
<td>( \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{r - \mu}{\sigma \sqrt{2}} \right) )</td>
<td>( \mu )</td>
<td>0.5</td>
</tr>
<tr>
<td>Exponential(( \lambda ))</td>
<td>( 1 - \exp^{-\lambda r}, r \geq 0 )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Uniform[( \ell, u )]</td>
<td>( \frac{r - \ell}{u - \ell}, \ell \leq r \leq u )</td>
<td>( \ell )</td>
<td>1</td>
</tr>
<tr>
<td>Weibull(( \lambda, k ))</td>
<td>( 1 - e^{-(r/\lambda)^k}, r \geq 0 )</td>
<td>( 0 )</td>
<td>( \lambda(k-1)^{1/k} ) ( e^{1-k} ) if ( k \in (0, 1] ) ( e^{1-k} ) if ( k &gt; 1 )</td>
</tr>
<tr>
<td>Gamma(( k, \theta ))</td>
<td>( 1 - \frac{\Gamma(k, r/\theta)}{\Gamma(k)} ), ( r \geq 0 )</td>
<td>( 0 )</td>
<td>( (k-1)\theta ) ( \frac{1}{\Gamma(k-1)}, ) if ( k \in (0, 1] ) ( \frac{1}{\Gamma(k)}, ) if ( k &gt; 1 )</td>
</tr>
<tr>
<td>Log-Normal ( \log N(\mu, \sigma^2) )</td>
<td>( \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{\log r - \mu}{\sigma \sqrt{2}} \right) ), ( r \geq 0 )</td>
<td>( e^{\mu - \sigma^2} ) ( \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) )</td>
<td>( \frac{1}{2} )</td>
</tr>
</tbody>
</table>

Similar to Theorem 36, we note that when either the condition of Theorem 38 holds or that of Theorem 39 holds, the set \( Z_B \) is not only convex but also computationally tractable. We summarize this result in the following theorem and omit its proof.

**Theorem 40.** Under Assumption (A3), suppose that set \( S \) is closed and compact, and it is equipped with an oracle that can, for any \( x \in \mathbb{R}^n \), either confirm \( x \in S \) or provide a hyperplane that separates \( x \) from \( S \) in time polynomial in \( n \). Additionally, suppose that either condition of Theorem 38 or that of Theorem 39 holds. Then, for any \( \alpha \in (0, 1) \), one can find an \( \alpha \)-optimal solution to the problem \( \min_x \{ c^T x : x \in S \cap Z_B \} \), in time polynomial in \( \log(1/\alpha) \) and the size of the formulation.

When modeling constraint uncertainty, besides the (parametric) probability distributions mentioned in Table 11, a nonparametric alternative employs the empirical distribution of \( \xi \) that can be directly established from the historical data. In the following theorem, we consider right-hand side uncertainty with discrete empirical distributions and show that the optimized Bonferroni approximation can be recast as a mixed-integer linear program (MILP).

**Theorem 41.** Suppose that Assumption (A3) holds and \( m_i = 1 \), \( A^i = 0 \), and \( a^i = 1 \) for all \( i \in [I] \). Additionally, suppose that \( \mathbb{P}\{ \xi_i = \xi_i^j \} = p_i^j \) for all \( j \in [N_i] \) such that \( \sum_{j \in [N_i]} p_i^j = 1 \).
follows that $P$ holds if and only if $1 - s_i \leq 1 - s_i, i \in [I]$, and $\sum_{i \in [I]} s_i \leq \epsilon$. Hence, it suffices to show that $P_i \{\xi_i \leq B^i x + b^i \} \geq 1 - s_i$ is equivalent to constraints (7.19a)–(7.19d).

To this end, we note that nonnegative random variable $\xi_i$ takes value $\xi_i^j$ with probability $p_i$, and so $P_i \{\xi_i \leq \xi_i^j \} = \sum_{i \in [j]} p_i$ for all $j \in [N_i]$. It follows that $P_i \{\xi_i \leq B^i x + b^i \} \geq 1 - s_i$ holds if and only if $1 - s_i \leq \sum_{i \in [j]} p_i$ whenever $B^i x + b^i \geq \xi_i^j$. Then, we introduce additional binary variables $\{z_i^j\}_{j \in [N_i], i \in [N]}$ such that $z_i^j = 1$ when $B^i x + b^i \geq \xi_i^j$ and $z_i^j = 0$ otherwise. It follows that $P_i \{\xi_i \leq B^i x + b^i \} \geq 1 - s_i$ is equivalent to constraints (7.19a)–(7.19d). \hfill \Box

\textbf{Remark 6.} The nonnegativity assumption of $\{\xi_i^j\}_{j \in [N_i]}$ for each $i \in [I]$ can be relaxed. If not, then for each $i \in [I]$ we can subtract $M_i$, where $M_i := \min_{j \in [N_i]} \xi_i^j$, from $\{\xi_i^j\}_{j \in [N_i]}$ and the right-hand side of uncertain constraint $B^i x + b^i$, i.e., $\xi_i^j := \xi_i^j - M_i$ for each $j \in [N_i]$ and $B^i x + b^i = B^i x + b^i - M_i$.

We close this section by demonstrating that $Z_B$ may not be convex when the condition of Theorem 39 does not hold.
Example 15. Consider set $Z_B$ with regard to a projected ambiguity set satisfying Assumption (A3),

$$Z_B = \left\{ x \in \mathbb{R}^2 : \inf_{P_1 \in D_1} P_1 \{ \xi_1 : \xi_1 \leq x_1 \} \geq 1 - s_1, \inf_{P_2 \in D_2} P_2 \{ \xi_2 : \xi_2 \leq x_1 \} \geq 1 - s_2, \inf_{P_3 \in D_3} P_3 \{ \xi_3 : \xi_3 \leq x_2 \} \geq 1 - s_3 \right\}$$

where

$$D_1 = \{ P_1 : \xi_1 \sim N(0,1) \}, D_2 = \{ P_2 : \xi_2 \sim N(0,1) \}, \text{ and } D_3 = \{ P_3 : \xi_3 \sim N(0,1) \}$$

with standard normal distribution $N(0,1)$. Projecting out variables $s_1, s_2, s_3$ yields

$$Z_B = \left\{ x \in \mathbb{R}^2 : 2 \mathrm{erf} \left( \frac{x_1}{\sqrt{2}} \right) + \mathrm{erf} \left( \frac{x_2}{\sqrt{2}} \right) \geq 2 - 2\epsilon \right\}.$$ 

We depict $Z_B$ in Fig. 9 with $\epsilon = 0.25, 0.50, \text{ and } 0.75$, respectively, where the dashed line denotes the boundary of $Z_B$ for each $\epsilon$. Note that this figure confirms condition of Theorem 39 that for normal random variables $\{ \xi_i \}$, $Z_B$ is convex if $\epsilon \leq 0.5$ but may not be convex otherwise. \( \square \)

7.5 Binary Decision Variables and Moment-based Ambiguity Sets

In this section, we focus on the projected ambiguity sets specified by first two moments as in Assumption (A2) and also assume that all decision variables $x$ are binary, i.e.,
$S \subseteq \{0,1\}^n$. Distributionally robust joint chance constrained optimization involving binary decision variables arise in a wide range of applications including the multi-knapsack problem (cf. [32, 118]) and the bin packing problem (cf. [101, 128]). In this case, $Z_B$ is naturally non-convex due to the binary decision variables. Our goal, however, is to recast $S \cap Z_B$ as a mixed-integer second-order conic set (MSCS), which facilitates efficient computation with commercial solvers like GUROBI and CPLEX.

First, we show that $S \cap Z_B$ can be recast as an MSCS in the following result.

**Theorem 42.** Under Assumption (A2), suppose that $S \subseteq \{0,1\}^n$. Then, $S \cap Z_B = S \cap \hat{Z}_B$, where

$$
\hat{Z}_B = \left\{ x : \begin{aligned}
\mu_i^\top (A^i x + a^i) &\leq B^i x + b^i, i \in [I], \\
\left\| 2\Sigma_i^{1/2} (A^i x + a^i) \right\| &\leq s_i + t_i, i \in [I], \\
t_i &\leq \left( b^i - \mu_i^\top a^i \right)^2 + (a^i)^\top \Sigma_i a^i + 2 \left( b^i - \mu_i^\top a^i \right) \left( B^i - \mu_i^\top A^i \right)^\top x \\
+ 2(a^i)^\top \Sigma_i A^i x + \left( \left( B^i - \mu_i^\top A^i \right)^\top + (A^i)^\top \Sigma_i A^i, w \right), &i \in [I] \\
\sum_{i \in [I]} s_i &\leq \epsilon, \\
w_{jk} &\geq x_j + x_k - 1, 0 \leq w_{jk} \leq x_j, w_{jk} \leq x_k, \forall j, k \in [n], \\
s_i &\geq 0, t_i \geq 0, \forall i \in [I].
\end{aligned} \right\}
$$

(7.20)
Proof. By Lemma 12, we recast $Z_B$ as

$$Z_B = \left\{ (x, y) : \sum_{i \in [I]} s_i \leq \epsilon, \quad s_i \geq 0, \forall i \in [I], \right\}$$

It is sufficient to linearize $(b_i(x) - a_i(x)^\top \mu_i)^2 + a_i(x)^\top \Sigma a_i(x)$ in the extended space for each $i \in [I]$. To achieve this, we introduce additional continuous variables $t_i := (b_i(x) - a_i(x)^\top \mu_i)^2 + a_i(x)^\top \Sigma a_i(x)$, as well as additional binary variables $w := xx^\top$ and linearize them by using McCormick inequalities (see [71]), i.e.,

$$w_{jk} \geq x_j + x_k - 1, 0 \leq w_{jk} \leq x_j, w_{jk} \leq x_k, \forall j, k \in [n]$$

which lead to reformulation (7.20).

The reformulation of $S \cap Z_B$ in Theorem 42 incorporates $n^2$ auxiliary binary variables $\{w_{jk}\}_{j,k \in [n]}$. Next, under an additional assumption that $\epsilon \leq 0.25$, we show that it is possible to obtain a more compact reformulation by incorporating $n \times I$ auxiliary continuous variables when $I < n$.

**Theorem 43.** Under Assumption (A2), suppose that $S \subseteq \{0, 1\}^n$ and $\epsilon \leq 0.25$. Then,
\( S \cap Z_B = S \cap \tilde{Z}_B, \) where

\[
\tilde{Z}_B = \left\{ x : \begin{array}{l}
\sum_{i \in [I]} s_i \leq \epsilon,
\sqrt{s_i} r_i \leq \sqrt{\frac{s_i}{1 - s_i}}, \forall i \in [I],
q_{ij} \geq r_i - \sqrt{\frac{\epsilon}{1 - \epsilon}} (1 - x_j), 0 \leq q_{ij} \leq \sqrt{\frac{\epsilon}{1 - \epsilon}} x_j, q_{ij} \leq r_i, \forall i \in [I], j \in [n],
s_i \geq 0, r_i \geq 0, \forall i \in [I],
\end{array} \right\}
\]

(7.21a) \hspace{1cm} (7.21b) \hspace{1cm} (7.21c) \hspace{1cm} (7.21d) \hspace{1cm} (7.21e) \hspace{1cm} (7.21f)

where vector \( q_i := [q_{i1}, \ldots, q_{in}]^\top \) for all \( i \in [I]. \)

**Proof.** By Lemma 12, we recast \( Z_B \) as

\[
Z_B = \left\{ (x, y) : \begin{array}{l}
a_i(x)^\top \mu_i \leq b_i(x),
\sqrt{a_i(x)^\top \Sigma_i a_i(x)} \leq \frac{s_i}{\sqrt{1 - s_i}} (b_i(x) - a_i(x)^\top \mu_i), \forall i \in [I],
\sum_{i \in [I]} s_i \leq \epsilon,
s_i \geq 0, \forall i \in [I].
\end{array} \right\}
\]

(7.22a) \hspace{1cm} (7.22b) \hspace{1cm} (7.22c) \hspace{1cm} (7.22d)

We note that nonlinear constraints (7.22b) hold if and only if there exist \( \{r_i\}_{i \in [I]} \) such that \( 0 \leq r_i \leq \sqrt{s_i/(1 - s_i)} \) and \( \sqrt{a_i(x)^\top \Sigma_i a_i(x)} \leq r_i (b_i(x) - a_i(x)^\top \mu_i) \) for all \( i \in [I]. \)

Note that \( s_i \in [0, \epsilon] \) and so \( r_i \leq \sqrt{s_i/(1 - s_i)} \leq \sqrt{\epsilon/(1 - \epsilon)}. \) Defining \( n \)-dimensional vectors \( q_i := r_i x, i \in [I], \) we recast constraints (7.22b) as (7.21b), (7.21d)–(7.21f), where constraints (7.21e) are McCormick inequalities that linearize products \( r_i x. \) Note that constraints (7.21d)
characterize a convex feasible region because $0 \leq s_i \leq \epsilon \leq 0.25$ and so $\sqrt{s_i/(1-s_i)}$ is concave in $s_i$. 

**Remark 7.** When solving the optimized Bonferroni approximation as a mixed-integer convex program based on reformulation (7.21), we can incorporate the supporting hyperplanes of constraints (7.21d) as valid inequalities in a branch-and-cut algorithm. In particular, for given $\tilde{s} \in [0, \epsilon]$, the supporting hyperplane at point $(\tilde{s}, \sqrt{\tilde{s}/(1-\tilde{s})})$ is

$$r_i \leq \left[ \frac{1}{2} \tilde{s}^{1/2} (1-\tilde{s})^{-3/2} \right] s_i + \tilde{s}^{1/2} (1-\tilde{s})^{-3/2} \left( \frac{1}{2} - \tilde{s} \right).$$  \hfill (7.23a)

**Remark 8.** We can construct inner and outer approximations of reformulation (7.21) by relaxing and restricting constraints (7.21d), respectively. More specifically, constraints (7.21d) imply $r_i \leq \sqrt{s_i/(1-\epsilon)}$ because $s_i \leq \epsilon$ for all $i \in [I]$. It follows that constraints (7.21d) imply the second-order conic constraints

$$\begin{bmatrix} r_i \\ s_i - (1-\epsilon) \\ 2(1-\epsilon) \end{bmatrix} \leq \frac{s_i + (1-\epsilon)}{2(1-\epsilon)}, \forall i \in [I].$$  \hfill (7.23b)

In the branch-and-cut algorithm, we could start by relaxing constraints (7.21d) as (7.23b) and then iteratively incorporate valid inequalities in the form of (7.23a). In contrast to (7.23b), we can obtain a conservative approximation of constraints (7.21d) by noting that these constraints hold if $r_i \leq \sqrt{s_i}$. It follows that constraints (7.21d) are implied by the second-order conic constraints

$$\begin{bmatrix} r_i \\ s_i - 1 \\ 2 \end{bmatrix} \leq \frac{s_i + 1}{2}, \forall i \in [I].$$  \hfill (7.23c)

Hence, we obtain an inner approximation of Bonferroni approximation by replacing constraints (7.21d) with (7.23c).

### 7.6 Extension: Ambiguity Set with One Linking Constraint

In previous sections, we have shown that $Z = Z_B$ under the separability condition of Assumption (A1) and established several sufficient conditions under which the set $Z_B$ is
convex. In this section, we demonstrate that these results may help establish new convexity results for the set $Z$ even when the ambiguity set is not separable.

In this section, we consider an ambiguity set specified by means of random vectors $\{\xi_i\}_{i \in [I]}$ and a bound on the overall deviation from mean. In particular, the ambiguity set is as follows.

(A4) The ambiguity set $\mathcal{P}$ is given as

$$\mathcal{P} = \left\{ P : \mathbb{E}_P[\xi] = \mu, \sum_{i \in [I]} \mathbb{E}_P[\|\xi_i - \mu_i\|] \leq \Delta \right\}. \quad (7.24)$$

Note that we can equivalently express $\mathcal{P}$ as follows:

$$\mathcal{P} = \left\{ P : \text{Proj}_{i}(P) = P_i \in \mathcal{D}_i(\delta_i), \forall i \in [I], \forall \delta \in \mathcal{K} \right\}, \quad (7.25a)$$

where $\mathcal{K} := \{ \delta : \delta \geq 0, \sum_{i \in [I]} \delta_i \leq \Delta \}$ and for each $i \in [I]$ and $\delta \in \mathcal{K}$. The marginal ambiguity sets $\{\mathcal{D}_i(\delta_i)\}_{i \in [I]}$ are defined as

$$\mathcal{D}_i(\delta_i) = \left\{ P : \mathbb{E}_P[\xi_i] = \mu_i, \mathbb{E}_P[\|\xi_i - \mu_i\|] \leq \delta_i \right\}, \quad (7.25b)$$

where $\Xi_i = \mathbb{R}^{m_i}$ for all $i \in [I]$.

The following theorem shows that under Assumption (A4), the set $Z$ can be reformulated as a convex program.

**Theorem 44.** Suppose that the ambiguity set $\mathcal{P}$ is defined as (7.25a) and $\Xi = \prod_{i \in [I]} \Xi_i$, then the set $Z$ is equivalent to

$$Z = \left\{ x : \frac{\Delta}{2\epsilon} \|a_i(x)\|_* + a_i(x)^\top \mu_i \leq b_i(x), \forall i \in [I] \right\}, \quad (7.26)$$

where $\| \cdot \|_*$ is the dual norm of $\| \cdot \|$.

**Proof.** We can reformulate $Z$ as

$$Z = \{ x : x \in Z(\delta), \forall \delta \in \mathcal{K} \} \quad (7.27a)$$

where $\mathcal{K} := \{ \delta : \delta \geq 0, \sum_{i \in [I]} \delta_i \leq \Delta \}$ and

$$Z(\delta) := \left\{ x \in \mathbb{R}^n : \inf_{P \in \mathcal{P}(\delta)} \mathbb{P}\left\{ \xi : a_i(x)^\top \xi_i \leq b_i(x), \forall i \in [I] \right\} \geq 1 - \epsilon \right\} \quad (7.27b)$$
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with
\[ \mathcal{P}(\delta) = \{ \mathbb{P} : \text{Proj}_i(\mathbb{P}) = \mathbb{P}_i \in \mathcal{D}_i(\delta), \forall i \in [I] \}. \]

By Theorem 32, we know that \( Z(\delta) \) is equivalent to its Bonferroni Approximation \( Z_B(\delta) \) for any given \( \delta \in \mathcal{K} \), i.e.,
\[
Z(\delta) = Z_B(\delta) = \left\{ x : \inf_{\mathbb{P}_i \in \mathcal{D}_i(\delta)} \mathbb{P}_i \left\{ \xi_i : a_i(x)\top \xi_i \leq b_i(x) \right\} \geq 1 - s_i, \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon, s \geq 0 \right\}.
\]

Let \( \{\gamma_{1i}, \gamma_{2i}\}_{i \in [I]} \) be the dual variables corresponding to the moment constraints in (7.25b). Thus, by Theorem 4 in [118], set \( Z_B(\delta) \) is equivalent to
\[
Z_B(\delta) = \left\{ x : \frac{1}{s_i} \gamma_{2i} \delta_i + \frac{(1 - s_i)}{s_i} \sup_{\xi_i} \left( \gamma_{1i}(\xi_i - \mu_i) - \gamma_{2i} \|\xi_i - \mu_i\| \right) + \sup_{\xi_i} \left( \gamma_{1i}(\xi_i - \mu_i) - \gamma_{2i} \|\xi_i - \mu_i\| - (b_i(x) - a_i(x)\top \xi_i) \right) \leq 0, \forall i \in [I], \right\}
\] where by convention, \( 0 \cdot \infty = 0 \). By solving the inner supremums, \( Z_B(\delta) \) is equivalent to
\[
Z_B(\delta) = \left\{ x : \frac{\gamma_{2i}}{s_i} \delta_i \leq b_i(x) - a_i(x)\top \mu_i, \|\gamma_{1i}\|_* \leq \gamma_{2i}, \|\gamma_{1i} + a_i(x)\|_* \leq \gamma_{2i}, \forall i \in [I], \gamma_2 \geq 0, \right\}
\]
(7.27c)

Now let
\[
\tilde{Z}_B(\delta) = \left\{ x : \frac{\gamma_{2i}}{s_i} \delta_i \leq b_i(x) - a_i(x)\top \mu_i, \|\gamma_{1i}\|_* \leq 2\gamma_{2i}, \forall i \in [I], \gamma_2 \geq 0, \right\}
\]
(7.27d)

Note that \( Z_B(\delta) \subseteq \tilde{Z}_B(\delta) \). This is because for each \( i \in [I] \), by aggregating \( \|\gamma_{1i}\|_* \leq \gamma_{2i}, \|\gamma_{1i} + a_i(x)\|_* \leq \gamma_{2i} \) and using triangle inequality, we have
\[
\|a_i(x)\|_* \leq 2\gamma_{2i}.
\]
On the other hand, by letting $\gamma_1 = \frac{1}{2} a_i(x)$ in (7.27c), we obtain set $\tilde{Z}_B(\delta)$, thus $\tilde{Z}_B(\delta) \subseteq Z_B(\delta)$. Hence $\tilde{Z}_B(\delta) = Z_B(\delta)$.

By projecting out $\{\gamma_2\}_{i \in [I]}$, (7.27d) yields

$$Z_B(\delta) = \left\{ x : \frac{\delta_i a_i(x)\|_s}{2s_i} \leq b_i(x) - a_i(x)^\top \mu_i, \forall i \in [I], \sum_{i \in [I]} s_i \leq \epsilon, s \geq 0 \right\}. \quad (7.27e)$$

Finally, by projecting out variables $s$, (7.27e) is further reduced to

$$Z_B(\delta) = \left\{ x : b_i(x) \geq a_i(x)^\top \mu_i, \forall i \in [I], \sum_{i \in [I]} \frac{\delta_i a_i(x)\|_s}{2(b_i(x) - a_i(x)^\top \mu)} \leq \epsilon \right\}.$$ 

Therefore,

$$Z = \left\{ x : b_i(x) \geq a_i(x)^\top \mu_i, \forall i \in [I], \sum_{i \in [I]} \frac{\delta_i a_i(x)\|_s}{2(b_i(x) - a_i(x)^\top \mu)} \leq \epsilon, \forall \delta \in \mathcal{K} \right\},$$

with $\mathcal{K} = \{ \delta : \delta \geq 0, \sum_{i \in [I]} a_i \leq \Delta \}$, which is equivalent to

$$Z = \left\{ x : b_i(x) \geq a_i(x)^\top \mu_i, \forall i \in [I], \sum_{i \in [I]} \frac{\delta_i a_i(x)}{2(b_i(x) - a_i(x)^\top \mu)} \leq \epsilon, \forall \delta \in \text{ext}(\mathcal{K}) \right\}. \quad (7.27f)$$

with $\text{ext}(\mathcal{K}) := \{0\} \cup \{\Delta e_i\}_{i \in [I]}$ denoting the set of extreme points of $\mathcal{K}$. Thus, (7.27f) leads to (7.26).

\[\Box\]

**Remark 9.** The technique for proving Theorem 44 is quite general and may be applied to other settings. For example, if the ambiguity set $\mathcal{P}$ is defined by known mean and sum of component-wise standard deviations, then we can reformulate $Z$ as a second-order conic set.

Next we consider the optimized Bonferroni approximation of $Z$.

**Theorem 45.** Suppose that the ambiguity set $\mathcal{P}$ is defined as (7.25a) and $\Xi = \prod_{i \in [I]} \Xi_i$, then the set $Z_B$ is equivalent to

$$Z_B = \left\{ x : \frac{\Delta}{2} \sum_{i \in [I]} \frac{\|a_i(x)\|_s}{b_i(x) - a_i(x)^\top \mu_i} \leq \epsilon, a_i(x)^\top \mu_i \leq b_i(x), \forall i \in [I] \right\}. \quad (7.28)$$

where $\| \cdot \|_s$ is the dual norm of $\| \cdot \|$.
Proof. The optimized Bonferroni approximation of set \( Z \) is

\[
Z_B = \left\{ x : \inf_{P_j \in D_j(\Delta)} P_j \{ \xi_j : a_j(x)^T \xi_j \leq b_j(x) \} \geq 1 - s_j, \forall j \in [I], \sum_{j \in [I]} s_j \leq \epsilon, s \geq 0 \right\}
\]

i.e.,

\[
Z_B = \left\{ x : \inf_{P_j \in D_j(\Delta)} P_j \{ \xi_j : a_j(x)^T \xi_j \leq b_j(x) \} \geq 1 - s_j, \forall j \in [I], \sum_{j \in [I]} s_j \leq \epsilon, s \geq 0 \right\}.
\]

By letting \( I = 1 \) in Theorem 44, we know that \( \inf_{P_j \in D_j(\Delta)} P_j \{ \xi_j : a_j(x)^T \xi_j \leq b_j(x) \} \geq 1 - s_j \) is equivalent to

\[
\frac{\Delta}{2\epsilon} \|a_j(x)\|_* + a_j(x)^T \mu_j \leq b_j(x)
\]

for each \( j \in [I] \). Thus, set \( Z_B \) is further equivalent to

\[
Z_B = \left\{ x : \frac{\Delta}{2s_j} \|a_j(x)\|_* + a_j(x)^T \mu_j \leq b_j(x), \forall j \in [I], \sum_{j \in [I]} s_j \leq \epsilon, s \geq 0 \right\},
\]

which leads to (7.28) by projecting out \( s \). \( \square \)

Remark 10. The constraints defining (7.28) are not convex in general. Thus even if \( Z \) is convex (Theorem 44), its optimized Bonferroni approximation \( Z_B \) may not be convex.

Remark 11. The constraints defining (7.28) are convex in case of only right-hand side uncertainties, i.e. \( A^i = 0 \) for all \( i \in [I] \).

We conclude by demonstrating the limitations of the optimized Bonferroni approximation by an example illustrating that, unless the established conditions hold, the distance between sets \( Z \) and \( Z_B \) can be arbitrarily large.

Example 16. Consider \( Z \) with regard to a projected ambiguity set in the form of (7.25a)

\[
Z = \left\{ x \in \mathbb{R}^I : \inf_{P \in \mathcal{P}} \mathbb{P} \{ \xi : \xi_i x_i \leq 1, \forall i \in [I] \} \geq 1 - \epsilon \right\}
\]

where

\[
\mathcal{P} = \{ \mathbb{P} : \mathbb{E}_\mathbb{P}[\xi] = 0, \mathbb{E}_\mathbb{P}[\|\xi\|] \leq \Delta \}.
\]
Figure 10: Illustration of Example 16 with $\frac{2\epsilon}{\Delta} = 2$ and $I = 2$

Thus, (7.26) and (7.28) yield

$$Z = \left\{ x \in \mathbb{R}^I : |x_i| \leq \frac{2\epsilon}{\Delta}, \forall i \in [I] \right\},$$

and

$$Z_B = \left\{ x \in \mathbb{R}^I : \sum_{i \in [I]} |x_i| \leq \frac{2\epsilon}{\Delta} \right\}.$$

These two sets are shown in Fig. 10 with $\frac{2\epsilon}{\Delta} = 2$ and $I = 2$, where the dashed lines denote the boundaries of $Z, Z_B$. Indeed, simple calculation shows that the Hausdorff distance (c.f. [88]) between sets $Z_B$ and $Z$ is $\frac{I - 1}{\sqrt{I}} \frac{2\epsilon}{\Delta}$, which tends to be infinity when $\Delta \to 0$ and $I, \epsilon$ are fixed, or $I \to \infty$ and $\Delta, \epsilon$ are fixed. \qed
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