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Activities and Findings

Research and Education Activities:

Some of the major problems that we studied extensively in this project include nonnegative matrix factorization (NMF), its extension to tensors, and the 11-regularized linear regression. We applied these methods to design automatic gene selection method and protein sequence motif information discovery. Due to the nonnegativity constraints in NMF, the factors of its lower-rank approximation provide a natural interpretation: each data item can be explained by an additive linear combination of physically meaningful basis components. In addition, NMF can work as a successful clustering method when an additional constraint of sparsity is imposed on the second nonnegative factor in NMF. Numerous successful applications of NMF were reported in areas including text mining, computer vision, and bioinformatics. In addition, the 11-regularized linear regression gives sparse solution and can be used in designing automatic gene selection methods.

One of many areas where we have made some significant contributions is development of efficient algorithms and theoretical study of their convergence properties. Several algorithms were already developed for NMF including the multiplicative updating method, the alternating least squares method, the active-set method, the projected gradient method, and the projected quasi-Newton method. However, none of these methods is fully optimized for the special characteristics of NMF computation. By exploiting the special characteristics, we designed a new algorithm for computing NMF. The algorithm is based on a fast active-set-type method called block principal pivoting method, which overcomes some limitations of traditional active-set methods. To evaluate the effectiveness and efficiency of the new algorithm, we performed extensive experimental comparisons of the new algorithm with previously developed ones.

NTF (Nonnegative Tensor Factorization) provides lower rank approximation of nonnegative tensors (either in PARAFAC-PARAllel FACtorization, or in Tucker decomposition forms) with nonnegative factors. NTF shares with NMF the property that its lower-rank approximation provides meaningful interpretations. Numerous data analysis algorithms have been designed for data sets which are typically represented as multidimensional arrays, i.e., matrices, tensors. Matrices and tensors provide a mathematical and algorithmic framework for analyzing multiscale, multidimensional data sets and extracting meaningful information from such data. Tensor factorization, a multilinear generalization of matrix factorization, is a powerful tool for multidimensional data analysis. It gives a meaningful lower rank approximation which can further be used for dimensionality reduction as well as visualization. Since modern data sets are multiscale and multidimensional, where each dimension is typically very high, fast algorithm for processing such data is essential. We developed an algorithm for NTF based on alternating nonnegative least squares (ANLS) and an active set type method called the block pivoting principle. While on the theoretical front, important and exciting problems arise with respect to rank of nonnegative factorization, from an application point of view, nonnegative tensor factorization plays an important role to analyze multidimensional, inherently nonnegative data. Our algorithm provides a faster way of computing such factorizations and extensions for regularized and sparse factorization are provided under the same framework.

We studied application of NMF to two problems in bioinforamtics. One of the applications was using sparse NMF for finding motifs from protein sequences. Finding motifs involves detecting groups of similar protein-segments from a large collection of protein sequences, and sparse NMF was successfully used to find such groups. Another application was using sparse NMF and its variant for clustering and semi-supervised clustering tasks in microarray analysis, respectively. We observed that sparsity constraints often substantially improve the clustering results obtained using NMF.

Another topic that we have explored is the L1 regularized linear regression, which is a linear regression problem in which the L1 norm of coefficient vector is constrained. The method is known to simultaneously avoid the over-fitting to training data and achieve sparsity in the computed solution. The sparsity has two important benefits; it improves the interpretation of the model by explicitly showing the relationship between the target variable and features, and it also allows computationally efficient model because only a small number of coefficients remain nonzero. We developed new models and efficient algorithms for toxic chemical agent detection applying L1 regularized regression with sparsity and nonnegativity constraints.

All of the above research involved graduate students supported by the grant. In addition to weekly research meetings, the students were provided with opportunities to learn presentation skills through the seminars they give throughout the academic year.

Findings:

The effectiveness of each work described above was examined through implementation and experiments. The new algorithm that we developed for NMF has been confirmed to be significantly faster than other existing ones. In experiments, we observed how several algorithms reduce the objective function value with respect to computation time. The results showed that the new algorithm provided the lowest objective function value with any amount of computation time. In the work on the algorithm for NTF, the new algorithm also showed the fastest performance among all existing algorithms. Its theoretical convergence property has been studied and we discovered that every limit point produced by the
algorithm is a stationary point, which is the best one can expect in general due to non-convex nature of NMF.

Applying NMF for protein motifs discovery and clustering, successful results was obtained. The problem of discovering motifs from protein sequences is a critical and challenging task in the field of bioinformatics. The task involves clustering relatively similar protein segments from a huge collection of protein sequences and culling high quality motifs from a set of clusters. A granular computing strategy combined with K-means clustering algorithm was previously proposed for the task, but this strategy requires a manual selection of biologically meaningful clusters which are to be used as an initial condition. This manipulated clustering is undisciplined as well as computationally expensive. In our work, we utilize sparse non-negative matrix factorization (SNMF) to cluster a large protein data set. We show how to combine this method with Fuzzy C-means algorithm and incorporate bio-statistics information to increase the number of clusters whose structural similarity is high. Our experimental results show that an SNMF approach provides better protein groupings for similar secondary structures while maintaining similarities in protein primary sequences.

Regarding the l1-norm regularized linear regression, our new algorithm has been confirmed to be significantly faster than existing methods. In the comparison, several types of existing algorithms were included: active-set-type methods (such as least angle regression and the feature-sign search algorithm), projected gradient methods, and coordinate descent methods. Under various conditions of test problems, the new algorithm outperformed these methods.

Regarding nonnegativity constrained tensor factorizations, experimental results conclude that indeed nonnegative tensor factorization of inherently nonnegative multidimensional data provided better solutions with better interpretation capability. Compared to existing algorithms for NTF, our algorithm computes the factors in less time. In order to verify that indeed only the right factors are recovered, we adopted a visual approach where we formed a tensor based on three images (as a multilinear combination of outer product of vectors) and used our algorithm for recovering the factors in the presence of noise. It was seen that our algorithm was able to extract the factors with surprisingly very limited loss of information only.

Training and Development:

Outreach Activities:
The PI has lead an effort to involve the undergraduate students by supervising two summer interns from North Carolina A&T university who are African Americans and a female student from Harvey-Mudd college during the summer of 2009. This effort continued in the summer of 2010 with multiple students participating from the US and India.
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Contributions within Discipline:
Our research on NMF and NTF provided efficient algorithms, better insights, and successful applications. The algorithms newly developed for NMF and NTF provide more efficient ways to compute lower rank approximation. The new algorithms were validated through experimental comparisons, so they can be used in many practical applications. In addition, the observation on the special characteristics of NMF and NTF computations that we utilized to develop the efficient algorithms will provide better insights on the computational aspect of each problem. The problem of discovering motifs from protein sequences is a critical and challenging task in the field of bioinformatics. The task involves grouping relatively similar protein segments from a huge collection of protein sequences. A granular computing strategy combined with K-means clustering algorithm was previously proposed for the task, but, the strategy requires a manual selection of biologically meaningful clusters, which are to be used as an initial condition. This process is undisciplined as well as computationally expensive. We utilize sparse NMF to cluster large protein datasets. We show how to combine the method with Fuzzy C-means algorithm and incorporate secondary structure information to increase the percentage of protein segments clusters with high structural similarity. Our experimental results show that sparse NMF approach provides better protein groupings in protein structures maintaining the similarities in protein sequences.

Contributions to Other Disciplines:
The NMF involves the nonnegativity constrained least squares (NNLS) problem with multiple right hand sides. The NNLS problems also arise in many different science and engineering areas including chemometrics and bioinformatics, and the algorithm could benefit those areas as well. The work on the L1 regularized linear regression provides a novel algorithm not only to the problem itself but also to related problems. In the literature on machine learning and statistics, the L1 regularized linear regression is used as a subroutine for many other L1 regularized learning tasks such as the logistic regression and sparse dictionary learning. Those induced tasks can also benefit from the new algorithm. Computations on tensors are becoming ubiquitous in many applications. Nonnegative tensor factorization methods have been used for face recognition and computation of human motion signatures and for hyper spectral data analysis. Projection to a low-dimensional subspace is a common technique in many areas of data mining and pattern recognition. Allowing more dimensions, the document collection can be represented in a way to reveal multi-dimensional and multiscale relationships such as those among terms, documents, authors, and genre, in the data simultaneously. Recently new methods have been developed, where one couples structural information, in the form of one or more graphs, to textual information. In the case of collaborative filtering, instead of a matrix representing ratings of users and ratings, allowing multidimensional representation with details about genre of movie, time of viewing of movie will help in better prediction of user's interest. In numerous applications, data sets are more naturally represented as tensors than matrices including nuclear astrophysics, climate modeling, chemometrics, genome signal analysis, and biometric recognition. Tensor-based methods can be utilized for data compression, modeling, and regression, fusing information obtained from different sources and scales. In particular it has been used for analysis of enzymic activity in vegetables, influence of temperature on vibrational spectra, semiconductor metal etching and other such applications in the field of
chemometrics. The NMF involves the nonnegativity constrained least squares (NNLS) problem with multiple right hand sides. The NNLS problems also arise in many different science and engineering areas including chemometrics and bioinformatics, and the algorithm could benefit those areas as well. The work on the L1 regularized linear regression provides a novel algorithm not only to the problem itself but also to related problems. In the literature on machine learning and statistics, the L1 regularized linear regression is used as a subroutine for many other L1 regularized learning tasks such as the logistic regression and sparse dictionary learning. Those induced tasks can also benefit from the new algorithm. Computations on tensors are becoming ubiquitous in many applications. Nonnegative tensor factorization methods have been used for face recognition and computation of human motion signatures and for hyper spectral data analysis. Projection to a low-dimensional subspace is a common technique in many areas of data mining and pattern recognition. Allowing more dimensions, the document collection can be represented in a way to reveal multi-dimensional and multiscale relationships such as those among the term, document, authors, and genre, in the data simultaneously. Recently new methods have been developed, where one couples structural information, in the form of one or more graphs, to textual information. In the case of collaborative filtering, instead of a matrix representing ratings of users and ratings, allowing multidimensional representation with details about genre of movie, time of viewing of movie will help in better prediction of user's interest. In numerous applications, data sets are more naturally represented as tensors than matrices including nuclear astrophysics, climate modeling, chemometrics, genome signal analysis, and biometric recognition. Tensor-based methods can be utilized for data compression, modeling, and regression, fusing information obtained from different sources and scales. In particular its used for analysis of enzymic activity in vegetables, influence of temperature on vibrational spectra, semiconductor metal etching and other such applications in the field of chemometrics.
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